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Impacts of Variable Viscosity
on Hydromagnetic Peristaltic Flow
of a Bingham Fluid in a Vertical
Channel

R. Muthuraj, S. Srinivas, and D. Lourdu Immaculate

1 Introduction

In the past few decades, studies on non-Newtonian fluid flows attract researchers
because of its occurrence in many engineering field and it has been growing consid-
erably in recent years also. Furthermore, traditional Newtonian fluid model cannot
precisely describe the characteristics ofmost of thefluids involving in industrial appli-
cations. However, only limited studies are available in the field of non-Newtonian
fluid flows with different flow configurations ([1–5] and several references therein).
In view of these, Khalid et al. [1] have discussed influence of space porosity on hydro-
magnetic unsteady flow of a Casson fluid with oscillating vertical plate using Laplace
transformmethod. Unsteady flow of aWilliamson nanofluid in a channel bounded by
two vertical walls was examined by Immaculate et al. [2]. Combined effects of wall
slip and convective boundary conditions on non-Newtonian nanofluids in a channel
with peristalsis were analyzed by Sayed et al. [3]. Chemical reaction effect on MHD
flow of Powell-Eyring fluid in an inclined porous space was investigated byMuthuraj
et al. [4]. More recently, impact of heat source on Powell-Eyring fluid flow with
Dufour and Soret effects was studied by Muthuraj and Selvi [5]. Owing to occur-
rence of peristaltic mechanism in various industrial and physiological procedures,
non-Newtonian fluid flows with peristalsis have received significant attention in the
past. In view of its applications, several researchers investigate peristaltic transport
of non-Newtonian fluids with different flow geometries [6–8]. Also, literature sur-
vey witnesses that most of the industrial materials can flow only with the help of
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2 R. Muthuraj et al.

yield stress. These fluids exhibit non-Newtonian behavior. Such fluids are generally
designated as Bingham fluids. Clay, printing ink, paint, and molten chocolate are
some typical examples of Bingham plastics. For this reason, studies of Bingham
fluid flows in various flow conditions have been made by several researchers ([9–12]
and many worthy references therein). Later, Bingham plastic fluid flow with applied
uniformmagnetic field in a porous bedwas examined byMisra andAdhikary [9]. Fusi
and Farina [10] have investigated Bingham fluid flow in a channel with peristalsis.
Later, they presented peristaltic transport of a Bingham fluid in a tube by lubrication
approximation method [11]. More recently, pressure-driven flow of Bingham fluid in
a curved channel was analyzed by Roberts and Cox [12]. Most of the previous inves-
tigations have considered all the physical properties are assumed to be a constant.
However, it is obvious that some physical properties are functions of temperature.
Also, existing studies witness that accurate prediction for the flow and heat transfer
can be reached by taking some physical properties varying with temperature. Also,
convective heat and mass transfer studies with chemical reaction effects have got-
ten significant attraction due to its importance in hydrometallurgical industries and
chemical technology. Many studies can be found in this direction with different flow
situations [13–20]. Notably, Eswaramoorthi et al. [16] examined convective flow of
viscoelastic fluid with combined impacts of Soret and Dufour effect in the presence
of radiation and chemical reaction. Muthuraj et al. [17] presented impacts of wall
properties on dusty fluid flow with peristalsis and chemical reaction. The influence
of wall slip condition and radiation onMHD convective stagnation flowwith thermal
diffusion and diffusion thermoeffects and chemical reaction was discussed by Niran-
jan et al. [18]. Sivasankaran et al. [19] demonstrate convective boundary condition
effect on convective hydromagnetic convective stagnation flow with chemical reac-
tion and wall slip. Bhuvaneswari et al. [20] illustrate MHD convective flow over a
stretching surface in porous medium with the effects of cross diffusion and chemical
reaction. Farooq et al. [21] presented viscosity variation onMHDflow of Jeffrey fluid
in a symmetric channel with Dufour and Soret effect using Lubrication approach.
Later, combined effects of diffusion thermo and thermal diffusion on MHD Jeffrey
fluid flow in vertical porouswalls with varying viscosity and viscous dissipationwere
analyzed by Selvi and Muthuraj [22]. Hassan [23] has studied Couette flow of a vis-
cous fluid with the effects of variable viscosity and heat source using ADM. Ajibade
and Tafida [24] have investigated channel flow of a viscous fluid with varying phys-
ical properties. Literature survey witness that most of the authors neglected coupled
effects of variable viscosity and chemical reaction on peristaltic flow with heat and
mass transfer effects. Therefore, here we study influence of varying viscosity and
chemical reaction effects on peristaltic transport of a Bingham fluid with uniform
magnetic field and heat source. Long wave length and low Reynolds number approx-
imation are employed to reduce the governing system of partial differential equations
into set of ordinary differential equations. Analytical expressions for velocity, tem-
perature, and concentration fields are obtained and impacts of involved parameters
are discussed graphically.
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2 Formulation of the Problem

Consider a laminar, incompressible, hydromagnetic flow of a Bingham fluid in a
vertical porous space bounded by two walls of width d1 + d2. The walls are main-
tained at different temperatures T1, T2 and concentrations C1,C2, respectively. The
equations of the channel walls are described as

H1 = d1 + a1cos
2π
λ

(X̄ − ct).......Right wall

H2 = −d2 − b1cos(
2π
λ

(X̄ − ct) + ϑ).......Le f t wall
(1)

and a1, b1, d1, d2 and ϑ satisfies the condition

a21 + b21 + 2a1b1cosϑ ≤ (d1 + d2)
2. (2)

The equations governing continuity, momentum, energy, and concentration are as
follows:

∂Ū
∂ X̄

+ ∂V̄
∂Ȳ

= 0 (3)

ρ
(

∂Ū
∂t + Ū ∂Ū

∂ X̄
+ V̄ ∂Ū

∂Ȳ

)
= − ∂ P̄

∂ X̄
+ μ(T ) ∂2Ū

∂ X̄2 − ∂
∂Ȳ

(
τ0 − μ(T ) ∂Ū

∂Ȳ

)

−σB2
0Ū − μ(T )φ∗

k Ū + ρgβt(T − T̄ ) + ρgβc(C − C̄)
(4)

ρ
(

∂V̄
∂t + Ū ∂V̄

∂ X̄
+ V̄ ∂V̄

∂Ȳ

)
= − ∂ P̄

∂Ȳ
+ μ(T )

(
∂2 V̄
∂ X̄2 + ∂2 V̄

∂Ȳ 2

)
− μ(T )φ∗

k V̄ (5)
(

∂T
∂t + Ū ∂T

∂ X̄
+ V̄ ∂T

∂Ȳ

)
= K

ρcp

(
∂2 T
∂ X̄2 + ∂2 T

∂Ȳ 2

)
+ Q(T − T̄ ) (6)

(
∂C
∂t + Ū ∂C

∂ X̄
+ V̄ ∂C

∂Ȳ

)
= Dm

(
∂2 C
∂ X̄2 + ∂2 C

∂Ȳ 2

)
+ DmkT

T̄

(
∂2 T
∂ X̄2 + ∂2 T

∂Ȳ 2

)
− k1C. (7)

The coordinates and velocities in the fixed frame (X̄ , Ȳ ) and the wave frame (x,y) are
related by x = X̄ − ct, y = Ȳ , u = Ū − c, v = V̄ , p(x) = P̄(x, t) and introducing
the following non-dimensional quantities:

x̄ = x
λ , ȳ = y

d1
, ū = u

c .v̄ = v
cδ , δ = d1

λ , p̄ = d21 p
μ0cλ

, t̄ = ct
λ , h1 = H1

d1
, h2 = H2

d2
, d = d2

d1
,

a = a1
b1

, b = b1
d1

, Re = ρcd1
μ , θ = T−T̄

T1−T̄
, φ = C−C̄

C1−C̄
, n = T2−T̄

T1−T̄
,m = C2−C̄

C1−C̄
, μ(θ) = μ(T )

μ0
,

τ̄0 = d1τ0
μ0c

, Pr = μ0cp
K , Sc = μ0

ρDm
,Gr = ρgβt (T1−T̄ )d21

μ0c
,Gc = ρgβc(C1−C̄)d21

μ0c
, γ = k1d

2
1

ν ,

Da = k
φ∗d21

, M =
√

σ
μ0

B0d1, α = Qd21
K , Sr = ρDmkT (T1−T̄ )

μ0 T̄ (C1−C̄)
.

(8)

Employing (8) into Eqs. (3)–(7) and dropping bars, the non-dimensional problem is
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∂u
∂x + ∂v

∂y = 0 (9)

Reδ
(
u ∂u

∂x + v ∂u
∂y

)
= − ∂P

∂x + δ2μ(θ) ∂2u
∂x2 − ∂

∂y

(
τ0 − μ(θ) ∂u

∂y

)

H(u + 1) + Grθ + Gcφ
(10)

Reδ3
(
u ∂v

∂x + v ∂v
∂y

)
= − ∂ p

∂y + μ(θ)δ2
(
δ2 ∂2v

∂x2 + ∂2v
∂y2

)
− μ(θ) δ2

Da
v (11)

RePrδ
(
u ∂θ

∂x + v ∂θ
∂y

)
=

(
δ2 ∂2θ

∂x2 + ∂2θ
∂y2

)
+ αθ (12)

Reδ(u ∂C
∂x + v ∂C

∂y ) = 1
Sc

(
δ2 ∂2φ

∂x2 + ∂2φ
∂y2

)
+ Sr

(
δ2 ∂2θ

∂x2 + ∂2θ
∂y2

)
− γφ + c1. (13)

Using long wavelength procedure, we get

∂
∂y

(
τ0 − μ(θ) ∂u

∂y

)
+ H(u + 1) − Grθ − Gcφ = − ∂P

∂x (14)

∂2θ
∂y2 + αθ = 0 (15)

1
Sc

∂2φ
∂y2 + Sr

∂2θ
∂y2 − γφ + c1 = 0 (16)

with boundary conditions,

u = −1, θ = 1,φ = 1 at y = h1
u = −1, θ = n,φ = m at y = h2,

(17)

where c1 = − k1d2
1 C̄

ν(C1−C̄)
, H 2 = (

M2 + 1
Da

)
, h1(x) = 1 + acos2πx, h2(x) = −d

− bcos(2πx + ϑ), a, b, d, and ϑ satisfies the relation a2 + b2 + 2abcosϑ ≤ (1 +
d)2.

3 Method of Solution

Solving Eq. (15) using (17), we obtain

θ = A1cosα1y + A2sinα1y. (18)

Plugging (18) into (16) and solving subject to the boundary condition (17), one can
get

φ = A3coshβ1y + A4sinhβ1y + T1cosα1y + T2sinα1y + T3, (19)

where α1 = √
α,β1 = √

γSc, T1 = c1
γ , T2 = −αA1Sr Sc

α+γSc
, A1 = 1−A2sinα1h1

cosα1h1
, A2 = cosα1h2−ncosα1h1

sinα1(h1−h2)
,

A3 = 1−A4sinβ1h1
coshβ1h1

, A4 = s1cosβ1h2−s2ncosβ1h1
sinhβ1(h1−h2)

, s1 = 1 − T1cosα1h1 − T2sinα1h1 − T3, s2 = 1 − T1cos

α1h2 − T2sinα1h2 − T3. In this analysis, viscosity variation can be taken in the fol-
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lowing way (see Refs. [17, 18]), μ(θ) = e−βθ = 1 − βθ + O(β)2 where β(<< 1)
is the viscosity parameter. Therefore, Eq. (14) becomes

d
dy

[
(1 − βθ) dudy

] − H(u + 1) + Grθ + Gcφ = dp
dx . (20)

Equation (20) is non-linear and it cannot be solved analytically. But, it can be
solved analytically by perturbation method in terms of viscosity parameter. Accord-
ingly, we can write

u = β0u0 + β1u1 + β2u2 + β3u3 + ........... (21)

Making use of Eq. (21) into Eqs. (17) and (20), we get the following.

3.1 Zeroth-Order System (β0)

d2u0
dy2

− H(u0 + 1) + Grθ + Gcφ = dp0
dx

(22)

with conditions
u0 = −1 at y = h1 (23)

u0 = −1 at y = h2. (24)

3.2 First-Order System (β1)

d2u1
dy2

− θ
d2u0
dy2

− du0
dy

dθ

dy
− Hu1 = dp1

dx
(25)

with conditions
u1 = 0 at y = h1 (26)

u1 = 0 at y = h2. (27)

Solve the above system using appropriate boundary conditions finally we get the
expression for velocity up to first order as
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u0 = A5coshH1y + A6sinhH1y + T10cosα1y + T11sinα1y + T12coshβ1y+
T13sinhβ1y + T0

(28)

u1 = A7coshH1y + A8sinhH1y + T25cosh(H1 + iα1)y + T26cosh(H1 − iα1)y+
T27sinh(H1 + iα1)y + T28sinh(H1 − iα1)y + T29cosh(β1 + iα1)y+
T30cosh(β1 − iα1)y + T31sinh(β1 + iα1)y + T32sinh(β1 − iα1)y+
T33sin2α1y + T34cos2α1y + T35,

(29)

where P0 = dp0
dx , P1 = dp1

dx , T4 = T3 + P0 + H, T5 = T1 − GrC1, T6 = T2 − GrC2, T7 = −GcC3, T8 =
−GcC4, T9 = − T4

H , T10 = − T5
α2
1+H

, T11 = − T6
α2
1+H

, T12 = − T7
β21−H

, T13 = − T8
β21−H

, T14 = C1C5H
2
1 +

C2C6α1h1, T15 = C1C6H
2
1 + C2C5α1h1, T16 = −2α2

1(C2T10 + C1T11, T17 = C1T12β
2
1 + C2T13α1β1,

T18 = C1T13β
2
1 + C2T12α1β1, T19 = C2C5H

2
1 + C1C6α1β1, T20 = C2C6H

2
1 − C1C5α1H1, T20 = C2

C6H
2
1 − C1C5α1H1, T21 = C2T12β

2
1 − C1T13α1β1, T22=C2T13β

2
1 − C1T12α1β1, T23 = α2

1(C2T11 −
C1T10), T24 = −T23, T25 = T14−iT20

2[(H1+iα1)
2−H ] , T26 = T14+iT20

2[(H1−iα1)
2−H ] , T27 = T15−iT19

2[(H1+iα1)
2−H ] , T28 =

T15+iT19
2[(H1−iα1)

2−H ] , T29 = T17−iT22
2[(β1+iα1)

2−H ] , T30 = T17+iT22
2[(β1−iα1)

2−H ] , T31 = T18−iT21
2[(β1+iα1)

2−H ] , T32 =
T18+iT21

2[(β1−iα1)
2−H ] , T33 = T23

2(4α2
1−H2)

, T34 = − T24
2(4α2

1−H2)
, T35 = − T23+T24+P1

2H , T36 = −(1 + T10cosα1

h1 + T11sinα1h1 + T12coshβ1h1 + T13sinhβ1h1 + T9), T37 = −(1 + T10cosα1h2 + T11sinα1h2 +
T12coshβ1h2 + T13sinhβ1h2 + T9), T38 = −(T25cosh(H + iα1) + T26cosh(H − iα1) + T27sinh(H +
iα1) + T28sinh(H − iα1) + T29cosh(β + ih1) + T30cosh(β − ih1) + T31sinh(β + ih1) + T32sinh(β −
ih1) + T33sin2α1h1 + T34cos2α1h1 + T35), T38 = −(T25cosh(H + iα1)h1 + T26cosh(H − iα1)h1 +
T27sinh(H + iα1)h1 + T28sinh(H − iα1)h1 + T29cosh(β + iα1)h1 + T30cosh(β − iα1)h1 + T31sinh

(β + iα1)h1 + T32sinh(β − iα1)h1 + T33sin2α1h1 + T34cos2α1h1 + T35), T39 = −(T25cosh(H + iα1)

h2 + T26cosh(H − iα1)h2 + T27sinh(H + iα1)h2 + T28sinh(H − iα1)h2 + T29cosh(β + iα1)h2 +
T30cosh(β − iα1)h2 + T31sinh(β + iα1)h2 + T32sinh(β − iα1)h2 + T33sin2α1h2 + T34cos2α1h2 +
T35), A6 = T36coshH1h2−T37coshH1h1

sinhH1(h1−h2)
, A5 = T36−A6sinh0H1h1

sinhH1
, A8 = T38coshH1h2−T39coshH1h1

sinhH1(h1−h2)
, A5 =

T36−A6sinhH1h1
sinhH1

. We can find dimensionless stream function ψ as follows:

ψ = ∫
udy = ∫

(u0 + βu1)dy. (30)

The dimensionless expression for the pressure rise per wavelength is written as
follows:

�pλ =
1∫
0

dp
dx dx . (31)

The coefficient of heat transfer at the right wall is given by

Z = h1xθy . (32)

The non-dimensional shear stress is given by

τyx = −τ0 + μ(θ) dudy = −τ0 + (1 − βθ) dudy . (33)
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4 Results and Discussion

In this section, our aim is to discuss the impacts of the pertinent parameters on veloc-
ity, temperature, and concentration fields. Throughout the calculations we employ
M = 2, Da = 0.5, Gr = 50, Gc = 50, x = 0.1, a = 0.4, b = 0.3, d = 1.2, Sc = 0.5,
Sr = 0.5, γ = 5, ϑ = π/2, α = 0.5, m = 1, n = 1, β = 0.1, unless otherwise stated.
Figure1i–iii has been plotted to analyze the influence of heat source parameter (α),
chemical reaction parameter (γ), and phase difference (ϑ) on velocity distribution.
Figure1i depicts that fluid velocity is increasing function when α is increased. Phys-
ically, an enhancement in α may lead to generate more heat inside the fluid which
upsurges the fluid velocity throughout the channel. The influence of γ on “u” can be
seen in Fig. 1ii. As expected, the fluid velocity decreases by increasing γ. Figure1iii
shows the variation of geometric parameter phase angle ϑ on velocity. It illustrates
that velocity of the fluid suppresses significantly by changing ϑ. Figure2 is plotted to
show the influence of Gr , M, and Da on pressure gradient distribution. Figure2i–iii
depicts that dp/dx is decreasing functionwith changingGr andMwhereas increasing
Da lead to enhancement of the pressure gradient significantly. Further, it is noted
that increasing Gr , M, and Da pressure gradient is small nearer to the boundary (i.e.,
x∈[0,0.2] and x∈[0.8,1]), whereas larger amount of pressure gradient is required to
promote the flow in narrow part of the channel. Pressure rise against pumping is
graphed in Fig. 3. Variation of pressure drop (�p) against the time-average flux (�)

Fig. 1 Effect of α, γ, and ϑ on velocity distribution
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Fig. 2 Influence of Gr , M, and Da on pressure gradient

with changing Da , M, and γ is presented in Fig. 3i–ii. It is observed that increasing
γ leads to increase in peristaltic pumping region, whereas mixed behavior is noted
when Da and M are increased. It is well known that, in flow analysis shear stress is
a very interesting phenomenon. Also, it is an essential characteristic that provides
valuable information concerning the nature of dissipation at the boundaries. The
effects of “d”, Da , and τ0 at the right wall on shear stress are illustrated in Fig. 4.
Figure4(i) is displayed to see the effect of “d” on τ . It is found that enhancement
of “d” leads to decrease of shear stress gradually. The reverse trend can be seen in
Fig. 4ii, when “d” is replaced by Da . Behavior of τ0 on shear stress is displayed in
Fig. 4iii. From this figure, it is clear that the impact of this parameter on τ is quite
similar to that of Fig. 4i.

Variation on temperature field with increasing α is shown in Fig. 5. It shows
that temperature profiles are linear when α = 0 while fluid temperature is enhanced
as well as profiles become oscillatory in nature when α is increasing. Physically
speaking, increasing heat source (α > 0) leads to release of heat energywhich causes
fluid temperature to increase whereas opposite effect may exist in the presence of
heat sink (α < 0). Figure6 serves to show heat transfer coefficient (Z) with different
values of α, “a”, and “d”. Influence of α is plotted in Fig. 6i. It shows that profiles
are oscillatory in nature which may be due to peristalsis and also mixed behavior
(increasing and decreasing) is noted by enhancing the values of α. Similar impact
can be observed in Fig. 6ii if α is replaced by “a”. It is evident from these figures that
Z is an increasing function with increasing “d” (see Fig. 6iii). Figure7i–iii displays
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Fig. 3 Variation on pressure drop with different values of Da , M, and γ

Fig. 4 Variation on shear stress distribution with different values of Da , d, and τ0
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Fig. 5 Variation on
temperature distribution with
changing α

Fig. 6 Variation on heat transfer coefficient with different values of α, a, and d

the behavior of α, γ, and Sc on concentration distribution. From Fig. 7i, we noticed
that enhancing α tends to increase fluid concentration in the first half of the channel
while opposite is true in the other region. Impact of γ on φ is shown in Fig. 7ii. It is
noted that varying γ tends to promote concentration of the fluid. The effect of Sc on
φ is examined in Fig. 7iii. It depicts that fluid concentration is increasing gradually
with increasing Sc.
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Table 1 Nomenclature

a1, b1 Amplitudes of the waves

B0. Transverse magnetic field

c Wave speed

cp Specific heat

C Dimensional concentration

C1,C2 Wall concentrations

C̄ Mean value of C1 and C2

d1 + d2 Width of the channel

Da Permeability parameter

Dm Coefficient of mass diffusivity

g Acceleration due to gravity

Gr Grashof number

Gc Local mass Grashof number

K Thermal conductivity

k1 Permeability of the medium

k Dimensional chemical reaction parameter

kT Thermal diffusion ratio

M Magnetic parameter

P̄ Pressure in the fixed frame

p Pressure in the wave frame

Pr Prandtl number

Re Reynolds number

Sc Schmidt number

Sr Soret number

T Dimensional temperature

T1, T2 Wall temperatures

T̄ Mean value of T1 and T2

Ū , V̄ Dimensional velocity components in the fixed frame

u, v Non-dimensional velocity component in the wave frame

Greek symbols

α Heat source/sink parameter

μ Dynamic viscosity

ρ Density

βt Coefficient of thermal expansion

βc Coefficient of expansion with concentration

ν Kinematic viscosity

φ∗ Porosity of the medium

τ0 Yield stress

λ Wave length

σ Coefficient of electric conductivity

ϑ Phase difference

γ Dimensionless chemical Reaction parameter
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Fig. 7 Effects of α, γ, and Sc on concentration distribution

5 Conclusion

In this article, MHD flow of Bingham fluid induced by peristaltic motion in a verti-
cal asymmetric porous space by taking into account viscosity variation and chemical
reaction was analyzed. The suitable approximation is employed to reduce the sys-
tem of governing partial differential equations into non-linear ordinary differential
equations. Analytical expressions for velocity, temperature, and concentration field
are constructed. The main observations are listed below:

• Fluid velocity gets enhanced with increasing α while the opposite is true with
changing γ and ϑ.

• In the absence of heat source temperature profile is linear whereas profiles become
oscillatory in nature when increasing α.

• Increasing α, Sr , and Sc lead to enhancement of fluid concentration in one region
while the reverse effect is noted in the other region.

• The parameters M and Gr tend to suppress pressure gradient gradually whereas
Da produces the reverse impact.

• Increasing γ enhanced pressure rise while mixed behavior can be noticed when
Da and M are increased.

• Permeability parameter leads to enhancement of shear stress whereas mean width
of the channel and yield stress produce the opposite effect.

• Heat transfer coefficient profiles become oscillatory in nature with increasing α,
a, and d.
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Mathematical Modeling for Non-linear
Wave Interaction of Submerged Body
Using Hybrid Element Method

Prashant Kumar, Prachi Priya, and Rajni

1 Introduction

The study of wave and body dynamics deals with wave-body interactions for both
submerged and floating bodies. The study of underwater navigation is important due
to practical applications in many fields like submarine design, autonomous under-
water vehicle, and also in under water drilling process. Non-linear wave interactions
with the submerged body are useful for understanding the mechanism of submarine
navigation and underwater activities. The construction of mooring lines of under-
water pipe bridges and the precise prediction of forces over the submerged body are
of obvious importance and special attention is also needed in terms of stability and
protection.

In past years, various numerical methods are developed in which one method is
known as high-order spectral method (HOSM) which includes non-linearity terms
first established by Dommermuth and Yue [1] for modeling of non-linear gravity
wave interactions which further Liu et al. [2] extended for the solution of interac-
tions of non-linear wave with submerged body in time-domain analysis verified the
experimental solutions of Miyata et al. [3]. Koo [4] developed a fully non-linear
2D Numerical Wave Tank (NWT) which is the combination of Mixed Eulerian–
Lagrangian (MEL) andBoundary ElementMethod (BEM) andBai (2014) developed
the 3D NWT. A coupled FEM and BEM is developed by Wu et al. [5] to analyze
the non-linear wave interactions with submerged bodies. The BEM is used in the
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region near the body surface while FEM is used in the region away from the body.
Kent and Choi [6] studied the non-linear surface wave interaction with submerged
body in an infinite depth using pseudo-spectralmethod andDesingularizedBoundary
Element Method (DBEM). Liu et al. [7] develop an efficient method for computing
the radiation and diffraction in infinite depth of water waves with submerged sphere
using multipole method for linear wave theory. A Desingularized Boundary Integral
Method (DBIM) is used by Cao et al. [8, 9], Li [10] for the study of interaction of
wave-body problems for both submerged and floating bodies. Bin et al. [11] studied
the forces of wave on the submerged body in the viscous fluid. Recently, the interac-
tion of solitary wave with moving cylinder using 2-D NWT in computational fluid
dynamics (CFD).

In this article, a mathematical model based on BEM and HOSM is developed
to calculate forces on submerged body due to the interactions of non-linear wave.
The potential function is expressed as sum of spectral and body potential where
spectral potential is represented by eigenfunction expansion in Fourier series and
the coefficients are obtained by using HOSM and body potential is estimated from
2D BEM. The convergence analysis is discussed, and validation is conducted by
comparing with existing study of Ogilvie [12]. In addition, the effect of various
amplitudes incident wave at free surface is evaluated and horizontal and vertical drift
force computed on submerged circular cylinder for various perturbation orders.

2 Mathematical Formulation

2.1 Model Geometry

The current model’s geometry is defined in Fig. 1, the problem considers the
interaction of non-linear wave by submerged body (SB(t)) of arbitrary geometry
where boundary S consists of free surface boundary (SF(t)), right (SR) and left (SL)
pseudo-boundary having length of computational domain which is 2L and bottom
boundary S0. A global x–z Cartesian co-coordinate system is considered. The flow
is restricted to non-breaking waves and fluid is considered inviscid, irrotational, and
incompressible. So, velocity potential � satisfies the Laplace equation

∇2� = 0 (1)

The body surface’s boundary conditions are defined as

∂�

∂n
= 0 onbottomsurface(S0) (2)

∂�

∂n
= −→

U · n̂ onbodysurface(SB(t)) (3)
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Fig. 1 The geometry of the model, submerged body surface (SB(t)) surrounded by free surface
(SF (t)), right (SR) and left (SL) pseudo-boundary and the bottom boundary (S0)

ηt = (∇�) · (k̂ − ∇η) onfreesurface(SF (t)) (4)

− 1

ρ
(p − pa) = �t + 1

2
· (∇�)2 + gyonz = η (5)

∇� → 0when z → −∞ (6)

where
−→
U represents velocity of body and η(x, t) denotes the free surface. From [13],

the potential function at free surface is written as �s(x, t) ≡ �(x, η, t), in terms of
�s(x, t) and the kinematic and dynamic boundary conditions given in Eqs. (4) and
(5) are defined as

ηt (x, t) = (
1 + η2

x (x, t)
)
�z(x, η, t) − �S

x (x, t) · ηx (x, t) (7)

�S
t (x, t) = −gη − 1

2

(
�S

x (x, t)
)2 + 1

2

(
1 + η2

x (x, t)
)
�2

z (x, t) (8)

The free surface η(x, 0) and surface potential �s(x, 0) initially considering
Stokes waves and to update free surface boundary conditions are integrated using
conditionally stable fourth-order Runge–Kutta scheme.
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2.2 High-Order Spectral Method (HOSM)

The velocity potential in HOSM is written in the perturbation series for certain order
M

�s(x, t) =
M∑

m=1

�(m)(x, z, t) (9)

where () (m) represents the (kA)(m) and kA is wave steepness. Each �(m) is expanded
in Taylor series

�(m)(x, z, t) =
M−m∑

j=0

η j

j !
∂ j

∂z j
�(m)(x, 0, t) (10)

about z = 0. The radius of convergence of � cannot extend beyond the first singu-
larity in the analytic continuation of � above z = η, which limits the validity and
convergence of Eq. (10). From Eqs. (9) and (10), the order in which boundary condi-
tions occur at mean free surface for unknown�(m) also known as Dirichlet boundary
condition is obtained and given as

�(m)(x, 0, t) =
⎧
⎨

⎩

�S(x, t), m = 1

−
m−1∑

j=1

η j

j !
∂ j

∂z j �
(m− j)(x, 0, t), m = 2, 3, 4, . . . . . . . . . . . . . . . .M

(11)

2.3 Boundary Element Method (BEM)

The BEM is defined by using Green’s identity formula and is given as

∫

�

σ(xs, zs, t)G(x, z, xs, zs)d� = �(x, z, t) (12)

where σ(xs, ys, t) represents the distribution of source on the surface of the body at
time t and G is Green’s function which represents periodic source potential
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G(x, z; xs, zs) = 1

2
log

(
2 cos h

π(x − xs)

2L
− 2 cos

π(z − zs)

2L

)

−1

2
log

(
2 cos h

π(x − xs)

2L
− 2 cos

π(z − 2h0 + zs)

2L

) (13)

where h0 is the distance of mean free surface and center of body.

2.4 Solution of the Problem

The solution includes the combination of HOSM and BIEM, HOSM is used for
free surface and on body surface BEM is imposed. The velocity potential is defined
as total potential

(
�tp(x, z, t)

)
, combination of body potential (�B(x, z, t)), and

spectral potential
(
�sp(x, z, t)

)
and each potential is defined in perturbation series

up to specified order. The spectral potential is defined as the Fourier series and each
node coefficient is determined as

�(m)
sp (x, z, t) =

N∑

n=1

�(m)
nsp (t)(exp(iknx).exp(i|kn|z)) (14)

In non-lifting body, the potential function is represented as sources on surface of
body and its negative image is thus contribution of body potential which is zero at
mean free surface using Eq. (11),

�(m)
sp (x, 0, t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

�(1)
sp (x, 0, t) = �S(x, t) m = 1,

�(1)
sp (x, 0, t) = −

m−1∑

j=1

η j

j !
∂ j

∂y j

(
�(m− j)

sp (x, 0, t)

+�
(m− j)
B (x, 0, t)

) m = 2, .M

(15)

Since body potential is zero at mean free surface but not vertical derivative, the
Fourier series coefficient of spectral potential is calculated from Eq. (15) and now
using Eq. (12) in Eq. (3),

∂

∂n

⎡

⎣
∫

SB

σ(xs, zs)G(x, z; xs, zs)dSξ

⎤

⎦ =
{

− ∂�
(m)
sp

∂n |SB + −→
U · n∧ m = 1

− ∂�
(m)
sp

∂n |SB m = 2, 3, .....M
(16)

Thus, spectral and body potential will be calculated for all perturbation ordersM,
and required terms are known to measure the pressure and force on the surface of
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body. The kinematic and dynamic equations were used by spectral and body potential
to update the free surface shape.

2.5 Diffraction Force

The force on the submerged body is defined as

F =
¨

SB

PndS (17)

where P is the dynamic pressure on the surface of body. The diffraction force on the
fully submerged stationary body due to interaction of non-linear waves is computed
as

F(t) = −ρ

∫

SB

[
∂�tp(x, z, t)

∂t
+ 1

2
∇�tp(x, z, t) · ∇�tp(x, z, t)

]
· n∧dS (18)

where ∂�tp

∂t computed by temporal difference and ∇�tp, by spatial central differ-
encing.

3 Numerical Validation and Convergence Analysis

3.1 Numerical Validation

The time-series graph of pressure over the circular cylinder for time t = 0 s to t
= 8 s is calculated from present numerical scheme for the length of domain 2L
of free surface which is discretized uniformly Nx = 256 and body is discretized
into NB = 128 number of segments. The numerical simulation results are validated
with the available analytical solution for linear wave theory of [12]. In Fig. 2, the
results acquired utilizing the present numerical scheme show good agreement with
the previous study conducted by [12].

3.2 Convergence Analysis

The stable numerical method needs to be consistent and convergent, the consistency
is demonstrated by conservation of volume and conservation of total energy that
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Fig. 2 Pressure is calculated
at the head of the circular
cylinder for the present
numerical scheme and
Ogilvie [14] from time t =
0 s to t = 8 s

Table 1 The computation of
horizontal drift force Fh for
order M with kA = 0.04, H/R
= 2, kR = 0.4 and Nx =
1024, ST = 5 T

NB = 2 M = 2 M = 3 M = 4

64 −1.055 −1.0782 −1.0769

128 −1.0656 −1.802 −1.0854

256 −1.0698 −1.0882 −1.0896

requires
∫

SF (t)

ηdx = Constant and
∫

SF (t)

Pηt dx = − 1
2

d
dt

[
∫

SF (t)

�Sηt dx + ∫

SF (t)

η2dx

]

,

respectively where P represents the pressure. Further for convergence analysis, the
horizontal drift force (Fh) is calculated for increasing segments of body surface (NB)
of submerged circular cylinder which is given in Table 1. The horizontal drift force
shows convergence for increasingNB with fixed mean free surface discretizationNx,
wave steepness (kA), wave period (T ), simulation time (ST ), andH/R, where A is the
amplitude of incident wave, k is wave number,R is radius, andH denotes depth of the
circular cylinder up to three significant digit. The rate of convergence for increasing
body segments is better in comparison with linear rate and exponential for increasing
number of perturbation order. Similarly, convergence analysis with respect to number
of free surface modes Nx with order M and convergence of numerical integration
with 
t can be obtained.

4 Simulation Results

The effect of various incident wave amplitude on free surface elevation in the pres-
ence of submerged body is described in Fig. 3 for wave amplitude A = 0.005 m, A
= 0.015 m, and A = 0.02 m. The distortion of wave profile behind the submerged
circular cylinder is low for smallwave amplitude (A= 0.005m) and becamenarrower
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Fig. 3 The free surface
wave elevation at incident
wave amplitudes A =
0.02 m, A = 0.015 m, and A
= 0.005 m in the presence of
circular submerged cylinder

and higher for wave amplitude A= 0.015 m and A= 0.02 m (see Fig. 3). The distor-
tion and non-linearity are significantly noticeable due to high amplitude incident
wave due to which higher harmonic components of wave are produced as waves pass
over the cylinder. The conservation of energy is verified in all cases.

The drift forces on the submerged circular cylinder are analyzed by the graph for
different perturbation ordersM = 2, 3, and 4 as the function of wave steepness. It is
observed in Fig. 4 that the negative horizontal drift force is obtained due to breaking
of waves and the variations of drift forces when perturbation order increases (from
M = 2 to 4) for the small wave steepness (kA). It shows significant differences for
different perturbation orders. The variation of vertical drift force is constant for small
values of kA and shows slight variations for high wave steepness. The horizontal and
vertical drift forces on the submerged circular cylinder are induced due to higher
order effect.

Fig. 4 Variation of
(a) horizontal drift force Fh
and (b) vertical drift force Fv
with respect to wave
steepness (kA) for M = 2, 3,
and 4 with kR = 0.4, Nx =
512, NB = 128, and H/R = 2
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5 Conclusions

A mathematical method based on the combination of boundary element method
and high-order spectral method is developed for the analysis of the fully non-linear
interactions of wave with submerged body in time domain. The convergence test
considers the method shows better than linear rate for the increasing body segments
and the exponential rate for the increase in order of perturbation. The pressure on
submerged circular cylinder is validated with previous result of [12].

Further, the method is utilized to study the distortion of free surface profile for
various amplitude incident waves to understand the effect of different wave ampli-
tudes on the submerged body. The diffraction forces were demonstrated through
vertical and horizontal drift forces on circular submerged cylinder. The negative
horizontal drift force is observed as a consequences of decelerated fluid particles
which exerts high pressure on the submerged cylinder. The method allows precise
calculation of second and higher order forces and it can be extended to more general
shape of the body.
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Effect of Activation Energy and Slip
Velocity on Convective Heat and Mass
Transfer of Chemically Reacting Fluids
Under Convective Surface Condition

Poosappan Yesodha, Marimuthu Bhuvaneswari, Sivanandam Sivasankaran,
and Kaliannan Saravanan

1 Introduction

In the field of engineering and in the process of manufacture of materials, the final
products’ quality depends on many factors. In the existence of chemically reacting
fluids, mass and energy transfer phenomena under convective boundary condition
alongwith activation energy is useful to get the ultimate products with characteristics
according to the expectations desired. This has motivated the authors of this paper
to proceed with their present investigation.

The chemical reaction rate is enhanced when the activation energy is lowered.
The effect of energy gained through the activated molecules (activation energy)
on chemical reaction has been studied by several researchers. Maleque [1] after
his research with fluid flow all through a flat permeable plate concluded that the
rate constant of a chemical reaction for an exothermic reaction increases with an
increase in temperature profile and velocity profile, but for endothermic reaction,
the effects are opposite. Groppi and Spiga [2] presented the molecular behavior in a
chemical reaction and transfer of mass and energy. The convective mass transfer in
a pipe that was placed vertically in porous media was first considered by Bestman
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[3] by activation energy and chemical reaction. Same way inside a vertical surface
Mustafa et al. [4] passed magneto-nanofluid and discussed buoyancy effects. In a
frame that is rotating with elastic surface, Shafique et al. [5] experimented with the
non-Newtonian Maxwell fluid flow by means of activation energy. In a horizontal
channel, Zeeshan et al. [6] showed on Couette-Poiseuille flow the effect of activation
energy.When the liquid is rotating, the time-dependent flowwith energy of activation
was considered throughAwad et al. [7]. Trapeznikova et al. [8] have cited the behavior
of compressible fluid between the phases where there is a transfer of mass and energy
in a permeable medium. Pekman and Tezer-Sezgin [9] studied about viscous fluid,
which is incompressible in a permeable medium.

If the fluid is in the form of emulsion, suspension, foam or polymer solution, slip
effects may occur along the boundary layer. This has attracted many researchers to
work on the flow of fluid under slip condition. The non-Newtonian fluid flow above
a plate at a position of stagnation with the slip effect was made clear by Labropulu
and Li [10]. They suggested that the fluid encroaches diagonally or at an angle on the
wall. Similarly, the convection flowwith the condition of slip velocitywas interpreted
by Bhattacharyya et al. [11] and Harris et al. [12] over a perpendicular surface in a
medium that is permeable. TheMHDflow of an uncompressible fluid along with slip
effects in a sheet that can be stretched or shrinked linearly was analyzed by Aman
et al. [13] and Seini and Makinde [14]. A sheet that can be stretched or shrinked
vertically with convection transfer of heat and steady flow using slip velocity was
explored by Rosca and Pop [15]. Singh and Chamka [16] using second-order slip
condition, observed flow of fluid and transport of heat near the sheet, which can
be shrinked vertically and linearly. It was noticed by them that skin friction force
diminishes on slip parameter increase. Niranjan et al. [17] numerically acquired the
solution of a fluid along with slip condition for MHD convection flow for Dufour
and Soret effects. Nandeppanavar et al. [18] found that on increasing the magnetic
effect and slip parameters, increases the thickness of the layer of thermal boundary.
The fluid flow along a plate that is moving with the slip effect, force of buoyancy
and convective heating was investigated by Singh and Makinde [19]. Inside a carbon
nanotube containing the permeable wall, Chan et al. [20] considered the behavior
of fluid flow along with slip boundary state. Along with the influence of different
factors, the effect of slip condition was studied by researchers Shateyl and Mabood
[21], Abbas et al. [22] and Akbar and Khan [23].

During manufacturing processes in industries, conceded with the flow of fluid
involves the generation of heat. This is identified as internal heat generation. This
internal heat generation led to changes in the temperature distribution, forced convec-
tion, phase change process, heat transfer process and surface heat flux. The flow of
thermo-micro polar fluid in the existence of generation of heat along a porous plate
that was placed vertical was elucidated by Rahman et al. [24]. In the presence of
perpendicular plate, flow of fluid in a permeable medium with radiation, magnetic
field and internal heat generation was observed by Makinde [25]. In a sheet that was
stretched linearly, Makinde and Sibanda [26] viewed the flow of fluid with internal
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heat generation in the boundary layer. In literature, the study of generation or absorp-
tion of heat with reactive fluid flow inMHDboundary layer has been shown by Salem
and Abd El-Aziz [27], Patil and Kulkarni [28].

Inspired by the above works, the intention in this current study is to examine slip
velocity, internal heat generation under convective boundary condition with energy
of activation in a fluid that can undergo chemical reaction and flow in a frame with
porous space that is in rotation.

2 Mathematical Model

Figure 1 illustrates the model of the present work. The representation describes a
stretched sheet in amedium that is porouswith boundary layer of three-dimensional x,
y and z coordinate system. The velocities along these axes are u, v andw, respectively.
Here, we consider the fluid to flow on the sheet only along the x axis with velocity
u = ax + L ∂u

∂z and therefore along the y and z direction, the velocities v and w are
zero. In addition, the fluid is subjected to rotation with angular velocity �. Influence
of activation energy, slip velocity, internal heat generation effects has been carried
out.

The flow is induced by a stretching level surface, which coincides as z ≥ 0 by
means of the plane.With the above mentioned assumptions considering the velocity
V = [u(x, y, z), v(x, y, z), w(x, y, z)], temperature T = T(x, y, z) and concentration C
= C(x, y, z), the governing equations can be written as (Makinde et al. [29]):

∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0 (1)

Fig. 1 Physical model
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u
∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
− 2�v = ν

∂2u

∂z2
− ν

K
u − Fu2 (2)

u
∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
+ 2�u = ν

∂2v

∂z2
− ν

K
v − Fv2 (3)

u
∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z
= α

∂2T

∂z2
+ Q

ρcp
(T − T∞) (4)

u
∂C

∂x
+ v

∂C

∂y
+ w

∂C

∂z
= D

∂2C

∂z2
− k2r

(
T

T∞

)n

e
−Ea
kT (C − C∞) (5)

Here, u, v andw specify the velocity components.F = ( Cb
K 1/2

)
express non-uniform

inertia co-efficient.ν =
(

μ

ρ

)
represent kinematic viscosity, � symbolize angular

velocity,ρ stand for density,Ddenotes the solute diffusibility andK is porousmedium

permeability, α =
(

k
ρCp

)
indicates thermal diffusivity and k thermal conductivity,

Cb implies drag co-efficient and cp specifies the specific heat. Modified Arrhenius

function is characterized by the term k2r
(

T
T∞

)n
e

−Ea
κT (C − C∞), Ea means activation

energy and k2r is the rate constant of chemical reaction, exponent fitted rate constant
is n that typically lie in range 1 < n < 1 and κ = 8.61×10−5eV/K is the Boltzmann
constant.

The boundary conditions are:
u = ax + L ∂u

∂z , v = 0, w = 0, −k ∂T
∂z = h f (TW − T ), C = Cw, when z = 0

u → 0, v → 0, C → C∞, T → T∞, as z → ∞ (6)

Here,Tw andT∞ are constant temperature and ambient temperature, respectively.Cw

and C∞ are surface concentration and ambient concentration, and a is the stretching
rate (> 0).

The following non-dimensional variables are introduced

η = z

√
a

ν
, u = ax f ′(η), v = axg(η), w = −(aν)

1
2 f (η),

θ(η) = T − T∞
TW − T∞

, ϕ(η) = C − C∞
CW − C∞

(7)

Continuity Eq. (1) is automatically satisfied. Equations (2) to (6) become, in view
of Eq. (7)

f ′′′ + f f ′′ − λ f ′ + 2βg − (1 + Fr ) f
′2 = 0 (8)

g′′ + f g′ − f ′g − 2β f ′ − λg − Fr g
2 = 0 (9)
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(
1

Pr

)
θ ′′ + f θ ′ + Hgθ = 0 (10)

ϕ′′ + Sc f ϕ′ − Scσ [1 + δθ ]n exp

[
− E

1 + δθ

]
ϕ = 0 (11)

With conditions

f ′ = 1 + d f ′′, f ′ = 1, g = 0, θ ′ = −Bi(1 − θ), φ = 1 at η = 0 (12)

f ′ → 0, g → 0, θ → 0, φ → 0 as η → ∞.

where λ = ν
Ka represents porosity parameter, β = �

a rotational parameter, Fr =( Cb
K 1/2

)
inertia coefficient, Pr = ν

α
Prandtl number, d = L

√ a
ν
slip parameter, Hg =

Q
aρcp

heat generation parameter, σ = k2

a reaction rate, Sc = ν
D Schmidt number and

Bi = − h f

k

√
ν
a Biot number.

The Nusselt number (Nu) is specified by the transference of heat in a fluid flowing
through a porous rotating frame as a result of convection. In conditions of Sherwood
number (Sh) and skin friction coefficient (Cf ) are defined by the force and mass
transport along the surface as follows:

Nux = xqw

k(Tw − T∞)
, Shx = x jw

D(Cw − C∞)
, C f = Tw

ρU 2
w

(13)

with

Tw =
(

∂u

∂z

)
, qw = − kT

∂T

∂z
|z=0, jw = −D

∂C

∂z
|z=0 (14)

Finally, we have:

C f

√
Rex = f ′′(0),

Nux√
Rex

= −θ ′(0),
Shx√
Rex

= −φ′(0), (15)

Here, Rex = ax2

v
show local Reynolds number. For the governing model, the

equations are non-linear; therefore, we have to seek a numerical solution. Hence,
Runge–Kutta method is used to solve the equations along with shooting technique.

3 Results and Discussion

In this section of study, an examination of the influence of fluid velocity f’(η), fluid
concentration φ(η) and fluid temperature θ(η) has been done. The results have been
analyzed for various parameters as slip velocity (d), porosity parameter (λ), rotational
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Fig. 2 Plot of a velocity, b temperature and c concentration for various values of d with Pr = 7,
Sc = 1, λ = 0.2, E = 1,n = 0.5, Fr = 1, σ =1, β = 0.5, Bi = 0.5,Hg = −0.2, δ = 1

parameter (β), temperature difference parameter (δ), activation energy (E), inertia
coefficient (Fr), Biot Number (Bi), heat generation parameter (Hg), reaction rate (σ ),
constant for fitted rate (n).

Figure 2a is plotted to analyze the profile of fluid velocity along the boundary
layer for Pr = 7, Sc = 1, λ = 0.2, E = 1, n = 0.5, Fr = 1, σ = 1, β = 0.5, Bi =
0.5, Hg = 0.2, δ = 1 and slip parameter with different values. The velocity drops
down with the raise in slip parameter. Figure 2b,c is the representation of the effect
of slip parameter over temperature and concentration, respectively. According to
the result shown by the two graphs, both the profiles increase with slip parameter
raise. Figure 3a–c indicates the graphical representation for a range of values of λ. In
Fig. 3a, for the gradual increment in values of parameter λ, we see a reduction in fluid
velocity, this is due to the resistance in flow of fluid. The outcome of temperature
behavior for the increase in λ value is revealed in Fig. 3b. Fluid flows slowly because
of increase in viscosity and therefore linking is higher and extra heat is produced
and θ(η) enhances simultaneously. The effect of λ on fluid concentration is seen in
Fig. 3c. The distribution of concentration increases with increase in λ.

In Fig. 4, we observe the graph of rotational parameter β on profile of velocity,
concentration and temperature. Figure 4a is a representation of β on velocity. The
graph reveals that flow of the fluid will reduce for addition in the value of β. The
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Fig. 3 Plot of a velocity, b temperature and c concentration for various values of λ with Pr = 7,
Sc = 1, β = 0.5, E = 1, n = 0.5, Fr = 1, σ =1, d = 0.5, Bi = 0.5, Hg = −0.2, δ = 1

Fig. 4 Plot of a velocity, b temperature and c concentration plots for various values of β with Pr
= 7, Sc = 1, λ = 0.2, E = 1, n = 0.5, Fr = 1, σ =1, d = 0.5, Bi = 0.5, Hg = −0.2, δ = 1
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reduction in the velocity of the fluid is due to the reduction in the rate of stretching
of the rotating frame. Figure 4b,c display the influence of β on the profile of θ(η)
and φ(η). The impact of Fig. 4b is that temperature of fluid and layer of the thermal
boundary raises with value increment in β. Similarly, the survey from Fig. 4c tells
the fact that increasing value of β, the φ(η) is elevated. Figure 5 reveals the decrease
caused on fluid velocity for raise in the value of inertia coefficient Fr. We observed
that fluid velocity is a decreasing function for slip parameter (d = 0, 1, 2, 3, 4),
porosity parameter (λ = 0, 2, 4, 6, 8), rotational parameter (β = 0, 2, 4, 6, 8), and
inertia coefficient (Fr = 0, 1, 2, 3, 4). We have to come to a conclusion that to all the
above said four parameters, fluid velocity is inversely proportional.

The impact of Biot number variation on profile of temperature is revealed in Fig. 6.
The elevation in the value of Bi brought about raise in the fluid temperature, this is
due to the fact that inside a body, the heat transfer resistance is higher. Figure 7
displays the outcome of heat generation parameter, Hg, on temperature profile. It is
found, fluid temperature increases with raise of Hg. This shows that boundary layer

Fig. 5 Velocity plot for
various values of Fr with Pr
= 7, Sc = 1, λ = 0.2, E = 1,
n = 0.5, d = 0.5, σ =1, β =
0.5, Bi = 0.5, Hg = −0.2, δ
= 1

Fig. 6 Temperature plot for
different values of Bi with Pr
= 7, Sc = 1, λ = 0.2, E = 1,
n = 0.5, d = 0.5, σ =1, β =
0.5, Fr = 1.0, Hg = −0.2, δ
= 1
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Fig. 7 Temperature plot for
different values of Hg with
Pr = 7, Sc = 1, λ = 0.2, E =
1, n = 0.5, d = 0.5, σ =1, β
= 0.5, Bi = 0.5, Fr = 1.0, δ
= 1

becomes thicker by increase of heat generation and therefore the temperature of fluid
rises and the rate of the heat transport increases.

A chemical reaction can take place at a specified rate owing to the collision of
atoms or molecules but it depends on the factor of the highly energized intermediate
activated molecules decomposition. The impact of energy of activation, E, on the
profile of concentration is shown in Fig. 8. We are revealed that when E raises φ(η)
also increases. For chemical reaction to be initiated, the enhancement of the fluid
concentration is essential and throughout the flow of the fluid, which stimulates the
chemical reaction rate ultimately.

The effect of σ , δ and n on concentration of fluid is analyzed by Figs. 9, 10 and
11, respectively. The enhancement in the values of all the three parameters causes
a decrease in concentration profile for σ , n and δ. According to Fig. 9, when σ is
increased, due to the speed up of chemical reaction of the fluid, the property of the
fluid changes and as a result φ(η) reduces. From Fig. 10, the impact of enlarging the
fitted rate constant values shows a decline in the concentration of the fluid as a result
of decrease in stretching rate. For dissimilar values of δ, the concentration of fluid

Fig. 8 Concentration plot
for different values of E with
Pr = 7, Sc = 1, λ = 0.2, Fr
= 1, n = 0.5, d = 0.5, σ =1,
β = 0.5, Bi = 0.5, Hg = −
0.2, δ = 1
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Fig. 9 Concentration plot
for different values of σ with
Pr = 7, Sc = 1, λ = 0.2, E =
1, n = 0.5, d = 0.5, Fr = 1, β
= 0.5, Bi = 0.5, Hg = −0.2,
δ = 1

Fig. 10 Concentration plot
for different values of n with
Pr = 1, Sc = 1, λ = 0.2, E =
1, Fr = 1, d = 0.5, σ = 1, β
= 0.5, Bi = 0.5, Hg = −0.2,
δ = 1

Fig. 11 Concentration plot
for different values of δ with
Pr = 1, Sc = 1, λ=0.2, E =
1, n = 0.5, d = 0.5, σ=1, β
= 0.5, Bi = 0.5, Hg = −0.2,
Fr = 1
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Table 1 For different d, Fr, λ, β, the values of − f ′′(0), −g′′(0), −θ ′(0), −φ
′
(0) with Pr = 7, Sc

= 1, E = 1.0, n = 0.5, Hg = -−0.2, σ = 1, δ = 1 and Bi = 0.5

β λ Fr d − f ′′(0) −g′′(0) −θ ′(0) −φ′(0)
0.5 0.2 0 0.5 0.696910 0.338881 0.394560 0.782882

1 0.761053 0.318544 0.392345 0.770889

2 0.810335 0.304055 0.390560 0.762019

3 0.850433 0.293812 0.389049 0.756831

4 0.884120 0.288282 0.387743 0.756559

0.5 0 1 0.5 0.740382 0.352203 0.393057 0.773719

2 0.927499 0.168051 0.385606 0.740884

4 1.048062 0.112634 0.380096 0.721871

6 1.130544 0.085812 0.376207 0.711265

8 1.191928 0.069775 0.373325 0.704559

0 0.2 1 0.5 0.819210 0.498652 0.389320 0.750736

1 0.985666 0.832017 0.379927 0.714840

3 1.088397 0.988372 0.374216 0.701930

5 1.160748 1.087280 0.370477 0.695279

7 1.215787 1.158124 0.367841 0.691192

0.5 0.2 1 0 1.445389 0.464183 0.405539 0.836592

1 0.531214 0.252368 0.385276 0.745016

2 0.337228 0.183733 0.377109 0.72109

3 0.248970 0.146532 0.372312 0.709433

4 0.197931 0.122582 0.369092 0.702431

is plotted as graph in Fig. 11. When the values of δ are increased, φ(η) showed a
diminishing trend.

The values of –f "(0), –g"(0), – θ"(0) and – φ"(0) have been tabulated in Table
1, for dissimilar values of Fr, λ, β and d. The impact of the different parameters on
Nusselt number Nux(heat transfer rate), skin friction coefficient Cf and Sherwood
number Shx(mass transfer rate) has been shown. The skin friction shows an increase
for the parameters Fr, λ and β value increase and decrease for d value. The raise in
the value of the parameters Fr, λ, β and d shows a decrease in Nusselt number and
Sherwood number.

From Table 2, we understand that with the increase in Biot number, the Nux and
Shx increase. The behavior of heat generation parameter, S, differs. TheNux decreases
and Shx increases, for the increase in S value. The Shx values are tabulated in Table
3 for different values of the parameters E, σ , N and δ with fixed values such as Sc =
1, β = 0.5, Fr = 1, λ = 0.2, Hg = 0.2, d = 0.5, Bi = 0.5. The increase in activation
energy decreases –φ’(0) but for σ , N, δ parameters it is a rising function.
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Table 2 For different Bi, S, the values of −θ ′(0), −φ′(0) with Pr = 7, Sc = 1, d = 0.5, β = 0.5,
Fr = 1, E = 1, δ = 1, σ = 1, n = 0.5, λ = 0.2

Bi S -θ’(0) −φ′(0)
0.1 −0.2 0.094797 0.746864

1 0.645672 0.790749

2 0.953494 0.814120

3 1.133648 0.827411

4 1.251918 0.835985

0.5 −0.3 0.400227 0.768941

0.1 0.381976 0.777346

0 0.367420 0.784333

0.1 0.344562 0.795645

0.3 0.102281 0.916072

Table 3 The values of −φ′(0) for different Pr, δ, σ , E, n with Sc = 1, β = 0.5, Fr = 1, λ = 0.2,
Hg = −0.2, d = 0.5, Bi = 0.5

Pr δ E n σ −φ′(0)
7 1 0 0.5 1 1.121952

0.5 0.925229

1.0 0.770889

1.5 0.652092

2 0.563040

7 1 1 0.5 0 0.367710

0.5 0.605584

1.0 0.770889

1.5 0.905641

2 1.022640

1 1 1 0 1 0.806179

2 1.024866

4 1.375098

6 1.929882

8 2.793135

1 0 1 0.5 1 0.739063

2 0.946760

4 1.098606

6 1.216199

8 1.311939
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4 Conclusions

In the current study, activation energy and slip velocity effects tookplace in permeable
medium by internal heat generation in a stretched sheet along with rotating flow of
chemically reacting fluid. The study concludes with the main outcome as below:

• Enhance in slip parameter value diminishes the velocity of fluid and uplifts the
temperature and concentration of fluid.

• Influence of λ, β and Fr on fluid velocity is qualitatively alike.
• The fluid temperature is increased for both Bi and Hg.
• Increment in activation energy shows a raise in fluid concentration.
• Behavior of β, d and λ on concentration are contradictory to σ , δ and n.
• Increment of Fr, λ and β presents diminish in transfer rate of heat andmass, which

is evident from tabulation values.
• Development in activation energy reduces rate of mass transfer.
• Increase in slip parameter reveals the decline in rate of heat transfer, skin friction

and rate of mass transfer.
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Mixed Convective Flow of a Radiative
Maxwell Liquid Past a Porous Riga Plate
with Heat Consumption and Dual
Stratifications

S. Eswaramoorthi and S. Sivasankaran

1 Introduction

The utility of non-Newtonian fluids is mounting because of their incredible needs
in many industries like petroleum drilling, food production, optical fibers, metallic
plates cooling, cosmetics products and many others. These liquids have the non-
linear relationship between shear rate and shear stress, and each liquid has distinc-
tive constitutive equation. One of these types of liquid is ML, and this illustrates the
stress relaxation. The unsteady flow of ML on a SS with heat sink/source inspected
by Swati [1]. They proved that the liquid speed upgrades with more presence of
Maxwell parameter. Shafiq and Khalique [2] scrutinized the MHD flow of ML with
heat generation/absorption. They discovered that the HT gradient upturns with esca-
lating the Maxwell parameter. Heat generating/absorbing Maxwell nanoliquid flow
over a heated SS was explained by Ramesh and Gireesha [3]. They proved that the
MT gradient is low for VL compared to ML. Nadeem et al. [4] inspected the HT
phenomenon of MHD ML on a porous plate. Their outcomes show that the LNN
boosted up with rising the ML parameter. The problem of MHD flow of Maxwell
nanoliquid towards a SS was numerically solved by Nadeem et al. [5]. Their results
clearly show that the LT falling off due to the more presence of ML parameter. Few
paramount investigation for this area is found in Refs. [6–11].

Radiative flow comes under the variations of plate temperature and ambient tem-
perature is large. In plentiful industrial processes, radiation leads to altered the thick-
ness of thermal boundary layer, such as gas turbines, missiles technology, crystal
growing, nuclear reactors, etc. Kumar et al. [12] numerically addressed the ther-
mally radiative pulsatile flow of Casson nanofluid on a porous surface with heat
consumption/generation. Muthuraj et al. [13] demonstrated the radiative flow of two
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immiscible liquids on a porous space. They obtained that theLT enhanceswith raising
the radiation parameter. The problem of pulsating flow of Casson liquid with radi-
ation and heat sink/source was studied by Srinivas et al. [14]. Recent developments
of this effect under various situations are seen in Refs. [15–20].

The major reason of this communication is to examine the consequences of ML
flow along a porous Riga plate with radiation, chemical reaction and internal heat
consumption. Because Riga plate is used to control the plate friction and the pressure
drag of submarines, which averting the boundary layer separation and chemical
reaction are used in many technological and industrial processes, see Kasmani et al.
[21].

2 Mathematical Formulation

We take 2DML flow along a porous RP. Let T̂∞ and Ĉ∞ be the ambient temperature
and concentration, which is lesser than the LT T̂ and LC Ĉ , respectively. The HT
phenomena are measured under the presence of radiation and solutal stratification.
Under these assumption, the governing mathematical model is expressed as

û x̂ + v̂ŷ = 0, (1)

ûû x̂ + v̂û ŷ = νû ŷ ŷ − k0
[
û2û x̂ x + v̂2û ŷy + 2ûv̂û x̂ y

]

+g[βT̂ (T̂ − T̂∞) + βĈ(Ĉ − Ĉ∞)] − ν̂

k1
û + πJ0M0

8ρ
exp

(
− π

a1
ŷ

)
, (2)

ûT̂x̂ + v̂T̂ŷ = αT̂ŷy + 1

ρCp

16σ∗T̂ 3∞
3k∗ T̂ŷy + Q̂

ρCp

(
T̂ − T̂∞

)
, (3)

ûĈx̂ + v̂Ĉŷ = DBĈŷy − k2(Ĉ − Ĉ∞), (4)

where û & v̂—velocity in x̂ & ŷ directions, ν—kinematic viscosity, k0—relaxation
time of the UCM fluid, J0—applied current density of the electrodes,
M0—magnetization of the permanent magnets, ρ—fluid density, a1—width of mag-
nets and electrodes, k1—permeability of porous medium T̂—fluid temperature, α—
thermal diffusivity, Cp—specific heat, σ∗—Stefan Boltzmann constant, k∗—mean
absorption coefficient, Q̂—heat generation/absorption coefficient, DB—mass diffu-
sivity and k2—coefficient of chemical reaction.

The associated conditions are

û = Uw(x̂), v̂ = Vw(x̂), T̂ = T̂w = T̂0 + bx̂, Ĉ = Ĉw = Ĉ0 + cx̂ at ŷ = 0,

û → 0, û ŷ → 0, T̂ → T̂∞ = T̂0 + dx̂, Ĉ → Ĉ∞ = Ĉ0 + ex̂, as ŷ → ∞ (5)
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Define:

ψ = ŷ

√
a

ν
, û = x̂aF ′(ψ), v̂ = −√

vaF(ψ), Θ(ψ) = T̂ − T̂∞
T̂w − T̂∞

, Φ(ψ) = Ĉ − Ĉ∞
Ĉw − Ĉ∞

.

(6)

Substituting Eq. (6) in Eqs. (2)–(4), we have

F ′′′(ψ) − F ′2(ψ) + F(ψ)F ′′(ψ) + λ
[
2F(ψ)F ′(ψ)F ′′′(ψ) − F2(ψ)F ′′′(ψ)

]

−γF ′(ψ) + Ri[Θ(ψ) + �Φ(ψ)] + Qe−βψ = 0 (7)
1

Pr

(
1 + 4

3
R

)
Θ ′′(ψ) + F(ψ)Θ ′(ψ) − F ′(ψ)Θ(ψ) − S1F

′(ψ) + HgΘ(ψ) = 0 (8)

1

Sc
Φ ′′(ψ) + F(ψ)Φ ′(ψ) − F ′(ψ)Φ(ψ) − S2F

′(ψ) − CrΦ(ψ) = 0 (9)

where λ—Maxwell parameter, γ—porosity parameter, Ri—Richardson number,
�—buoyancy ratio parameter, Q—modified Hartmann number, Pr—Prandtl num-
ber, R—radiation parameter, S1—thermal stratification parameter, Hg—heat con-
sumption/generation parameter, Sc—Schemidt number, S2—solutal stratification
parameter, Cr—chemical reaction parameter, f w—injection/suction parameter.

The interacted conditions are

F(ψ) = Fw, F ′(ψ) = 1, Θ ′(ψ) = 1 − S1, Φ(ψ) = 1 − S2, at ψ = 0

F ′(ψ) = 0, Θ(ψ) = 0, Φ(ψ) = 0 as ψ → ∞. (10)

The dimensional form of SFC, LNN and LSN is

cF = τw

ρU 2
w/2

, Nu = x̂(qw)

k(T̂w − T̂∞)
and Sh = x̂ jw

De(Ĉw − Ĉ∞)
,

The wall shear stress, heat flux and mass flux are

τw = μ
[
û ŷ

]
ŷ=0 , qw = −

[
kT̂ŷ + 4σ∗

3k∗ T̂
4
ŷ

]

ŷ=0

and jw = −k
[
Ĉŷ

]

ŷ=0

The non-dimensional form of the SFC, LNN and LSN

1

2
C f

√
Re = (

1 + λ
)
F ′′(0), Nu/

√
Re = −

(
1 + 4

3
R

)
Θ ′(0), and Sh/

√
Re = −Φ ′(0).
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3 HAM Solutions

The obtained equations (7)–(9) with (10) are solved with HAM technique. Let
F0(ψ) = Fw + 1 − e−ψ, Θ0(ψ) = (1 − S1)e−ψ and Φ0(ψ) = (1 − S2)e−ψ are the
initial approximations. The linear operators are LF = d3 F

dψ3 − dF
dψ

, LΘ = d2Θ
dψ2 −

Θ and LΦ = d2Φ
dψ2 − Φ with LF

[
A1 + A2eψ + A3

eψ

] = LΘ

[
A4eψ + A5

eψ

] =
LΦ

[
A6eψ + A7

eψ

] = 0 where A j ( j = 1 − 7) are constants. After executing the Mth

order HAM equations, we have the upcoming form, FM(ψ) = Fo
M(ψ) + A1 +

A2Eeψ + A3
eψ ; ΘM(ψ) = Θo

M(ψ) + A4eψ + A5
eψ ; ΦM(ψ) = Φo

M(ψ) + A6eψ + A7
eψ

where Fo
M(ψ),Θo

M(ψ) and Φo
M(ψ) are the particular solutions.

These solutions encompass with hF , hΘ and hΦ parameters, and these parameters
are responsible for solution convergency, see [23–25]. The range values are −1.2 ≤
hF ≤ −0.3, and −1.3 ≤ hΘ & hΦ ≤ −0.3. We fix h value for all part of ψ is −0.8,
see Fig. 1. Table1 indicates the HAM order, and it is seen that 18th is agreeable.
Table2 exhibits the comparison of our results with Abel and Tawade [22] and found
in excellent agreement. Table3 provides the abbreviations of our study.

Fig. 1 The h-curves

Table 1 HAM order

Order −F ′′(0) −Θ(0) −Φ(0) Order −F ′′(0) −Θ(0) −Φ(0)

1 1.04760 1.08267 1.29600 20 1.07944 1.12705 1.39015

5 1.08109 1.12649 1.38903 25 1.07944 1.12705 1.39015

10 1.07956 1.12717 1.39015 30 1.07944 1.12705 1.39015

15 1.07943 1.12707 1.39017 35 1.07944 1.12705 1.39015

18 1.07944 1.12705 1.39015 40 1.07944 1.12705 1.39015
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Table 2 Comparison of −F ′′(0) for different values of λ with Abel and Tawade [22]

λ Present Study Abel and
Tawade [22]

λ Present Study Abel and
Tawade [22]

0.0 1.0000 0.9999 1.2 1.2854 1.2853

0.4 1.1019 1.1019 16 1.3688 1.3686

0.8 1.1967 1.1967 2.0 1.4475 14476

Table 3 Abbreviations

HAM Homotopy analysis method ML Maxwell liquid

HT Heat transfer ODE Ordinary differential equations

LC Liquid concentration PDE Partial differential equations

LNN Local Nuselt number RP Riga plate

LSN Local Sherwood number SFC Skin friction coefficient

LT Liquid temperature SS Stretching sheet/surface

LV Liquid velocity VL Viscous liquid

MHN Modified Hartmann number

4 Results and Discussions

In this segment, we inspect the changes of LF, LT, LC, SFC, LNN and LSN for
variegate values of distinct physical parameters. Figure2a, b gives the significance
of f w, and Q on LV profile. We achieved that the liquid speed becomes low for
more presence of f w and Q. The MHN generates a resistive force and this force
control the liquid motion. The LT profile for variegate values of Hg and R and was
shown in Fig. 3a, b. We found that the LT enriches due to the presence of Hg and R.
Physically, the energy transport rate of the liquid upturns due to the availability of
radiation parameters, and this causes to developing the LT. Figure4a, b portrays the

Fig. 2 Velocity changes for variegate magnitude of f w (a) and Q (b)
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Fig. 3 Temperature changes for variegate magnitude of Hg(a) and R (b)

Fig. 4 Concentration changes for variegate magnitude of Cr (a) and S2 (b)

Fig. 5 Skin friction coefficient for variegate magnitude of λ, f w, Q and Ri

prominence of Cr and S2. We revealed that the LC is a non-elaborating function of
Cr and S2.

The SFC for variegate values of λ, f w, Q, and Ri is shown in Fig. 5a, b. We
proved that the surface drag force enriches for enhancing the values of Q and Ri and
it declines for higher values of λ and f w. Figure6a, b represents the effectuates of
f w, Q, Hg and R on LNN.We noticed that the HT gradient enlarges for developing
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Fig. 6 Local Nusselt number for variegate magnitude of f w, Q, Hg and R

the values of f w, Q and R. On the other hand, it downturns for more quantity of
Hg. The variations of LSN for distinct values of Cr , S2, Q and f w is plotted in
Fig. 7a, b. We noted that MT gradient upgrades for strengthening Cr Q and f w
values. The LSN increases for higher quantity of S2 in Cr < −0.3 and it suppresses
at Cr > −0.3.

5 Conclusions

The present study focuses on the mixed convective flow of a radiative ML flow
on a porous RP with heat consumption and dual stratifications. We enforce the
HAM technique to find series solutions. In our analysis, we get the liquid velocity
downturns when increasing the suction/injection and MHN. The liquid temperature
enhances enriching heat consumption/generation parameter. The liquidic concentra-
tion becomes small for larger quantity of chemical reaction and solutal stratification
parameters. The surface drag force upturns for rising of Richardson number. The HT
and MT gradients are boosted up when enhancing the modified Hartmann number.

Fig. 7 Local Sherwood number for variegate magnitude of Q, f w, Cr and S2
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Non-linear Convection
with Time-Periodic Boundary
Temperature Effect in Viscoelastic
Ferromagnetic Fluids

G. Jayalatha and Nivya Muchikel

1 Introduction

The magnetic fluid research field is a multi-disciplinary area. For Physicists it is
to study physical properties and to come out with theories explaining them, for a
Chemists interest is to examine synthesis and production of ferrofluids, for Physi-
cians and Biologists is to know possible biomedical applications, and for an Engineer
is to come up with technological products. Major magnetic fluid applications depend
on strength of the magnetic field, electromagnetic energy absorption at suitable fre-
quencies, and change in physical properties with applied magnetic field. Magnetic
fluids are made useful with these properties for many biomedical, material science,
technological and engineering research. Ferrohydrodynamics was firstly studied by
[1] and stability was by [2]. Rayleigh-Bénard situation with ferromagnetic fluids is
studied extensively. Control mechanisms for convection with ferromagnetic fluid has
many applications. Many authors addressed ferrofluid convection extensively (see in
[3–7]), Mahajanan and Parashar [8] and references there in).

Fluids having elastic and also viscous components are viscoelastic fluids. They
are non-Newtonian fluids that are mixture of some polymer and solvent. DNA sus-
pensions, fluids from chemical industry, Biological fluids and paints fall into this
category. Describing strain rate, stress tensor relation by constitutive equation, fluid
properties are studied. They are working media for many practical problems (see in
[9]). Pertaining to viscoelastic fluid convectionmanyworks are available in literature
(see in [10–12] and references therein).

Convection in a Hele-shaw cell with external mechanisms such as through flow,
magnetic field and variable gravity in a layer of nanofluid/couple stress fluid/ vis-
coelastic fluid is studied by Yadav (see in [13–18]).
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VFF are gel-based fluids. It is a type of smart fluid which on application of a
magnetic field greatly increases its apparent viscosity, to the point of becoming a
viscoelastic solid. For both oscillatory and stationary modes, convection in VFF is
studied by Laroze et al. and Pérez et al. (see in [19–21]).

Motor cooling, noiseless printers, medicine, machine tools with variable speed are
few application areas for heat transfer and convection in ferromagnetic fluid. Non-
isothermal application of ferromagnetic/visco elastic fluids by regulating thermal
convection onset and also transport of heat is considered to be important field, studied
by Laroze et al. and Perez et al. (see in [22–24]), [25, 26] and references there in.

Much attention have been received recently for convection in modulated temper-
ature concerning temperature gradients that are space dependent. Origin of this is
transient cooling or heating at the boundaries. This makes basic temperature pro-
file dependent on time and position. This leads to problem of thermal modulation
involving energy equation solution, considering boundary conditions (BCs) that are
temperature dependent. Works have been done on convection with modulated tem-
perature/ gravity effect considering magnetic/viscoelastic/VFF see in [27–31]. In
the present work considering the above literature VFF instability with temperature
modulation is studied.

2 Mathematical Formulation

Magnetic fluid layer extended infinitely, confined between two infinite horizontal
walls of thickness d with viscoelastic carrier fluid and externally imposed wall tem-
peratures is considered. Appliedmagnetic fieldH0 is considered in vertical direction.
Ambient temperature is taken as T0 bymaintaining temperature at z = d (upper plate)
as T0 − ΔT

2 [1 − εcos(Φ + ωt)] and lower plate at z = 0 as T0 + ΔT
2 [1 + εcos(ωt)],

ΔT as difference in temperature between upper and lower surfaces in no modulation
case, temperature modulation amplitude is ε, frequency is ω and phase angle as Φ.

Considering heating from below, flow configuration is given in Fig. 1. With
Boussinesq approximation, balancing equations are:

Fig. 1 Physical
configuration
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Equation of Continuity:
qi,i = 0. (1)

Conservation equation for linear momentum:

ρ0
∂qi
∂t

= μ0 (M.∇H) − ∇ p + τ ′
i j, j + ρgi . (2)

Constitutive Equation for viscoelastic fluid:
[
1 + λ1

∂
∂t

]
τ ′
i j = [

1 + λ2
∂
∂t

] [(qi, j +
q j,i )μ].

Energy Conservation:
∂T

∂t
+ q j T, j = κ [T, j ] , j , (3)

where z = d, the upper wall and z = 0, the lower wall are subjected to the tempera-
tures

T = T0 + ΔT

2
[1 + εcos(ωt)] , T = T0 − ΔT

2
[1 − εcos(Φ + ωt)] . (4)

Total density for linear state of equation is:

ρ = −ρ0[(T − T0)α − 1]. (5)

Maxwell’s equations:

∇ × H = 0 and ∇.B = 0. (6)

Between the fields assuming linear relationship,

B = μ0[H + M], (7)

and to fulfill Eq. (6) introduced scalar magnetic potential H = −∇φ. Assuming the
magnetization field to instantaneously followM = M(T,H)H, the external fieldwith
equation of state:

M = M0 + [T − T0]kl + [H − H0]χm, (8)

where the physical variables are given in Table1.
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Table 1 Nomenclature

Greek symbols

k Non-dimensional wave number
(m−1)

δ Small positive constants

d Thickness of liquid layer (m) α Thermal expansion coefficient
(K−1)

gi Gravitational acceleration (0,0,−g)
(m/s2)

κ Thermal diffusivity (m2/s)

qi Components of velocty
(u,v,w)(m/s)

μ Viscosity (kgm−1s−1)

p Effective pressure ρ Density (kg/m3)

Pr Prandtl number ρ0 Reference density (kg/m3)

H0 Applied magnetic field ε Amplitude of modulation

Nu Nusselt number ω Frequency (s−1)

M1 Buoyancy magnetic number λ2 Coefficient of strain retardation (s)

M3 Non-buoyancy magnetic number λ1 Coefficient of stress relaxation (s)

R Rayleigh number Λ Ratio of elasticity

t Time (s) Λ1 Scaled stress relaxation parameter
(Deborah number)

T Temperature (K) Λ2 Strain retardation parameter
(scaled)

T0 Constant temperature of the
boundary (K)

τi j Stress components (N/m2)

kl Pyromagnetic coefficient χm Magnetic susceptibility

Subscripts Superscripts

b Basic state ′ Perturbed quantities

3 Steady State

The basic quiescent state quantities are:

p = pb(z) = −ρ0gd

[
z

d
−

(
z

d
− z2

2d2

)
αΔT

]
, qib = (0, 0, 0),

ρb(z) = −ρ0

[( z

d
− 1

)
αΔT − 1

]
,

Mb(z) = M0 +
[

kl
1 + χm

( z

d
− 1

)]
, Hb(z) = H0 +

[
kl z

1 + χm

(
1 − z

d

)]
.

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(9)

In the steady state, energy equation (3) is ∂Tb
∂t = κ∂2Tb

∂z2 and has the solution following
Venezian, satisfying BCs (4) with two parts, viz., oscillating temperature εT1(z, t)
and steady temperature field Ts(z) as:
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Tb(z, t) = εT1(z, t) + Ts(z), (10)

where

Ts(z) = T0 + ΔT

2d
(d − 2z), T1(z, t) = Re

[
b(−λ)e

−λz
d + b(λ)e

λz
d

]
e−iωt ,

b(λ) = ΔT

2

(
e−λ − e−iΦ

e−λ−eλ

)
and λ =

(
ωd2

2κ

) 1
2

(1 − i).

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(11)

Super imposing amplitude perturbationswhich arefinite, on the basic state,T = Tb +
T ′, M = M ′ + Mb, qi = qib + q ′

i , ρ = ρ′ + ρb, p = p′ + pb, and H = H ′ +
Hb. Here primes refer to quantities that are perturbed. Using classical procedure,
taking the characteristic time as d2/κ, characteristic length as d and characteristic
temperature as ΔT , dimensionless equations by dropping primes are:

(
1 + Λ1

∂

∂t

)
RM1 J

(
∂φ

∂z
, T

)
−

(
1 + Λ1

∂

∂t

)
R

∂T

∂x
+ 1

Pr

(
1 + Λ1

∂

∂t

)
∂

∂t

(
∂u

∂z
− ∂w

∂x

)

−
(
1 + Λ2

∂

∂t

)
∇4

(
∂u

∂z
− ∂w

∂x

)
− RM1

(
1 + Λ1

∂

∂t

)(
∂2φ

∂x∂z
− ∂T

∂x

)
∂Tb
∂z

= 0,

(12)

∂T

∂t
− ∂Tb

∂z
w − u

∂T

∂x
− ∇2 T + w = 0, (13)

M3

(
∂2φ

∂x2

)
+ ∂2φ

∂z2
− ∂T

∂z
= 0, (14)

where ∇2 = ∂2

∂x2 + ∂2

∂z2 .

In Eqs. (13) and (14), ∂Tb
∂z in the non-dimensional form is given below (Kanchana

et al. [32]):
∂Tb
∂z = −1 + ε f, where f = Re

{[
B(−λ)e−λz + B(λ)eλz

]
e−iωt

}
, B(λ) =

λ
2

[
e−iΦ−e−λ

eλ−e−λ

]
and λ = [

ω
2

] 1
2 (1 − i).

B(λ) is non-dimensional representation for b(λ) as mentioned in Eq. (11).

The non-dimensional parameters are:

M1 = μ0k2l ΔT
αgρ0(1+χm )d (Buoyancymagnetization number), Λ = λ2

λ1
= Λ2

Λ1
(Elastic ratio),

Λ2 = λ2κ
d2 (Scaled strain retardation parameter), Λ1 = λ1κ

d2 (Deborah number),

Pr = μ0

ρκ
(Prandtl number), M3 = 1+ M0

H0
1+χm

(Non-Buoyancy magnetization number),

R = αρ0gd3ΔT
μ0κ

(Rayleigh number).
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4 Derivation of Model of Khayat–Lorenz

Employing non-linear analysis, amount of transfer of heat is quantified by consid-
ering ferromagnetic and viscoelastic parameters. Along the y axis it is assumed that
physical quantities are not varied, which gives stream function as:

w =
(

∂ψ

∂x

)
, u = −

(
∂ψ

∂z

)
. (15)

Following first order equations are obtained after rearranging (11)–(13).

Λ1
∂M

∂t
= (1 − Λ)∇4ψ − M, (16)

where M simplifies from

1

Pr

∂

∂t
∇2ψ = Λ∇4ψ + R

∂T

∂x
+ RM1(−1 + ε f )

[
∂2φ

∂x∂z
− ∂T

∂x

]
+ RM1 J

(
∂φ

∂z
, T

)
+ M,

(17)

∂T

∂t
= (−1 + ε f )

∂ψ

∂x
− ∂(ψ, T )

∂(x, z)
+ ∇2 T, (18)

M3
∂2φ

∂x2
+ ∂2φ

∂z2
− ∂T

∂z
= 0. (19)

Subjected to following BCs, Eqs. (16) to (19) to be solved.

At z = 0, 1, ψ = D2ψ = Dφ = T = M = 0. (20)

Representing solution as Fourier series, we get

ψ = A(t)sin(πz)sin(kx), T = C(t)sin(2πz) + B(t)cos(kx)sin(πz),

φ = E(t)cos(2πz) + D(t)cos(kx)cos(πz), M = F(t)sin(πz)sin(kx).
(21)

Here amplitudes are A(t), B(t), C(t), D(t), E(t) and F(t).
Choice of number of modes in truncated Fourier series is explained in references

[30–35]. Substitution of Eq. (21) in Eqs. (16)–(19) and integrating after multiplying
with correct eigen functions results in equations which are analogous with general-
ized Lorenz model [22] after scaling as follows:

dX

dτ
= Pr

[(
1 − M13

πr
(z + εr N1)

)
Y − ΛX − (1 − Λ)H

]
(22)
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dY

dτ
= (1 − εN1)r X − X Z − Y, (23)

dZ

dτ
= XY − 4π2

δ2
Z , (24)

dH

dτ
= 1

Λ1δ2
(X − H). (25)

where δ2 = k2 + π2, r = R
Rs

, M13 = M1M3πk2

k2(1+M1)M3+π2 , τ = δ2t ,

N1 = (4π2)Re(B(λ)(eλ−1)+B(−λ)(1−e−λ))e−iω∗ t
λ(λ2+4π2)

, Rs = δ6[π2+M3k2]
k2[k2(1+M1)M3+π2] and ω∗ = scaled

frequency.
Note that if ε = 0 and M13 → 0 as M1 → 0 or M3 → 0, recovering Lorentz system.
Solving (22)–(25) with initial conditions(ICs) Y (0) = 1; X (0) = 1; H(0) = 1 and
Z(0) = 1, using RK45 solution is obtained.

5 Transfer of Heat

Heat transfer denoted by Nu(τ ) is defined as:

Nu(τ ) = Heat transport by convection
Heat transport by conduction + 1,

=
k
2π

∫ 2π
k

0

[
∂Tb
∂z + ∂T

∂z dx
]

z=0

k
2π

∫ 2π
k

0

[
∂Tb
∂z dx

]

z=0

+ 1. (26)

Simplifying equation (26), the Nusselt number is

Nu(τ ) = − 2

r Q(τ )
Z(τ ) + 1, (27)

where Q(τ ) = εRe
{
[B(λ) + B(−λ)] eiω

∗τ} − 1.
The results are discussed considering mean Nusselt number Nu (τ ) vs various

parameters in the next section.

6 Discussion of Result

RBC in a VFF is studied by considering finite amplitude perturbations. The vis-
coelastic parameters appearing in the problem are Λ and Λ1 while M1 and M3 are
ferromagnetic parameters. The Prandtl number, Pr , is the ratio of viscous diffusion
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to thermal diffusion. In the case of viscoelastic fluids due to the presence of long
molecules, the viscosity of the fluid is much more than that of a Newtonian fluid.
In view of this we have assumed a larger value of Pr than that of most Newtonian
fluids. The stress relaxation and strain retardation due to elasticity appear in the
form of Deborah number Λ1 and another viscoelastic parameter Λ2. In the case of
a viscoelastic fluid, as discussed by Joseph [9], the values of Λ1 and Λ2 are both
less than unity. Further it is now well known that oscillatory convection is possible
in viscoelastic fluids only when Λ <1. In view of the above observation the values
of Λ1 and Λ2 have been taken to be Λ1 = 0.2 and Λ2 = 0.1 there by yielding an
acceptable value ofΛ = 0.5. It is important to note here that in the case of the Rivlin-
Ericksen fluid Λ1 = 0 and hence Λ assumes a large value so in that case we have
taken Λ1 = 0 and Λ = 50. The values of M1 and M3 are also dictated by mainly
magnetic susceptibility χm and the pyromagnetic coefficient kl . The parameter M3

does not involve dynamic coefficient of viscosity, μ0, and hence its value was taken
to be that of a Newtonian Ferromagnetic fluid. However, M1 has μ0 in the numerator
and due to enhanced viscosity, M1 should now take a slightly larger value than that
of a Newtonian Ferromagnetic fluid. In the light of the above observation we have
chosen M1 to be either 10 or 20 and M3 to be 1.1.With the above facts on VFF, all the
computations have been done. A non-linear analysis of RBC in a VFF is studied. The
influence of Pr , Λ, Λ1, M1, M3 on Nu(τ ) is examined. The fluid elasticity effect
on RBC with modulation of temperature in ferromagnetic fluids is examined for the
resulting Khayat–Lorenz model(generalized) (23)–(26), which is solved by employ-
ing RKF45 (adaptive step size technique) with H(0) = Z(0) = X (0) = Y (0) = 1.
Here convection control mechanism is modulation and its effect on transfer of heat
through Nu(τ ) is considered.

Plot of Nu versus Λ in Fig. 2 yields the result that with increasing elastic ratio
heat transfer, diminishes without or with modulation. Plot of Nu versusΛ1 in Fig. 3,
yields the result as increasing elastic ratio increases the heat transfer with modulation
being absent or present. Figures4 and 5 reveal that the heat-transfer reduces with
the enhancement in M3 and M1 with/without modulation. Plot of Nu versus Pr in
Fig. 6, gives us the result that increasing Pr results in increasing Nu both in the
absence/presence of modulated temperature. Following inequalities hold good for
four different ferromagnetic fluids namely Rivlin-Ericksen, Maxwell, Oldroyd fluid
B and Newtonian (see Fig. 7a, b).

Nu
Rivlin−Ericksen = Nu

Newtonian
< Nu

Oldroyd f luidB
< Nu

Maxwell
.
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Fig. 2 Nu against Λ plot for M3 = 1.1, ω∗ = 5, M1 = 10, r = 5, φ = π/6, Λ1 = 0.2, Pr = 10
and for different modulation para- meter values

Fig. 3 Nu against Λ1 plot with M3 = 1.1, M1 = 10, φ = π/6, Λ = 0.5, ω∗ = 5, Pr = 10, r = 5
and for different modulation para-meter values
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Fig. 4 Nu against M1 plot for M3 = 1.1, r = 5, Λ1 = 0.2, ω∗ = 5, Λ = 0.5, Pr = 10, φ = π/6
and for different modulation para-meter values

Fig. 5 Nu against M3 plot with M1 = 10, Λ = 0.5, ω∗ = 5, Λ1 = 0.2, r = 5, Pr = 10, φ = π/6
and for different modulation parameter values
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Fig. 6 Nu against Pr plot for M1 = 10, ω∗ = 5, Λ1 = 0.2, φ = π/6, M3 = 1.1, Λ = 0.5, r = 5
and for different modulation parameter values

(b) Rivlin-Ericksen fluid

(d) Maxwell fluid

(a) Newtonian fluid

(c) Oldroyd-B fluid

Fig. 7 Plot of Nu against ε for φ = π/6, ω∗ = 5, Pr = 10, r = 5, and M3 = 1.1
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7 Conclusion

• Irrespective of whether modulation is present or absent, the two magnetization
parameters diminish the heat transport.

• Fluid with two relaxation times (Oldroyd fluid) has heat transfer between those of
the two single-relaxation fluids.

• Newtonian fluid’s heat transfer is not modified due to the presence of the strain
retardation parameter and in the absence of the stress relaxation parameter.

• In the case of all four fluids considered the effect of temperature modulation is to
enhance the heat transport.
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Oscillatory Flow of Dusty Fluid Through
a Narrowed Channel in the Presence
of Magnetic Field

Indrajeet G. Varahadpande, V. R. K. Murthy, and P. Sudam Sekhar

1 Introduction

The pulsating blood flow has got consideration over the most recent couple of years
because of its importance in a few physiological systems. Many researchers [1–10]
worked in this field. “The portrayal of blood as a bipartite system by considering a
dusty liquid for blood is given by” Saffman [1]. Nayfeh [2] “considered the Pulsating
flow of a liquid in an incredibly lengthy and narrow pipe of round cross areawith little
solid particles”. Gupta and Gupta [3] “considered the surge of a dusty gas through a
waterway with convenient changing pressure gradient”. Radhakrishnamacharya [4]
“thought the pulsatile stream of a liquid comprising of small rigid particles through a
narrow channel”. Wagh and Tapi [5] “researched the pulsatile stream of a suspension
in the region of mild stenosis”. Afifi and Gad [6] “considered the interface of MHD
Pulsatile stream and peristaltic move through a porous medium”.

Nevertheless, the impact of a magnetic field on the pulsating stream of liquid
with dust particles has not been given any consideration. Blood is realized to show
magnetic properties. Subsequently, according to Saffaman’s idea, a pulsatile stream
of a liquidwith dust particles in a choked channelwith the impact ofmagnetic effect is
examined. Functions of streams have been inferred for both dust and liquid particles.
Assuming the length of the wave is large, the equations for gradient pressure and
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wall shear stress are obtained. Impact of parameters such as magnetic, concentration
of solid particles, profiles of velocity, pressure dissemination and shear stress are
examined.

2 Formulation of the Problem

Using [4], theflowof an electrically conducting,Newtonian, dustyfluidwith constric-
tion on the channel walls is considered. So, a transverse magnetic field (uniform) is
applied to the fluid. The channel wall is given by

η = d + a sin 2π
λ
x (1)

where x is along the length of the channel and “a” is the height of constriction on the
wall. The equations governing the fluid flow, containing solid particles, are

∂V
∂t

+ (V · ∇)V = 1

ρ
∇ p + υ∇2V + kNo

ρ
(V s − V ) = JxB

ρ
(2)

∂V s

∂t
+ (V s · ∇)V s = k

m
(V − V s) (3)

∇ · V = 0 (4)

∇ · V s = 0 (5)

where V = V (u, v) and V s = V s(us, vs) represent the velocities of fluid and dust
particles, respectively. ρ, p, andν are, respectively, density, pressure and kinematic
coefficient of viscosity of the fluid. m is themass of the solid particles, k is resistance-
coefficient for dust particles, J is the current–density, B (= B0 + B1) is the total
magnetic field, and B1 is the induced magnetic field.

∇2 = ∂2

∂x2
+ ∂2

∂y2

conditions on channel-boundary

u = v = 0
us = vs = 0

}
at y = ±η (6)
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in association with constant volume flux. TheMaxwell equations and the generalized
Ohm’s law are (after neglecting displacement currents)

∇.B = 0

∇ × B = μm J

∇ × E = −∂B

∂t
J = α(E + V X B)

⎫⎪⎪⎬
⎪⎪⎭ (7)

whereμm is the “magnetic permeability” which is assumed to be constant throughout
the flow field, E is the “electric field” and α is the electrical conductivity of the
fluid. Following Srinivasacharya [7] and Ravi Kiran [8], “It is assumed that the
induced magnetic field is negligible compared to the applied magnetic field so that
the magnetic Reynolds number is small. Also, the electric field is assumed to be
zero”.

Choosing the functions ψ and φ such that (eliminating the pressure)

u = ∂ψ

∂y
; v = −∂ψ

∂x

us = ∂φ

∂y
; vs = −∂ϕ

∂x

⎫⎪⎪⎬
⎪⎪⎭ (8)

and make use of the following dimensionless variables.
x ′ = x /λ, y′ = y/d, η′ = η/d, t′ = υ υ t/λd, ψ ′ = ψ /υ

φ
′ = φ

kd2/m
(9)

in (2) and (3) the equations (after dropping primes) are changed to

δ

[
∂

∂t
(∇2ψ) + ∂ψ

∂y
∇2 ∂ψ

∂x
− ∂ψ

∂x
∇2 ∂ψ

∂y

]
= ∇4ψ + α(

1

R
∇2φ − ∇2ψ) − M2 ∂2ψ

∂y2

(10)

δ

[
R

∂

∂t
(∇2φ) + ∂φ

∂y
∇2 ∂φ

∂x
− ∂φ

∂x
∇2 ∂φ

∂y

]
= R∇2ψ − ∇2φ (11)

The conditions on the boundary are transformed to
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∂ψ

∂y
= ∂ψ

∂x
= 0

∂φ

∂y
= ∂φ

∂x
= 0

⎫⎪⎪⎬
⎪⎪⎭ at y = ±η (12)

(ψ)y=η = Const; (ψ)y=0 = 0 (13)

where ∇2 = δ2 ∂2

∂x2 + ∂2

∂y2 , ε = ( ad ) is the ratio of amplitudes, R(= υm
kd2 ) and α(=

kN0d2

ρυ
) are parameters which are dimensionless and M(= αβ2

o d
2

ρυ
) is the parameter for

the magnetic field.

3 Solution Method

Equations (10) and (11) are not linear. It is difficult to get exact solutions for various
parametric consents. Taking channel slope δ is very small, functions of stream (ψ)
and potential (φ) are written as

ψ = ψ0 + δψ1 + δ2ψ2 + ..

φ = φ0 + δφ1 + δ2φ2 + ..

}
(14)

Using Eq. (14) in Eqs. (10)–(13) collecting factors of equal supremacies of δ,
zeroth and first order, perturbed equations, obtained as

Zeroth order:

∂4ψ0

∂y4
+ α(

1

R

∂2φ0

∂y2
− ∂2ψ0

∂y2
) − M2

∂2ψ0
∂y2

= 0

R
∂2ψ0

∂y2
− ∂2ϕ0

∂y2
= 0

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(15)

∂ψ0

∂y
= ∂ψ0

∂x
= 0

∂φ0

∂y
= ∂φ0

∂x
= 0

⎫⎪⎪⎬
⎪⎪⎭at y = ±η (16)

(ψ0)y = η = constant, Q (say); (ψ0)y = 0 = 0 (17)
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First order:

∂4ψ1

∂y4
+ α(

1

R

∂2φ1

∂y2
− ∂2ψ1

∂y2
) − M2 ∂2ψ1

∂y2
= ∂3ψ0

∂t∂y2
+ ∂ψ0

∂y

∂3ψ0

∂x∂y2
− ∂ψ0

∂x

∂3ψ0

∂y3

R
∂2ψ1

∂y2
− ∂2φ1

∂y2
= R

∂3φ0

∂t∂y2
+ ∂φ0

∂y

∂3φ0

∂x∂y2
− ∂φ0

∂x

∂3φ0

∂y3

⎫⎪⎪⎬
⎪⎪⎭

(18)

∂ψ1

∂y
= ∂ψ1

∂x
= 0

∂ϕ1

∂y
= ∂ϕ1

∂x
= 0

⎫⎪⎪⎬
⎪⎪⎭at y = ±η (19)

(ψ1)y = η = 0, (ψ1)y=0 = 0 (20)

Further, we assume

ψ0 = ψ00(x, y)e
i w t

φ0 = φ00(x, y)e
i w t

ψ1 = ψ10(x, y) + ψ11(x, y)e
i w t + ψ112(x, y)e

2i w t

⎫⎪⎬
⎪⎭ (21)

φ1 = φ10(x, y) + φ11(x, y) e
i w t + φ11(x, y)e

2 i w t.

Making use of identities (21) for Eqs. (15) to (20), we obtain the solutions

ψ = QA3(Sinh(My) − MyCosh(Mη)eiwt

+ δ

{[
E1A3A1

(
ySinh2(Mη)

η
− Sinh(My)Sinh(Mη))

+ E1Sinh(Mη)

(
y2Sinh(My)

4M3
− 5

4M4
yCosh(My)

+ Sinh(My)

8M5

)
− y

η
A2 + E1ηyCosh2(Mη)

2M3
− E1ηyCosh(My)Cosh(Mη)

2M3

]
[
1 + e2iwt

2

]
+ A5e

iwt

[
A3A4

2

(
y − ηSinh(My)

Sinh(Mη)

)

−ηCosh(Mη)Sinh(My)

2M3Sinh(Mη)
+ y

2M3
Cosh(My)

]}
(22)
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φ = Rψ−RQeiwt + R2δ

(
1 + e2iwt

2

)
D1

2

{(
η2

M
+ ηCosh(Mη)Sinh(Mη)

M2

)

−
(
yCosh(My)Sinh(Mη)

M2
− 2Sinh(My)Sinh(Mη)

M3
− ηCosh(Mη)Sinh(My)

M2

)

−
(

ηy

M
+ yCosh(Mη)Sinh(Mη)

M2

)
− 2Sin2h(Mη)

M3

}
+R2δiw(Q − ψ00)e

iwt

(23)

where

A1 =
[
η2 sinh(Mη)

M3
− 1

8M4
ηCosh(Mη) + sinh(Mη

8M5
+ η3 cosh(Mη)

4M2

]

A2 = E1Sinh(Mη)

[
η2Sinh(Mη)

4M3
− 5

4M4
ηCosh(Mη) + Sinh(Mη)

8M5

]

A3 =
[

1

(sinh(Mη) − Mη cosh(Mη)

]

A4 = η

M2
− 1

2M 3
Sinh(2Mη)

A5 = (1 + S)iM2QA3

E1 =
(
1 + S

2

)
D1

D1 = Q2M5Sinh(Mη)
dη

dx A
3
3 and

S
(
αR = N0m

ρ

)
“Concentrated mass” of dust particles.

The dimensionless gradient of pressure

P = ∂p/∂x

ρυ2/d3
= ∇2 ∂ψ

∂y
− δ

{
∂2ψ

∂t∂y
+ ∂ψ

∂y

∂2ψ

∂x∂y
− ∂ψ

∂x

∂2ψ

∂y2

}
+ α

(
1

R

∂φ

∂y
− ∂ψ

∂y

)
(24)

In light of Eq. (21), take

P = (P00 + δ1 + P01 + δ2P02 + . . .)ei w t (25)

Making use of Eqs. (14), (21) and (25) for Eq. (24), collecting like terms and
rearranging, we get
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P = {
QM3A3Cosh(My)

+
{

(1 + S)iwQA3

2

[
M2ηA3Cosh(Mη)Cosh(My) − η2M3A3Cosh(My)

Sinh(Mη)

+ 3MCosh(My) + M2ySinh(My) − ηM2Cosh(My)Cosh(Mη)

Sinh(Mη)

−2MCosh(My) + 2MCosh(Mη) ] } }eiwt

(26)

The wall shear stress, dimensionless, is obtained as

τxy
∣∣
y =h = τxy

υ2ρ/d2
= A3QM2Sinh(Mh) eiwt

+ δ

{[
A3E1Sin

2h(Mη)

(
ηCosh(Mη)

8M3 −η2Sinh(Mη)

M
− Sinh(Mη)

8M
− η3Cosh(Mη)

4

)

+E1Sinh(Mη)

(
η2Sinh(Mη)

4M
− 15Sinh(Mη)

8M3 − ηCosh(Mη)

4

)

− E1ηSinh(Mη)Cosh(Mη)

M2 − E1η
2Cos2h(Mη)

2M

][
1 + e2iwt

2

]

+ A5
2M

[(
ηCosh(Mη)Sinh(Mη) − Mη2

)
+ 2Sinh(Mη)

M

]
eiwt

}
(27)

4 Outcomes and Analysis

Streamlines of particles of fluid are depicted in Figs. 1, 2, 3, 4 and 5. It can be
observed that the constricted boundary has very little influence on the streamlines
closer to the centerline. This result agrees with that of Radhakrishnamacharya [4].

Fig. 1 Streamlines
pertaining to fluid (M = 2, S
= 0.3, Q = 0.4, ε = 0.2, δ =
0.2, wt = π/4)
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Fig. 2 Streamlines
pertaining to fluid (M = 2, S
= 0.3, Q = 0.4, ε = 0.2, δ =
0.2, wt = π/2)

Fig. 3 Streamlines
pertaining to fluid (M = 6, S
= 0.3, Q = 0.4, ε = 0.2, δ =
0.2, wt = π/4)

Fig. 4 Streamlines
pertaining to fluid (M = 6, S
= 0.3, Q = 0.4, ε = 0.2, δ =
0.2, wt = π/2)

It is of interest to observe that closed loops formed for streamlines when wt = π/2.
The effect of the magnetic parameter (M) on streamlines is not significant for wt =
π/4, but for wt = π/2, the closed loops get significantly altered. Further, the effect
of dust concentration (S) on streamline pattern is not very significant.
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Fig. 5 Streamlines
pertaining to fluid (M = 6, S
= 0.5, Q = 0.4, ε = 0.2, δ =
0.2, wt = π/2)

Profiles for the velocity of the fluid particles are shown in Figs. 6, 7 and 8. We
can observe that maximum velocity is along the line of center and decreases as y
increases up to some value and then increase happens. The nature of the velocity is
alike to different cross-sections. It is observed that the velocity value is opposite after
a certain y and the marked y changes along x. A decrease in velocity is observed
with the parameter of magnetic effects but an increase in velocity is noted with the
concentration of dust particles.

Profiles of the velocity of rigid particles are depicted in Figs. 9, 10 and 11. The
values of velocity are positive for every value of magnetic constant and concentration
value of dust particles. The velocity exhibits oscillatory behavior downstream. Also,
oscillatory behavior of velocity is observed with respect to the magnetic parameter.
Velocity variation with dust concentration is not significant. Velocities of dust parti-
cles close to the centerline are high and also the particles of dust exhibit reverse flow
nature near the walls of the channel.

Figures 12, 13 and 14 show that shear stress on the boundary increases
with magnetic constant and concentration of dust particles. Shear stress exhibits
oscillatory behavior with x.

The fluid pressure increases with time wt (Fig. 15) and concentration of dust
particles (Fig. 16) but decreases with magnetic constant (Fig. 17). Pressure rise
with mass concentration is significant. Pressure change w.r.t. magnetic constant and
concentration of mass is similar but opposite (Fig. 18).

Pressure distribution is not uniform in the channel. It coincides with the outcome
of [4].
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Fig. 6 Velocity distribution
for fluid (M = 2, S = 0.3, Q
= 0.4, ε = 0.2, δ = 0.2, wt =
π/2)

Fig. 7 Velocity distribution
for fluid (M = 6, S = 0.3, Q
= 0.4, ε = 0.2, δ = 0.2, wt =
π/2

Fig. 8 Velocity distribution
for fluid (M = 6, S = 0.5, Q
= 0.4, ε = 0.2, δ = 0.2, wt =
π/2

5 Conclusion

The flow of dusty fluid in a constricted channel with a transverse magnetic field is
analyzed. The perturbationmethod is adopted for transforming equations intoODES.

It is observed that constricted boundary has little effect on the streamlines closer
to the centerline of the channel. In some cases, closed loops formed for stream-
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Fig. 9 Velocity
distribution-solid particles
(M = 2, R = 6, S = 0.3, Q =
0.4, ε = 0.2, δ = 0.2, wt =
π/2

Fig. 10 Velocity
distribution-solid particles
(M = 6, R = 6, S = 0.3, Q =
0.4, ε = 0.2, δ = 0.2, wt =
π/2)

Fig. 11 Velocity
distribution-solid particles
(M = 6, R = 6, S = 0.4, Q =
0.4, ε = 0.2, δ = 0.2, wt =
π/2)

lines. The velocity of dust particles exhibits oscillatory behavior with respect to a
magnetic parameter. Also, dust particles exhibit reverse flow nature near the walls
of the channel.
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Fig. 12 Variation of
Wallshear stress (M = 5, S =
0.3, Q = 0.4, ε = 0.2, δ =
0.2)

Fig. 13 Variation of
Wallshear stress (M = 6, Q
= 0.4, ε = 0.2, δ = 0.2, wt =
π/2)

Fig. 14 Variation of
Wallshear stress (S = 0.3, Q
= 0.4, ε = 0.2, δ = 0.2, wt =
π/2)
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Fig. 15 Pressure variation
of the fluid (M = 6, S = 0.3,
Q = 0.4, ε = 0.2, δ = 0.2)

Fig. 16 Fluid pressure
variation (M = 6, Q = 0.2, ε
= 0.2, δ = 0.2, wt= π/2)

Fig. 17 Fluid pressure
variation (S = 0.3, Q = 0.4, ε
= 0.2, δ = 0.2, wt = π/2)
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Fig. 18 Flow diagram
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Influence of Radiation Absorption
and Thermal Diffusion on Laminar Flow
of a Chemically Reacting Fluid Past
a Porous Plate in Conducting Field
with Rotation

K. V. B. Rajakumar, K. S. Balamurugan, T. Govinda Rao,
and B. Satyanarayana Reddy

1 Introduction

At the contemporary circumstances, there is well-known propulsion for resources
edifice to ameliorate the abnormality and apotheosize the eminence in inclusive
excipients of study. The last two decennaries have experienced phenomenal amend-
ments in the exploration concerning the boundary layer flowofNewtonian fluidswith
reference to heterogeneous conditions across the intercontinental. It is eminence of
conviction that the noteworthy researcher augmented theNewtonianfluidonMagneto
Hydrodynamics (MHD) free convective rotating fluid flow past a non-parallel per-
meable plate in occurrence of thermal radiation as well as chemical reaction over the
appropriate concentrate of base fluid beneath suitable conditions. Numerous exam-
iners scrutinized the applications in several industrial, ion propulsion, astrophysical,
geophysical, technological and engineering, design of turbo mechanics and turbines
etc. Ananda Reddy et al. [1] reported impact of chemical reaction as well as ther-
mal diffusion on MHD rotating fluid flow past a permeable plate in conducting field
along with radiation absorption. Seth at al. [2, 3] addressed consequence of rotation
on MHD flow of a fluid past an impetuously fluctuating non-parallel plate with ther-
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Fig. 1 Physical model of the problem

mal diffusion along with ramped temperature. Jithender Reddy et al. [4] disclosed
significance of dufour effect along with rotational on unsteadyMHD natural convec-
tion fluid flow past an impetuously affecting vertical permeability plate encapsulated
in propinquity of ramped temperature in presence of thermal radiation. Rudra Kanta
et al. [5] contemplate two heterogeneous solutions proportional to ramped as we; as
constant wall temperature in aspect of thermal ration on MHD free convective flow
past an infinite vertical plate enclosing a ramped type temperature concerning time.
Nandkeolyar et al. [6] explored transverse magnetic field on unsteady MHD natural
convection dusty fluid flow past an impulsively moving vertical plate by means of
ramped temperature as well as thermal radiation. Rajakumar et al. [7–9] and Ganap-
athy [10] addresseda communication on oscillatory couette flow in a rotating system
(Fig. 1).

Stimulated by all these explorations along with applications of Newtonian fluid
in our contemporary discipline existence at the moment, this effort is determined to
scrutinize the interface of thermal diffusion and chemical reaction on MHD rotating
fluid flow past a permeable plate along with radiation absorption, having scrutinized
un addressed in the novelby means of the best of our acquaintance. The current
exploration is that the governing PDE’s are resolute employed single perturbation
method.

2 Mathematical Formulation

Contemplate radiation absorption as well as thermal diffusion MHD rotating fluid
flow past a vertical porous plate by means of variable temperature as well as variable
concentration along with chemical reaction.
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– Here x∗-axis is taken along the plate which is in vertical direction and y∗-axis is
taken normal to the surface of the plate.

– The plate as well as the fluid in a state of rigid body rotates with a uniform angular
velocity � about y∗-axis.

– At time t∗ > 0, the plate starts moving in x∗-direction with uniform velocity
U0a∗t∗.

– The temperature and concentration raises to T∞ + (T ∗
s − T∞)

(
t∗
t0

)
and C∞ +

(C∗
s − C∞)

(
t∗
t0

)
respectively.

Under these considerations the equations that govern the flow are as follows.

[
∂u∗

∂t∗

]
+ 2 �

[
v∗] = ϑ

[
∂2u∗

∂y∗2
]

+ gβT
[
T ∗ − T ∗∞

] + gβ∗
C

[
C∗ − C∗∞

] − σB2
0

ρ

[
u∗] − υ

k
[u*]
(1)

[
∂v∗

∂t∗

]
− 2�

[
u∗] = ϑ

[
∂2v∗

∂y∗2

]
− σB2

0

ρ

[
v∗] − υ

k
[v∗] (2)

[
∂T ∗

∂t∗

]
= KT

ρCp

[
∂2T ∗

∂y∗2

]
− 1

kρCp

[
∂ q∗

r

∂y∗

]
+ DmKT

CSCP

[
∂2C∗

∂y∗2

]
+ Q0

ρCp

[
T ∗ − T∞

]

+ R∗

ρCp

[
C∗ − C∞

]
(3)

[
∂C∗

∂t∗

]
= D

[
∂2C∗

∂y∗2

]
− K ∗

1

[
C∗ − C∗

∞
]

(4)

The corresponding boundary conditions are

i f t > 0 ⇒

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

u∗ = 0, v∗ = 0, T ∗ = T ∗∞,C∗ = C∗∞ f or y∗, t∗ ≤ 0⎧⎪⎪⎨
⎪⎪⎩

u∗ = U0 a∗t∗, v∗ = U0 a∗t∗,
T ∗ = T∞ + (T ∗

s − T∞)
(
t∗
t0

)
,

C∗ = C∞ + (C∗
s − C∞)

(
t∗
t0

) at y∗ = 0

u∗ → 0, v∗ = 0 T ∗ → T∞, C∗ → C∞ as y∗ → ∞

(5)

Characteristic time t0 is defined according to the non-dimensional process mentioned
above as

t0 = υ

U 2
0

(6)

Let us introduce the following dimensionless quantities:
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u =
[
u∗
U0

]
, v =

[
v∗
U0

]
, y =

[
y∗U0

υ

]
, t =

[
U2
0 t

∗
υ

]
, a =

[
a∗υ

U2
0

]
, T ∗ = T∞ + θ

[
T ∗
s − T ∗∞

]
,

C∗ = C∞ + C
[
C∗
s − C∗∞

]
(7)

term by using the Rosseland approximation is given by

q∗
r = −4σ∗

s

3k∗
e

∂T ∗4

∂y∗ (8)

T ∗4 ∼= 4T ∗3
∞ T ∗ − 3T ∗4

∞ (9)

Substituting Eqs. (6)–(9) in (1)–(5) then the resultant non-dimensional equations are

[
∂2u

∂y2

]
−

[
∂u

∂t

]
− 2k21 [v] + Gr [θ] + Gm [C] − [u] N = 0 (10)

[
∂2v

∂y2

]
−

[
∂v

∂t

]
+ 2k21 [u] − [v] N = 0 (11)

[
∂2θ

∂y2

]
−

[
∂θ

∂t

]
+ η [θ] + Dr Pr

[
∂2C

∂y2

]
+ Ra Pr [φ] = 0 (12)

[
∂2C

∂y2

]
− Sc

[
∂C

∂t

]
− Sc Kr [C] = 0 (13)

The analogous conditions are

⎧⎨
⎩
u = 0, v = 0, θ = 0,C = 0 ∀ y, t ≤ 0

t > 0 :
{

u = a t, v = a t, θ = t, C = t at y = 0
u = 0, v = 0, θ = 0, C = 0 as y → ∞

(14)

Combined Eqs. (10) and (11) then we obtained

∂2φ

∂y2
− ∂φ

∂t
+ λφ + Grθ + GmC = 0 (15)

Here
φ = u + i v ⇒ φ = u − i v (16)

The boundary conditions are

⎧⎨
⎩

φ = 0, θ = 0,C = 0 ∀ y, t ≤ 0

t > 0 :
{

φ = a t, θ = t, C = t at y = 0
φ = 0, θ = 0, C = 0 as y → ∞

(17)
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ra = R∗υ(C∗
s −C∞)

ρCpU 2
0 (T ∗

s −T∞)
,λ = (2k21 i − N ), N = (

M + 1
K

)
, η = Pr (Q − F) ,

� = 1
Pr , Gr = υgβT (T ∗

s −T∞)
U 3

0
,Gm = υgβC(C∗

s −C∞)
U 3

0
, M = σB2

0υ

ρU 2
0

,

k21 = �υ
U 2

0
, Sc = υ

D , K = kU 2
0

υ2 ,Pr = ρυCp

kT
, Kr = K1υ

U 2
0

, Q = Q∗υ2

kTU 2
0
, F = 4σT ∗3∞

kek
,

Dr = DmkT (C∗
s −C∞)

υCsCp(T ∗
s −T∞)

(18)

Solve the above equations utilizing Single perturbation method by use the following
relation

φ = φ0e
i n t , θ = θ0 e

i n t , C = C0e
i n t (19)

Substitute Eq. (19) in the Eqs. (12), (13) and (15)

φ
′′
0 + (λ − in)φ0 = −Gr θ0 − GmC0 (20)

� θ
′′
0 − (−η + in) θ0 = −Ra C0 − Dr C0

′′
(21)

C
′′
0 − (Kr + in)ScC0 = 0 (22)

The interrelated boundary conditions are

t > 0 :
{

φ0 = a te− int, θ0 = te− int, C0 = te− int at y = 0

φ0 = 0, θ0 = 0, C0 = 0 as y → ∞ (23)

Solve Eqs. (20)–(22) by using (23) then we get Velocity, Temperature and concen-
tration

φ = (
at e− int − N2 − N3

)
e−(

√
λ−i n)yeint + N2e

−
√

(i n−η)

�
yeint

+ N3e
−(

√
Sc (Kr+in))yeint (24)

θ =
((
te− int − N1

)
e−

√
(in−η)

�
y + N1e

−(
√
Sc (Kr+in))y

)
eint (25)

C =
(
t e− inte−(

√
Sc (Kr+in))y

)
eint (26)
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2.1 Skin-Friction

τ =
(
dφ

dy

)

y=0

(27)

2.2 Rate of Heat Transfer

Nw = −
(
dθ

dy

)

y=0

(28)

2.3 Rate of Mass Transfer

Sh = −
(
dC

dy

)

y=0

(29)

3 Results and Discussion

The repercussions of Pr on the velocity and temperature are illustrated on Figs. 2
and 3 from these figures it was ascertained that velocity as well as temperature
declined with the progressive values of Pr . Due to the assuredness that an elevated
Pr fluid has partially low thermal conductivity, which derogates the conduction as
a consequence temperature declined. From Figs. 4 and 5 it was establish that the
accumulative values of thermal diffusion results in accelerated in the velocity as

Fig. 2 Effect of Pr on
velocity
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Fig. 3 Effect of Pr on
temperature

Fig. 4 Effect of Dr on
velocity

Fig. 5 Effect of Dr on
velocity

well as temperature. Due to the fact that thermal diffusion mechanisms to monitor
the importance of chemical concentration on fluid temperature. Impact of radiation
absorption on velocity along with temperature was portrayed in Figs. 6 and 7 these
figures addressed that velocity as well as temperature rises under the influence of
Ra. This is somatic veracious since escalate in Ra resulting heat accretion which
augment the thermal boundary layer as well as temperature. Concomitant ahead
this, convection current is reinforce hence, the momentum boundary layer elevates
and fluid velocity emerges also. The effect of angular rotation k1 is illustrated in
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Fig. 6 Effect of Ra on
velocity

Fig. 7 Effect of Ra on
temperature

Fig. 8 Effect of k1 on
velocity

Fig. 8; this figure conspicuous that velocity is lessen with accumulated values of k1.
The impact of chemical reaction Kr was demonstrated in Fig. 9 as of this figure
the results show that concentration reduced by means of the augmentation values of
chemical reaction. Nevertheless, Fig. 10 expressed the results concentration declined
by means of progressive values of Sc. The influence of Skin-friction was publicized
in Fig. 11 it addressed that the improvement ofGr, M, Pr, Kr, Sc, Ra, Dr and Q
leads to enchased in skin friction nevertheless contrary impact was take place in case
of K , k1. Figure 12 demonstrated that enhancement of Ra, Pr, Dr and Qresults
Nusselt number amplified. Effect of Sc , Kr was illustrated in Fig. 13. Here it was
perceived that the accelerated estimators of Kr , Sc lead to reinforce in Sherwood
number (Fig. 14).



Influence of Radiation Absorption and Thermal Diffusion … 85

Fig. 9 Effect of Kr on
concentration

Fig. 10 Effect of Sc on
concentration

Fig. 11 Effect of various
parameters on skin friction

Fig. 12 Effect of
Pr, Ra, Dr, Q on Nusselt
number
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Fig. 13 Effect of Sc and Kr
on Sherwood number

Fig. 14 Effect of Pr on
temperature

4 Validation of the Results

The current reconnaissance is an extended work of Ananda Reddy et al. [1] with
Radiation absorption and dufour effect. In this exploration it was contemplate Ra =
0 when Dr = 1, Q = 0.5, F = 0.5, a = 0.2, Kr = 0.2, K = 0.2,Gr = 5,Gm =
5, k1 = 0.5; our outcomes are excellent agreement with the repercussions of Ananda
Reddyet al. [1]. The following Fig. 13 represents current examination compared with
previous analysis.

5 Conclusions

– Velocity and temperature are accelerated with the incremental values of thermal
diffusion as well as radiation absorption.

– Velocity and temperature are declined with the enhancement values of Prandtl
number.

– Velocity diminished with the incremental values of angular rotation.
– Concentration declined with the incremental values of chemical reaction and
Schmidt number.

– Nusselt number enhanced by means of the incremental values of Pr, Dr, Ra & Q.
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Non-linear Magnetoconvection
with Modulated Rotational Speed
in Viscoelastic Liquid

G. Jayalatha and N. Suma

1 Introduction

Rayleigh–Bènard convection (RBC) and heat transfer in Newtonian liquids are stud-
ied by many authors (see [1, 2]).

The convection due to surface tension and buoyancy in viscoelastic liquid of
Maxwellian and Oldroyd has been studied by many authors (see [3–12]).

The stability of the liquid layer as a consequence of Coriolis force is of much
interest as the rotation imparts an elastic-like behaviour. The instability in viscoelastic
liquid with the Coriolis force effect is examined by these authors (see [13–18]).

The chaotic convection and aperiodic behaviour of theOldroyd liquid B have been
studied by [19]. Park and Lee [20] have studied non-linear hydrodynamic convection
in viscoelastic liquids. Siddheshwar and Srikrishna [21] and Abu-Ramadan et al.
[22] have considered viscoelastic liquid chaotic convection. Non-linear convection
in viscoelastic liquid of Oldroyd B type has been studied by [23]. Narayana [24]
examined chaotic and linear convection in the case of viscoelastic liquid of binary
type.

Convection with temperature/gravity modulation has been studied by many
authors (see [25–33]).

Bhadauria andKiran [34] have carried out a theoretical investigation to understand
the joint effects of rotational modulation as well as internal heating thermal instabil-
ity in a horizontal liquid layer. Non-linear double-diffusive convection with rotation
modulation using a Fourier series (truncated) is studied by [35]. The Fehlberg45
method is employed for measuring mass and heat transport. Consequences of rota-
tion modulation on liquids of Oldroyd B type for double-diffusive convection is
analysed by [36]. Kanchana et al. [37] examined the effect of rotational modulation
in Newtonian and Newtonian nano liquids. A study of non-linear and linear con-
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vection of RBC in Oldroyd B liquid under rotational modulation has been done by
[38]. Few authors have considered magnetoconvection in viscoelastic liquids. Bha-
tia and Steiner [39–41], Takashima [42], Sharma [43], Eltayeb [44] and Sharma and
Aggarwal [45] have studied magnetoconvection in constant viscosity viscoelastic
liquids.

Liquids that are viscoelastic in nature are non-Newtonian liquids which are gener-
ally made use of that have vital industrial applications. Paints which are composed of
a polymer in combinationwith a solvent are themost real-time examples of viscoelas-
tic liquids. The corrugated surfaces’ fabrication and duplication of Deoxyribonucleic
acid (DNA) are a few important applicationswhich involve viscoelastic liquids. These
applications require natural convection mechanism. In many practically important
problems, the control of convection is important and one of the ways to achieve this
is by modulating one of the parameters of the problem. The modulated centrifugal
force has applications in many fields of engineering like the chemical industry, food
industry, solidification of alloys and rotating turbo machinery. The viscoelastic liq-
uids become electrically conducting when suitable additives are introduced which
makes the liquid respond to electromagnetic fields.

It is obvious that, from the literature survey, the effect of rotational modulation
in the non-linear RBC pertaining to weakly electrically conducting viscoelastic liq-
uid has not been addressed. Anjana and Vanishree [28] have worked on the linear
theory of the present problem without magnetic field effect. In the present work,
non-linear magnetoconvection with the modulated rotational speed in viscoelastic
liquid is investigated.

2 Governing Equations

An infinite horizontal liquid layer of Oldroyd B viscoelastic type and with weak
electrical conductivity having thickness d is considered. The boundary layers of
liquid are kept at different constant temperatures T0 + ΔT & T0 at z = 0, lower
plate & z = d, upper plate, respectively, where T0 denotes the reference temperature,
and ΔT denotes the difference in temperature between the two surfaces. In the
vertical direction H0, a magnetic field is applied. In the rotation modulation case,
it is assumed that viscoelastic liquid layer is rotating about the z-axis, with

−→
Ω1 =

Ω1(1 + ε cosω t)k̂, a time-periodic angular velocity (see Fig. 1).
The governing equations of the physical problem are as follows:

qi,i = 0, (1)

ρ0

[
∂qi
∂t

+ q j qi, j

]
=

[
ρ0| −→Ω1 × −→r |2

2
− p

]
,i

+ τ ′
i j, j

+ ρgi + 2 ρ0 εi jk q j Ω1k − σ1μ
2
mH

2
0 qi , (2)
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Fig. 1 A Sketch of the
physical problem

[
τ ′
i j + λ1

∂τ ′
i j

∂t

]
= μ

[
1 + λ2

∂

∂t

]
[ (qi, j + q j,i )], (3)

∂T

∂t
+ q j T, j = [κ T, j j ], (4)

ρ = [ρ0 − ρ0α(T − T0)]. (5)

Table 1 gives the nomenclature for the variables and constants used in the above
equations.

The liquid is at rest in basic state and the heat transfer is due to conduction. The
expression for basic state pressure and temperature are given in the following form:

qib = (0, 0, 0), Tb(z) = ΔT
(
1 − z

d

)
+ T0,

ρb(z) =
[
1 + αΔT

( z

d
− 1

)]
ρ0,

pb(z) =
[(

z − z2

2d

)
αΔT − z

]
ρ0 g + constant.

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(6)

Perturbations of finite amplitude are superimposed on the basic state which is given
in the form:

qi = qib + q ′
i , p = pb + p′, ρ = ρ′ + ρb and T = T ′ + Tb, (7)

where perturbedquantities are denotedbyprimes.Taking (x, y, z) = (dx∗, dy∗, dz∗),
t = d2

κ
t∗, q = κ

d q
∗, T = ΔT T ∗ andω = κ

d2 ω
∗, eliminating the pressure, dimension-

less equations which are linearized that govern small perturbations, after dropping
the asterisks, are given by
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Table 1 Nomenclature

Pr Prandtl number Greek symbols
Ω1 angular velocity for rotation

gi gravitational acceleration εi jk permutation tensor

qi velocity components κ thermal diffusivity

Nu Nusselt number μ viscosity

a non-dimensional wave number μm magnetic permeability

Q Chandrasekhar number ω frequency

t time λ1 coefficient of stress relaxation

d liquid layer thickness α coefficient of thermal expansion

R Rayleigh number λ2 coefficient of strain retardation

T temperature Λ1 Deborah number or scaled stress relaxation
parameter

T0 upper boundary temperature Λ elastic ratio

H0 uniform magnetic field ρ density

Ta Taylor number ρ0 reference density

τ ′
i j stress components

σ1 electrical conductivity

Λ2 scaled strain retardation parameter

Subscripts Superscripts

b basic state ′ perturbed quantities

[(
1 + ΛΛ1

∂

∂t

)
∇2 − 1

Pr

(
∂

∂t
+ Λ1

∂2

∂t2

)
− Q

](
∂u

∂z
− ∂w

∂x

)

−√
Ta

(
1 + Λ1

∂

∂t

)
(1 + ε cosω t)

∂v

∂z
+ R

(
1 + Λ1

∂

∂t

)
∂T

∂x
= 0,

(8)

1

Pr

(
∂

∂t
+ Λ1

∂2

∂t2

)
v =

(
1 + ΛΛ1

∂

∂t

)
∇2v − √

Ta

(
1 + Λ1

∂

∂t

)
(1 + ε cosω t)u, (9)

∂T

∂t
= w

∂Tb
∂z

− u
∂T

∂x
− w

∂T

∂z
+ ∇2 T, (10)

where ∇2 = ∂2

∂x2 + ∂2

∂z2 .

The dimensionless parameters are

Ta = 4ρ20 Ω2
1 d

4

μ2 (Taylor number),

R = α ρ0 g d3 ΔT
μ0 κ

(Rayleigh number),
Pr = μ0

ρ κ
(Prandtl number),

Q = σ1μ
2
m H

2
0 d

2

μ0
(Chandrasekhar number),
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Λ1 = λ1 κ
d2 (Deborah number),

Λ2 = λ2 κ
d2 (Strain retardation parameter (non-dimensional)) and

Λ = λ2
λ1

= Λ2
Λ1

(Elastic ratio).

3 Model of Khayat–Lorenz

Introducing stream function u = −
(

∂ψ
∂z

)
, w =

(
∂ψ
∂x

)
, the quantity of heat transfer

is determined by applying non-linear analysis.

(
1 + ΛΛ1

∂

∂t

)
∇4ψ −

(
1 + Λ1

∂

∂t

) [
1

Pr

∂

∂t
(∇2ψ) + √

Ta(1 + ε cosω t)
∂v

∂z
− R

∂T

∂x

]
− Q∇2ψ = 0,

(11)
(
1 + Λ1

∂

∂t

) [
1

Pr

∂v

∂t
− √

Ta(1 + ε cosω t)
∂ψ

∂z

]
=

(
1 + ΛΛ1

∂

∂t

)
∇2v, (12)

∂T

∂t
− ∇2 T − ∂ψ

∂x
+ ∂(ψ, T )

∂(x, z)
= 0. (13)

We may rearrange Eqs. (11) and (12) to get four differential equations of first order
consisting of time derivatives which reduces it to the model of Khayat–Lorenz in the
form [31]:

Λ1
∂M

∂t
= −M + (1 − Λ)∇4ψ − Q∇2ψ, (14)

1

Pr

∂

∂t
∇2ψ = Λ∇4ψ − √

Ta(1 + ε cosω t)
∂v

∂z
+ R

∂T

∂x
+ M, (15)

Λ1
∂N

∂t
= (1 − Λ)∇2v − N , (16)

1

Pr

∂v

∂t
= Λ∇2v + √

Ta(1 + ε cosω t)
∂ψ

∂z
+ N , (17)

∂T

∂t
= −∂(ψ, T )

∂(x, z)
+ ∂ψ

∂x
+ ∇2 T . (18)

We consider stress free isothermal boundary conditions (BC’s) which are given by

ψ = ∂2ψ

∂z2
= M = T = ∂v

∂z
= ∂N

∂z
= 0 at z = 0, 1. (19)

From Eqs. (14) and (15), BCs on M and from Eqs. (16) and (17) that on N are
derived. Also, the BCs for T , ψ, DN and Dv are taken as in Eq. (19). Subject to



94 G. Jayalatha and N. Suma

boundary conditions (Eq. (19)), the solution for Eqs. (14)–(18) is obtained in the form
of a time-dependent Fourier series. Following the formulation of Lorenz–Saltzman,
using Fourier representation expressing temperature and stream functionwith double
and single terms, respectively, the non-linearity is maintained as follows.

Stream functions ψ, T , v, M & N are given by Eqs. (20)–(24).

ψ = A(t) sin(πz) sin(ax), (20)

T = B(t) sin(πz) cos(ax) + C(t) sin(2πz), (21)

v = D(t) cos(πz) sin(ax), (22)

M = E(t) sin(πz) sin(ax), (23)

N = F(t) cos(πz) sin(ax). (24)

For M , we take the same trial function as that of stream functionψ as observed in Eq.
(14). In the current work, the convective motions are assumed to be of small scale
and are represented byC(t) sin2πz which is the modification term in the temperature
field.

Equations (14)–(18) are projected onto modes Eqs. (20)–(24) and the six-
dimensional equations are obtained as follows:

dX

dτ
= Pr

[(
1 + Q

δ2
+ π2Ta

δ6

)
Y − ΛX −

[
(1 − Λ) + Q

δ2

]

H − (1 + ε cosω1 τ )
π2Ta

δ6
G

]
, (25)

dY

dτ
= r X − X Z − Y, (26)

dZ

dτ
= XY − 4π2

δ2
Z , (27)

dG

dτ
= Pr [(1 + ε cosω1 τ )X − ΛG − (1 − Λ)J ], (28)

dH

dτ
= 1

Λ1δ2
(X − H), (29)

d J

dτ
= 1

Λ1δ2
(G − J ), (30)
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where

X = πaA√
2δ2

, Y = πr B√
2

, Z = −πrC, G = aD√
Ta

, H = aπE√
2(1 − Λ)δ6

,

J = −aF√
2(1 − Λ)δ2

, τ = tδ2, r = R

Rs
, Rs = δ6 + Qδ4 + π2Ta

a2
,

δ2 = a2 + π2, ω1 = ω

δ2
.

The aboveEqs. (25)–(30) are solved usingRunge–Kutta–Fehlberg45 (RKF45)which
is the built-in function in Wolfram Mathematica 9.

4 Case of No Modulation and No Magnetic Field

The stationary Rayleigh number in the no modulation case is given by [1]

Rsc = δ6 + π2Ta

a2
, (31)

where δ2 = a2 + π2.

Considering the equation ∂Rsc
∂ p = 0, where p = a2, we get (p + π2)3 − 3p(p +

π2)2 + π2Ta = 0.
We obtain a2c by solving the cubic equation in p, as a function of Ta. In further

computation, we make use of this obtained value of a.

5 Heat Transport

Here, we emphasize the outcome of the rotational modulation with magnetic field
effect on the heat transport which is measurable by the Nusselt number (Nu):

Nu(τ ) = 1 + Heat transport by convection

Heat transport by conduction
,

= 1 +

[
ac
2π

∫ 2π
ac
0

∂T
∂z dx

]
z=0[

ac
2π

∫ 2π
ac
0

∂Tb
∂z dx

]
z=0

. (32)
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Equation (21) is substituted in Eq. (32) and on simplification, we obtain

Nu(τ ) = 2

r
Z(τ ) + 1. (33)

Different parameters’ effect on the heat transfer is discussed by finding mean
Nusselt number, Nu(τ ), as given by [46],

Nu(τ ) = ω1
2π

∫ 2π
ω1
0 Nu(τ )dτ .

6 Discussion of Results

Using a generalized model of Khayat–Lorenz, the effect of rotational speed, mag-
netic field and effect of elasticity of the liquid on RBC in viscoelastic liquids is
investigated. Here, first the generalized Khayat–Lorenzmodel is resolved by Runge–
Kutta–Fehlberg45 method with an ‘adaptive step size’ and then the numerical results
are discussed. The following initial conditions for solving equations (25)–(30) are
considered:

X (τ ) = Y (τ ) = Z(τ ) = G(τ ) = H(τ ) = J (τ ) = 1atτ = 0.

Khayat [19] and Li and Khayat [23] have shown that, for a viscoelastic liquid, the
value that the Prandtl number takes is much greater than 10 and therefore we have
taken Pr = 10 in all our calculations. For this value of Pr , it is found that as Ta
increases Nusselt number increases with or without the magnetic field effect. The
Oldroyd liquid B, in the limiting case, leads to Maxwell, Newtonian and Rivlin–
Ericksen as given in Table 2.

In four different kinds of liquids, viz., Newtonian, Maxwell, Oldroyd liquid B and
Rivlin–Ericksen, from Fig. 2a–d, the inequalities obtained are in validation with that
of Siddheshwar et al. [31] and are as follows:

NuRivlin−Ericksen < NuNewtonian < NuOldroyd −B < NuMaxwell .

Table 2 Values of Λ and Λ1 for different kinds of liquid

Liquid type Λ Λ1

Newtonian 1 0.1

Maxwell 0 0.1

Rivlin–Ericksen 50 0

Oldroyd liquid B 0.5 0.2
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(a) Rivlin-Ericksen liquid (b) Maxwell liquid

(c) Oldroyd liquid B (d) Newtonian liquid

Fig. 2 Nu versus τ for ω1 = 5, r = 5, Pr = 10, Ta = 0, ε = 0 and Q = 0

Table 3 Nu(τ ) for Λ = 0.5, Λ1 = 0.1, Pr = 10, ω1 = 5 and r = 5

Q = 0, Ta = 0 Q = 0, Ta = 10 Q = 100, Ta = 0 Q = 100, Ta = 10

ε = 0 2.21202 2.2151 2.76662 2.76886

ε =
0.1

2.21202 2.21537 2.76662 2.76829

The graphs of Nu(τ ) versus Λ1 (see Fig. 3a) and Nu(τ ) versus Λ (see Fig. 3b)
show that increase in both Λ1 and Λ increases Nu(τ ), both with/without a magnetic
field effect. Increment in Ta enhances Nu(τ ) (see Fig. 3c) and increase in Pr also
increases Nu(τ ) (see Fig. 3d) with/without the effect of a magnetic field. From Fig.
3b–d, it is clear that the joint effect of Chandrasekhar number Q and modulation in
rotation is to decrease the heat transport. From Table3, it is evident that the effect of
rotational modulation is to enhance the heat transport in the absence of a magnetic
field, whereas in the presence of amagnetic field and Ta, rotational modulation gives
heat transport reduction.
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(a) Nu(τ) versus Λ1for Λ = 0.5,
Pr = 10 and Ta = 10

(b) Nu(τ) versus Λ for Λ1 = 0.2,
Pr = 10 and Ta = 10

(c) Nu(τ) versus Ta for Λ1 =
0.2, Λ = 0.5 and Pr = 10

(d) Nu(τ) versus Pr for Λ1 =
0.2, Λ = 0.5 and Ta = 10

Fig. 3 Plot of Nu(τ ) against different parameters for ω1 = 5 and r = 5

7 Conclusion

• The consequences of modulation of rotation on magnetoconvection in a rotating
horizontal layer of viscoelastic liquid has been investigated by making non-linear
stability analysis of the extended model of Khayat–Lorenz.

• The effect of both magnetic field and rotational modulation diminishes heat trans-
port by delaying the onset of convection.

• Stress relaxation and elasticity parameters’ effects are to advance convection and
thereby enhance the heat transfer.

• The effect of the Taylor number is to enhance the heat transfer by advancing the
onset of convection in the presence of magnetic field and modulation.

• The effect of the Prandtl number increases the convective transport of heat in the
presence of magnetic field and modulation.
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MHD Flow of Nanofluids
over a Stretching Sheet with the Effect
of Heat and Mass Transfer

R. Jayakar and B. Rushi Kumar

1 Introduction

In consideration of their higher thermal properties, investigators have gained much
interest from the nanofluids at present. These substances consist of solid particles of
a nanometer size, and the basic fluid is called nanoparticles such as oxides, metals,
carbonnanotubes, or carbides. Thebasicfluids recognized includewater, oil, ethylene
glycol as well as bioliquids. Nanofluids are, in other terms, two-phase nanometer-
sized fluids in which the base fluid reaches up to 100nm. For the very first time, [1]
utilized nanofluids. Because of its broad range of uses in solar cells, transformer oil,
motor cooling, solar water heating, refrigerators, electricity and fuel cells, etc. [2,
3], it is interesting. Nanotechnology has reached all industries by direct efforts. Due
to its diversity, several research reports in the literature are being carried out on an
analysis of the electrically conductive fluid flow or MHD (magnetohydrodynamics).
MHD has several applications, such as the MHD accelerator, generator power as
well as the science of fusion. Studies [4–6] can cite several recent studies with the
impact of magnetic fields on fluid flow. Due to gross moments, the fluid bulk causes
convection term bymixing a portion of one fluid into another portion. Hayat et al. [7]
implemented thixotropic nanofluid joule heating aswell as solar radiation in theMHD
flow. In fluid flow issues associated with heat transfer, nonlinear thermal radiation
effects are also significant. Kataria and Patel [8] observed MHD flow through a
convection area with thermal radiation non-linear impacts. The issues of flow, mass,
as well as heat transfer through a stretching surface through a porous media are one
of the most interesting fields of study in few years since this is a crucial method of
flow in several engineering as well as industrial domains like polymer technology.

However, no studies on the MHD flow of nanofluids through a stretching sheet
alongwith the impact of mass as well as heat transfer have been reported according to
the reports. Themomentum boundary layer thickness is raised, whereas the thickness
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of thermal boundary layer is decreased by the parameter of the fraction amount of
the higher nanoparticle. It should be noted that the heat transfer levels rise with the
increases in the nanoparticle’s fraction value.

In the present work, the model equations are transformed into ODE using simi-
larity transformation. The numerical shooting approach along with 4th order Runge-
Kutta approach would be used to provide numerical model solutions. When the
magnetic nanofluids in the presence of outer magnetic fields as coolant fluids,
the results of non-dimensional governing parameters like permeability parameter,
Schmidt No., magnetic parameter, nanoparticle volume fraction, the thermal con-
ductivity of nanoparticle, chemical reaction parameter, velocity slip, and radiation
parameter are discussed.

2 Mathematical Analysis

As seen in Fig. 1, 3-D, steady, laminar, as well as electrical conducting MHD flow of
nanofluid boundary layer by the permeable stretched surface saturated with a porous
media. The stretching sheet surface is applied normally with a uniform magnetic
field. The magnet field strength in the z-direction is often taken into account. The
stretching surface should be kept at uniform concentration Cw and temperature Tw
and values are deemed larger as compared to ambient temperature T∞ as well as

Fig. 1 Geometry of the problem
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concentration C∞. The nanofluid is provided with standardized heat through the
stretching sheet as well as chemical species concentration. The influence of density
variance on concentration and temperature is assumed to exist only on the duration
of the body strength and hence variations in temperature and concentration cause
buoyancy force.

The flow, heat transfer, and concentration are provided as simplified three-
dimensional boundary layer equations as follows:

∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0 (1)

u
∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
= υn f

∂2u

∂z2
− σB2

0u

ρn f
− υn f u

K
(2)

u
∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
= υn f

∂2v

∂z2
− σB2

0v

ρn f
− υn f v

K
(3)

u
∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z
= kn f

ρ(Cp)n f

∂2T

∂z2
− 1

(ρCp)n f

∂qr
∂z

(4)

u
∂C

∂x
+ v

∂C

∂y
+ w

∂C

∂z
= Dm

∂2C

∂z2
− k0 (C − C∞) (5)

given boundary limits,

u = axγ+(2−γ)λ(∂u/∂z)
γ

, v = bxγ+(2−γ)λ(∂v/∂z)
γ

W = −U0, T = TW , C = CW at z = 0

u → 0, v → 0, T → T∞, C → C∞ at z → ∞

(6)

the electric conductivity of thenanofluid is representedbyσn f andkinematic viscosity
of the base fluid υn f as given below:

ρn f = (1 − ϕ) ρ f + ϕρs, μn f = μ f /(1 − ϕ)2.5, αn f = kn f
(ρCp)n f

(ρCp)n f = (1 − ϕ) (ρCp) f + ϕ(ρCp)s, (7)

kn f /k f =
(
ks + 2k f − 2ϕ

(
k f − ks

))

(
ks + 2k f + 2ϕ

(
k f − ks

)) , υn f = μn f

ρn f
,

We also converted the governing equations into ODE, with the following similarity
transformations;
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f ′ (η) = u
ax , g′ (η) = v

ay , ( f + g) = − w√
av f

,

η =
√

a
v f
z, θ (η) = T−T∞

Tw−T∞ , S (η) = C−C∞
Cw−C∞

(8)

Here, u, v and w velocity components are presented in directions x, y and z, kine-
matic viscosity signified by υ and σ represents electrical conductivity. The radiative
heat flux with the approximation of Rosseland is represented by

qr = −4σ∗

3k

∂T 4

∂z
, (9)

Suppose that temperature variations in flow may be represented as a linear tempera-
ture combination T 4. Therefore, we extend T 4 into Taylor series can be rewritten as
T∞, also terms with higher-order will be dismissed, we will get,

T 4 = 4T 3
∞T − 3T 4

∞ (10)

So,
∂qr
∂z

= −16σ∗T 3∞
3k

∂2T

∂z2
(11)

Hence θ (η) = T−T∞
Tw−T∞ temperature Equation may deduce as;

T = T∞ (1 + (θw − 1) θ) (12)

By taking Eqs. (8) to (12), and Eqs. (1) to (5) can be rewritten as,

⎡

⎢
⎣

1(
(1−ϕ)+ϕ ρs

ρ f

)
(1−ϕ)2.5

f ′′′ +
[
( f + g) f ′′ − (

f ′)2
]

− k1 f ′
(
(1−ϕ)+ϕ ρs

ρ f

)
(1−ϕ)2.5

− M f ′
(1−ϕ)+ϕ ρs

ρ f

⎤

⎥
⎦ = 0 (13)

⎡

⎢
⎣

1(
(1−ϕ)+ϕ ρs

ρ f

)
(1−ϕ)2.5

g′′′ +
[
( f + g) g′′ − (

g′)2
]

− k1 g′
(
(1−ϕ)+ϕ ρs

ρ f

)
(1−ϕ)2.5

− M g′
(1−ϕ)+ϕ ρs

ρ f

⎤

⎥
⎦ = 0 (14)

⎡

⎢⎢⎢⎢
⎢⎢⎢
⎣

(
1 + R k f

kn f

)
θ′′ + Pr

(
(1−ϕ)+ϕ

(ρCp)s
(ρCp) f

)
k f

kn f
( f + g) θ′

+ R k f

kn f
(θw − 1)3

(
3θ2θ′2 + θ3θ′′

)

+ 3R k f

kn f
(θw − 1)2

(
2θθ′2 + θ2θ′′

)
+ 3R k f

kn f
(θw − 1)

(
θ′2 + θθ′

)

⎤

⎥⎥⎥⎥
⎥⎥⎥
⎦

= 0 (15)
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S′′ + Sc ( f + g) S′ − Sc Cr S = 0 (16)

Here boundary terms represented as;

f ′ (0) = [
1 + α f ′′ (0)

]
, g′ (0) = [

λ + αg′′ (0)
]
,

f (0) + g (0) = V0, θ (0) = 1, S (0) = 1,

f ′ (∞) → 0, g′ (∞) → 0, θ (∞) → 0, S (∞) → 0

(17)

Here M (magnetic parameter) = σB2
0

ρ f a
, Pr (Prandtl number) = υ f

α f
, K (Porosity param-

eter)= υ f

Ka , R (Radiation parameter) = 4T 3∞σ∗
3K ∗k , Sc(Schmidt number) = υ f

Dm
, λ(ratio of

stretching rates) = b
a ,α (velocity slip) = 2−γ

γ

√
a
υ f

β, V0 (suction velocity) =
U0√
aυ f

, Cr

(chemical reaction) = k0
a , The Nusselt Number, the skin friction coefficient, the Sher-

wood Number are expressed by,

C f x = (Rex )
−1/2 f ′′(0)

(1−ϕ)2.5
, Nux = − (

1 + Rθ3w
)
(Rex )

1/2θ′ (0)

C f y = (
Rey

)−1/2 g′′(0)
(1−ϕ)2.5

, Shx = −S′ (0) (Rex )1/2

3 Results and Discussions

Equations (13) to (16) were numerically resolved using the Runge-Kutta approach
using the shooting method with the given initial as well as boundary limits (17).
The impact on temperature, velocity, as well as concentration fields of the non-
dimensional governing parameters. The findings achieved are analyzed and depicted
in graphs.

The influence of M magnetic numbers on velocity is seen in Figs. 2 and 6. Then
we have found that as magnetic numbers increase the velocity is decreased. The use
of applied magnetic fields tends to reduce the fluid displacement, which causes the
reduction in thickness of the boundary layer and velocity.

Figures3 and 7 show the effect of the porosity parameter k1 on velocity profiles.
Here we can see that the parameter’s greater porosity values k1 are the same as
the lower velocity. Figure4 illustrates the impact of the slip-parameter velocity λ
effect on the velocity. The variation in the slip-parameter velocity λ contributes to a
reduction in the stretching sheet velocity as well as the fluid. The nanofluid velocity
has been identified as a declining function λ.

Figure5 illustrates a decelerated velocity in the fluid area as the suction parameter
values rise. It happens as suction eliminates the warm fluid from the surface plate
as well as thereby increases the thickness of the boundary layer of the velocity. In
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Fig. 2 Velocity f ′ for
different M

Fig. 3 Velocity f ′ for
different k1

the temperature profile, Pr the Prandtl number is decreased as seen in Fig. 8. This
finding justifies that the fluid’s thermal conductivity decays the thermal boundary
layer thickness thus decreases.

Moreover, the rising value Pr reduces the conduction, as well as therefore the vari-
ation in thermal properties increases. Figure9 shows that the value of the temperature
parameter rises as the heat transfer mechanism improves. The reason is increasing
the thermal boundary layer thickness. The influence of R on temperature profile is
illustrated in Fig. 10. The rising values of R thermal nanofluid radiation-induced an
exponential rise in the temperature profile. For increased thermal radiation values,
the nanofluid produces large amounts of heating that increase the nanofluid’s temper-
ature and the thermal boundary layer thickness rises. The concentration on different
Schmidt number values is depicted in Fig. 11. The ratio between mass and momen-
tum diffusivity can be termed as the Schmidt number. Thus, the higher Schmidt value
limits the boundary layer thickness concentration.
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Fig. 4 Velocity f ′ for
different β

Fig. 5 Velocity f ′ for
different V0

Fig. 6 Velocity g′ for
various M
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Fig. 7 Temperature for
different k1

Fig. 8 Temperature for
different Pr

Fig. 9 Temperature for
different θw
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Fig. 10 Temperature for
different R

Fig. 11 Concentrationfor
different Sc

4 Concluding Remarks

– Themagnetic field is likely to delay the motion of the fluid, resulting in a reduction
in the momentum as well as the velocity of the boundary layer thickness.

– The decreasing Pr values decrease the conduction as well as therefore the changes
in thermal characteristics increased.

– The higher Schmidt value limits the thickness of the concentration boundary layer.
– Nanofluid velocity has been identified as a declining function of λ.
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Non-Darcian Combined Convection
of Water Near Its Maximum Density
in a Porous Lid-Driven Box with Linearly
Heating

S. Sivasankaran and K. Janagi

1 Introduction

Convective study in porous cavities is of great attentiveness in plentiful geothermal,
biological, agriculture, and engineering disciplines due to its vast applications in
various fields [1–10]. Numerical model on joint convection with enclosures of lid-
driven is interest of researcher for several cases [11, 12]. Khanafer and Chamkha
[13] mathematically deliberated the combined convective flow in a porous wall-
driven closed area. A porous lid-driven box considered by Al-Amiri [14] to perform
a work on convection. Mixed convective stream in a wall-driven box occupied with
aluminum bubbles was explored by Jeng and Tzeng [15]. Sivasankaran and Pan [16]
numerically examined the combined convection in a square lid-driven porous box
with non-uniform thermal condition on barriers. They observed that energy efficiency
in transport is raised with the increase in porosity and Da.

Convective stream and thermal transport in a square porous box treating with
position of sinusoidal heating was explored by Sivasankaran and Bhuvaneswari [17].
They identified the rise in averaged Nu with rise in Darcy and Grashof numbers. Wu
et al. [18] explored the stream and thermal energy diffusion in a porous box with
linear thermal border condition. Gorla et al. [19] explored numerically the MHD
free convection in a square porous box with energy source and sink on four sidewalls
filled with nanoliquid. Thermal sink location, thermal source, and length influenced
the MHD combined convection in a porous box nanoliquid with partial slip effect is
identified by Chamkha et al. [20]. Baytas and Baytas [21] explored the convection of
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non-Darcy stream in a box contains heat-generating porous layer and thermal non-
equilibrium models. Combined convective stream of alumina-water nanoliquid in a
lid-driven enclosed area with 2 porous layers was numerically explored by Astanina
et al. [22]. The impact on partial slide effect and heat generation on MHD combined
convective stream of nanoliquid is examined in the area enclosed by porous materials
by Chamkha et al. [23]. Sheikholeslami et al. [24] considered a porous cubical box
containing centrally placed hot sphere byLBM to investigate themagneto-convective
flow.

Convective stream of water about its maximum density region is a thorny
phenomenon in our environment and inmany engineering applications [25–30]. Tong
[31] explored the influence of the geometry on free convective flow of water due to
density inversion. Sivasankaran andHo [32] considered the influence of temperature-
dependent water properties on convective stream around maximum density. In a
medium with porous materials, a convection study of water near 4 °C is made by
Zheng et al. [33]. Free convection of water around maximum density in right-angled
triangular porous box is done numerically by Oztop et al. [34]. They used non-
Boussinesq and Darcy models to formulate the governing equations. It reveals that
the energy transference is augmented on diminishing of the L/d ratio. Varol et al. [35]
searched the buoyant convection and energy transport of cold-water in a trapezoidal
porous box.

It is found from the review of literatures that the non-uniform thermal border has
a major effect on the convection stream in enclosed areas. It provides multi-cellular
stream structures and complicated energy transport features. This will affects the
global enactment of temperature dependent devices. By motivating the use of non-
uniform thermal conditions on the thermal systems, the current study is to discover
the convective stream and thermal energy transference in a porous box with water
nearby its maximum density.

2 Mathematical Modelling

Consider incompressible, laminar, unsteady, combined convective stream, and energy
transport in the two dimensional porous enclosed space of sizeL filledwith coldwater
around its density maximum as in Fig. 1. The left vertical barrier is heated linear
fashion, and the right side border is cooled. The flat barriers of the box are insulated.
The top barrier is permitted to move toward a constant velocity U0. The gravity
(g) acts directed toward vertically downward. The Darcy-Brinkman-Forchheimer
model is utilized to model the medium consists of porous materials. The isotropic
and homogeneous porous medium is taken, which is in thermodynamic equilibrium
with the liquid. The thermal and physical characteristics of the liquid are uniform
excluding the density in buoyancy term. The non-linear variation of water density
ρ = ρm

[
1 − β|θ − θm |b], where ρm (= 999.972) is maintained and is considered

as the extreme density of water, θm = 4.029325 °C, β = 9.297173 × 10–6, b =
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Fig. 1 Physical
configuration

1.894816, and β is the coefficient of thermal expansion. The Boussinesq estimate is
adopted, and viscous dissolution is insignificant.

Agreeing to named earlier norms, the ruling model can be inscribed as

∂u

∂x
+ ∂v

∂y
= 0 (1)

1

ε

∂u

∂t
+ 1

ε2

[
u

∂u

∂x
+ v

∂u

∂y

]
= − 1

ρ0

∂p

∂x
+ ν

ε

[
∂2u

∂x2
+ ∂2u

∂y2

]
− ν

K
u − Fc√

K
u
√
u2 + v2

(2)

1

ε

∂v

∂t
+ 1

ε2

[
u

∂v

∂x
+ v

∂v

∂y

]
= − 1

ρ0

∂p

∂y
+ ν

ε

[
∂2v

∂x2
+ ∂2v

∂y2

]
− ν

K
v

− Fc√
K

v
√
u2 + v2 + gβ|θ − θm |b (3)

σ
∂θ

∂t
+ u

∂θ

∂x
+ v

∂θ

∂y
= α

[
∂2θ

∂x2
+ ∂2θ

∂y2

]
(4)

where Fc = 1.75√
150 ε3/2

, and p, t, cp, K , α, ε, v, and σ are the pressure, time, specific
heat, permeability, thermal diffusivity, porosity, specific heat ratio, and kinematic
viscosity respectively. The following are the constraints at the walls.

t = 0: u = v = 0 θ = θc 0 ≤ (x, y) ≤ L

t > 0 : u = v = 0
∂θ

∂y
= 0 y = 0
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u = U0, v = 0,
∂θ

∂y
= 0, y = L (5)

u = v = 0 θ = θh(y) = (θh − θc)
( y

L

)
+ θc x = 0

u = v = 0 θ = θc x = L

Using the non-dimensional quantities X = x
L , Y = y

L , U = u
U0
, V = v

U0
, T =

θ−θc
θh−θc

, τ = tU0
L , and P = p

ρ0U 2
0
, the equations could be modeled non-dimensionally

as follows:

∂U

∂X
+ ∂V

∂Y
= 0 (6)

1

ε

∂U

∂τ
+ 1

ε2

[
U

∂U

∂X
+ V

∂U

∂Y

]
= −∂P

∂X
+ 1

εRe
∇2U − U

DaRe
− Fc√

Da
U

√
U 2 + V 2

(7)

1

ε

∂V

∂τ
+ 1

ε2

[
U

∂V

∂X
+ V

∂V

∂Y

]
= − ∂P

∂Y
+ 1

εRe
∇2V − V

DaRe

− Fc√
Da

V
√
U 2 + V 2 + Ri |T − Tm |b (8)

σ
∂T

∂τ
+U

∂T

∂X
+ V

∂T

∂Y
= 1

Pr Re
∇2T (9)

The non-dimensional constraints presented in the equations mentioned above are
the Darcy number Da = K

L2 , the density inversion parameter, Tm = θm−θc
θh−θc

, the

Grashof number, Gr = gβ|θh−θc |b L3

ν2 , the Prandtl number, Pr = ν
α
, the Reynolds

number, Re = U0L
ν

, and the Richardson number, Ri = Gr
Re2

.

τ = 0: U = V = 0; T = 0; 0 ≤ (X,Y ) ≤ 1,

τ > 0: U = V = 0; Y = 0; X = 0 & 1,

U = 1, V = 0; Y = 1, (10)

∂T

∂Y
= 0; Y = 0 & 1

T = Y ; X = 0,
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Table 1 Comparison of
averaged Nusselt number for
a porous box with ε = 0.4 and
Pr = 1.0

Da Ra Nu

Nithiarasu et al. [36] Present

10–4 105 1.067 1.074

106 2.550 2.688

10–2 103 1.010 1.007

104 1.408 1.343

105 2.983 2.993

T = 0; X = 1,

Magnitude of transfer of energy through the enclosure is considered to be the
significant factor for thermal applications and other systems. The identity Nu =
−(

∂T
∂X

)∣∣
X=0

represents the local Nu with the barrier in the left side of the box. The

averaged Nu is computed as Nu = ∫ 1
0 NudY .

3 Process of Solution

The control volume approach is used to discretize the modeled Eqs. (6)–(9) having
border conditions (10). The detailed solution procedure is found in the paper [1,
16, 17]. To obtain the accurateness and authority of the code, some mathematical
reproductions acquired from the program are compared with the outcomes in the
literature [36]. The comparison is presented in the Table 1. It is witnessed from
the tables that the results of current outcomes agreed adequately with the previous
outcomes.

4 Results and Discussion

Numerical solutions have been completed to examine the influence of density inver-
sion on stream and energy through convective mode as combined form and analyzed
the characteristics of water in a closed porous wall-driven enclosure. The non-
dimensional constraints involved are density reversal parameter from 0 to 1 and
the Da from 10–5 to 10–1. The Richardson number (Ri) is varying from 0.01 to 100,
while Grashof numbers (Gr) are ranging from 102 to 106 for fixed Reynolds number,
Re = 100. The porosity ∈ is selected as 0.1, 0.3, 0.5, and 0.8. The Prandtl number is
Pr = 11.6 which relates to the cold water around 4 °C. The density reversal param-
eter aids us to trace the density extreme plane within the box due to the existence of
two dissimilar flat layers of water with dissimilar changes in density divided by this
extreme level density.
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(i) 0.0=mT (ii) 0.2=mT

(iii) 0.4=mT (iv) 0.6=mT

(v) 0.8=mT (vi) 1.0=mT
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Fig. 2 Streamlines (right) and isotherms (left) for different density inversion parameterswith Da =
10−2, ε = 0.5, Ri = 1

The influence of density reversal parameters on liquid stream and thermal distri-
bution is depicted in Fig. 2 with Da = 10−2,∈= 0.5 and Ri = 1. The density
reversal parameter Tm varies from 0 to 1. The density extreme plane changes from
the hot barrier to cold barrier when growing the density reversal values from 0 to
1. When Tm = 0(1), the density extreme plane is at the cold (hot) wall of the box.
The stream consists of a single right-handed rotating vortex and occupies the full
enclosed space when Tm = 0. The central region of eddy is near to the top (moving)
barrier because of the shear force produced by stirring barrier. The major area of the
main eddy is placed in a same place for all values of the density reversal parameter.
However the secondary stream exists along the cold barrier due to density reversal
effect on growing Tm .When Tm = 0.4, a small re-circulating eddy exists in the down
to the right of the box. The size of the re-circulating eddy rises on raising Tm . The
streamlines are to be dependent with the values of the density reversal parameter.
The stream structure is changed from single cell to dual cell pattern while shifting
the density reversal parameter from 0 to 1.
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It shows the density reversal effect clearly inside the box, that is, both verticalwalls
produce an equal rising buoyancy force, which yields a 2-cell stream arrangement
inside the enclosed space. The liquid stream rising through the hot/cold walls and
descends in the density extreme plane. The hot left cell stretched out in the upper area
of box due to shear force, which enhances the circulation of the hot cell, so that the
right cold cell shrinks in the lower part of the box. The relevant isotherms indicate
the convection model of transfer of energy across the box. The thermal layers are
shaped along the upper part of the isothermal walls. The impact of Darcy number
is in the stream through porous media is significant. To find the influence of Da on
stream thermal fields, the streamlines and isotherms are portrayed for diverse values
of Da in Fig. 3 with Tm = 0.5,∈= 0.3 and Ri = 1.

When Da = 10−5 the stream is weaken and the core region of the eddy is
stretched out elliptically along the top wall because of shear force by moving wall.
The isotherms are almost equally distributed inside the box and indicate the conduc-
tion mode of energy transport. When raising the values of Da, the power of the
eddy rises and energy transport is improved. When Da ≤ 10−2, the twin eddy is
formed within the box. The temperature boundary layers form beside the vertical

110−=Da 210−=Da

310−=Da 410−=Da

510−=Da

0.5

0.4

0.3

0.2

0.1

0.
1

0.2

0.4

0.1

0.
3 0.
1

0.2

0.2

0.3

0.4

0.5

0.55

0.
6

0.
6

0.1

0.2

0.
1

0.3

0.4

0.5

0.6

0.65

0.
65

0.2

0.5

0.1

0.
1

0.3

0.4

0.6

0.7

0.1

0.
10.2

0.3

0.4

0.5

0.6

0.7
0.8

Fig. 3 Streamlines (right) and isotherms (left) for differentDarcynumberswithTm = 0.5, ε = 0.3,
Ri = 1
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Fig. 4 Local Nusselt number for different Darcy numbers with Tm = 0.5, ε = 0.3, Ri = 1

walls. Hence, convection mode of energy transport is dominated for lower values of
Da

(
Da ≤ 10−2

)
.

Since the rate of energy transport across the box is most important for thermal
systemapplications, the local and averaged energy transport rates are calculated along
the hot wall for diverse combinations of pertinent constraints involved here. Figure 4
represents the plot of local Nu versus diverse values of Da with Tm = 0.5,∈= 0.3
and Ri = 1. The local energy transport is increased with the hot wall height. The
peak value of Nu (that is, the highest energy transport rate) attains the top wall. The
movement in the top wall causes the reason of highest transfer of energy. That is,
the particles of fluid close to the upper portion of the hot wall move rapidly by shear
force produced by moving wall. The increment in Darcy number raises the local
energy transfer.

The averaged Nu for various combinations of physical parameters driven the
stream and energy transport inside the box is displayed in Figs. 5, 6, and 7. Figure 5
indicates the averaged Nusselt number for numerous Ri and Da with Tm = 0.5, and
∈= 0.3. The averaged energy transport is almost constant when growing Richardson
number up to 10 and then rises on growing Richardson number for a given Da. The
energy transport rate rises on raising the Darcy number. The stream velocity becomes
significant due to the increase in Da from 10–5 to 10–1. The permeability rises with
Darcy number and henceforth the solid frictional resistance gradually reduced, which
improves the rotation of the vortex considerably inside the enclosure. Henceforth,
the rate of energy transport is enhanced. Energy transfer phenomenon to convection
from conduction can be correlated with this behavior on growing the values of Da.

Cumulated Nu for various density reversal parameter with Ri = 1 is plotted in
Fig. 6. Energy transport rate behaves constantly for all values of Tm when Darcy
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Fig. 7 Average Nusselt number versus Darcy number for different porosity with Tm = 0.5, Ri = 1

number is small. Averaged Nusselt number decreases slightly when increasing Tm
from 0 to 1 for Da = 10−2. The decreasing rate of the averaged Nu against Tm is
slower for ∈= 0.1, and it is high for ∈= 0.5.When the density reversal occurs inside
the enclosure, the stream involves of 2 counteracting eddies. Since thermal energy is
conveyed from one vortex to other vortex by conduction, the energy transferal rate is
diminished. The thermal energy between these 2 vortices is exchanged by conduction.
The dual-cell arrangement interdicts convection type of energy transport across the
enclosure. However, the lid-driven force makes the hot cell always dominant one
inside the box and occupies the majority of the enclosure. So, most of the energy
transport through the hot vortex provides enhancement of global energy transport.
Suppose, if the two vortices are in nearly equal size (symmetry with horizontal),
the rate of energy transport touches the least value. It is exciting to mark that the
averaged Nusselt number approaches almost constant value on changing density
inversion parameter Tm with Da = 10−5. It is concluded that the density inversion
effect is negligible for low values of Da. Figure 7 demonstrates the effect of porosity
for different Darcy numbers with Ri = 1 and Tm = 0.5. The impact of porosity is
highly influenced for least values of the Darcy numbers (that is, Da < 10−3 ). The
porosity effect on average energy transport is negligible for Da > 10−2. It is also
witnessed that averaged Nusselt number declines on growing the porosity values.
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5 Conclusions

A numerical work on mixed convection stream of water around 4◦C in a wall-driven
porous box of square size is carried out. The investigation is primarily focused on
the impact of density inversion of cold water on mixed convective stream and energy
transport in a porous box. The following inferences are obtained in the existing
analysis.

• The density inversion parameter affects the stream field and gives dual cell struc-
ture. The 2-cell structure of density extreme prohibits energy transport across
the box. Since the exchange of thermal energy in the middle of these 2 cells by
conduction, the energy transport rate reduces at density extreme region.

• The energy transport rate is almost constant for distinct values of Tm and Ri with
small Da. It is perceived that energy efficiency rate rises on rising the Darcy
number.

• The averaged Nu drops on raising the porosity of the medium.
• The averaged energy transport is almost constant when growing the Richardson

number up to 1 and then increases on growing the Richardson number for a given
Darcy number.
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Influence of Tilting Angle and Heater
Locations on MHDMixed Convection
in a Tilted Box

S. Sivasankaran, M. Bhuvaneswari, and R. Bindhu

1 Introduction

Convection situation governed by the joint action of free and forced convection such
that each dominates the other is commonly referred to as mixed or combined convec-
tion. The problems involving such mixed convection in a closed box have been given
a significant attention by researchers [1–3]. Some general applications in industries
are glass production, crystal growth, nuclear reactors, and food processing [4–8].
While magnetic field is exposed to an electrically conducting fluid, Lorentz force is
resulted and this leads to magneto-hydrodynamics. Interactions of these forces with
the convective force to govern the heat exchange and flow characteristics are studied
in [9–12]. The Lorentz force holds back the convection currents thereby reducing
the velocities. This force employs an external magnetic field and this aspect takes
an important role in industrial applications whereof as controlling mechanisms are
much necessary [13–17]. Sivasankaran and Ho [18] explained the effects numeri-
cally of temperature-dependent properties of water near its maximum density while
magnetic field is applied uniformly. Sivasankaran et al. [19] analyzed numerically
the study on temperature-dependent properties and its effect on cold water near its
maximum density onMarangoniMHD convection. Sivasankaran et al. [20] analyzed
on combined convection within a square box with sinusoidal boundary conditions
and magnetic influence.

S. Sivasankaran (B)
Department of Mathematics, King Abdulaziz University, Jeddah, Saudi Arabia
e-mail: sd.siva@yahoo.com

M. Bhuvaneswari
Department of Mathematics, Kongunadu Polytechnic College, D.Gudalore, Tamilnadu, India

R. Bindhu
Department of Mathematics, PSG College of Technology, Coimbatore 641004, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
S. Srinivas et al. (eds.), Recent Advances in Applied Mathematics and Applications
to the Dynamics of Fluid Flows, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-19-1929-9_11

127

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1929-9_11&domain=pdf
mailto:sd.siva@yahoo.com
https://doi.org/10.1007/978-981-19-1929-9_11


128 S. Sivasankaran et al.

The convection under the condition of isothermal vertical walls maintained fully
or partially at different temperatures in cavities has been considerably focused and
studied in recent times. Kuhn and Oosthuizen [21] proposed results on free convec-
tive, unsteady flow inside a partially heated rectangular box. Numerical study on
natural convection in a cubical box with a cold vertical wall and a hot square sector
on the opposite wall was made by Frederick and Quiroz [22]. Oztop [23] exam-
ined numerically the combined convective flow within a partially heated porous
lid-driven box. Kuznetsov and Sheremet [24, 25] investigated on conjugate convec-
tive flow in a rectangular-shaped region with localized heat resource. Bhuvaneswari
et al. [26] investigated the effects of partially active thermal zones and aspect ratio of
rectangular-shaped porous box on convective heat transfer. Sivasankaran et al. [27]
analyzed the effect of discrete heating on natural convection in a rectangular porous
box. Recently, the studies of convection in inclined boxes have been considered in
literature to discuss the power of inclination on thermally driven flows as they orig-
inate in many engineering applications [28, 29]. Al-Najem et al. [30] examined on
free convective flow’s effect inside an inclined box in the incident of magnetic force.
Numerical results proved that the heat transfer is by pure conduction mode for the
inclination angle –90°. Cianfrini et al. [31] studied on free convective flow of heat
in a tilted square box filled with air, which has differentially heated opposite walls.
Sharif [32] analyzed the combined convective flow pattern within a shallow two-
dimensional rectangular box for varying values of Richardson number. Their results
showed that the increase rate in mean Nusselt number value is mild for enforced
convection and much steeper for natural convection with box inclination.

It can be understood that most of the previous studies have been committed on
learning the effects of different thermal boundary conditions such as fully or partially
activewalls and for theMHDmixed convection effects in lid-driven cavities. Inmany
industrial applications, it is required to keep the box inclined since the inclination
angle of the box may be helpful to assist or oppose the buoyancy. This motivated
the present study, and it aims to provide numerical results that give the unexplained
effects of location changes of thermal source kept on the left wall of an inclined
square lid-driven box when uniform magnetic field is applied.

2 Mathematical Formulation

The configuration of an inclined square box of length L filled with an electrically
conducting fluid taken for this study is illustrated in Fig. 1a. The flow assumed is
two-dimensional and it is unsteady incompressible and laminar. The left sidewall is
partially heated by a heater of constant length LH. Higher temperature θh is prevailed
there. The right wall of the inclined box prevails a lesser temperature θc, such that
θh > θc. The left out portions on the left sidewall and horizontal walls are thermally
insulated. The locations of the heater are varied for three positions along the left wall
namely top, middle, and bottom. The upper wall of the box is permitted to slide with
a constant speedU0 in its own surface of the plane. The velocity components u and v
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Fig. 1 a Schematic diagram, b grid independence test

are taken in x- and y-directions, respectively. The inclination angle (γ ) of the box is
measured from horizontal in the anti-clockwise direction. Acceleration due to gravity
acts downward. Externally supplied magnetic field is allowed to along x-direction,
and it is applied uniformly with a constant magnitude B0. The induced magnetic
field produced within the cavity by the movement of electrically conducting fluid is
negligible when compared to the applied magnetic field since the magnetic Reynolds
number is assumed to be too small. In the modeled equations for momentum, except
the body force term, the other properties are considered as a constant. The properties
such as Joule heating or resistance heating and viscous dissipation are ignored. On
employing Boussinesq approximation, the governing equations become
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The following dimensionless quantities are used to non-dimensionalize the
equations: (X,Y ) = (x,y)

L , (U, V ) = (u,v)

U0
, T = θ−θc

θh−θc
,τ = tU0

L , ε2 = ε1
L , P = p

ρU 2
o
.

The non-dimensional parameters are defined as Gr = gβ	T L3/ν2, the Grashof

number, Ha = B0L
√

σe
/
μ, the Hartmann number, Pr = ν/α, the Prandtl number,

Re = U0L/ν, the Reynolds number and Ri = Gr/Re2, the Richardson number.
The appropriate dimensionless initial conditions and boundary conditions are
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For τ = 0 : U = 0, V = 0, T = 0, 0 ≤ (X,Y ) ≤ 1

For τ > 0 : U = 0, V = 0, ∂T
/
∂Y = 0, Y = 0

U = 1, V = 0, ∂T
/
∂Y = 0, Y = 1 (5)

U = 0, V = 0 T = 0, X = 1 U = 0, V = 0,

T = 1, X = 0, ε2 − 1/6 ≤ Y ≤ ε2 + 1/6

∂T

∂X
= 0, X = 0, 0 ≤ Y ≤ ε2 − 1/6, ε2 + 1/6 ≤ Y ≤ 1

where ε2 = 1/6, 3/6, and 5/6. When ε2 = 1/6, the heater is held at the bottom, for ε2
= 3/6 it is held at middle and when ε2 = 5/6, it is kept at top of the wall. To provide
the relative strengths between convective to conductive heat transfers, the Nusselt
number values are measured. The local values of Nusselt number of the heater are
attained bymeans of the expression Nu = −(

∂T
∂X

)
X=0

. The averaged Nusselt number
is calculated for three distinct places based on the value of ε2. For Lh denoting the

length of the heater, it is calculated by Nu = 1
Lh

ε2+1/6∫
ε2−1/6

NudY .

3 Computational Procedure

The dimensionless Eqs. (1)–(4) togetherwith the boundary conditions (5) aremeshed
to produce a set of simultaneous equations by adopting control volume formulation.
Using the Gauss-Seidel point by point iteration procedure, the numerical solutions
for the discretized sets of algebraic equations are calculated with uniform mesh
system carried along both axes. The convergence criterion to achieve is set to satisfy
10−6. Grid independence tests are performed to adopt an appropriate grid system by
experimenting with various uniform grid sizes ranging from 41 × 41 to 161 × 161
for Ri = 0.01, 1, 100, Pr = .054 and Ha = 0 and this is exhibited in Fig. 1b. It is
observed that a uniform grid with size 121× 121 is sufficient to calculate the desired
accuracy of solutions. Accuracy of the numerical results is established by validating
the present computational code against the solution obtained from convective flow
in a lid-driven box [32], see Table 1. It can be verified that the present solutions show
a rational conformity with the available solutions.
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Table 1 Comparison of Nu with available results in the literature for lid-driven box

Gr Re = 400 Re = 1000

Present work Sharif [32] Present work Sharif [32]

102 4.08 4.05 6.48 6.55

104 3.84 3.82 6.47 6.50

106 1.10 1.17 1.66 1.81

4 Discussion and Results

The parameters that govern the flow speed and heat characteristics are the locations
of heater (ε2 = 1/6, 3/6&5/6), the inclination angle of the box (γ = 0◦, 30◦, 45◦,
60◦, and 90◦), the Hartmann number (Ha = 0, 25, 100), and the Richardson number
(Ri = Gr/Re2). Reynolds number and Prandtl number are taken to be Re = 100 &
Pr = 0.054. The range in which Richardson number varies is from 0.01 ≤ Ri ≤ 100
and this is set by varying the Grashof numbers from 102 to 106.

The isotherms and streamlines for three locations of heater and inclination angles
0◦, 45◦, and 90◦ of the box are depicted in Fig. 2a–f at Ha = 25, Ri = 0.01, and
Ri = 100. The centers of the heater at different locations, namely, bottom, middle,
and top are ε2 = 1/6, ε2 = 3/6, and ε2 = 5/6, respectively. In the forced convection
mode (Ri = 0.01), Fig. 2a–c displays the isotherms that are almost straightened for
all the inclination angles. Even in the vicinity of the active region, the isotherms
are nearly parallel to the surface with no formations of boundary layers. As far as
the heater positions are considered, almost all the isotherms are parallel to active
left wall for all positions of heater. These indicate that the heat distribution occurs
by conduction mode of heat transfer for all the varied inclination angles and for all
the three locations of heater. Obviously, the temperature gradients in the box are not
significant due to the dominancy of conduction mode. But, heat transport mechanism
is changed to pure convection in the buoyancy dominated (Ri = 100) regime. In
fact, the convection becomes more dominant since the value of the Grashof number
increases. The temperature gradients near the heater are appreciable, and this results
in the advance of thermal boundary layer. In addition to it, isotherms are crowded
close to the right-topof the coldwall andhence thin boundary layers are formed for the
non-inclined (γ = 0◦) box and for lower inclination angle γ = 45◦. Similar fashion
of heat distribution occurs for all the locations of heater. In fact, the temperature
distribution slightly tends to increase when inclination angle is γ = 45◦ at all the
locations. At γ = 90◦, the isotherms are clustered and thin thermal boundary layers
appear in the vicinity of left heater wall and also about the corresponding locations
of right wall. This indicates a good evidence for the event of better heat transfer.
In general, the heat transport phenomena occur in the region of heating and rising
heat transfer reaches next to the leading edge of the heater close to the adiabatic
portion on the left side heater wall. Moreover, at this inclination angle, isotherms are
distributed almost in the whole box representing that the heat movement is enhanced
for themiddle position of the heater. Generally, the heat transport is boosted up for the
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Fig. 2 (a–f) Isotherms (a–c) and streamlines (d–f) for different inclinations, location of heater and
Ri with Ha = 25 and LH = 1/3

inclination angle γ = 90◦ for the middle location of heater. An enhanced convection
heat transfer is noted for high value of Richardson number (Ri = 100).

Figure 2d–f exemplifies theflowscenarios for various locality of the heater andbox
inclination angles while Ha = 25, Ri = 0.01, and Ri = 100. The flow pattern shows
that although the box is skewed with various inclinations, when lid-driven (forced)
convection takes control, flow structures are almost similar for all inclinations and



Influence of Tilting Angle and Heater Locations on MHD … 133

locations considered. Its flow pattern consists of a clockwise turning eddy in elliptical
like shape and it is sighted only in the top-portion of the box near the upper wall.
Since the inertia force generated by the lid velocity dominates over the strength of
buoyancy, the movement of the fluid flow is controlled and the core or the nucleus
region of the vortex is close to the upper part of the box. Moreover, the flow near
to the bottom of the box is almost sluggish. At the same time, a major change in
the flow pattern can be viewed when buoyant-driven convection takes control. Flow
consists of a circulating eddy which appears primary fills almost the entire box. The
core area of the eddy is witnessed in the center of the box when it is inclined or
non-inclined. On increasing the inclination angle to γ = 45◦, the rotation in the
clockwise direction becomes stronger. When the box is tilted to γ = 45◦, the core
region of the single vortex slightly directs the circulation of the flow towards the
bottom sidewall. At γ = 90◦, a dual circulation pattern is observed and the flow
is approximately symmetric about the mid line of the box for the middle location
of heater. It is noticeable that the alteration in the locations of the heater does not
influence the flow pattern to any considerable extent. Fluid element heated near the
active region(s) is moved upward along the left vertical wall and the fluid elements
that are cold starts descending to replace the heated elements of fluid. Thereby, the
circulation inside the box becomes stronger in the clockwise direction for all the
locations of heater since the box is tilted.

The local Nusselt number values calculated for various box inclinations and loca-
tions of heater have been plotted in Fig. 3 for Ha = 25, Ri = 0.01, and Ri = 100. In
the domination of forced convection, no substantial variation is experienced in the
local values of Nusselt number although the box is inclined for all the angles. But,
the modifications in the local transfer rate of heat are signified clearly in the case of
free convective flow domination. For the bottom and middle locations of the partial
heater, the local heat transport rate seems high for the inclination angle γ = 90◦
and it is in the top edge of the heater. The local heat transport rate is low for the
non-inclined box and the deviations in the Nusselt number values calculated locally

Fig. 3 a, b Local Nusselt numbers for various inclinations and Ri with Ha = 25
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is insignificant for every angle varying from γ = 30◦ and γ = 90◦ at the top loca-
tion. Generally, the local transfer rate of heat increases for Ri > 1. When heater is
placed about bottom and top locations, the local transfer rate attains its high values,
respectively, at the top edge and rear edge of the partial heaters in forced convection
mode. The U-shaped curve obtained from the local values of Nusselt number for
middle location confirms the heat transport enhancement at both the heater edges
placed near the left wall along the insulated portions. But it is reversed in the scenario
of free convection. In this case, the heat transport rate becomes larger at the middle
position when compared to the remaining two locations. For low inclinations such
as γ = 0◦ and γ = 45◦ and in the free convection regime, the top and middle heater
locations result in high rate of heat transport. There the transfer rate rises for the top
and bottom locations when γ = 90◦. The local values of Nusselt number attain its
highest value at an inclination angle γ = 45◦ and this is prevailed for the middle
location when Ri = 100.

Total rate of heat exchange at the heating surface is measured using average
Nusselt number. Figure 4a–c illustrate the whole heat exchange rate as a function of
the box inclinations for different locations of heater at various Richardson numbers.

Fig. 4 a–c Averaged Nusselt number vs. inclination for different Ri with Ha = 25 and LH = 1/3
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The average heat transport rate shows no remarkable variations for all the box incli-
nations when Ri ≤ 1. It is noted that the inclination angle is an insignificant factor
in the forced flow situation. An interesting fact noticed is that the average Nusselt
number value rises along with box inclinations up to γ = 30◦ at bottom location,
up to γ = 45◦ at middle location, and up to γ = 60◦ at top location for Ri = 100.
Thereafter, it decreases for the increase in angle of inclinations. Consequently, the
average rate of heat transport is larger for the angles γ = 30◦, γ = 45◦, and γ = 60◦,
respectively, at bottom,middle, and top heater locations. In all the locations of heater,
the average heat exchange rate reaches high values for Ri > 1. On comparing the
heat exchange rate attained for all the three locations of heater, the average rate in
which the heat gets transferred seems to be high for the middle location of heater
in the regime of natural convection. In general, an improved heat transport rate is
observed for the buoyant-driven free convection than that for the lid-driven forced
convection.

Figure 5 describes the influence of varying Richardson number values from 0.01
to 100 with inclinational angles γ = 0◦, 45◦, 90◦ of the box that imbibes on average
heat transport rate. The Nusselt number is approximately constant while rising the
Richardson number values from 0.01 to 1 and it increases after Ri > 1 for Ha = 0.
When Ha = 100, the Nusselt number value obtained on average is almost constant
for 0.01 ≤ Ri ≤ 10 and it elevates high after Ri > 10. Rate of change of heat
enhances when the box is inclined at γ = 45◦ in most of the cases. Also, for a
particular inclination angle and a Richardson number, middle heating of the wall
provides enhanced transmission of heat.

5 Conclusions

A numerical investigation on discrete heating effects on the combined convection
flow in a square shaped inclined box when magnetic force exists is explored. Three
different heater locations such as bottom, middle, and top that are kept along the
left wall of the box are examined. Numerical results obtained lead to the following
conclusions. The overall heat exchange rate inside the box shows no remarkable
variations for inclinations when Ri ≤ 1. The average Nusselt number value elevates
along with inclinations up to γ = 30◦ at bottom heating location, up to γ = 45◦
at middle heating location, and up to γ = 60◦ at top heating location. The value
decreases for further increase of inclination angles. The average rate of heat move-
ment is found superior when box is heated from middle regardless of the existence
of magnetic field. For all the locations, on increasing Ri the average rate of heat
exchange increases. In the non-existence of magnetic field and when the heater is
located at the center of the box, the overall rate of heat transfer reached to its highest
value when γ = 45◦. The inclination of the geometry is an insignificant factor in the
scenario of forced convection but the same gives amajor impactwhen natural convec-
tion prevails. These results are very useful to the thermal engineering applications,
particularly, in the cooling of electronics equipment.
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Impact of Radiation on Flow
of Copper-Water Nanofluid Squeezed
Between Parallel Plates Filled with Darcy
Porous Medium

T. Chandrapushpam, M. Bhuvaneswari, S. Sivasankaran,
and S. Karthikeyan

1 Introduction

Flow of fluid between two parallel objects approaching each other-commonly
referred to as squeezing flow-deserves more detailed research. In many of the
engineering models, existence of squeezing flow is an undeniable fact in both
non-Newtonian and Newtonian fluids and these applications are apparent in food
processing, chocolate fillers, hydraulic lifts, polymers processing, moving pistons,
electric motors, compression, power transmission squeezed film, etc. In 1874, Stefan
initiated the pioneering work on squeeze flow and this was followed by Reynolds
in 1886. Owing to its extensive industrial applications, in the past two decades
logical and systematic investigations have been steadily increasing on squeeze flow.
Engmann et al. [1] established that squeeze flow is an adaptable and consistent
process of rheological description. Considerable insights in fluid flow behavior under
different conditions in the field of MHD were provided through many researches
[2–5]. Saadatmandi et al. [6] and Ran et al. [7] explored the flow of a Newtonian
incompressible fluid which is axisymmetric and squeezed between parallel plates.
Rashidi et al. [8] solved the problem for circular plates.
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Heat transfer and thermal radiation play a major character in illustrating engi-
neering design. Heat transmission happens in various systems, viz., electronic
devices, heat exchange machines, automobiles, refrigerators, and so on. Size reduc-
tion in heat exchangers helps to increase the heat conductive property and hence
miniaturization techniques of recent days are very much constructive. Technology
providedus a newermaterialwith desirable features alongwith highheat conductivity
property called nanofluid, and this helps in improving the design of heat exchangers.
A significant number of researchers investigated the flow behavior of nanofluids
in different fields under different conditions which offer a significant insight as in
[9–11].

Fluid flows through porous medium take a significant role in many fields of
mechanical applications, earth, and environmental sciences.Khan et al. [12] analyzed
the flow of nanofluids over a stretching surface through a porous medium. Impacts
of chemical reaction and other fluid flow parameters on MHD joint convection
stagnation-point stream through a porous medium were discussed by many authors
[13–17]. Studies on squeeze flow of fluid between parallel objects filled with porous
medium under different conditions were carried out as on [18–20].

The foremost intend of the current study is to explore the influence of radiative
heat transfer in the flow behavior of a copper-water nanofluid squeezed between
two parallel plates filled with Darcy porous medium along with externally applied
magnetic field. To predict the flow behavior in converting the primary equations—
Partial Differential Equations (PDE) toOrdinaryDifferential Equations (ODE), simi-
larity transformation is applied. In the course of current study, an analytical method
called Differential Transformation Method (DTM) which enables the convergent
solution while resolving the resultant ODEs. Impacts of physical parameters are
demonstrated, and the outcomes are analyzed with the results of earlier investigators
[11].

2 Formulation of the Problem

The squeezed flow of 2D copper-water nanofluid between two parallel plates is
considered in this paper. Both plates are set in aDarcy porousmedium. The horizontal
axis X is taken along the side of the plate and Y-axis is perpendicular to the plates as
given in Fig. 1. The gap among the plates at any time is h1(t) = H1(1 − at)0.5 where
H1 the position of the plates at t = 0 and a is named as characteristic parameter with
dimension t−1. Here a > 0 denotes both plates are approaching one another through
the velocity v(t) = h′

1(t) until the plates meet one another at t = a−1 while negative
sign of a indicates the outside motion of the plates. The intensity of the magnetic
field given by B(t) = Bo(1−at)−0.5 is exerted in the direction normal to the flow of
fluid and Bo is the initial strength of the magnetic field. Table 1 shows the material
properties of the components of the nanofluid considered in this problem.

The mathematical model of the problem is constructed with the assumptions that
(i) the porous medium is both thermally and hydrodynamically isotropic, (ii) no
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Fig. 1 Fluid flow system-model

Table 1 Physical
characteristics of the
components

Thermal
conductivity
(W/mK)

Specific heat
capacity
(J/KgK)

Density
(Kg/m3)

Pure water 997.1 0.613 4179

Copper 8933 401 385

slip among the plates, (iii) thermal equilibrium occurs between the base liquid and
the nanoparticle, (iv) radiative heat transfer takes place, (v) there should not be any
chemical reaction among the nanofluid components, and (vi) physical characteristics
of nanoparticle and base fluid are constants. The associated governing equations are
given below.
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Here, the velocity components along the axes x and y are denoted by u and v

respectively. P, T, k ′, and σ ∗ represent the pressure, the temperature, the coefficient
of mean absorption and the constant due to Stefan-Boltzmann. ρn f , Knf , μn f , and(
ρCp

)
n f represent the effective—density, thermal conductivity, dynamic viscosity,

and specific heat capacity, respectively.
The base liquid and the nanoparticles are connected by the relations as follows:

ρn f = (1 − ϕ)ρ f + ϕρs
(
ρCp

)
n f = ϕ

(
ρCp

)
s + (1 − ϕ)

(
ρCp

)
f (4)
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(
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(6)

The boundary settings are as follows:

u = 0,
∂u
∂y = 0,

v = dh
dt ,

v = 0,

−k ∂T
∂y = h f

(
T f − T

)
∂T
∂y = 0

at
at

y = h1(t)
y = 0

}
(7)

During conversion of the primary equations (1)–(4) as ODEs introduced the
dimensionless functions g and θ and the similarity variable η as below

u = ax
2(1−at)g

′
1(η), v = −aH1

2(1−at)0.5
g1(η)

η = y
H1

√
1−at

, θ = T−TH
T f −TH

, B(t) = Bo(1 − at)−0.5

}
(8)

Applying similarity transformation and dimensionless functions in Eqs. (2)–(4),
after removing pressure gradients the following equations are obtained.

gIV
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1g
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The associated limiting conditions are

g1(0) = 0, g′′
1 (0) = 0, θ ′(0) = 0 at η = 0

g1(1) = 1, g′
1(1) = 0, θ ′(1) = Bi[θ(1) − 1] at η = 1

}
(11)
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Here A3 = 2k f +ks−2ϕ(k f −ks)
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where Pr—Prandtl number, Ec—modified Eckert number, M—Hart-

mann number, Da—Darcy number, Rd—Radiation parameter, δ—dimensionless
length, Bi—Biot number, and S—Squeeze number, which can be positive or nega-
tive. Negative and positive signs of S represent closer and far away movement of the
plates, respectively, and kinematic viscosity is denoted by υ f .

The non-dimensional Skin friction coefficient C fr and Nusselt number Nur
obtained are

C fr = RexC f H 2
1

√
1 − at

2x2
= g′′(1)
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where Rex = xaH1
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3
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)
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3 Differential Transformation Method

The inverse differential transform of F(n) is given by

f (t) =
∞∑
n=0

F(n).(t − t0)
n (14)

where

F(n) = 1

n!
dn f (t)

dtn

∣∣∣∣
t=t0

t0 ∈ I (15)

Applying DTM in Eqs. (9) and (10) yields
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The iterated limiting conditions G1[λ] and �[λ] are obtained as below

G1[0] = 0, G1[1] = C1, G1[2] = 0, G1[3] = C2, G1[4] = 0
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Using Eqs. (18) and (19), Eqs. (16) and (17) results in

g1(η) =C1η + C2η
3 +

[
3

20
SA1(1 − ϕ)2.5 + 1

20

(
M + 1

Da

)]
C2η

5

+ 1

60
SA1(1 − ϕ)2.5C2η

6 + . . . (20)



Impact of Radiation on Flow of Copper-Water Nanofluid … 145
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Taking η = 1, S = 0.5,Pr = 6.7, Ec = 0.1, δ = 0.1, M = 1.5, ϕ =
0.01, Da = 0.1 in Eqs. (20) and (21) and from Table 1 the constants C1,C2, and C3

become C1 = 1.3568321719, C2 = −0.2146057496, C3 = 0.069135786.

4 Results and Discussion

This work presents details pertaining to the progress of a mathematical represen-
tation of copper-water nanofluid flow squeezed between parallel plates in a Darcy
porous medium as presented in Fig. 1. The significant consequences of thermal radi-
ation together with related parameters like squeezing number, Hartmann number,
Darcy number, Biot number, and Eckert number on the profiles of flow behavior and
temperature of copper-water nanofluid system are discussed with the help of tables
and graphs. While replicating the model the values for the parameters are fixed as
follows: Pr = 6.7, ϕ = 0.03, M = 2, Rd = 2, Ec = 0.5, Da = 0.1, δ = 0.1,
and β = 4. A comparison of the results of the current work with the outcomes on
the influences of M, φ on C fr of the cu-water nanofluid obtained in [11] is offered
in Table 2 and this confirms the validity of the present mathematical model used.

Figure 2a and b describes the consequence of squeezing number S on velocity f ′

Table 2 Effects of M , ϕ on C fr

M ϕ C fr

Acharya et al. [11] Present work

S = 0.5 S = −0.5 S = 0.5 S = −0.5

0.5 0.02 −3.096871 −2.388320 −3.09686954 −2.38831880

– 0.04 −2.889905 −2.180419 −2.88990435 −2.18041956

– 0.06 −2.736134 −2.025792 −2.73613423 −2.02579186

1.5 0.02 −3.402609 −2.773329 −3.40260760 −2.77332814

3 – −4.277192 −3.811202 −4.27719194 −3.81119972

4.5 – −5.414585 −5.074220 −5.41458423 −5.07421764
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(a)

(b)

(a)

(b)

Fig. 2 a Effect of S on f ′, b Effect of S on θ

and temperature θ of the nanofluid considered. They explored that θ and f ′ values
are slightly less for every value of S, and the overall spread in velocity is reduced
and not significant in temperature values when compared to the outcomes of [15] in
which the authors investigated the case where the radiation term and porous medium
were absent. Figure 2a shows that f ′ come down for enhancing S for each η over
0 ≤ η ≤ 0.49 (approx.) and starts increasing for the values of η in 0.49 < η ≤ 1. As
a consequence of reduce in fluid flow next to the boundary area the velocity gradient
increases there. While retaining the conventional mass flow rate, the reduced fluid
flows close to the border line of the plates are balanced by the greater fluid flows close
to the middle region. As a result, a separation point occurs at η = 0.49. Figure 2b
depicts the consequences of S on θ of the nanofluid system for various values of
S. With enhancing squeeze number S the corresponding θ values decreases steadily
for the values of η between 0 and 1. When S is maximum the kinematic viscosity
becomes minimum, which makes higher the speed rate of separation of the plates.
Hence the contact pressure is reduced amid the plates that results in reduced heat of
the nanofluid.
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(a)

(b)

Fig. 3 a Effect of M on f ′, b effect of M on θ

Figure 3a and b shows the influences of Hartmann number M on velocity f ′ and
temperature field θ of the nanofluid. From Fig. 3a, it is noted that for both S =
0.5 and S = −0.5, as M increases correspondingly f ′ decreases between the area
η = 0&η = 0.49 and starts increasing between the region η > 0.49 & η ≤ 1.
With existing thermal radiation, a raise in Hartmann number is associated with raise
in magnetic field and a power called Lorentz force is generated that reduces the
fluid movement in the region closure to the boundary during squeezing movement.
Moreover when the plates are moving closure to each other, the consequence of
Lorentz force is found to be very less. Zero velocity is attained at η = 1 due to
skin friction that stops the flow of nanofluid. Also from the graph plotted showing
variation in velocity, the cross over point occurs at η = 0.49 and the velocity of
the nanofluid for negative 0.5 of S is greater in contrast with S = 0.5 in the area
0 ≤ η ≤ 0.49 and an opposite trend in 0.49 < η ≤ 1.Table 3 explains that with
enhancing M, the dimensionless skin friction reduces. Figure 3b portrays that the
values of temperature turn down with increasing M for both positive and negative 0.
5 of S. Figure 3a and b exhibits with existing radiation the range in temperature and
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(a)

(b)

Fig. 4 a Effect of Da on f ′, b Effect of Da on θ

velocity values are enhanced which are greater to some extent for all the values of S
in comparison with [11].

Figure 4a and b presents the impact of Darcy number Da on the nanofluid’s
flow behavior f ′ and temperature θ . A decrease in Darcy number implies lower
permeability, which in turn increases the resistance to fluid flow. It is viewed from
Fig. 4a that the fluid flow raises with enhancement in Darcy number. When the
Darcy number is very low, f ′ is constant over 0 ≤ η ≤ 0.6 and the values beyond
η = 0.6 decrease rapidly and become zero near the boundary of the plate. As Da
raises, the flow is more concentrated in the center and the velocity decreases steadily
from the center to the end of the plate, also with the effect of skin friction velocity
becomes low near the boundary. Figure 4b depicts the effect of variation in Da
on temperature profile. Increasing Darcy number results in higher temperature. The
temperature enhances with enhancing Darcy number, and increase in temperature
values analogous to negative 0.5 of S are higher than for S = 0.5.
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Fig. 5 Effect of Ec on θ

Figure 5 depicts the consequences of Eckert number Ec on temperature θ . With
increasing Ec the temperature decreases for both 0.5 and −0.5 of S. But the subse-
quent temperature values related to S = 0.5 are below than values related to S =
−0.5 for each value of Ec. While comparing the effect with [11], the stretch in the
values of temperature attained in the current work for both positive and negative 0.5
of S are less due to the existence of radiation. The influence of radiation parameter
on temperature is shown in Fig. 6 through which it follows that as Rd increases,
θ also increases for positive and negative 0.5 of S. It is owing to the existence of
radiation, the temperature of the entire fluid flow area enhances. Generally, it is true
that increase in the Rosseland diffusion approximation for radiation enhances the
fluid temperature, and hence the distribution of temperature shows greater values of
θ for greater values of Rd. The temperatures are seen to decrease closer to the plate
(η = 1), and this can be due to the conduction of heat from the plates. Figures 7 and 8
depict the effect of Biot number on temperature field and Nusselt number. Figure 7

Fig. 6 Effect of Rd on θ
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Fig. 7 Effect of β on θ

Fig. 8 Effects of Rd & β on Nu

explores when enhancing Biot number, the thermal profile rises for the positive and
negative 0.5 of S but the values analogous to −0.5 are larger than those for 0.5.
As the Biot number is involving the heat transfer coefficient, increasing values of
Biot number implies reduced thermal conductivity giving rise to higher temperature.
Figure 8 depicts the effect of radiation (Rd) and Biot number (β) on Nusselt number.
Augmenting values of β and Rd the heat transfer values corresponding to S= 0.5 are
increasing whereas the values corresponding to S = −0.5 are decreasing. Moreover,
for both positive and negative 0.5 of S, the heat transfer values do not vary for the
given values of Rd.
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Figure 9a and b presents the influences of variation in volume fraction ϕ and
M on skin friction and Nusselt number, respectively. It reveals from Fig. 9a that
with increasing φ the value of C f is seen to increase, whereas with increasing M,
represents the magnetic field strength causing slow movement of the nanofluid, the
C f values come lower for both positive and negative 0.5 of S. The C f values for
S = 0.5 are lower compared to the values analogous to negative 0.5 of S and a less
significant differences between the values of S. Figure 9b reveals that with enhancing
φ and M, the local heat transfer values becomes high for both −0.5 and 0.5 of S.

Figure 10a and b depicts the impacts ofφ and Rd onC f and Nu respectively. Both
figures reveal that the enhancing values ofφ andRd associatedwith enhancing values
of Nu and C f . Also noted that the values of C f and Nu do not vary significantly for
different values of Rd but for the specific values of S and φ. Figure 10a reveals that
the values related to S for positive 0.5 are smaller than for S = - 0.5, and a reverse
trend for Nusselt number as in Fig. 10b.

Figure 11a and b presents the effects of Da and S on skin friction C f and Nusselt
number Nu respectively. In enhancing Da and S, the C f increases, whereas Nu
shows a decreasing trend. The cause for this trend is attributed to the fact that higher
porosity results in higher Darcy number which increases the resistance to fluid flow

(a)

(b)

Fig. 9 a Effects of φ and M on C f , b effects of φ and M on Nu
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(a)

(b)

Fig. 10 a Effects of φ and Rd on C f , b effects of φ and Rd on Nu

and hence higher skin friction. Figure 12 depicts the effects of Eckert and squeeze
numbers on Nu. Higher values of Ec and S result in higher Nusselt number and also
the increment rate appears to be constant.

5 Conclusions

In the current study, the consequence of radiation parameter on the temperature
profiles and flow behavior of the copper-water nanofluid squeezed between parallel
plates in a Darcy porous medium is analyzed. By means of similarity transformation,
the primary PDEs are transformed into nonlinear ODEs which are resolved analyti-
cally using DTM and the outcomes are conferred with the help of graphs and tables
are compared with results of [11]. The following conclusions are observed based on
the resultant solutions through our investigation.

The velocity and temperature values reduced while enhancing both squeezing
and Hartmann numbers and as a result, steady reduction in the dimensionless skin
friction coefficient occurred for S = 0.5 and −0.5. With enhanced Darcy numbers,
both the temperature and the velocity profiles enhances for given S. With enhanced
thermal radiation, the values of temperature raised andwhile comparing these values,
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Fig. 11 a Effects of Da &
S on Cf , b effects of Da & S
on Nu

(a)

(b)

Fig. 12 Effects of Ec & S
on Nu

the values corresponding to positive S are lesser than the values corresponding to
negative S. In enhancing Eckert number the temperature values decreases but a
reverse trend when an increment in Biot number occurs.
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MHD Flow of Casson Nanofluid Over
An Inclined Porous Stretching Surface

Suripeddi Srinivas, Challa Kalyan Kumar, Satyanarayana Badeti,
and Anala Subramanyam Reddy

1 Introduction

In 1995, Choi [1] first introduced the nanofluid to study the suspension of nanopar-
ticles in a base fluid, for example, ethylene glycol, water, and oil. Buongiorno [2]
endeavored to describe the rise in thermal conductivity of nanofluids and created a
method that considered the particle Brownian motion and thermophoresis parameter.
To predict the flow behavior of pigment-oil suspensions, Casson developed the Cas-
son fluid model in 1959. Some popular Casson fluid examples include concentrated
fruit juices, soup, honey, tomato sauce, jelly, and human blood [3–6]. Srinivas et al.
[7] reported the MHD pulsatile flow of Casson fluid in a porous channel. The pul-
sating Casson nanofluid flow in a vertical channel was recently delineated by Kumar
et al. [8].

Study on the boundary layer flow over a stretching sheet has attracted many
researchers because of its various applications in crystal growing, manufacture of
foods, drawing plastic films, metal spinning, glass blowing, the aerodynamic extru-
sion of plastic sheets, paper production, and polymer industries [9–15]. Ishak et al.
[16] worked on the stagnation-point mixed convection flow against a vertical per-
meable stretching surface. Heat transfer and stagnation point flow of Casson fluid
towards a stretching sheet was analyzed by Mustafa et al. [17]. Stagnation-point
flow of a visco-elastic nanofluid over a stretching sheet was delineated by Nadeem
et al. [18]. Nandy [19] examined the hydromagnetic boundary layer stagnation point
flow of Casson fluid towards a stretching sheet. The impact of magnetic field and

S. Srinivas · S. Badeti
Department of Mathematics, School of Advanced Sciences, VIT-AP University, Inavolu 522237,
Vijayawada, India
e-mail: srinivas.s@vitap.ac.in

C. Kalyan Kumar (B)
Department of Mathematics, Narayana Engineering College, Gudur 524101, SPSR Nellore, India
e-mail: kalyankumar.challa@gmail.com

A. S. Reddy
Department of Mathematics, School of Advanced Sciences, Vellore Institute of Technology,
Vellore 632014, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
S. Srinivas et al. (eds.), Recent Advances in Applied Mathematics and Applications
to the Dynamics of Fluid Flows, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-19-1929-9_13

155

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1929-9_13&domain=pdf
mailto:srinivas.s@vitap.ac.in
mailto:kalyankumar.challa@gmail.com
https://doi.org/10.1007/978-981-19-1929-9_13


156 S. Srinivas et al.

heat transfer on stagnation point flow towards stretching sheet in nanofluid was dis-
cussed by Ibrahim et al. [20]. Unsteady Casson nanofluid flow towards a stretching
surface was analyzed by Oyelakin et al. [21]. Study on magnetohydrodynamic Cas-
son nanofluid flow with nonlinear thermal radiation impact over an inclined porous
stretching surface was done by Ghadikolaei et al. [22]. Kumar and Srinivas [23]
reported the influences of thermal radiation and Joule heating on unsteady MHD
Eyring-Powell nanofluid flow over an inclined permeable stretching surface. Kumar
and Srinivas [24] examined the pulsating hydromagnetic flowofCasson fluid in a ver-
tical channel. HydromagneticMaxwell fluid flow over a stretching surface embedded
in a porous medium was recently delineated by Megahed [25].

The fundamental objective of the current examination is to describe the cross
diffusion impacts on MHD flow of Casson nanofluid over an inclined permeable
stretching surface. Runge-Kutta 4th order method along with shooting technique has
been utilized to solve the system of nonlinear ordinary differential equations.

2 Mathematical Formulation

Consider the unsteady stagnation point flow of laminar and incompressible electri-
cally conducting Casson nanofluid over a permeable inclined stretching surface with
an acute angle α to the vertical. The B(t) = B0(1 − a3t)−

1
2 magnetic field is applied

orthogonal to the surface, where B0 is a constant defining the strength of the mag-
netic field at t = 0. The physical schematic diagram of problem is appeared in Fig. 1.
Assume that the sheet begins to stretching from time t = 0 along the x-axis with
the velocity uw(x, t), where the y-axis is perpendicular to the surface. Rheological

Fig. 1 Schematic view and
physical geometry
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model for Casson nanofluid [8, 22] is given by

τi j =
⎧
⎨

⎩

2
(
μB + Py√

2πc

)
ei j , π < πc

2
(
μB + Py√

2π

)
ei j , π > πc

(1)

The (i, j)th component of the deformation rate and shear stress tensor are ei j and
τi j , respectively. The product of the component of deformation rate with itself is
π(= e2i j ), the critical value of π is πc, μB is the plastic dynamic viscosity of the
non-Newtonian fluid, and Py is the yield stress of the fluid. The stretching velocity
uw(x, t), surface temperature Tw(x, t), nanoparticle concentrationCw(x, t), and free
stream velocity U∞(x, t) are assumed as

uw = a0x

1 − a3t
, Tw = T∞ + a1x

1 − a3t
, Cw = C∞ + a2x

1 − a3t
, U∞ = a4x

1 − a3t
(2)

wherea0,a1,a2,a3, anda4 are the constants such thata4 > 0, a3 ≥ 0, a2 ≥ 0, a1 ≥ 0,
a0 > 0 and a3t < 1. C∞, T∞ are the nanoparticle concentration and temperature far
from the surface. The governing equations are described by [15, 19, 21]:

∂u

∂x
+ ∂v

∂y
= 0 (3)

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
=U∞

dU∞
dx

+ ν

(

1 + 1

β

)
∂2u

∂y2

+ [
gβ∗

T (T − T∞) + gβ∗
C (C − C∞)

]
cosα + σB2(t)

ρ
(U∞ − u)

+ ν
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(U∞ − u) (4)
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ρCp

∂qr
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ρCp
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− Kr (t)(C − C∞).

(6)
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where qr is the radiative heat flux, DB is Brownian diffusion coefficient, κ is the
thermal conductivity, k0 is the thermal diffusivity, β∗

T is the coefficient of thermal
expansion, g is the acceleration due to gravity, ρ is density of the fluid, Tm is the
mean temperature, Dm is the mass diffusivity, DT is thermophoretic diffusion coef-
ficient, Cp is the specific heat at constant pressure, the components of velocity along
the x-axis and y-axis are u and v, τ = (ρCp)p/(ρCp) f is the ratio of the heat capac-
ity of the nanoparticle material and heat capacity of the fluid, T is the temperature,
σ is the electrical conductivity, μ is the dynamic viscosity, C is the concentration,
ν is the kinematic viscosity, k0(t) = k1(1 − a3t) is the time-dependent permeabil-
ity parameter, β∗

C is the coefficient of concentration expansion, K1 is a constant,
Kr (t) = K1(1 − a3t)−1 represents a dimensional chemical reaction parameter, and
β = μB

√
2πc

Py
is the Casson nanofluid parameter. Assuming the Rosseland approxima-

tion to qr , is known as [5, 7]

qr = −
(
4σ∗

3χ

)
∂T 4

∂y
(7)

Hereχ, σ∗ are Rosselandmean absorption coefficient and Stefan-Boltzmann con-
stant respectively. Assuming a sufficiently small temperature difference in the flow
and indicating T 4 by Taylor series at T∞ we acquire, T 4 ∼= 4T 3∞T − 3T 4∞ (Higher
order terms are omitted). The non-uniform heat source/sink, q ′′′ is considered as
follows (Srinivas et al. [12]):

q ′′′ = κuw(x, t)

xν
[A∗(Tw − T∞) f ′ + B∗(T − T∞)] (8)

The negative values of A∗, B∗ correspond to internal heat absorption while positive
values correspond to internal heat generation.

The dimensional boundary conditions are

u = uw + Nμ

(

1 + 1

β

) (
∂u

∂y

)

, v = vw, T = Tw + K
∂T

∂y
,

DB
∂C

∂y
+ DT

T∞
∂T

∂y
= 0 at y = 0 (9)

u → 0, T → T∞, C → C∞ as y → ∞, (10)

Here vw indicates the injection/suction velocity provided by

vw = −
√

νuw
x

S (11)

Equation (11) implies that the mass transfer at the surface with negative values of
vw for suction and positive values of vw for injection. Here K = K0

√
1 − a3t is the
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thermal slip factor, N = N0
√
1 − a3t is the velocity slip factor. We are introducing

self-similar transformations [18, 19]:

η =
(uw

νx

) 1
2
y, ψ = √

νxuw f (η), θ(η) = T − T∞
Tw − T∞

, φ(η) = C − C∞
Cw − C∞

(12)

where ψ is the stream function and η is the similarity variable. The components of
the velocity are u = ∂ψ

∂y , v = − ∂ψ
∂x , which identically satisfies Eq. (3).

Now substituting Eqs. (2), (7), (8) and (12) into Eqs. (4)–(6), gives the dimensionless
equations

(

1 + 1

β

)

f ′′′ + f f ′′ − (
f ′)2 − A

(
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2
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)
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a20
= 0 (13)
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2
ηθ
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+ Nbθ
′
φ′ + Nt (θ
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1

Pr
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(
f ′′)2 + M2Ec(ε − f ′)2 = 0 (14)

φ
′′ − LePr

[

A

(

φ + 1

2
ηφ

′
)

+ f ′φ − f φ
′ − Srθ

′′ + γφ

]

+ Nt

Nb
θ

′′ = 0. (15)

subject to the boundary conditions

f ′ = 1 + S f

(

1 + 1

β

)

f ′′(0), f = S, θ = 1 + Stθ
′(0), Nbφ

′ + Ntθ
′ = 0

at η = 0 (16)

f ′ → 0, θ → 0, φ → 0 as η → ∞ (17)

where Pr = ν
α0

is Prandtl number, α0 = κ
ρCp

is thermal diffusivity, Le = α0
DB

is

Lewis number, A = c
a is unsteadiness parameter, Sr = Dmk0(Tw−T∞)

Tmν(Cw−C∞)
is Soret num-

ber, γ = K1
a is chemical reaction parameter, Nt = τDT (Tw−T∞)

νT∞ is thermophoresis

parameter, Nb = τDB (Cw−C∞)

ν
is Brownian motion parameter, Rd = 4σ∗T 3∞

κχ
radi-

ation parameter, Ec = u2w
Cp(Tw−T∞)

is Eckert number, M = B0

√
σ
ρa is Hartmann

number, Gcx = gβ∗
C x

3(Cw−C∞)

ν2 is local modified Grashof number, Rex = uwx
ν

is the
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local Reynolds number, k2 = ak1
ν

is the permeability parameter, Grx = gβ∗
T x

3(Tw−T∞)

ν2

is local Grashof number.
In Eq. (16), S > 0 and S < 0 correspond to suction and injection, respectively.

The dimensionless velocity slip S f and thermal slip St are defined by

S f = N0ρ
√
aν, St = K0

√
a

ν
(18)

where prime denotes differentiation with respect to η. Also, skin friction coefficient
(C f ), local Nusselt number (Nux ), and local Sherwood number (Shx ) are defined as

C f = τw

ρu2w
, Nux = xqw

κ(Tw − T∞)
, Shx = xmw

D(Cw − C∞)
(19)

The shear stress, surface heat, and mass fluxes near the wall are
τw = μ

(
1 + 1

β

) (
∂u
∂y

)

y=0
, qw = −κ

(
∂T
∂y

)

y=0
+ (qr )y=0, mw = −D

(
∂C
∂y

)

y=0
On simplifying Eq. (19), we obtain

Re
1
2
x C f =

(

1 + 1

β

)

f ′′(0), Re
− 1

2
x Nux = −

(

1 + 4

3
Rd

)

θ′(0),

Re
− 1

2
x Shx = −φ′(0). (20)

where Re
1
2
x C f , Re

− 1
2

x Nux and Re
− 1

2
x Shx are the surface drag force, heat and mass

transfer rates, respectively.

3 Results and Discussion

The system of dimensionless nonlinear coupled ordinary differential equations (13)–
(15) subject to the boundary conditions Eqs. (16)–(17) are solved numerically by
shooting method along with 4th order Runge-Kutta method (as explained in Ibrahim
and Shankar [20]). Throughout the calculations, the parametric values are fixed to
be β = 2, α = π

3 , S = 0.5, A = 0.3, S f = 2.0, k2 = 0.4, M = 1.0, Ec = 0.5,
γ = 0.5, Nb = 0.3, A∗ = 1.0, Gcx = 2.0, Grx = 5.0, St = 1.0, Rd = 0.3, Pr =
21, B∗ = 1.0, ε = 0.2, Nt = 0.3, Le = 1, Sr = 1, Rex = 1, unless otherwise
stated. For theoretical/experimental studies (Misra andSinha [11], Srinivas et al. [12],
Eswaramoorthi et al. [13]), the dimensionless distinct parameters are considered.

β = 2, 3, 4. Le = 1, 2, 3, 4
Nb, Nt = 0.1, 0.2, 0.3, 0.4, 0.5. α = 0, π

4 ,
π
3 ,

π
2 .

Rd = 0, 0.5, 1, 1.5. M = 0, 0.5, 1, 2.
Gcx ,Grx = 1, 3, 5. A = 0.1, 0.2, 0.3, 0.4.
k2 = 0, 0.3, 0.6, 1. Ec = 0.1, 0.3, 0.5, 0.7.
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The influences of various physical parameters on velocity, temperature, nanopar-
ticle concentration profiles are elucidated graphically in Figs. 2, 3, and 4. Figure2a, b
describes the impact of the Casson nanofluid parameter (β) and suction parameter (S)
on the velocity profile. Figure2a shows that the rise in Casson nanofluid parameter
results in rise of velocity profile. Figure2b illustrates the effect of S on the velocity
profile. It is seen that rise in S decrease the velocity distributions. This is because the
heated fluid is pushed towards the wall where the buoyancy forces can act to retard
the fluid due to high viscosity effect.

Fig. 2 Influences of β, S on velocity distribution

Fig. 3 Influences of Ec, M , Nb, and Nt on temperature distribution
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Fig. 4 Influences of Gcx , Sr , γ, Le on nanoparticles concentration distribution

Figure3a–d displays the change of the temperature profile (θ) for the different
values of Ec, M , Nb, Nt . Figure3a illustrates that the θ rises with an enhancing
in Eckert number. It is noticed that the heat generated by viscous dissipation leads
to rise in temperature. Figure3b demonstrates that the growth in M results in an
increase in temperature profile. From Fig. 3c, d, it is noticed that there is an increase
temperature of the fluid as well as the boundary layer thickness with rise in Nb and
Nt , respectively.

Figure4 illustrate the influences of Gcx , Sr , γ and Le on nanoparticle concentra-
tion distribution. Figure4a depicts Gcx effect on φ. It is seen that the concentration
falls with a rise in Gcx . Figure4b illustrates that an enhancement in Sr results in
rise of nanoparticle concentration distribution. Figure4c shows the γ effect on φ.
It is noticed that chemical reaction parameter enhancement leads to decreasing φ.
Figure4d reveals that an increase in Le results in decrease of nanoparticle concen-
tration distribution because the lesser molecular diffusivity.

It can be seen from Table1 that the present study agrees well with the numer-
ical results previously published. In addition, from Table2. the local skin friction
coefficient decreases with the rise in the unsteadiness parameter, the angle of incli-
nation and chemical reaction parameter, while it rises with the rise of Brownian
motion parameter and thermophoresis parameter. Further, with an enhancement in
the thermophoresis parameter and Brownian motion parameter, the value of the
local Nusselt number decreases, while it rises with the rise of the unsteadiness



MHD Flow of Casson Nanofluid Over An Inclined Porous Stretching Surface 163

Table 1 Comparison of the f ′(0) values with the current literature values for the different ε values
when β → ∞
ε Ishak et al. [16] Mustafa et al.

[17]
Oyelakin et al.
[21]

Present

0.1 −0.9694 −0.96939 −0.96937 −0.9694

0.2 0.9181 0.918107 0.918111 0.9181

0.5 −0.6673 −0.66735 −0.66726 −0.6673

2.0 2.0175 2.01757 2.01750 2.0175

3.0 4.7294 4.72964 4.72928 4.7294

Table 2 Variations of Re
1
2
x C f , Re

− 1
2

x Nux and Re
− 1

2
x Shx for different values of A, α, γ, Nb, Nt

Parameter Values Re
1
2
x C f Re

− 1
2

x Nux Re
− 1

2
x Shx

A 0.0 –0.273972 0.877451 –0.626751

0.1 –0.283422 0.901433 –0.643881

0.3 –0.300217 0.943027 –0.673590

0.5 –0.314640 0.977907 –0.698505

α 0 –0.179281 0.814910 –0.582079
π
6 –0.211753 0.852954 –0.609253
π
4 –0.249692 0.894651 –0.639037
π
3 –0.300217 0.943027 –0.673590

γ 0.0 -0.292449 0.925544 –0.661103

0.5 –0.300217 0.943027 –0.673590

1.0 –0.307543 0.958724 –0.684803

1.5 –0.314365 0.972696 –0.694783

Nb 0.1 –0.320040 1.036230 –2.220490

0.2 –0.307664 0.981582 –1.051700

0.3 –0.300217 0.943027 –0.673590

0.4 –0.295074 0.914043 –0.489666

Nt 0.1 –0.301248 0.962249 –0.229107

0.2 –0.300719 0.952953 –0.453787

0.3 –0.300217 0.943027 –0.673590

0.4 –0.299767 0.932419 –0.888018

parameter, inclination angle, and chemical reaction parameter. The local Sherwood
number decreases with the rise in the unsteadiness parameter, angle of inclination,
chemical reaction parameter, and thermophoresis parameter, while it rises with the
rise of the Brownian motion parameter.
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4 Conclusion

An analysis is made with Brownian diffusion and thermophoresis mechanisms on
unstable MHD Casson nanofluid flow over an inclined permeable stretching sur-
face. The governing flow equations are numerically solved along with the shooting
technique by the Runge-Kutta 4th order method. The following is a summary of the
results:

– The velocity rises with the rising Casson nanofluid parameter as it decreases with
an increasing suction parameter.

– Increasing the Brownian motion and thermophoresis parameters cause an increase
in the temperature profile.

– The nanoparticle concentration decreases by rising chemical reaction parameter
and rises by rising the Soret number.

– Local Nusselt number increases with rising unsteadiness parameter while it
decreases with rising Nb, Nt .

– Further, the local Sherwood number decreases with risingα and γ, whereas it rises
with an enhancing Brownian motion parameter.

– The results of Kumar and Srinivas [15] for case the Casson fluid can be recovered
by taking ε = Nb = Nt = Le = Sr = 0.

This investigation is appropriate to a circumstance where the lumen of the blood
vessel has turned into a porous medium because of a deposition of fatty substances,
cholesterol, etc. (Srinivas et al. [12]). It is expected that the current examination will
be helpful in evaluating the precision of the future investigations in this direction,
accounting greater number of physical parameters.
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Dispersion of Rayleigh Wave
in a Shielded Anisotropic Generalized
Thermoelastic Layer

S. Kumar, D. Prakash, Narsu Sivakumar, and B. Rushi Kumar

1 Introduction

Rayleighwave is a surfacewave that includes both longitudinal and transversemotion
that travels near the surface of solids. It was Rayleigh [1], who predicted the existence
of this surface wave in a homogeneous elastic half-space. Later on, many authors
like Wilson [2], Newlands [3], Stonely [4], etc. put a vital contribution in the anal-
ysis of Rayleigh wave propagation in heterogeneous medium. Gupta et al. [5] and
Vishwakarma et al. [6] considered Rayleigh wave propagation with a rigid boundary
to get more real scenario of the earth surface. The anisotropic and thermal behaviour
of Earth made the researcher to study the seismic wave propagation in anisotropic
thermoelastic medium. In this context, study started with classical dynamical theory
of thermo-elasticty. The theories come to remove the paradox of infinite speed of
heat propagation in the classical theory of thermo-elasticity that was due to Lord
and Shulman [7] and Fox [8], but this study was limited to a homogeneous isotropic
medium. The next is due to Green and Lindsay [9], who conducted a study without
violating law of Fourier for heat conduction in both isotropic and anisotropic media.
Ivanov [10] studied the Rayleigh wave propagation in a thermoelastic half-space.
The papers that can be cited for remarking works in the field of thermo-elasticity as
Sharma and Pal [11], Kumar and Pal [12], Pal et al. [13], Biswas et al. [14], Yadav
[15–19] etc.
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Fig. 1 Physical geometry of
the problem

In this paper, we have incorporated the propagation of the Rayleigh wave in
a layer with rigid and adiabatic interfaces which makes it unique from the other
papers. The studies were made jointly with single heat conduction equation for three
different theories. The anisotropy of the layer is taken as tri-clinic. The theories of
generalized thermo-elasticity which are taken into account are CD theory, LS theory
and GL theory with two thermal relaxation times. An analytical solution obtained
and procured a dispersion relation subjected to boundaries as rigid and insulated. In
order to deal the numerical and physical scenario of the problem, a particular model
is taken into account. The results were interpreted in terms of graphs. The graphs
are drawn between non-dimensional real and imaginary phase velocities and wave
number for different values of thickness.

2 Formulation of the Problem

Considering the homogeneous anisotropic-thermally conducting uniform layer at
consistent temperature θ0, the rigid walls of layer have been assumed as thermally
insulated. Also, the upper and lower walls of layer are positioned at x3 = − h

2 and
x3 = h

2 , whereas the x3-axis is considered with direction of vertically downwards.
The geometry of the problem depicted in Fig. 1. Based on the assumptions of the
physical geometry, the governing basic equations for generalized thermo-elasticity
are given as follows:

∂σi j

∂x j
= ρ

∂2ui
∂t2

(1)

∂

∂xi

(
Ki j

∂θ

∂x j

)
− ρCe

(
∂θ

∂t
+ τ0

∂2θ

∂t2

)
= θ0βi j

∂

∂x j

{(
∂ui
∂t

+ τ0Ω
∂2ui
∂t2

)}
(2)

σi j = Ci jkl ekl − βi j

(
θ + τ1

∂θ

∂t

)
(3)

where σi j -strain tensor, ei j -stress tensor, βi j
(= Ci jklαkl , i, j, k, l = 1, 2, 3

)
-

thermal module, αi j -thermal expansion tensor, ρ-density, t-time, ui -distortion in
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the direction of xi , Ki j -thermal conductivity, Ce, τ0 and τ1-specific heat at constant
stress and thermal relaxation times, respectively, θ-the absolute temperature. The
fourth-order tensor of the elasticity Ci jkl satisfies the (Green) symmetry conditions:

Ci jkl = Ckli j = Ci jlk = C jikl, αi j = α j i , βi j = β j i , Ki j = K ji . (4)

The parameters in Eq. (2) and the relaxation time parameters τ0 and τ1 will lead these
rudimentary equations feasible for the theories described below:

1. For CD theory: τ0 = τ1 = 0 and Ω = 0
which lead Eqs. (2) and (3) has the following form:

∂

∂xi

(
Ki j

∂θ

∂x j

)
− ρCe

∂θ

∂t
= T0βi j

∂2ui
∂t∂x j

(5)

σi j = Ci jklekl − βi jθ (6)

2. For LS theory: τ1 = 0, Ω = 1, τ0 > 0
which lead Eq. (3) has the same form as Eq. (5). But Eq. (2) has the following
form:

∂

∂xi

(
Ki j

∂θ

∂x j

)
− ρCe

(
∂θ

∂t
+ τ0

∂2θ

∂t2

)
= θ0βi j

∂

∂x j

{(
∂ui
∂t

+ τ0
∂2ui
∂t2

)}
(7)

3. For GL theory: Ω = 0, τ1 ≥ τ0 ≥ 0. Then Eq. (2) has form

∂

∂xi

(
Ki j

∂θ

∂x j

)
− ρCe

(
∂θ

∂t
+ τ0

∂2θ

∂t2

)
= θ0βi j

∂2ui
∂t∂x j

(8)

The respective condition for the propagation of Rayleigh wave in x1 − x3 plane
assumed as

u1 ≡ u1 (x1, x3, t) , u3 ≡ u3 (x1, x3, t) , u2 ≡ 0,
∂

∂x3
≡ 0 (9)

Posing the above conditions (9) in x1 − x3 plane for generalized thermo-elasticity,
Rayleigh wave propagation will have the following equations of motion:

C11
∂2u1
∂x21

+ C15
∂2u3
∂x21

+ C55
∂2u1
∂x23

+ C35
∂2u3
∂x23

+ 2C15
∂2u1

∂x1∂x3
+ (C13 + C55)

∂2u3
∂x1∂x3

−β11

(
∂θ

∂x1
+ τ1

∂2θ

∂x1∂t

)
= ρ

∂2u1
∂t2

(10)
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C15
∂2u1
∂x21

+ C55
∂2u3
∂x21

+ C35
∂2u1
∂x23

+ C33
∂2u3
∂x23

+ (C13 + C55)
∂2u1

∂x1∂x3
+ 2C35

∂2u3
∂x1∂x3

−β33

(
∂θ

∂x3
+ τ1

∂2θ

∂x3∂t

)
= ρ

∂2u3
∂t2

(11)

K11
∂2θ

∂x21
+ K33

∂2θ

∂x23
− ρCe

(
∂θ

∂t
+ τ0

∂2θ

∂t2

)
= θ0

∂

∂t

(
1 + τ0Ω

∂

∂t

) {
β11

∂u1
∂x1

+ β33
∂u3
∂x3

}
(12)

where,

β11 = C11α11 + C12α22 + C13α33 + C14α23 + C15α13 + C16α12

β33 = C13α11 + C23α22 + C33α33 + C34α23 + C35α13 + C36α12

3 Boundary Conditions

The boundaries of layer are assumed as rigid and adiabatic and are mathematically
expressed as

u1 = u3 = 0,
∂T

∂x3
= 0 at x3 = −h

2
and x3 = h

2
(13)

4 Solution of the Problem

The respective solution may be taken in the form

{u1, u3, θ} (x1, x3, t) = (A, B,C) exp [{ik (−sx3 + x1 − ct)})] (14)

Now, placing the above solution in (10), (11) and (12), the equations transformed as

[
s2 − 2isξ1 − ξ2η

2
1

]
A +

[
ξ3s

2 − iξ4s − ξ1

]
B +

[
−ξ6

(
i

k
+ τ1c

)]
C = 0 (15)

[
ξ3s

2 − iξ4s − ξ1

]
A +

[
ξ5s

2 − 2iξ3s − η22

]
B +

[
sξ7

(
1

k
+ iτ1c

)]
C = 0 (16)

[ξ8c (1 − ikcτ0Ω)] A + [ξ9c (i + kcτ0Ω) s] B +
[
−s2 + ξ10 − c

ν

(
i

k
+ τ0c

)]
C = 0 (17)

where, ξ1 = C15
C55

; ξ2 = C11
C55

; ξ3 = C35
C55

; ξ4 = (C13+C55)

C55
; ξ5 = C33

C55
; ξ6 = β11

C55
; ξ7 = β33

C55
;

ξ8 = θ0β11

K33
; ξ9 = θ0β33

K33
; ξ10 = K11

K33
; ν = ρCe

K33
; η2

1 = 1 − c2

c21
; η2

2 = 1 − c2

c22
; c21 = C11

ρ
;

c22 = C55
ρ

.

The trivial solution of simultaneous homogeneous equations (15), (16) and (17),
we should have

∣∣ai j ∣∣ = 0, (i, j = 1, 2, 3) where, ai j (i, j = 1, 2, 3) is mentioned in
Appendix 1, from which we obtain an equation in s of order 6 as
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a0s
6 + a1s

5 + a2s
4 + a3s

3 + a4s
2 + a5s + a6 = 0 (18)

where, ai ({i = 0, 1, . . . , 6}) mentioned in Appendix 2. Let us take roots of (18)
s j ({ j = 1, . . . , 6}) subject to to s = s j , the ratio of the componentU1 j ,U3 jU1 j and
Θ j is

U3 j

U1 j
= Bj

A j
= a13, j a21, j − a11, j a23, j

a12, j a23, j − a13, j a22, j
= δ j (19)

Θ j

U1 j
= C j

A j
= a11, j a22, j − a12, j a21, j

a12, j a23, j − a13, j a22, j
= γ j (20)

where, ai j,k (i, j = 1, 2, 3; k = 1, . . . , 6) mentioned in Appendix 3.
Therefore, the final solution for displacement component and temperature function
of (10), (11) and (12) is

u1 (x1, x3, t) =
6∑
j=1

A j exp
[−ks j x3 + ik (x1 − ct)

]
(21)

u3 (x1, x3, t) =
6∑
j=1

δ j A j exp
[−ks j x3 + ik (x1 − ct)

]
(22)

θ (x1, x3, t) =
6∑
j=1

γ j A j exp
[−ks j x3 + ik (x1 − ct)

]
(23)

Using boundary condition (13) and (21), (22) and (23), we get six simultaneous
homogeneous equations in A j ( j = 1, . . . , 6).

6∑
j=1

exp
[
ks j h
2

]
A j = 0;

6∑
j=1

exp
[
ks j h
2

]
δ j A j = 0

6∑
j=1

γ j s j exp
[
ks j h
2

]
A j = 0;

6∑
j=1

exp
[
− ks j h

2

]
A j = 0

6∑
j=1

exp
[
− ks j h

2

]
δ j A j = 0;

6∑
j=1

γ j s j exp
[
− ks j h

2

]
A j = 0

Form the above equation, the non-trivial solution exists if the determinant of the
coefficient is zero, i.e.

∣∣Mi j

∣∣ = 0, (i, j = 1, . . . , 6) (24)

where, Mi j (i, j = 1, . . . , 6) is the elements of coefficient-matrix of the above equa-
tions and mentioned in the Appendix 4. The dispersion relation for the propagation
of Rayleigh wave obtained from the real part of (24).
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5 Numerical Results and Discussion

The following data is taken in consideration for obtaining the numerical results (Refs.
[12, 20]) K11 = K33 = 1.24× 102 Wm−1deg−1T0 = 296o K, τ0= 0.04, τ1 = 0.05.,
C11 = 106.8 × 109Pa,C22 = 99.0 × 109Pa,C33 = 54.57 × 109Pa,C12 = 27.1 ×
109Pa,C13 = 9.68 × 109Pa,C14 = −0.03 × 109Pa,C15 = 0.28 × 109Pa,C16 =
0.12 × 109Pa,C23 = 18.22 × 109Pa,C24 = 1.49 × 109Pa,C25 = 0.13 × 109Pa,
C26 = −0.58 × 109PaC34 = 2.44 × 109Pa,C35 = −1.69 × 109Pa,C36 = −0.75
× 109Pa,C44 = 25.97 × 109Pa,C45 = 1.98 × 109Pa,C46 = 0.43 × 109Pa,C55

= 25.05 × 109Pa,C66 = 37.82 × 109Pa,C56 = 1.44 × 109Pa, ρ = 2.727 × 103

kg/m3,β11 = 5.75 × 106 Nm−2deg−2,β33 = 5.17 × 106 Nm−2deg−2,Ce = 3.9 ×
102J kg−1deg−1.

The graphs are drawn between non-dimensional real and imaginary phase veloc-
ities and wave number for various thickness values of layer for all three theories. In
Fig. 2, the graphs drawn for CD theory for dimensionless phase velocities c

c1
with

dimensionless wave number kh. It can be seen that from Fig. 2, as the wave number
increases both real and imaginary phase velocities decreases. As we increase the
thickness of layer h(= 1.0 Km, 1.2 Km, 1.4 Km), then also both real and imaginary
velocities decrease consistently for all kh and does not meet any curves. In Fig. 3,
we noted that the nature of curves is similar to those of the Fig. 2, but the marginal
changes in phase velocity have been observed with the wavenumber and layer thick-
ness. In Fig. 3, the plots drawn for LS theory for dimensionless phase velocities c

c1
with dimensionless wave number kh. From the figure, it is elucidated that the nature
of the curve followed by both real and imaginary phase velocities are the same as
in CD theory, but there is minimal change in the phase velocities for both real and
imaginary that can be significantly identified. In Fig. 4, the graphs were drawn for
GL theory for dimensionless phase velocities c

c1
with kh. The same trends for graphs

can be also viewed in GL theory as CD theory and LS theory.

Fig. 2 Impact of kh on Re( c
c1

) and Im( c
c1

) for CD theory



Dispersion of Rayleigh Wave in a Shielded Anisotropic … 173

Fig. 3 Impact of kh on Re( c
c1

) and Im( c
c1

) for LS theory

Fig. 4 Impact of kh on Re( c
c1

) and Im( c
c1

) for GL theory

6 Conclusion

The propagation of the Rayleigh wave in a layer with rigid and adiabatic interfaces
has been incorporated. The studies were made jointly with single heat conduction
equation for three theories of generalized thermo-elasticity. It is assumed that the
anisotropy of the layer is tri-clinic. The theories of generalized thermo-elasticity
which are taken in account are CD theory, LS theory and GL theory with two thermal
relaxation times. An analytical solution obtained and procured a dispersion relation
subjected to boundaries as rigid and insulated. In order to deal with the numerical and
physical scenario of the problem, a particular model is taken into account. The results
were interpreted in terms of graphs. From the graphs, it is noted that phase velocity
decreases as wavenumber increases for all theories. Also, there is a significant effect
of thickness that can be observed from the graphs. As we increase the thickness of
layer, the phase velocity of wave decreases. Thus, thickness of layer plays a vital
role put the impact on the velocities of waves.
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Appendix 1

a11 = s2 − 2isξ1 − ξ2η
2
1 a12 = ξ3s2 − iξ4s − ξ1 a13 = −ξ6

(
i
k + τ1c

)
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Appendix 4
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Nonlinear Equation for Wave Motion
with Undulated Bottom

M. Muniyappan and S. K. Mohanty

1 Introduction

The study of gravity wave is attracted by Mathematicians, Physicists, and Engineers
for several decades. Craik [1] studied the interaction ofwaves and fluid flows. Current
generated due to the change of wind speed and direction and Coriolis effect plays a
significant role in the gravity wave motion. Peregrine [2] studied the gravity wave
interaction with current, and Jonsson andWang [3] analyzed the wave propagation in
a running stream by assuming that the sea bed is undulated in nature. Mohanty et al.
[4] discussed the effect of flexural gravity wave motion in the presence of current in
single and two layer fluid usingGreen’s function technique.Also, the small undulated
bottom plays an important role in gravity wavemotion. Bora andMartha [5] analyzed
the gravity wave motion with undulated bottom using Green’s function technique.
Martha et al. [6] discussed the wave motion with undulated permeable bottom for
obliquely incident wave.Mohanty [7] discussed the effect of current, surface tension,
and porosity parameter on reflection and transmission coefficients.

All the above works are done under the assumption of small amplitude water
wave theory. First-order amplitude theory for gravity wave motion is discussed by
Lokenath [8]. The homotopy analysis method is an important technique for solving
the nonlinear partial differential equation and is studied by Liao [9]. Liu et al. [10]
studied the nonlinear interaction between unidirectional bichromatic wave train and
exponentially sheared current by considering the water depth as infinite. It may be
noted that thewave current interaction in the presence of undulated permeable bottom
is not addressed in the literature.

In the present study, the gravity wave motion in the presence of current and undu-
lated permeable bottom is examined usingHAM, perturbation technique, and Fourier
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transform technique. The effect of current and porosity parameter on phase and group
velocities are analyzed in the case of progressive wave solution. The velocity poten-
tial and surface elevations are derived using the higher order deformation equation
and HAM. The effect of current and porosity parameter on reflection coefficients are
analyzed in the presence of a small undulated permeable bed.

2 Mathematical Formulation

In the present study, the interaction between the nonlinear equation for gravity waves
motion in a running stream with infinitely deep permeable bottom is discussed in
the two dimensional Cartesian co-ordinate system with x-axis is in the horizontal
direction and z-axis is positive in the vertically downward direction. Here, the bottom
is of an infinitely deep porous layer with undulated bottom topography and a uniform
current is flowing with current speedU in the fluid region. The fluid domain occupies
the region −∞ < x < ∞, 0 ≤ z ≤ h + εC(x) with h is the water depth, ε being a
small undulated parameter and C(x) is of with compact support as in Fig. 1. The
existence of the total velocity potential Φ(x, z, t) = Ux + φ(x, z, t) is evident from
the assumed nature of fluid which is not compressible, not viscous, and irrotational.
The potential function of this type satisfies the two dimensional Laplace equation

φxx + φzz = 0, in the fluid region, (1)

The nonlinear kinematic and dynamic boundary conditions near the free surface are
derived as [10]

φz = ζt + φxζx +Uζx , on z = 0, (2)

φt +Uφx + 1

2
|∇φ|2 = gζ, on z = 0, (3)

where g is the acceleration due to gravity. Also, it is assumed that the bottom is
undulated and permeable in nature. So the boundary condition for permeable bottom
topography with porosity parameter G is given by

φz = Gφ, z = h + εC(x). (4)

Before analyzing the nonlinear gravity wave motion, the progressive wave solution
is discussed.
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Fig. 1 Schematic diagram for gravity wave motion with undulated permeable bed

3 Progressive Wave Solution

The velocity potential φ(x, z, t) is assumed to be time periodic in nature and is given
by φ(x, z, t) = Re[ψ(x, z)e−iωt ], with Re being the real part, ω is the circular fre-
quency. The progressive wave solution for the velocity potential and plate deflection
are derived using the method (similar as [7]) and is given by

ψn(x, z) = αn
sinh nk(h − z) − G cosh nk(h − z)

nk sinh nkh − G cosh nkh
einx , (5)

ζn(x) = 0. (6)

Here, the wave number k satisfies the dispersion relation

(ω −Uk)2(k − G tanh kh) − k(k tanh kh − G) = 0. (7)

For the clarity of the presentation, the units and dimensions of different physical
parameters are removed form legends and captions of the figure. In Fig. 2, the vari-
ation of group velocities for several values of current speed and porosity parameter
are plotted. It is noted that the wave energy propagates faster for higher values of
porosity parameter in a fixed range of wave number. A similar observation in the
case of flexural gravity wave motion in the presence of current is discussed in [4] in
the case of rigid bottom.
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Fig. 2 Variation of group velocity for several values of a current speed b porosity parameter

3.1 HAM for Wave-Current Interaction with Permeable
Bottom

In this subsection, the HAM for wave current interaction is used to derive the velocity
potential and surface elevation. The velocity potential for the progressive waves
derived in Eq. (5) is used for the initial approximation and is chosen as

ψ0,1(x, z) = α0,1[(sinh k0(h − z) − G cosh k0(h − z))/(k0 sinh k0h − G cosh k0h)]eik0x .

The initial surface elevation is chosen as ζ0(x) = 0 with k0 being the real root of the
dispersion relation. From Eqs. (2) and (3), the nonlinear operators are constructed in
the following manner:

F1[φ(Y, z; p),β(Y ; p)] = ω(ω −Uk)φYY (Y, z; p) − gφz(Y, z; p) − gkβY (Y ; p)
×

[
kφY (Y, z; p) +U1

]
− ω fY , (8)

F2[φ(Y, z; p),β(Y ; p)] = −ωφY (Y, z; p) − gβ(Y ; p) + kUφY (Y, z; p) + f. (9)

The corresponding linear operators are constructed as

G1[φ(Y, z; p),β(Y ; p)] = ω2φYY (Y, z; p) − gφz(Y, z; p), (10)

G2[φ(Y, z; p),β(Y ; p)] = ∂4β(Y ; p)
∂Y 4

+ β(Y ; p), (11)

where the circular frequency ω is given by Eq. (7). The construction of zeroth- order
deformation is quite tricky and is chosen by keeping an eye on the convergence of
the method. From Eqs. (10)–(11), the zeroth-order deformation equation is derived
as
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k2φYY (Y, z; p) + φzz(Y, z; p) = 0, in the fluid region, (12)

φz(Y, z; p) = Gφ(Y, z; p), z = h, (13)

(1 − p)G1[φ(Y, z; p) − ψ0(Y, z)] = pc0F1[φ(Y, z; p),β(Y ; p)], on z = β(Y ; p),
(14)

(1 − p)G2[β(Y ; p) − ζ0(Y )] = pc0F2[φ(Y, z; p),β(Y ; p)], on z = β(Y ; p),
(15)

with c0 being the convergence control parameter. It may be noted that the above
defined function φ(Y, z; p) describes the variation of the solutions from the initial
solutions ψ0(Y, z) to the exact solution φ(Y, z; p) when p varies from 0 to 1. In a
similar way, the function β(Y ; p) describes the variation of the solutions from the
initial solutions ζ0(Y ) to the exact solution β(Y ) when p varries from 0 to 1. Using
Taylor’s series expansion on φ(Y, z; p) and β(Y ; p) at p = 0, it is derived that

φ(Y, z; p) = ψ0(Y, z) +
∞∑
j=1

ψ j (Y, z)p j , (16)

β(Y ; p) = ζ0(Y ) +
∞∑
j=1

ζ j (Y )p j , (17)

where ζ j (Y ) = 1

j !
∂ j

∂ p j

[
β(Y ; p)

]
p=0

, ψ j (Y, z) = 1

j !
∂ j

∂ p j

[
φ(Y, z; p)

]
p=0

.

Here c0 is choosen properly so that at p = 1, the Eqs. (16) and (17) converge. Using
the Eqs. (16) and (17) and zeroth-order derformation equation and equating the like
power of p, the higher order deformation equations are derived as

G1(ψn) − χnG1(ψn−1) = c0

{
ω(ω −Uk)[(ψn−1)YY ] − g(ψn−1)z

− gk2
n−1∑
k=0

(ψk)Y [(ζn−k−1)Y ] − 2ω
n−1∑
k=0

(ψk)Y [(ψn−k−1)YY ]

− 2ω
n−1∑
k=0

(ψk)z[(ψn−k−1)Y z] + gkU (ζn−1)Y

}
, (18)

L2(ζn) − χnL2(ζn−1) = c0

{
− ω(ψn)Y − gζn−1 − 1

2

n−1∑
k=0

(ψk)Y [(ψn−k−1)Y ]

+ (ψk)z[(ψn−k−1)z] + kx [U1(ψn−1)Y ]
}
, (19)

where χn is 0 for n ≤ 1 and 1 for n > 1. The velocity potential and surface elevation
are obtained from the above decoupled system of differential equations by using the



182 M. Muniyappan and S. K. Mohanty

initial solution and the inverse of the linear operator. Next, the convergence of the
above defined series are discussed. To guarantee the precision of HAM-based series
solutions, the total square error is defined as follows:

εTn = εn,1 + εn,2, (20)

where εn,1 and εn,2 are denoted as residual square errors and, respectively, defined as

εn,1 = 1

(1 + N )2

N∑
i=0

N∑
j=0

(G1[φ(y,ϕ; p)]|y=iδy,ϕ= jδϕ)2, (21)

εn,2 = 1

(1 + N )

N∑
i=0

(G2[φ(y,ϕ; p), δ(p), γ(p)]|y=iδy,ϕ=0)
2, (22)

and δy = δϕ = π
N . By choosing larger values of N , the convergence control parameter

c0 obtained by the least esteem of εTn .

4 Wave Motion with Small Undulation Sinusoidal Bottom
Topography

Here, the case of small bottom undulation is considered and the effect of porosity
parameter and uniform current on reflection coefficient is discussed. The surface
elevation and velocity potential are assumed to be time periodic in nature and are of
the form φ(x, z, t) = ϕ(x, z)e−iωt and β(x, t) = γ(x)e−iωt . The linearized form of
Eqs. (10)–(11) for the case of small undulated bottom topography is derived as

ϕxx + ϕzz = 0, in 0 ≤ z ≤ h + εC(x), (23)

Uγx − iωβ − ϕz = 0, on z = 0, (24)

gγ + iωϕ −Uϕx = 0, on z = 0, (25)

ϕn − Gϕ = 0, on z = h + εC(x). (26)

Also, the incidencewave reflects and transmitted partially over the undulated bottom.
The radiation condition at far field is given by ϕ(x, z) → ϕi (x, z) + Rϕi (−x, z) as
x → −∞, and ϕ(x, z) → Tϕi (x, z) as x → ∞, where R is the reflection and T is
the transmission coefficients and are to be determined. The mathematical technique
used here is the perturbation method and is similar to [7]. Proceeding in a similar
way as in [7], the velocity potential for the first order bottom topography is derived
as
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ϕ1(x, z) = 1

2π

∞∫
0

[
q cosh qz − (ω −Uq)2 sinh qz

qB1(q)

]
B2(q, x)dq, (27)

where B1(q) = (q + Gω2
u/q) sinh qh − (G + ω2

u) cosh qh,

B2(q) = Is(q)eiqx + Is(−q)e−iqx , ωu = ω −Uq,

(ψ1)z − Gψ1 =
{
C(x)(ψ0)x

}′
+ GC(x)(ψ0)z = Is, on z = h.

Now, the above integral is simplified using contour integration. The sinusoidal bot-
tom topography which is non-vanishing on −mπ < x < mπ and has the value
a1 sin(x/λ) is considered. Here λ is the wave number and m is the number of rip-
ples. For this specific case of bottom topography, the reflection and transmission
coefficients are derived as

R1 = − (α̃0A1 + D1(α)G)

B1′(α0)

2a1λ(−1)m

1 − 4α2
0λ

2
sin(2πα2

0λ
2), (28)

with A1 = −ω2
u sinhα0, B1 = −ω2

u coshα0, ωu = ω − Frα0, B1′ = d

dk
B1,

D1(k) = (k + Gω2
u/k) sinh k − (G + ω2

u) cosh k and of zero transmission coeffi-
cient. It may be noted that for λ = 1/2α0, the Bragg resonance occurs. For computa-
tional purpose, the values of G = 0.2, andU = 0.2 is fixed unless it is mentioned. In
Fig. 3, the wave number versus reflection coefficients are plotted for several values
of current speed and porosity parameter. It has been found that there is an increase in
the maximum value of the reflection coefficient whenever the values of the porosity
parameter increases. Also, it is found that the current speed has a small impact on
reflection coefficients. It may be noted that using U = 0 the above results exactly
matches with [5].
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Fig. 3 variation of reflection coefficient for several values of a current speed b porosity parameter
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5 Conclusion

In this paper, the nonlinear gravity wave motion in the presence of current and
undulated porous bed is discussed. For plane progressive wave, the group velocities
are derived from dispersion relation. It is examined that the current has a significant
impact on wave energy propagation. The associated surface elevation and velocity
potential in case of finite-amplitude wave motion is derived using HAM. It is noted
that the current and porosity parameter has a mild impact on the reflection coefficient
in the case of small undulated bottom.
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Numerical Study on Nanofluid Flow
and Heat Transfer Over a Thin Moving
Needle with Arrhenius Pre-Exponential
Factor Law and Slip Effect

I. Sadham Hussain, D. Prakash, and Santosh Kumar

1 Introduction

The activation energy is the energy that starts the reaction process. It plays a signif-
icant role in the application of dynamics of oil, geothermal reservoir engineering,
water pigment, petroleum engineering applications, thermal reactions food process-
ing, and many more. On the other hand, heat transfer in nanoliquids has gained con-
siderable interest because of its extensive applications, such as biomedicine, chemical
industry microelectronics, solar cells, nuclear reactors, processing of generic drugs,
space technology, etc. Choi [1] accounted that by nanoparticles inclusion the ther-
mal features of the base fluids are tremendously enhanced. Buongiorno [2] explains
that Brownian movement and thermophoresis are two main characteristics that are
helpful for heightening base fluid thermal conductivity. Hayat et al. [3] has inves-
tigated the effect of binary chemical reaction and activation energy. Examination
of the radiative mixed convective flow of Casson nanofluid is addressed by Ijaz
khan et al. [4]. Waqas et al. [5] characterized the powell-Eyring fluid in the regime
of magnetic dipole. Magneto hydrodynamic flow with Arrhenius activation energy
was explored by Asma et al. [6]. Hayat et al. [7] discussed Ree-Eyring nanofluid
flow with Arrhenius activation energy. The viscous fluid flow around a slender nee-
dle was investigated by Lee [8]. Afridi and Qasim [9] investigate heat transport by
moving a slender needle with entropy generation into a parallel stream. Mabood
et al. [10] has investigated the flow of micropolar fluids in a parallel stream with
Arrhenius activation energy. Salleh et al. [11] discussed the effect on the steady 2D
nanofluid flow over a vertical needle with the presence of velocity slip on the sur-
face. Heat transfer with several surface temperature using a thin needle was primarily
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studied by Grosan and Pop [12]. The nanofluid flux of heat flux caused by a thin
needle near a stagnation point was examined by Hayat et al. [13]. Mabood et al.
[14] has investigated electromagnetohydrodynamic flow of non-Newtonian nanoflu-
ids over thin needle with Arrhenius pre-exponential factor law. In this paper, the
novelty of the present work is to investigate the influences of binary chemical reac-
tion with activation energy on slender needle moving of nanofluid using Buongiorno
model with slip effect. The governing equations are solved numerically by Runge–
Kutta–Fehlberg method with shooting technique. A careful review of existing work
reveals that no one has attempted the slip effects of activation energy on steady flow
of Buongiorno’s nanofluid over a thin moving needle.

2 Mathematical Formulation

We have taken here a boundary layer flow, heat, and mass transfer characteristics
of nanofluid over a thin moving needle in the presence of slip effect with constant
velocity uw and free stream velocity u∞ in steady state. The composite velocityU is
assumed to be the combinations of needle velocity uw and free stream velocity u∞.
The flow velocities u and v are taken in the direction of x and r axes, respectively,
which is shown in Fig. 1. Assuming a negligible pressure gradient along the needle,
the function r = R (x) =√

vcx
U specifies the thin needle shape. The needle surface

is maintained at a uniform temperature Tw (> T∞) and concentration Cw (> C∞).
After posing all the necessary boundary layer approximations, we have the following
equation:

∂

∂x
(ru) + ∂

∂r
(rv) = 0 (1)
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)n
exp

(−Ea
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)
(4)

The boundary condition associated with Eqs. (1)–(4)

u = uw, v = 0, T = Tw, DB
∂C

∂r
+ DT

T∞
∂T

∂r
= 0 at r = R (x)

u → u∞,T → T∞,C → C∞ as r → ∞ (5)

where ν stands for kinematic viscosity, C stands for concentration of nanofluid, DT

stands for thermophoretic diffusion coefficient, DB stands for Brownian diffusion
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Fig. 1 Physical geometry of the problem

coefficient, kr stands for chemical reaction rate, α stands for thermal diffusivity,
τ stands for ratio of nanofluid effective heat capacity, T stands for temperature of
nanofluid.

Considering the appropriate similarity variable

η = Ur2

νx
,ψ = νx f ′,φ (η) = C − C∞

C∞
, θ (η) = T − T∞

Tw − T∞
,χ(η) = n − n∞

nw − n∞
(6)

where u = 1
r

∂ψ
∂r and v = − 1

r
∂ψ
∂x . Equations (1) and (4) transform into the ordinary

differential equations.

f f ′ + 2η f
′′′ + 2 f ′′ = 0 (7)

2

Pr

(
ηθ′′ + θ′) + 2η

(
Ntθ

′2 + Nbθ′φ′) + f θ′ = 0 (8)

Sc f φ′ + 2
(
φ′ + ηφ′′) + 2

Nt

Nb

(
ηθ′′ + θ′) − Scσ (δθ + 1)n exp

( −E

δθ + 1

)
= 0 (9)

Here Sc the Schmidt number, Nb the Brownian motion parameter, Pr the Prandtl
number and Nt the thermophoresis parameter, E the activation parameter, δ the
temperature difference parameter and σ the reaction rate parameter are defined as

Pr = ν

α
, Nb = τDBC∞

ν
, Nt = τDT (Tw − T∞)

νT∞
, E = Ea

kT∞
, δ = Tw − T∞

T∞
(10)

The transformed boundary conditions are

f = λa

2
, f ′ = λ

2
, θ = 1,φ′ + Nt

Nb
θ′ = 0 at η = a

f ′ = 1 − λ

2
, θ → 0,φ → 0 at η → ∞. (11)
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where λ is the ratio of needle velocity to composite velocity. The physical aspects of
the pre-eminent interest are skin friction, local Nusselt number, and local Sherwood
number which are, respectively, defined by

C f = 4Re‖ f rac12a
1
2 f ′′ (a) , Nu = −2Re

1
2 a

1
2 θ′ (a) , Sh = −2Re

1
2 a

1
2 φ′ (a) . (12)

3 Numerical Solution

The formulated problem given in Eqs. (7)–(9) has been treated by a convenient
shooting approach coupled with Runge–Kutta–Fehlberg scheme.We obtain a system
comprising seven first-order equations given below:

f = y1, f ′ = y2, f
′′ = y3, θ = y4, θ′ = y5,φ = y6,φ

′ = y7

y′
1 = y2, y′

2 = y3, y′
3 = 1

2η
(−2y3 − y1y3)

y′
4 = y5, y′

5 = Pr

2η

(
−2y5

Pr
− 2η

(
Nty

′2
5 + Nby5y7

)
− y1y5

)
, y′

6 = y7

y′
7 = − 1

2η
(2y7 + 2

Nt

Nb

(
ηy′

5 + y5
) + Scy1y7 − Scσ(δy4 + 1)n exp

( −E

δy4 + 1

)
,

and the transformed conditions are

At η = a : y1 = λa

2
, y2 = λ

2
, y3 = g1, y4 = 1, y5 = g2, y6 = g3,

y7 = − Nt

Nb
y5

As η → ∞ : y2 (η) = 1 − λ

2
, y4 (η) = 0, y6 (η) = 0, as η → ∞

4 Results and Discussion

In this present study, the governing Eqs. (7)–(9) are solved numerically for various
parameter values. Figures and tables show the effects of these parameters that cause
the flow problem. Figures 2, 3, 4, 5, and 6 exemplify the important features of several
variables like a, E , δ, σ, λ, Pr , n, Sc, Nb, and Nt versus θ, f ′, and φ. we used the
range of parameters all over the simulation as 0 ≤ E ≤ 5, 0 ≤ σ ≤ 5, 0 ≤ δ ≤ 7, 0
≤ Sc ≤ 3, 0.71 ≤ Pr ≤ 10, 0 ≤ n ≤ 5, 0 ≤ λ ≤ 1, 0 ≤ Nb ≤ 1, 0 ≤ Nt ≤ 1, 0 ≤ ω
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≤ 1. Comparison is made with accessible results of f ′′(a) with those of Afridi and
Qasim [9], Ishak et al. [16], Chen and Smith [15] are described in Table1 for different
values of needle size parameter. The variations of skin friction coefficient with λ and
n are indicated in Table2. The skin friction coefficient is regularized at the wall by
the slope of the velocity of the fluid. It is noticed that the skin friction coefficient
increases with the decrease in both needle size and velocity ratio parameters.

Table3 tabulates numerical values of Nu(Re)−0.5 and Sh(Re)−0.5 for various
parameter values. A significant fall in Nusselt number and higher in Sherwood num-
ber are expected when a is increased from a = 0.1 to a = 0.4. This means that the
larger the needle size, the lower the rate of heat transfer at the needle surface. The next
three entries in this table predict that the Nusselt number decreases and the Sherwood
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Table 1 Comparison of f ′′(a) when Pr = 1

a Chen and Smith
[15]

Ishak et al. [16] Afiridi and Qasim
[9]

Current results

0.1 1.2888 1.2888 1.2887 1.288700

0.01 8.4924 8.4924 8.4913 8.491663

0.001 62.1637 62.1637 62.1637 62.167783

Table 2 Comparison values for skin friction coefficient for a and λ

a λ Afiridi and Qasim [9] Current results

0.2 0.3 1.100352 1.100322

0.01 2.662191 2.662438

0.001 6.139201 6.140168

0.1 0.0 6.792972 6.793330

0.4 1.320171 1.320291

0.7 1.320171 1.320291

1 −6.111587 −6.099525
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Table 3 Numerical values for Nusselt number and Sherwood number of various parameters

a E δ n ω Nu(Re)−0.5 Sh(Re)−0.5

0.1 1.0 0.1 0.1 0.1 1.717846 –1.717846

0.2 1.417619 –1.417619

0.3 1.277221 –1.277221

0.4 1.191132 –1.191132

0.1 2.0 0.1 0.1 0.1 1.722766 –1.722766

3.0 1.724951 –1.724951

4.0 1.725857 –1.725857

5.0 1.726221 –1.726221

a E δ n ω Nu(Re)−0.5 Sh(Re)−0.5

0.1 1.0 0.2 0.1 0.1 1.717354 –1.717354

0.4 1.716476 –1.716476

0.5 1.716083 –1.716083

0.1 1.0 0.1 0.2 0.1 1.717794 –1.717794

0.3 1.717742 –1.717742

0.4 1.717690 –1.717690

0.1 1.0 0.1 0.1 0.2 1.752926 –1.752926

0.4 1.795964 –1.795964

number increases as the velocity ratio parameter values increase. Itmeans that the rate
of needle cooling can be changed by increasing the velocity of the needle. This table
revealed that Nu decreases when the Schmidt number temperature difference param-
eter and fitted rate constant increases. It shows a large increase in the local Sherwood
number when the Sc or σ is incremented. Thus, the concentration boundary layer
becomes slimmer and the mass transfer rate grows when schmidt number increases.
The impact of λ on profiles of f ′ is presented in Fig. 2a. f ′ increments monotonously
with the η similarity variable when 0 ≤ λ< 0.5. Furthermore, the velocity increases
right next to the needle surface anddecreases away from it. Figure2bdemonstrates the
impact of temperature θ for distinct values ofλ. Apparently, θ increases asλ increase.
This means that the heat perforates deeper into the nanofluid when the needle veloc-
ity is greater. Figure3a, b are arranged to notice the impact of reaction rate σ and
fitted rate constant n on φ, respectively. It has noted that a growth in n or δ results in a
rise in the term σ(δθ + 1)nexp(−E/(δθ + 1)). The decrease is followed by a greater
concentration gradient to the wall. σ decreases the nanoparticles concentration and
eventually controls the concentration boundary layer. Moreover, Fig. 3b observed
that the growing trend in the concentric field was achieved because of an increase
in n. For each n on overshoot seems near the surface of the needle. The presence
of activation energy refers to higher nanoparticle concentrations. Figure4a brings
out that the increase in activation energy causes the concentration boundary layer to
thicken. Figure4b revealed thatφ increaseswhen temperature difference parameter σ
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increases. Higher concentration occurs near the needle surface. Figure5a represents
the effectiveness of the thermophoresis parameter Nt on the concentration curves.
From this plot, thermophoretic enhances nanoparticle concentration since hot needle
repels submicron particles from it and forming a particle free layer near the surface if
Nt > 0. Furthermore, decreasing trend happens in the concentration profile at near
the surface of needle and opposite reaction happens away from the needle. Figure5b
shows that temperature profile increases when Nt increases. Figure6a exhibits that
a higher slip parameter fluid possesses lower thermal diffusivity, and therefore, has
shortest size of the thermal layer. Figure6b conveys the change in φ with the change
in slip parameter. Concentration profile increases when increasing the slip parameter
values.

5 Conclusion

Here, we examined the flow of nanofluids on a moving thin needle with a slip effect.
It is negotiated that the thermophoretic force leads to enhance the concentration and
axial velocity near the needle surface and decreases away from it. An improvement in
the rate constant and nanofluid parameters is to stimulate the concentration, whereas
it decreases with the temperature difference parameter and fitted rate constant. An
improvement in the slip parameter indicates a decrease in the temperature field and
the reverse pattern was found in the concentration field.
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Effect of Magnetic Field on Unsteady
Flow of Dusty Fluid Due to Constant
Pressure Gradient Through a Circular
Cylinder: An Analytical Treatment

Naresh Reddimalla, J. V. Ramana Murthy, V. Radha Krishna Murthy,
and Srinivas Jangili

1 Introduction

The study of dusty fluid flows received special attention recently due to their two-
phase nature. This phenomenon can be noticed in liquid or gas flows containing
the distributed solid particles. For example, motion of the dusty gas in fluidization
problems. The solid particles appearing in a dusty fluid can exist either naturally or
deliberately in the form of dust. This model was first pioneered by Saffman [1] in
1961. He obtained the stability characteristics of a dusty gas in a plane parallel flow
by using the Orr–Sommerfield equations. Singh and Pathak [2] studied the laminar
flow of time-dependent dusty fluid through a circular channel with the assumption
of exponential pressure gradient. They noticed that the velocity of the dust parti-
cles is more than that of viscous fluid. Singh [3] reported an exact solution to study
the effect of oscillatory pressure gradient on unsteady flow of viscous fluid with
the assumption of uniformly distributed dust particles through a circular cylinder.
The laplace transform technique was employed to study the dusty fluid flows by
the authors [4–6]. Rukmangadachari [4] examined the dusty fluid flow via a circu-
lar cylindrical tube. He observed that the resistance offered by the viscous forces
to the pressure forces across a section of the cylinder is greater for a dusty fluid
than for a clean fluid. Mandal [5] investigated the flow of elastic-viscous liquid
with the inclusion of dust particles through an oscillatory cylinder. They observed
that the dust particles decelerate the velocity. Gireesha et al. [6] investigated the
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time-dependent dusty fluid flow through a circular pipe in the presence of porous
material. Singh et al. [7] reported that the numerical series solution of uniform slip
flow along a vertical cylinder and they observed that at the surface, the heat transfer
increases with increase in slip parameter. Om Prakash et al. [8] employed a variable
separable method to obtain the expressions for temperature, velocity profiles, and
skin friction to examine MHD flow of dusty fluid in a vertical channel filled with a
porous material. Sandeep [9] reported heat transfer characteristics of dusty nanofluid
under the impact of magnetic force. Attia et al. [10] applied Crank–Nicolson implicit
method for unsteady flow of dusty viscous Bingham fluid through a circular pipe.

TheMHDdusty fluid flowvia a circular cylinder has attracted researchers recently
due to its enormous applications in MHD generators, aerodynamics, MHD pumps,
accelerators, purification of crude oil, etc. Dey [11] studied MHD flow of dusty
stratified fluid. They pointed out that the elevation in magnetic parameter decelerates
the speed of the dusty fluid. Attia and Ewis [12] utilized the finite difference method
to investigate the effects of continuous unsteady flow of dust and power-law fluid in
a circular channel. They highlighted that the increase in magnetic parameter causes
phase change of the particles. Saqib et al. [13] discussed time-varying blood flow
through a circular tube with uniformly distributed magnetite dust particles through
a cylindrical tube. They noticed that both velocities decreased.

Motivated by the aforementioned works, in this paper, the authors intend to exam-
ine the effect of constant transverse magnetic force on unsteady flow of dusty fluid in
a circular pipe. The impact of diverse nondimensional parameters on fluid velocity
and dust velocity is investigated.

2 Mathematical Description of the Problem

Consider an unsteady, laminar, and incompressible MHD flow of dusty fluid passing
through a circular pipe. Thefluid flow is generated due to a constant pressure gradient.
Both the fluid and dust particles are considered to be at rest in the beginning. It is
supposed that the dust particles are spherical in shape and uniform in size having
the radius a and the dust particles contain the constant number density (N ). The
magnetic field of strength B0 is acting in ēθ direction with external magnetic field
B = B0eθ. We consider cylindrical coordinate system with z-axis along the axis of
the cylinder and origin on the axis (see Fig. 1). The clean fluid and the dusty fluid
are moving in the z-direction.

∇0 · q̄ = 0 (1)

ρ
∂q̄

∂t∗
+ (q̄ · ∇0)q̄ = −∇0P

∗ − μ∇2
0 q̄ + K N (q̄0 − q̄) + ( J̄ × B̄) (2)
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Fig. 1 Geometry of the dusty fluid flow in a circular cylinder

m

[
∂q̄0
∂t∗

+ (q̄0 · ∇0)q̄0

]
= K (q̄ − q̄0) (3)

∂N

∂t∗
+ ∇0 · (Nq̄0) = 0 (4)

where ∇2
0=

∂2

∂r∗2 + 1
r∗

∂
∂r∗ a dimensional Laplacian.

In the above equations, ρ-density of the fluid, μ-dynamic viscosity of the fluid,
p-pressure of the fluid,m-mass of a dust particle, t∗-time, K -Stokes drag coefficient
(=6πμa [2] for a spherical dust particle of radius a), q̄-the clean fluid velocity, q̄0-dust
particle velocity, and N -number density of a dust particle.

Since the flow direction is along z-axis and is axially symmetric, we assume that
the clean fluid velocity and dust particle velocity to be in the form

q̄ = u∗ēz and q̄0 = v∗ēz (5)

From (5), the equations of motion in cylindrical coordinates reduces to

∂ p∗

∂r∗ = 0,
∂ p∗

∂θ
= 0 (6)

In Eq. (2), the Lorentz force term due to magetic force is given by ( J̄ × B̄) and
takes the form −σB2

0u
∗. Here J̄ is the current density and B0 is the intensity of the

imposed transverse magnetic field.
Now the Eqs. (3) and (4) reduce to

ρ
∂u∗

∂t∗
= −∂ p∗

∂z∗ − μ∇2
0u

∗ + K N (v∗ − u∗) − σB2
0u

∗ (7)

∂u∗

∂t∗
= K

m
(u∗ − v∗) (8)
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Before proceeding, we first introduce the following nondimensional groups

u = u∗aρ

μ
, v = v∗aρ

μ
, r = r∗

a
, p = p∗

ρU 2
0

, t = μt∗

ρa2
, z = z∗

a
,∇0 = 1

a
∇ (9)

In the light of above nondimensional scheme, the Eqs. (7) and (8) become

∂u

∂t
= −Re2

dp

dz
+

[
∂2u

∂r2
+ 1

r

∂u

∂r

]
+ f0

τ
(v − u) − M2u (10)

∂v

∂t
+ v

τ
= 1

τ
u (11)

where Re = ρU0a

μ
is a Reynolds number, M = B0a

√
σ

μ
is Hartmann number (or

magnetic parameter), τ = mμ

ρKa2
is relaxation time of the dust, and f0 = mN

ρ
is

mass concentration of dust. We consider the special case
dp

dz
= p0 is constant.

The initial and boudary conditions are:

t < 0, u(r, 0) = 0; v(r, 0) = 0 for 0 ≤ r ≤ 1,

t ≥ 0, u(1, t) = 0; v(1, t) = 0; ∂u

∂r
= 0 for r = 0

and as t → ∞, the fluid and dust particles will attain steady state.

(12)

Further, when f0 = 0 and M = 0, the Eq. (10) reduces to classical Navier–Stokes
equation.

3 Exact Solution by Method of Separation of Variables

By eliminating v from Eqs. (10) and (11), we get

∂2u

∂t2
+ (η + M2)

∂u

∂t
− ∂

∂t
∇2u + M2

τ
u − 1

τ
∇2u = −Re2

(
∂

∂t
+ 1

τ

)
∂ p

∂z
(13)

where η = 1 + f0
τ

and ∇2 = ∂2

∂r2
+ 1

r

∂

∂r
.
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Now consider u = us(r) + ut (r, t) where us(r) and ut (r, t) are the steady state
and transient state solutions, respectively.

Then the equations for us and ut are given by

(
d2

dr2
+ 1

r

d

dr
− M2

)
us = Re2 p0 (14)

and
∂2ut
∂t2

+ ∂

∂t
(∇2 − M2 − η)ut − 1

τ
(∇2 − M2)ut = 0 (15)

with the boundary conditions

us(1) = 0, ut (1, t) = 0, ut (r, 0) = 0 and ut (r, t → ∞) = 0 (16)

By solving Eqs. (14) and (15), and implementing the boundary conditions, we get
the solution for u as

u = − Re2 p0
M2

(
1 − I0(Mr)

I0(M)

)
+

∞∑
n=1

cne
−m1t J0(βnr) (17)

By substituting Eq. (17) in (11) and solving, we get

v(r, t) = − Re2 p0
M2

(
1 − I0(Mr)

I0(M)

)
+

∞∑
n=1

cn
1 + m1t

e−m1t J0(βnr) (18)

where cn = 2Re2 p0
βn(M2 + β2

n)J1(βn)
,m1 = −η + τ 2λ2

n

2

[
1 +

√
1 − 4τ 2λ2

n

(η + τ 2λ2
n)

2

]
and

βn =
√

λ2
nτ

2 − M2 are the roots of the Bessel function J0 and λn are arbitrary con-
stants.
The expressions of skin friction at the boundary r = 1 for clean fluid and dust par-
ticles, respectively, are given by

c f1 = Re2 p0
M2

(
I1(M)

I0(M)

)
−

∞∑
n=1

βncne
−m1t J1(βn) (19)

c f2 = Re2 p0
M2

(
I1(M)

I0(M)

)
−

∞∑
n=1

βncn
1 + m1t

e−m1t J1(βn) (20)
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4 Results and Discussion

The governing equations of MHD dusty flow have been derived and solved by
employing the method of separation of variables. The exact solutions are obtained.
The flow of dusty fluid in a circular pipe under the action uniform magnetic force
for diverse values of the parameters is discussed. The following parametric values
are fixed at: M = 1, Re = 1, f0 = 0.2, τ = 0.4, p0 = −1, t = 0.2.

Temporal variations of fluid and dust particles: The temporal variations of fluid
and dust particles velocities in a circular pipe channel are depicted in Fig. 2a. It is
observed that at steady state (attained nearly at t = 0.6) the velocities of the dust
particles and fluid are same though initially dust particle velocity is greater than the
clean fluid velocity.

Influence of magnetic field on velocity profiles: Figure2b elucidates the impact
of magnetic parameter (M) on the fluid and dust particle velocities, it is noticed that
the increase in the values of M decelerates the fluid particles motion significantly.
This may be due to the fact that the Lorentz force of magnetic field is opposing the
fluid motion. Hence, the speed of dust particles is decreased drastically as compared
to fluid particles. This indicates retarding effect of the imposed magnetic field on the
velocity of fluid and dust.

Influence of Reynolds number on velocity profiles: The response of fluid and dust
particles with respect to various values of Reynolds number (Re) are demonstrated in
Fig. 2c. As the Reynolds number increases, the inertial force increases due to which,
force on fluid particles increases, and hence velocity increases as expected. A similar
trend is noticed in the case of dust particles with small variations.

Influence of relaxation time on velocity profiles: The effect of nondimensional
relaxation time (τ ) on both the velocities is described through Fig. 2d. The nondi-
mensional relaxation time represents the time required for the dust particles to adjust
to changes in the fluid velocity. It is clear from the figure that the velocity profiles
have shown decreasing nature as relaxation time increases.

Influence of mass concentration of dust on velocity profiles: Figure2e shows the
impact of the mass concentration of dust ( f0) on both velocity distributions. It is
evident from the figure that the elevation in the values of f0, enhances the velocity
of clean fluid and decreases the velocity of dust particles. The higher values of f0
represent the heavy mass of dust particles in the fluid medium. Due to the inertia
effect of dust particles, the velocity variations in dust particles are almost negligible.
Further, as we can observe that the velocity profiles are almost constant.

Influence of various parameters on the skin friction: The variations of skin friction
due to the flowof clean fluid and dust particles for different parameters are depicted in
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Fig. 2 Effect of velocity profiles along r -axis for different values of a time (t),bmagnetic parameter
(M), c Reynolds number (Re), d relaxation time (τ ), e mass concentration of the dust ( f0)

Fig. 3. It is observed that at steady state (attained nearly at t = 0.6), the skin friction
of the fluid and dust particles are the same, though initially, the skin friction for clean
fluid is greater than that of the dust particles. From Fig. 3a, b, one can observe that the
skin friction gradually increases with increase of magnetic parameter and relaxation
time of the dust. It is observed from Fig. 3c that the mass concentration of dust has
almost no effect on skin friction. This we can expect from the Eq. (11), in which the
velocity v is independent of f0 and the Eq. (13) for u contains f0 through η, in which
it is almost constant having no effect of η.

Fig. 3 Skin friction versus time for diverse values of a magnetic parameter (M), b relaxation time
(τ ), c mass concentration of dust ( f0)
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5 Conclusion

In the present investigation, an unsteady magnetohydrodynamic flow of a dusty fluid
through a circular cylindrical pipe has been considered. The fluid particles set in
motion from rest by the sudden application of a constant pressure gradient and we
obtained the analytical solutions of velocity fields of fluid and dust particles by
using the method of separable variables. The graphical visualization of fluid and
dust particles is presented with respect to various active parameters. Summarily, the
results reveal that

• With increasing magnetic parameter and relaxation time of the dust, the velocity
is decelerated in the pipe.

• With increasing time, the fluid velocity is increased whereas it decreased the dust
particle velocity.

• Mass concentration of dust has almost no effect on velocity of fluid and dust.
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Convective Flow over a Vertical Cone
Embedded in a Stratified Medium
by Group Theoretical Method

T. Maheshwaran, Bapuji Pullepu, and B. Rushi Kumar

1 Introduction

The group hypothetical strategy is of wide relevance and is very much acknowl-
edged technique to discover the closeness arrangements in numerous actual circum-
stances. Temperature stratification happens in shut holder and ecological chambers
with warmed dividers and is significant in lakes, flows, ocean, condensers of force
plants, and different modern units. The actual climate is thermally separated, similar
to the sea. This type of flow is also of fundamental important due to its possible
applications in heat exchanger gadgets, filtration, and petrol reservoirs. Numerous
examinations have been created from the previous 40 years for the free convection
flow from different calculations in thermally stratified medium. Moran and Gaggioli
[1] isolated for tumbling by one level of non-subordinate parts in express plans which
contain, incompletely finished, a Goliath store of dependably differential condition
and a monster pile of progress condition. Moran and Gaggioli [2] discussed the
similarity analyses of a certain system of PDF and auxillary conditions for a class
of compressible boundary-layer flows. Sulochana et al. [3] dissected the stream,
warmth, and mass exchange conduct of magnetohydrodynamic stream over a ver-
tical pivoting cone through permeable medium within the sight of warm radiation,
compound response, and Soret impacts. Further, Sulochana et al. [4] hypothetically
researched the limit layer nature of magnetohydrodynamic nanofluid stream past a
vertical extending surface in a turning calculation with gooey scattering, warm radi-
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ation, Soret impact, and synthetic response. Kulkarni et al. [5] explored the issue
of characteristic convection from an isothermal level plate suspended in a stable
straightly delineated liquid medium utilizing the Von karman-Pohlhausen essential
strategy. Tripathi and Nath [6] contemplated shaky regular convection stream over
an upward level plate inserted in a separated medium. Sandeep et al. [7] examined
the impact of different boundaries like substance reaction boundary, warm Grashof
number, mass Grashof number, rarefaction boundary, attractive field boundary, radi-
ation boundary, and pull boundary on convective warmth move along a slanted plate
installed in permeablemedium. Sulochana et al. [8] explored the limit layer investiga-
tion of a two-dimensional constrained convection stream along a relentless moving
even needle in magnetohydrodynamic radiative nanoliquid. Srinivasan and Angi-
rasa [9] contemplated the flimsy laminar axisymmetric crest that radiate from a
wellspring of joined lightness because of synchronous warmth and mass disper-
sion in thermally separated medium and settled the limit layer condition utilizing
express limited distinction technique. Takhar et al. [10] presented an examination on
the strong brand name convection limit layer stream over a perseveringly accursed
isothermal talk surface gobbled up progress of rising warm air-bound medium. The
non-direct coupled fragmentary differential conditions controlling the non-relative
stream have been illuminated mathematically using an appreciated proceeded with
limit plot. Shapiro et al. [11] beat the transient standard convection of driven stream
along a perplexing opposite plate brought down in a development of rising warm
air portrayed out medium and considered streams affected by an upsetting change
in the splendor of the plate and a befuddling usage of a quality improvement at the
plate. Careful systems of the sorting everything out conditions were gotten by the
design for Laplace transforms for the circumstance when the Prandtl number is units.
Saha et al. [12] confined the two-dimensional solid stream with warmth and mass
trade impacts along an isothermal talk level plate in an advancement of rising calm
air portrayed fluid. Cutoff layer condition was left on behind by using a specific
continued gathering structure in like way as neighborhood non-closeness system.
Birkhoff [13] has introduced the social unlawful relationship draws near, as a class
of designs which lead to decrease of the degree of self-controlling parts. Tripathi
et al. [14] considered the consistent non-comparable free convection limit layer
stream over an upward cone installed in separated medium. Mathematical outcomes
were introduced for two upsides of the Prandtl number 0.72 (air) and 6.0 (water)
and for various upsides of the semi-vertical point and definition boundary. Hossains
et al. [15] read non-proportionality answer for the issue of clear smooth, standard
convective stream, and warmth move from an upward risky cone brought down in
an advancement of rising warm air depicted medium with either a uniform outside
warmth or a uniform surface warmth progress. Sandeep and Sugunamma [16] have
talked about the impacts of radiation and turn on unstable hydromagnetic free convec-
tion stream of a gooey incompressible electrically leading liquid past an imprudently
moving vertical plate in a permeable medium by applying slanted attractive field,
Bapuji and Immanuel [17] considered the free convection in an improvement of
rising warmth air plot along an upward cone. Hossanien and Hamad [18] have devel-
oped the micropolar fluid which shows the miniature turn effects and little degree
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consistency. The difficulty of the appraisal of such fluid issue is nonattendance of
cutoff conditions, and existing deformablemicroelements proportionately as the time
become the third free factor. Abd-el-Malek [19] presented the use of the gathering
hypothetical strategy to actual issues. Hossanien et al. [20] explored the normal con-
vection limit layer stream of a micropolar liquid along an upward plate in a thermally
delineated medium.

2 Mathematical Formulation

In a stratified medium, vertical cone set is affected by consistent smooth common
convection flow of a thick and incompressible liquid. Viscous dissipation impact and
the weight slope are ignored along the breaking point layer. Surface of the cone with
encompassing liquid is at respite andmaintains the equal heat T

′
∞,x at first. The heat of

the outside of the cone is raised from T
′
∞,x to T

′
w when time increases (t > 0) and keep

up a similar temperature. From Fig. 1, X measures the space alongside the outside
of the cone from apex (x = 0) and Y measures the space typical to it the external
way, semi-vertical point of the cone φ, and nearby radius of the cone is r. Barring
thickness varieties, the liquid properties are expected to be consistent. The boundary
layer conditions of continuity, momentum, and energy under the Boussinesq estimate
are as per the following.

∂

∂x
(ru) + ∂

∂y
(rv) = 0 (1)

u
∂u

∂x
+ v

∂u

∂y
= gβ cosφ(T

′ − T
′
∞) + ∂2u

∂y2
(2)

u
∂T

′

∂x
+ v

∂T
′

∂y
= α

∂2T
′

∂y2
. (3)

Fig. 1 Physical Model and
Coordinate System
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The underlying and limit conditions are

u(x, 0) = 0, v(x, 0) = 0, T
′
(x, 0) = T

′
w

u(x,∞) = 0, T
′
(x,∞) = T

′
∞.

}
(4)

Utilizing the accompanying dimensionless quantities

x∗ = x

l
, y∗ = y

l
(Grl)

1
4 , r∗ = r

l
where r = x sin φ,

u∗ = ul

ν
(Grl)

−1
2 , v∗ = vl

ν
(Grl)

−1
4 , Pr = ν

α
,

T = T
′ − T

′
∞,x

T ′
w − T ′

∞
,Grl = gβ(T

′
w − T

′
∞,0)l

3

ν2
.

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(5)

The thermal stratification parameter S = 1
Δt0

(
dT

′
∞

dx∗

)
where Δt0 = T

′
w − T

′
∞,0.

The linear function of warmth of the delineated medium T
′
∞,x is of the Organize

X of the form T
′
∞,x = T

′
∞,0 + SX .

By using (5), dimensionless form is given as follows after reduction from Eqs. (1)
to (3).

∂

∂x∗ (r∗u∗) + ∂

∂y∗ (r∗v∗) = 0 (6)

u∗ ∂u∗

∂x∗ + v∗ ∂u∗

∂y∗ = T cosφ + ∂2u∗

∂y∗2 (7)

u∗ ∂T

∂x∗ + v∗ ∂T

∂y∗ + Su∗ = 1

Pr

∂2T

∂y∗2 . (8)

With limit conditions are

u∗(x, 0) = 0, v∗(x, 0) = 0, T (x, 0) = 1 − Sx at y∗ = 0
u∗(x,∞) = 0, T (x,∞) = 0 as y∗ → ∞.

}
(9)

Stream functions introduced to reduce three equations into two equations
r∗u∗ = ∂θ

∂y∗ and r∗v∗ = ∂θ
∂x∗ .

By the above stream functions, the following equations are obtained from Eqs. (7)
and (8) and satisfy Eq. (6).

∂θ

∂y∗
∂

∂x∗

(
1

r∗
∂θ

∂y∗

)
− 1

r∗
∂θ

∂x∗
∂2θ

∂y∗2 = Tr∗ cosφ + ∂3θ

∂y∗3 (10)

1

r∗

(
∂θ

∂y∗
∂T

∂x∗ − ∂θ

∂x∗
∂T

∂y∗ + S
∂θ

∂y∗

)
= 1

Pr

∂2T

∂y∗2 . (11)
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The limit conditions, condition (9), can be communicated as

lim
y∗→0

∂θ
∂y∗ = 0, lim

y∗→0

∂θ
∂x∗ = 0, lim

y∗→0
T = 1 − Sx∗

lim
y∗→∞

∂θ
∂y∗ = 0, lim

y∗→∞ T = 0.

⎫⎬
⎭ (12)

3 Solution of the Problem

Our methodology for plan depends upon the usage of one cutoff group change to the
PDE (10) and (11). Under this change the two free factors will be diminished by one
and the differential conditions (10)–(12) change into an ODE in a solitary variable,
which is the likeness variable. h : P = C p(a)P + k p(a)

A class of one-parameter “a” of the form with group G initiated

x = Cx∗
(a)x∗ + kx

∗
(a); y = Cy∗

(a)y∗ + ky
∗
(a)

θ = Cθ (a)θ + kθ (a); r = Cr∗
(a)r∗ + kr

∗
(a)

T = CT (a)T + kT (a).

⎫⎬
⎭ (13)

3.1 The Invariance Investigation

Through the following chain-rule operations, change of derivative is obtained from
G

Pi = (
Cs

Ci

)
Pi

Pi j = (
Cs

CiC j

)
Pi j ; i, j = x, y,

}
(14)

where P stands for θ, r∗, T .
Conditions (10) and (11) changed invariantly, under Eqs. (13) and (14),

∂θ

∂y

∂

∂x

(
1

r

∂θ

∂y

)
− 1

r

∂θ

∂x

∂2θ

∂y2
− rT cosφ − ∂3θ

∂y3

= E1(a)
[ ∂θ

∂y∗
∂

∂x∗

(
1

r∗
∂θ

∂y∗

)
− 1

r∗
∂θ

∂x∗
∂2θ

∂y∗2 − r∗T cosφ − ∂3θ

∂y∗3
] (15)

1

r

[
∂θ

∂y

∂T

∂x
− ∂θ

∂x

∂T

∂y
+ S

∂θ

∂y

]
− 1

Pr

∂2T

∂y2

= E2(a)

[
1

r∗

(
∂θ

∂y∗
∂T

∂x∗ − ∂θ

∂x∗
∂T

∂y∗ + S
∂θ

∂y

)
− 1

Pr

∂2T

∂y∗2

] (16)

Here E1(a), E2(a) are functions (or) may be constants.
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Cζ

Cr∗Cx∗Cy∗

[
1

r∗
∂θ

∂y∗
∂2θ

∂x∗∂y∗ − 1

r∗2

(
∂θ

∂y∗

)2
∂r∗

∂x∗ − 1

r∗
∂θ

∂x∗
∂2θ

∂y∗2

]

− r∗Cr∗
CT T cosφ − Cθ

(Cy∗
)2

∂3θ

∂y∗3 + A1(a)

= V1(a)

[
∂θ

∂y∗
∂

∂x∗

(
1

r∗
∂θ

∂y∗

)
− 1

r∗
∂θ

∂x∗
∂2θ

∂y∗2 − Tr∗ cosφ − ∂3θ

∂y∗3

]
(17)

Cζ

Cr∗Cx∗Cy∗
1

r∗

(
∂θ

∂y∗
∂T

∂x∗ − ∂θ

∂x∗
∂T

∂y∗

)
+ S

Cθ

Cy∗
∂θ

∂y∗ − 1

Pr

CT

(Cy∗
)2

∂2T

∂y∗2 + A2(a)

= V2(a)

[
1

r∗

(
∂θ

∂y∗
∂T

∂x∗ − ∂θ

∂x∗
∂T

∂y∗

)
+ S

∂θ

∂y∗

)
− 1

Pr

∂2T

∂y∗2
(18)

where

A1(a) =
∞∑
n=1

(−1

n

)(
kr

∗

Cr∗r∗

)m (
(Cθ )2

Cr∗Cx∗
(Cy∗

)2

)
1

r∗

(
∂θ

∂y∗
∂2θ

∂x∗∂y∗ − ∂θ

∂x∗
∂2θ

∂x∗∂y∗

)

−
∞∑
n=1

(−2

n

)(
kr

∗

Cr∗r∗

)m (
(Cθ )2

Cr∗Cx∗
(Cy∗

)2

)

− 1

r∗2
(

∂θ

∂y∗
)2 ∂r∗

∂x∗ − (Cr∗
kr

∗
r∗ + kr

∗
Cr∗

T )(Ccosφ cosφ + kcosφ)

(19)

A2(a) =
∞∑
n=1

(−1

n

) (
kr

∗

Cr∗r∗

)m (
Cθ

Cr∗Cx∗
(Cy∗

)2

)
1

r∗

(
∂θ

∂y∗
∂T

∂x∗ − ∂θ

∂x∗
∂T

∂y∗

)
.

(20)
The invariance of Eqs. (17) and (18)

⇒ A1(a) = 0 = A2(a).

Above equations satisfy by substitute

kr
∗ = kT = ky

∗ = 0 (21)

(Cθ )2

Cr∗Cx∗
(Cy∗

)2
= Cθ

(Cy∗
)3

= Cθ

Cy∗ = Cr∗
CT = V1(a) (22)

CθCT

Cr∗Cx∗
(Cy∗

)2
= CT

(Cy∗
)2

= V2(a). (23)

These yields

Cx∗ = (Cy∗
)2, Cr∗ = 1

(Cy∗
)2

, Cθ = Cy∗
. (24)
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Limit Eqs. (19) and (20) are also invariant

⇒ kr
∗
kT = 0, CT = 1. (25)

At last, one-boundary exhaustive G which change invariantly obtained.
Conditions (17) and (18) and the most extreme conditions (19) and (20).
From above conditions, we obtain G.

G =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

x = (Cy)2x∗ + kx
∗

y = Cy∗
y∗

r = r∗
(Cy∗ )2

θ = Cy∗
θ + kθ

T = T .

(26)

3.2 The Total Arrangement of Total Invariants

g j (x, y, φ, r∗, T ) = G j (η(x∗, y∗)); j = 1, 2, 3 (27)

if the condition that η = η(x, y) where x, y are independent variables.
Under satisfying the following linear differential equations, one-parameter group
function g j (x, y, φ, r∗, T ) is a complete invariant.

5∑
i=1

(αiwi + βi )
∂g

∂wi
= 0; wi = x∗, y∗, ζ, r∗, T

where αi = ∂Cwi

∂a
(a0), βi = ∂kwi

∂a
(a0).

(28)

Since kr
∗ = kT = ky

∗ = 0.
From Eqs. (23) and using (22), we get
β2 = ∂ky

∂a (a0) = 0, β4 = ∂kr
∗

∂a (a0) = 0, β5 = ∂kT

∂a (a0) = 0,

β3 = ∂kθ

∂a (a0) = 0, (i.e.) β2 = β3 = β4 = β5 = 0
By satisfying the first-order linear PDE, η = η(x, y) is an invariant by Eq. (22).

(α1x + β1)
∂η

∂x∗ + α2y
∗ ∂η

∂y∗ = 0. (29)

From the above equation, we get
∂η

∂x∗ = 0. (30)
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Therefore Eq. (30)
⇒ η = y∗ (31)

Similarly the totally not changing analysis of the dependent variables θ, r∗, T .

θ(x∗, y∗) = Γ1(x)G(η), r∗(x, y) = Γ2(x)E(η), T (x, y) = T (η), (32)

where Γ1(x), Γ2(x),G(η), and E(η) are functions to be compute. Since E(η) must
be equal to a constant say r∗

0 .

r∗(x∗, y∗) = r∗
0Γ2(x). (33)

3.3 The Reduction to ODE

When all is said in done, the supremenot changing has the structure given in condition
(31).

Substitute Eq. (32) in to Eq. (17) and subsequent to partitioning, we get

⇒ 1

r∗
∂θ

∂y∗
∂2θ

∂x∗∂y∗ − 1

r∗2

(
∂θ

∂y∗

)2
∂r

∂x∗ − 1

r∗
∂θ

∂x∗
∂2θ

∂y∗2 − Tr∗ cosφ − ∂3θ

∂y∗3 = 0

G
′′′ + 1

r∗
0Γ2

GG
′′ ∂Γ1

∂x∗ −
(

1

r∗
0Γ2

∂Γ1

∂x∗ − Γ1

r∗
0Γ

2
2

∂Γ2

∂x∗

)
G

′2 + r∗
0Γ2Γ3

Γ1
T cosφ = 0

(34)
Likewise, substituting conditions (26)–(28) in condition (13), we get

1
r∗

(
∂θ
∂y∗

∂T
∂x∗ − ∂θ

∂x∗
∂T
∂y∗

)
− 1

Pr
∂2T
∂y∗2 = 0

1
r∗
0Γ2

∂Γ1
∂x∗ G(η)T

′ + 1

Pr
T

′′ = 0.

⎫⎪⎬
⎪⎭ (35)

These random coefficients are

C1 = 1

r∗
0Γ2

∂Γ1

∂x∗ , C2 = Γ1

r∗
0Γ

2
2

∂Γ2

∂x∗ , C3 = r∗
0Γ2Γ3

Γ1
. (36)

Conditions (34) and (35) reduced to the following form, by substituting above con-
dition (36)

G
′′′ + CGG

′′ − (C1 − C2)G
′2 + C3 cosφT = 0 (37)

C1GT
′ + 1

Pr
T

′′ − SG
′

C3
= 0. (38)

Corresponding limit conditions are



Convective Flow over a Vertical Cone Embedded in a Stratified Medium … 211

G
′
(0) = 0, T (0) = 1,G

′
(∞) = T (∞) = 0. (39)

(i) Putting C1 = 3
4 ,C2 = 1

4 , and C3 = 1 in Eqs. (37) and (38), we get

G
′′′ + 3

4
GG

′′ − 1

2
G

′2 + cosφT = 0 (40)

3

4
GT

′ + 1

Pr
T

′′ − SG
′ = 0 (or) T

′′ + 3

4
PrGT

′ − SG
′
Pr = 0. (41)

(ii) Putting C1 = 7
4 ,C2 = 5

4 , and C3 = 1 in Eqs. (37) and (38), we get

G
′′′ + 7

4
GG

′′ − 1

2
G

′2 + cosφT = 0 (42)

7

4
GT

′ + 1

Pr
T

′′ − SG
′ = 0 (or) T

′′ + 7

4
PrGT

′ − SG
′
Pr = 0. (43)

Corresponding limit conditions are

G
′
(0) = 0, T (0) = 1,G

′
(∞) = T (∞) = 0. (44)

4 Discussion of Results

Fourth-order R-K technique used to address Eqs. (40)–(43) with limit conditions (44)
were fathomedmathematically.Assessments havefinished of the step sizeΔη andη∞
is edge of the limit level on the framework. Ultimately if we consider Δη = 0.035
and η∞ = 12. Toward contact the accuracy of the arithmetical ways of thinking,
different appraisals are made with before open work. To ensure the precision of our
arithmetical outcomes, the current result in stable state at x∗ = 1.0. with Pr = 0.71
is connected with existing closeness procedure recorded as a printed adaptation.

Figures 2, 3, 4 and 5 for some values of the parameter Pr and S, the velocity and
heat exist at x∗ = 1.0.

In Figs. 2 and 3, for different estimations of Pr with fixed value of S = 0.4, the
velocity and temperature were plotted.

Likewise saw that, the velocity and temperature profiles will be decreased because
of increment of Pr.

From Fig. 3 when Pr is expanding in the external district, it causes negative esti-
mations of the non-dimensional temperature show up as wings. It is additionally
observed from Figs. 4 and 5, a few estimations of S with Pr = 7.0 speed and tem-
perature profiles will exist and expansion in the surrounding delineation boundaries
constant decreases the warm lightness. Thus, increment in warm definition causes
decline in the speed levels. At the point when S is short of what one there exist
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Fig. 2 Velocity profiles at S = 0.4 for some values of Pr

Fig. 3 Temperature profiles at S = 0.4 for some values of Pr
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Fig. 4 Velocity profiles at Pr = 7.0 for some values of S

Fig. 5 Temperature profiles at Pr = 7.0 for some values of S

positive lightness at x∗ = 1.0, however in the external area negative estimations of
the non-dimensional heat profiles were noticed. The temperature in the surrounding
medium increments quickly with the tallness because of high estimations of S and
in the external district of the boundary layer, liquid coming up will be a lot cooler.
Consequently, negative upsides of temperature show up in the “wings” of profile.
This event is frequently alluded to as “temperature defect” in the flow.
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5 Conclusions

In a stable flow of rising heat air, stratifiedmedium consistent smooth free convection
flow along a perpendicular cone are deals by group theoretical method. The dimen-
sionless regulating limit layer conditions were solved by R-K shooting strategy. The
accompanying ends are drawn as follows:

– By increasing impact of parameters S and Pr, the velocity and temperature profiles
reduced.

– Due to increasing values of S and Pr, momentum boundary layer will be thinner.
– While Pr is reduced, a flow of rising warm air limit layer becomes thicker.
– Due to effect of increasing values of Pr and S, steady-state values have extended.
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Peristaltic Flow of Ferromagnetic Fluid
in a Vertical Slot with Mixed Convection

P. Devaki, S. Sreenadh, S. Srinivas, and A. Kavitha

1 Introduction

A liquid carrier which is non-conducting mixed with highly concentrated suspen-
sion of fine magnetic particles is called a ferrofluid. These fluids have many particle
applications in biomedical engineering and technology.Most of the electronic equip-
ment’s used in hospitals and industries, kitchen electronic items contain ferrofluids in
it. Magnetic and non-magnetic nanoparticles in a vertical channel under the influence
of heat transfer were compared by Gul [1]. Rabbi et al. [2] studied on the flow of fer-
rofluid with the heaters in the bottom and compared results between heat transfer and
forced convection. Zeeshan et al. [3] concentrated on velocity and temperature pro-
files for a ferromagnetic fluid in a stretched sheet with heat transfer using shooting
technique. Ferromagnetic fluid and heat transfer effect on external magnetic fluid
flow were investigated by Yarahmadi et al. [4]. Lavrova et al. [5] studied on the
ferromagnetic particles mixed with ferrofluid, where structure of fluid particles is
discussed in detail and obtained interesting results. Study on ferrofluid and its par-
ticles under some body forces was done by Asfer et al. [6]. There are many authors
[7] concentrating on ferrofluid flow in tubes or channels.
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Sadeghinezhad et al. [8] did experimental work on heat transfer effect on hybrid
nanofluid and found informative results. Hariri et al. [9] found that Nusselt number
increases with increase effect of magnetic field in a non-uniform tube. Closed-form
solutions for a non-Newtonian Carreau nanofluid flow in a tapered tube under the
influence of magnetic field and peristalsis were investigated by Kothandapani and
Prakash [10]. Noreen [11] studied on the flow of Casson fluid under the effect of
magnetic field and peristaltic wave in an asymmetric channel. Shit et al. [12] con-
centrated on couple stress fluid in a magnetohydrodynamic channel with contraction
and expansion due to peristaltic wave. Casson fluid flow in a carbon nanotube under
the influence of peristalsis and magnetic field was analyzed by Aman et al. [13].
Most of the authors [14–20] are concentrating on the impact of magnetic field in the
field of biofluid flows.

In this paper, we study the peristaltic motion of ferromagnetic fluids through a
vertical slot with mixed convection under long wavelength and low Reynolds num-
ber. The flow is considered in accordance with two boundaries initially at the same
temperature and then at different temperatures. The effect of magnetization on the
velocity and temperature distributions is understood. The governing equations are
highly non-linear and are solved analytically by using the perturbation technique.

2 Mathematical Formulation

Weconsider the flowof a ferromagnetic fluid in a vertical slotwith flexiblewalls in the
presence of verticalmagnetic field. In theCartesian coordinate system, x-axis is taken
along the central line of the channel and a line perpendicular to the y-axis (Fig. 1).
Thewall deformation at any time t is in ‘a’, which is the half width of the channel. The
flow is inherently unsteady in the fixed frame of reference. The flow becomes steady
in the wave frame moving with velocity c along the wave. Under the assumption of
longwavelength and lowReynolds number, the waveform (x, y) is converted to fixed
frame (x ′, y′) with speed c along with the direction of wave. The transformations
between the frames are given by x = x ′ − ct ′, y = y′, u = u′ − c, v = v′.

Basic governing equations, neglecting the viscous dissipation and assuming uni-
directional flow in the x-direction, take the form

ν
d2T

dy2
+ gβ(T − T0) − μ0α

ρ0
(T − T0)

∂H

∂x
= 1

ρ0

∂ p′

∂x
(1)

μ0

ρ0C0

[
∂M

∂T

] [
∂H

∂x

]
uT = k

d2T

dy2
, (2)

where p′ = p − μ0M0H − 1
2μ0χ(H − H0)

2 and k = k1
ρ0C0

.
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Fig. 1 Physical model

The boundary conditions are

u = 0 at y = ±h (3)

T = T1 at y = h T = T2 at y = −h. (4)

Introducing the following non-dimensional quantities:

x∗ = x

λ
y∗ = y

a
U ∗ = u

c
h∗ = h

a
p∗ = pa2

ηcλ
θ = T − T0

T1 − T0
. (5)

The non-dimensional governing equations after dropping asterisks (*) become

d2U

dy2
+ (BRa + AG

λ0
)θ + P = 0 (6)

d2θ

dy2
= AUθ + Aλ0U, (7)

where b = K
AC , G = c0T0K

νc2 , λ0 = T0
T1−T0

, P = − ∂ p′
∂x , Ra = αg(T1 − T0)

a3

νk , A =
μ0αa2c
ρ0C0kλ

∂H
∂x .

The corresponding non-dimensional boundary conditions are

U = 0 at y = ±h θ = 1 at y = h θ = 1 + α at y = −h. (8)
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2.1 Method of Solution

Equations (6) and (7) are solved using the boundary conditions (8). Because of
the non-linearity in the governing equations, analytical solutions of these equations
are difficult. Assuming the magnetization parameter A to be small, we obtain the
solutions of Eqs. (6) and (7) in the form

U = U0 + AU1 + A2U2 + .......

θ = θ0 + Aθ1 + A2θ2 + ....
(9)

Substituting Eq. (9) into Eqs. (6)–(8) and collecting terms of equal powers in A , we
obtain the following sets of equations:

Zeroth-order equations

d2U0

dy2
+ (BRa)θ0 + P = 0 (10)

d2θ0

dy2
= 0 (11)

First order equation
d2U1

dy2
+ (BRa)θ1 + G

λ0
θ0 = 0 (12)

d2θ1

dy2
= U0θ0 + λ0U0. (13)

The reverent boundary conditions are

U0 = 0 U1 = 0 θ0 = 1 θ1 = 0 at y = +h

U0 = 0 U1 = 0 θ0 = 1 + α θ1 = 0 at y = −h.
(14)

The solutions of Eqs. (10)–(13) using the boundary conditions (14) are

U0 = F

(
h2 − y2

2

)
− αBRa

2

[
y2

2
− y3

6h
+ hy

6
− h2

2

]
(15)

θ0 = 1 + α

2

[
1 − y

h

]
(16)

U1 = A1 + A2 − (BRa)2 α

4
[A3] + BαRa

4
(F) [A4] + A5 − A6 + A7 (17)
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θ1 = F

2
[B0] − α2BRa

8
[B1] + αF

4
[B2] + λ0F

2
[B3] −

[
λ0αBRa

4
+ αBRa

4

]
B4,

(18)
where
A1 = BRa

2 (P + BRa)
[
− h2 y4

24 + y6

360 + 5h5 y2

24 − 61h6

360

]

A2 = G
λ0

[
h2

2 − y2

2 − α
2

(
y2

2 − y3

6h + hy
6 − h2

2

)]
A3 = − y6

360 + y7

2520h − hy5

360 + h2 y4

24 + 7h3 y3

1080 − 5h4 y2

24 + 125h6 y
756 − 61h5 y

360 + 61h6

360

A4 = − h2 y4

24 + y6

360 + hy5

120 − y7

840h − 7h3 y3

360 + 5h4 y2

24 − 11h5 y
70 + 61h5 y

360 − 61h6

360

A5 = (BαRa)2
8

[
− y6

540 + y7

630h − 5hy5
720 + h2 y4

24 − y8

5040h2
+ 13h3 y3

1080 − 13h4 y2
60 − 635h5 y

3024 + 2677h6
15120

]

A6 = λ0α(BRa)2

4

[
− y6

360 + y7

2520h − hy5

360 + h2 y4

24 + 7h3 y3
1080 − 5h4 y2

24 + 125h5 y
756 − 61h5 y

360 + 61h6
360

]

A7 = Bλ0Ra
2 (P + BRa)

[
− h2 y4

24 + y6

360 + 5h4 y2

24 − 61h6

360

]
F = P + BRa
B0 = h2 y2

2 − y4

12 − 5h4

12

B1 = y4

18 − y5

15h + 2hy3

9 − h2 y2

2 + y6

90h2 − 7h3 y
45 + 13h4

30

B2 = h2 y2

2 − y4

12 − hy3

6 + y5

20h + 7h3 y
60 − 5h4

12

B3 = h2 y2

2 − y4

12 − 5h4

12

B4 = y4

12 − y5

60h − hy318 − h2y22 − 7h3y180 + 5h4

12 .

3 Results and Discussion

Perturbation technique is used to find the velocity and temperature distributions
for magnetic fluids in the vertical channel. The magnetization parameter A may
be positive or negative depending on the direction of the constant gradient of the
magnetic field. The present paper is positive when the gradient of magnetic field
acts in the direction of gravity and is negative when it acts opposite to gravity. The
velocity and temperature distributions are computed for mixed and free convection.

The velocity and temperature profiles are obtained for different values of between
the peristaltic boundaries are shown in Figs. 2 and 3. It is noticed that increment in the
values of α result in the increase of velocity and temperature. Figures 4 and 5 depict
the fact that the velocity leads to raisewith raising the values ofmagnetization param-
eter. The temperature distribution obtained for different values of A in the presence
and in the absence of peristalsis is investigated through Figs. 6 and 7, respectively. It
is noticed that the temperature decreases with increase in magnetization parameter
in the presence and in the absence of peristalsis. Also, in the presence of peristaltic
wave for fixed values of magnetization parameter, the temperature reduces. Figures8
and 9 represent the variation of velocity with respect to y for different values of ther-
mal Rayleigh number in the presence and in the absence of peristalsis, respectively.
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Fig. 2 Velocity profiles for α

Fig. 3 Temperature profiles for α

Fig. 4 Velocity profiles with h(x)
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Fig. 5 Velocity profiles without h(x)

Fig. 6 Temperature profiles with h(x)

Fig. 7 Temperature profiles without h(x)
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Fig. 8 Velocity profiles for Ra with h(x)

Fig. 9 Velocity profiles for Ra without h(x)

Variations of temperature with y for different values of the Rayleigh number in the
presence and in the absence of peristalsis are shown in Figs. 10 and 11, respectively.
It is noticed from both the figures that an increasing value of Ra, the temperature is
decreased. Further, we found that in the presence of peristaltic wave, the temperature
behavior is non-linear.

The path of the flow of the fluid in the case of mixed convection is decided by
a competitive influence of the pressure gradient and the magnetization parameter.
Figures12 and 13 depict the variation of velocity and temperature profiles with
respect to the peristaltic waves for different pressure drops, respectively. From these
figures, it is clearly seen that when the values of P increase, then there is an increasing
effect on velocity, whereas reverse effects occur in the temperature profile.
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Fig. 10 Temperature profiles for Ra with h(x)

Fig. 11 Temperature profiles for Ra without h(x)

From Fig. 14, we observe that there is a variation of δP with Q for different values
of φ. It is interesting to note that all curves are intersecting in the pumping region at
Q = 1.0 . For 0 ≤ Q ≤ 1.0, we observe that the pressure difference decreases with
increase in the amplitude ratio of the peristaltic wave. The same behavior is observed
with the increase in α which is shown in Fig. 15.
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Fig. 12 Velocity profile for different values of P

Fig. 13 Temperature profile for different values of P

Fig. 14 Pressure rise versus flux for different φ
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Fig. 15 Pressure rise versus flux for different α
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Aligned Magnetic Field and Radiation
Absorption Effects on Free Convection
Chemically Reactive Flow Past An
Inclined Surface

S. Sreelatha, K. S. Balamurugan, and J. Prakash

1 Introduction

The last two decennaries have experienced phenomenal amendments in the explo-
ration concerning the boundary layer flow of Newtonian fluids with reference to
heterogeneous conditions across the intercontinental. It is eminence of conviction
that the noteworthy researcher augmented the Newtonian fluid on Magnetohydrody-
namics (MHD) free convection fluid flow over the proper concentrate of base fluid
beneath appropriate conditions. Hydromagnetics is analyzation of magnetic phe-
nomenon of electrically conduction fluids. Various researcher has been examined on
MHD free convective fluid flow such as Ping and Minkowycz [1] explored on MHD
free convective flow through flat plate embedded in a porous medium by means of
relevance to heat transfer as of an embankment. Lai and Kulacki [2] have conversed
on MHD mixed convective fluid flow by means of mass and heat transfer through
permeable perpendicular isothermal plate. Ramprasad et al. [3] have contemplated
unsteadyMHD2D free convection amalgamated head andmass transfer flow through
an inclined fluctuating surface by means of heat absorption. Rajakumar et al. [4],
Nakayama and Koyama [5], Bestman [6] said various fascinating consequences on
MHD flow through vertical plate.
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Multifarious chemically affecting regimes amalgamate both heterogeneous and
homogeneous reactions, with circumstances experiencing in enzyme catalysis, incin-
eration as well as bio-chemical mechanisms. The interrelatedness among homoge-
nous reactions therein the volume of the fluid and heterogeneous reaction transpir-
ing certain enzyme catalysis surfaces is conventionally remarkably complex and is
apprehensive in the generation and pulmonary tuberculosis of responsive species at
multifarious rates both in fluid and surfaces of catabolism. Many researches have
done a lot of work-related chemical reactions such as Chamkha [7], Muthucumara
swamy and Ganesan [8], Ibrahim et al. [9], Makinde [10], Abdelkhalek [11], Arshad
Khan et al. [12], and Mythreye et al. [13]. Srinivas et al. [14], Muthuraj et al. [15],
Loudu Immaculate et al. [16],Muthuraj et al. [17], Lourdu Immaculate et al. [18], and
Muthuraj et al. [19] discussed impact of chemical reaction as well as space porosity
on MHD mixed convective flow in a perpendicular asymmetric channel along with
peristalsis.

The main objective of current investigation is influence of aligned magnetic field
as well as suction velocity on unsteady MHD free convective fluid flow past an
inclined plate by means of radiation absorption along with chemical reaction. In
this examination, the governing PDEs are determined by employing multiple regular
perturbation law. The repercussions of this contemplate have been shown graphically
such as “velocity, temperature and concentration” and furthermore the expressions
for shear stress along with the rate of heat and mass transfer coefficients are derived
in tabular form with dissimilar implications of pertinent parameters.

2 Mathematical Fluid Layer with Interpretation
of the Problem

Contemplate unsteady MHD 2D flow of heat-absorbing fluid past an inclined plate
enclosed in a porous medium in the comportment of chemical reaction. The flow is
presumed to be in the direction of −x∗, which is occupied along the semi-infinite
inclined plate and y-axis upright to it. A magnetic field of uniform strength B0 is
interposed at an angle ξ to direction of the flow. In the equation of energy radiation
absorption is taken into contemplation (Fig. 1).

From the above presumptions, the flow is governed by the following PDEs con-
sidered from Mythreye et al. [13] which are given as follows:

v∗
y = 0 (1)

[
u∗
t∗
] + v∗ [

u∗
y∗

] = − 1

ρ

[
p∗
x

] + v
[
u∗
y∗ y∗

] + gβT [T − T∞]Cos (�)

+gβC [C − C∞]Cos (�) − v

[
u∗

K ∗

]
− σ

ρ
B2
0

[
u∗] sin2ξ

⎫
⎪⎪⎬

⎪⎪⎭
(2)
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Fig. 1 Physical model of the problem

[Tt∗ ] + v∗ [
Ty∗

] = α
[
Ty∗ y∗

] − Q0

ρCp
[T − T∞] + R∗

ρCp
[C − C∞ ] (3)

[Ct∗ ] + v∗ [
Cy∗

] = D
[
Cy∗ y∗

] − K (C − C∞) (4)

Under these suppositions, the suitable boundary conditions are

[
u∗] =

[
u∗
p

]
, [T ] = [Tw] + ε

[
(Tw − T∞)en

∗ t∗
]
, [C] = [Cw] + ε

[
(Cw − C∞)en

∗ t∗
]
at y∗ = 0

[
u∗] → [

U∗∞
] = U0

[
1 + εen

∗ t∗
]
, [T ] → [T∞] , [C] → [C∞] as y∗ → ∞

⎫
⎪⎬

⎪⎭

(5)
It is clear that from Eq. (1) the velocity of suction at the surface is the only function
of time. Supposing so as to it takes the resulting exponential outlines:

v∗ = −V0
[
1 + εA en

∗t∗] (6)

where A is constant (non-zero real), ε and εA < 1 suction velocity V0 is positive
constant. From Eq. (2), we have

[
p∗
x

] = [(
U ∗

∞
)
t

] + v

K ∗
[
U ∗

∞
] + σ

ρ
B2
0

[
U ∗

∞
]
. (7)

The non-dimensional variables are as follows:



232 S. Sreelatha et al.

u =
[
u∗

U0

]
, v =

[
v∗

V0

]
, y =

[
V0y∗

v

]
, U∞ =

[
U ∗∞
U0

]

Up =
[
u∗
p

U0

]
, t =

[
V 2
0 y

∗

v

]
, n =

[
n∗v
V 2
0

]
, K =

[
V 2
0 K

∗

v

]

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(8)

According to (6)–(8), Eqs. (2)–(4) are condensed to dimensionless form

[ut ] − [
1 + εent

]
uy = [(

U∗∞
)
x

] + [
uyy

] + GT [θ ] [cos�] + GC [C] [cos�] + N [U∞ − u] (9)

[θt ] − (
1 + εent

) [
θy

] = 1

Pr

[
θyy

] − Q [θ ] + R [C] (10)

[Ct ] − [
1 + εent

] [
Cy

] = [Sc]
−1

[
Cyy

] − Kr [C] (11)

The related boundary conditions are

[u] = [
u p

]
, θ = [

1 + εent
]
, c = [

1 + εent
]

at y = 0

[u] = [u∞] , [θ ] → [0] , [C] → [0] as y → ∞

}

(12)

Here

C = (C − C∞)

(Cw − C∞)
,GT = vβT g (Tw − T∞)

U0V 2
0

,Gc = vβcg (Cw − C∞)

U0V 2
0

, R = vR∗ (Cw − C∞)

ρcp (Tw − T∞) V 2
0

Pr = vρcp
k

= v

α
, Sc = v

D
, Q = vQ0

ρcpV 2
0

, Kr = kv

V 2
0

, M = σ B2
0v

ρV 2
0

, θ = (T − T∞)

(Tw − T∞)

N =
(
M sin2ξ + 1

K

)

⎫
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⎪⎪⎪⎪⎪⎪⎪⎪⎭

(13)

3 Solution of the Problem

For determining solution of Eqs. (9)–(13), we are employing multiple regular pertur-
bation method so we use the following relations:

[u] = u0 [y] + εentu1 [y] + O
[
ε2

] + . . .

[θ ] = θ0 [y] + εentθ1 [y] + O
[
ε2

] + . . .

[C] = C0 [y] + εentC1 [y] + O
[
ε2

] + . . .

⎫
⎪⎬

⎪⎭
(14)

Substituting Eq. (14) into Eqs. (9)–(11), equating the terms of non-harmonic and
harmonic, and neglecting the higher terms of, we obtain
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[
u′′
0

] + [
u′
0

] − N [u0] = −N − GT1 [θ0] − GC1 [C0 ] (15)

[
u′′
1

] + [
u′
1

] − (N + n) [u1] = −A
[
u′
0

] − GT1 [θ1] − GC1 [C1] − [N + n] (16)

[
θ ′′
0

] − [
θ ′
0

]
Pr−QPr [θ0] = −Pr R [C0] (17)

[
θ ′′
1

] − [
θ ′
1

]
Pr−(n + Q)Pr [θ1] = −APr

[
θ ′
0

] − Pr R [C1 ] (18)

[
C ′′
0

] − [
C ′
0

]
Sc − Kr Sc [C0] = 0 (19)

[
C ′′
1

] + [
C ′
1

]
Sc − (n + Kr) [C1] = " − "ASc

[
C ′′
0

]
(20)

[u] = [
Up

]
, [u1] = [0] , [θ0] = [1] , [θ1] = [1] , [C0] = [1] , [C1] = [1] at y = 0

[u] = 1, [u1] = 1, [θ0] → [1] , [θ0] → [0] , [C0] → [0] , [C1] → [0] as y → ∞

}

(21)
Solving Eqs. (15)–(20) utilizing Eq. (21), we obtain

[u0] = 1 + c4e
−b2 y + S6e

−a6 y + S7e
−a2 y (22)

[u1] = 1 + c6e
−b4 y + S8e

−b2 y + S9e
−a6 y + S10e

−a2 y + S11e
−a8 y + S12e

−a4 y (23)

[θ0] = e−a6 y + S2
(
e−a2 y − e−a6 y

)
(24)

[θ1] = c2e
−a8 y + S3e

−a4 y + S4e
−a2 y + S5e

−a4 y (25)

[C0] = e−a2 y (26)

[C1] = e−a4 y + S1
(
e−a2 y − e−a4 y

)
(27)

Skin friction:

[
C f

] =
(

∂u

∂y

)

y=0
= (−b2c4 − a6S6 − a2S7) + εent (−b4c6 − b2S8 − a6S9 − a2S10 − a8S11 − a4S12)

(28)
Nusselt numbers:

[Nu] =
(

∂θ

∂y

)

y=0

= (−a6 − a2S2 + a6S2) + εent (−a8c2 − a4S3 − a2S4 − a4S4)

(29)
Sherwood numbers:

[Sh] =
(

∂C

∂y

)

y=0

= (−a2) + εent (−a4 − a2S1 − a4S1) (30)
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4 Results and Discussions

Influence of angle of inclination � on the velocity was illustrated in Fig. 2. From the
figure, itwas observed that velocity declinedwith the augmentedvalues of�. Figure3
represents impact of radiation absorption on the fluid velocity. From the figure, it
was found that incremental diverse values of R lead to acceleration in the velocity.
Significance of magnetic field M on the velocity was portrayed in Fig. 4: From the
figure, itwas perceived that various values ofM lead to slowdownof theflowvelocity.
As M rises it induces a damping impact on the velocity by creating a drag force that
resists the fluid motion, causing the velocity to reduce by means of the augment of
Hartman number. Consequence of chemical reaction on the velocity was explained
by utilizing Fig. 5: From the figure established on the eventualities, it was evidently
revealed that the fluid velocity declined with the incremental values of Kr. Figure 6
epitomizes consequence of radiation absorption on the temperature. From the figure,
itwas predicate that different incremental values ofR lead to enhancement in velocity.

Fig. 2 Effect of � on velocity

Fig. 3 Effect of R on velocity
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Fig. 4 Impact of M on velocity

Fig. 5 Impact of Kr on velocity

Fig. 6 Influence of R on temperature
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Fig. 7 Influence of Pr on temperature

Fig. 8 Plot of concentration for varying Sc

The significance of Pr on velocity is exemplified in Fig. 7. “It is comprehended that
velocity at the surface is restricted on improving Pr values. Owing to the impulse
boundary layer thickness is dilutemuch quick due to the thermal diffusion of the fluid
particles, furthermore reinforcement in the viscosity of the fluid which elaborated
fluid thickness and consequently causes deterioration in velocity.” The concourses
of Sc on the concentration are illustrated in Fig. 8: From the figure, it was observed
that concentration declined with the accelerated values of Sc. Figure 9 represents
the chemical reaction parameter which says that the concentration reduced due to
increase of chemical reaction parameter.

Influence of Sc, Kr, Q, Pr , R, M, and � is illustrated in Table 1: From this table,
it was observed that skin friction as well as Sherwood number is declined with the
incremental values of Sc but contrary impact occurred in case of Nusselt number.
However, skin friction along with Nusselt number as well as Sherwood reduced with
the accelerated values ofKr andQ;meanwhile, skin friction rises andNusselt number
with augmented values of Pr and M.
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Fig. 9 Plot of concentration for varying Kr

Table 1 Influence dissimilar parameters on skin friction, Nusselt number, and Sherwood number

SC Kr Q Pr R M � Cf Nu Sh

0.22 0.2 1 0.71 1 1 π /6 2.4347 −0.1269 −0.7348

0.60 0.2 1 0.71 1 1 π /6 2.3570 0.1725 −1.4178

0.22 0.4 1 0.71 1 1 π /6 2.3596 −0.1356 −1.7058

0.22 0.6 1 0.71 1 1 π /6 2.3038 −0.6277 −2.0696

0.22 0.2 2 0.71 1 1 π /6 1.9355 −0.1038 –

0.22 0.2 3 0.71 1 1 π /6 1.8511 −0.1230 –

0.22 0.2 1 1 1 1 π /6 2.5739 −0.6768 –

0.22 0.2 1 5 2 1 π /6 2.8770 −0.18221 –

0.22 0.2 1 0.71 2 1 π /6 2.6671 1.4576 –

0.22 0.2 1 0.71 3 1 π /6 2.3194 2.9518 –

0.22 0.2 1 0.71 1 2 π /6 2.4067 – –

0.22 0.2 1 0.71 1 3 π /6 2.3840 – –

0.22 0.2 1 0.71 1 1 π /4 2.3448 – –

0.22 0.2 1 0.71 1 1 π /3 2.2266 – –

5 Validity of Results

Consider R∗
ρCp

[C − C∞] in Eq. (3) and� = π/2&ξ = 0 in Eq. (2) then our outcomes
are in good agreementwith the result ofMythreye et al. [13]which is shown inTable 2.
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Table 2 Influence of Q on skin friction

Q Mythreye et al. [13] Present result C f when R =
0, � = π/2, and ξ = 0

0 3.7351 3.7378

1 3.4707 3.4351

2 3.4052 3.4729

3 3.5271 3.6243

6 Conclusions

– Velocity depreciated by means of the incremental values of magnetic field.
– When the angle of inclination rises then velocity is atrophied.
– With the accelerated values of Pr , temperature gets declined.
– Temperature along with concentration reduced with the accelerated values of Sc.
– Temperature as well as concentration depleted with increasing values of Kr .
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Investigating the Risk of Airborne
COVID-19 and the Importance of Social
Restrictions in Regulating the
Transmission

Nidhi S. Vaishnaw and S. Shankar Narayan

1 Introduction

The purpose of a mathematical model of an infectious disease is to explain the
disease’s transmission mechanism, which can generally be described as follows: If
within a limited period, the number of cases increases past the normal level, there
would be an epidemic of disease. It is an epidemic when the disease spreads swiftly
to many people. If fresh susceptibles are introduced to the community, either by
conception or relocation, or if reinfection quickly happens, the disease may continue
and the virus may stick around to the community for a long time to come. The ill-
ness is assumed to be prevalent inside the community in this situation. If the disease
spreads to many countries and continents geographically, there is a pandemic [1].
Our present work deals with one such pandemic, COVID-19. SAR COV-2, the virus
that is responsible for COVID-19, belongs to the coronavirus family named on their
surfaces for the crown spikes [2]. COVID-19, a highly contagious viral infection
that primarily attacks the throat and lungs, can cause SAR COV-2 [3]. A series of
discussions made over the airborne mode of transmission of the diseases under the
supervision of World Health Organization summarized that the spread is possible
indoor locations with heavy crowds and poor ventilation are very prone to transmis-
sion [4]. A repository containing thewell-performed researchwork can be seen under
theWHOCOVID-19Database [5]. Shah et al. [6] proposed amore generalized SEIR
model of the disease under study. The model takes account of all potential cases of
human-to-human transmission and formulates its reproduction number to examine
the reliable transmission dynamics. Mandal et al. [7] devised a mathematical model
that implemented initiatives of quarantine category and government involvement
to curtail disease transmission. The team analyzed the model’s detailed dynamic
behavior concerning the basic number of reproductions. The model formulated is
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validated using the parameter values considered in Mandal et al. [7]. Similar results
are obtained ensuring the correctness of the model formulated.

Section 2 deals with the formulation of a suitable mathematical model to govern
the current study conditions. Section 3 outlines the mathematical analysis of the
model formulated in Sect. 2. The following Sect. 4 deals with the results obtained on
solving the mathematical model considered for the present study with a following
conclusions.

2 Model Formulation

We consider a mathematical model SEIR that describes the dynamics of COVID-19.
We divide the population into four compartments as time-dependent classes. Using
first-order differential equations, we form a system that includes interactions between
susceptible class (S), Exposed class (E), Infected class (I), and Recovered class (R).
The graphical representation of the proposed model is shown in Fig. 1. Based on the
best available biological information on the pathogenesis of the disease infection and
epidemiology, the following assumptions were drawn about the disease transmission
mechanism.

– Transmission occurs horizontally by direct interhost contact.
– The merging of individual hosts is uniform and thus the Law of Mass Action
maintains.

– The rate of transmission from a compartment is commensurate with the compart-
ment population size.

Fig. 1 Compartment model for disease transmission
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– There is no lack of immunity and little risk of reinfection. This implies that the
rate of transmission from R back to S is zero.

– At stage 2 of the current study, the mode of transmission is taken to be airborne
along with the existing mode of transmission.

A compartment framework is used to model the possibility of airborne spread
of the COVID-19 virus within the population. We considered recruitment rate A
as constant to probable susceptible class and constant natural death rate in all the
classes, β1 and β2 are the rate of disease transmission through droplet and airborne
modes, respectively. Themodel is formulated by taking the death rate due to infection
into two population: one who is primarily infected δ1 by disease and those who
are critically infected δ2 (with suffering from diabetics, hypertension). The other
parameter descriptions can be found in Table 1. The values considered are extracted
from various research articles and reports [4, 7].

In the present work, we adopt the same procedure or framework for control policy
that has been carried out by Mandal et al. [7].

In this section, we develop amathematical model by taking into account the above
assumptions

dS

dt
= A − β1(1 − ρ1)(1 − ρ2)SE − pSM − dS (1)

dE

dt
= β1(1 − ρ1)(1 − ρ2)SE − (α + σ + d + β2)E (2)

Table 1 Parameters description and values

Symbols Description Values/ranges

A Recruitment rate to the susceptible population 11000

β1 Disease transmission rate 1

β2 Rate of airborne infection [0, 1]

ρ1 Population maintain proper precautions 0.4

ρ2 Population maintain proper precautions but exposed 0.45

p Implemented policy rate [0, 1]

d Natural death rate 0.2

α The transmission rate of infection from exposed class 0.2

σ The transmission rate of exposure from recovered class 0.1

η The recovery rate of infection 0.1

M Rate of change in p [0, 1]

δ1 The death rate due to primary infection 0.25

δ2 The death rate due to conditions like diabetes and
hypertension

[0.5, 1]
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d I

dt
= (α + β2)E − (η + δ1 + δ2 + d)I (3)

dR

dt
= ηI + σ E + pSM − dR (4)

where the parameters are described in Table 1, with the initial conditions, S(0) =
S0 ≥ 0, E(0) = E0 ≥ 0, I (0) = I0 ≥ 0, R(0) = R0 ≥ 0.

3 Mathematical Analysis

3.1 Boundedness of the System

We observed for boundedness of the system (1–4).

Lemma 1 Under the given initial conditions, all solution (S(t), E(t), I(t), R(t)) of the
system will be uniformly bounded.

Proof We assume that N = S + E + I + R.
Therefore, dN

dt = dS
dt + dE

dt + d I
dt + dR

dt
dN
dt = A − (δ1 + δ2)I − dN
i.e., dN

dt + dN ≤ A
By applying the theorem of differential Eq. [8] for integrating the above inequality,
we get
N ≤ A

d+pM [1 − e−dt ] + N0e−dt

Now for t ⇒ ∞, we get 0 ≤ N ≤ A
d+pM .

Hence, all the solution of (1–4) that are initiating in R4+ are confined in the region.
{N ∈ R4+ : 0 ≤ N (S, E, I, R) ≤ A

d+pM + ε}, hence the proof.

3.2 Local Stability and Existence of Positive
Equilibrium Points

The basic reproduction number plays the most important role to analyze the
existence of the unique equilibrium and stability of the governed system
of equations. We have various techniques to evaluate R0 for epidemiological
models. In our present work, we take the help of the next-generation

matrix method, We have y =
(
E
I

)
; φ(y) =

(
β1(1 − ρ1)(1 − ρ2)SE

0

)
; ψ(y) =(

(α + σ + d + β2)E
−(α + β2)E + (η + δ1 + δ2 + d)I

)
F = J (

φ

E0
) =

(
β1(1 − ρ1)(1 − ρ2)S0 0

0 0

)
;
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V = J (
ψ

E0
) =

(
(α + σ + d + β2) 0

−(α + β2) (η + δ1 + δ2 + d)

)
ThenV−1 =

(
β1(1−ρ1)(1−ρ2)S0

α+σ+d+β2
0

0 0

)

The spectral radius of the matrix FV−1 is represented as R0 = β1(1−ρ1)(1−ρ2)S0

α+σ+d+β2
.

Theorem 1 The system (1) is locally stable for the virus-free equilibrium point E0,
R0 < 1 and unstable if R0 > 1.

Proof The Jacobian at the virus-free equilibrium of the governed system,

J0 =

⎛
⎜⎜⎝

−(pM + d) −β1(1 − ρ1)(1 − ρ2)S
0 0 0

0 β1(1 − ρ1)(1 − ρ2)S
0 − (α + σ + d + β2) 0 0

0 (α + β2) −(η + δ1 + δ2 + d) 0
pM σ η −d

⎞
⎟⎟⎠with the

characteristic polynomial, (λ + d)(λ + d + pM)(λ + η + d + δ1 + δ2)[λ + (α + σ +
d + β2)(1 − R0)] = 0.
It is clear that all Eigenvalues are negative if R0 < 1. So, system (1–4) is locally
stable if R0 < 1 and unstable if R0 > 1.

Theorem 2 The virus equilibrium exists for the system (1), if R0 > 1.

Proof We equate all the equations of system (1–4) to zero,
A − β1(1 − ρ1)(1 − ρ2)SE − pSM − dS = 0 β1(1 − ρ1)(1 − ρ2)SE − (α + σ +
d + β2)E = 0 (α + β2)E − (η + δ1 + δ2 + d)I = 0 ηI + σ E + pSM − dR = 0

On solving, we get
S∗ = α+σ+d+β2

β1(1−ρ1)(1−ρ2)

E∗ = Aβ1(1−ρ1)(1−ρ2)−(d+pM)(α+σ+d+β2)

[β1(1−ρ1)(1−ρ2)]2
I ∗ = (α+β2)[Aβ1(1−ρ1)(1−ρ2)−(d+pM)(α+σ+d+β2)]

(η+δ1+δ2+d)[β1(1−ρ1)(1−ρ2)]2
R∗ = (ηI ∗+σ E∗+pS∗M)

d

The Jacobian for endemic equilibrium is given by

J∗ =

⎛
⎜⎜⎝

a11 −β1(1 − ρ1)(1 − ρ2)S∗ 0 0
β1(1 − ρ1)(1 − ρ2) a22 0 0

0 (α + β2) −(η + δ1 + δ2 + d) 0
pM σ η −d

⎞
⎟⎟⎠

where
a11 = −β1(1 − ρ1)(1 − ρ2)E∗ − (pM + d)

a22 = −β1(1 − ρ1)(1 − ρ2)S∗ − (α + σ + d + β2)

Then the characteristic equation around the endemic equilibriumpoints is given by
[−(η + δ1 + δ2 + d) − λ][−d − λ][(a11 − λ)(a22 − λ) + β2(1 − ρ1)

2(1 − ρ2)
2S∗]

= 0
[λ + (η + δ1 + δ2 + d)][λ + d][λ2 + K1λ + K2] = 0.
where
K1 = β1(1 − ρ1)(1 − ρ2)(E∗ + S∗) + (pM + d) + (α + σ + d + β2)

K2 = β2(1 − ρ1)
2(1 − ρ2)

2S∗E∗ + [β1(1 − ρ1)(1 − ρ2)((α + σ + d + β2)E∗ +
(pM + d)S∗)] + (pM + d)(α + σ + d + β2) + β2(1 − ρ1)

2(1 − ρ2)
2S∗E∗
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By the above equation, it is very clear that at least two eigenvalues are negative
and remaining roots are the roots of the quadratic polynomial and (S∗, E∗, R∗) are
giving positive values. Hence, according to Routh–Hurwitz criteria for second-order
polynomial, both coefficients satisfy Ki > 0, so we can conclude that the system
(1–4) is locally asymptotically stable for endemic equilibrium.

4 Results and Discussion

Table 2 demonstrates the importance of the control policy on regulating the number
of infected people for 30 days. The sample data taken here corresponds to a state
of India (Karnataka) [9]. It can be seen very clearly that the rate of increase in the
number of infected people is more when there are no control strategies applied by
the government. It can also be seen that the equilibrium is reached at a rapid rate
when there is no control policy applied.

Figure 2 shows the graphical representation of the infected and the recovered
population densities for the case in which the control policy is applied and Fig. 3 is
for the situation when the government unlocks completely.

Table 3 and Fig. 4 demonstrate the scenario when the disease caused by the
deadly coronavirus becomes airborne, with [5] as a base. The researchers led by
Lidia Morawska of the International Laboratory for Air Quality and Health, WHO
Collaborating Center, Queensland University of Technology, Brisbane, Australia,
consulted the clinical network and the applicable national and global bodies to per-
ceive the potential for airborne spread of COVID-19 [10]. The statement made by
the teammentions the severity caused when the disease becomes airborne. As per the
assumptions made at the beginning of the work, we assume that the rate of airborne
transmission varies directly as the proportion of droplets in one’s environment. Plot
4 clearly shows that as the transmission rate increases gradually, the number of infec-
tious cases show an abrupt jump in the values, in other words, the airborne mode is
the most dangerous mode of transmission of any disease, in particular COVID-19.

Table 2 Infected population with and without control policy

Day Infected population with no
control policy

Infected population with
control policy

1 2551 2541

5 9469 9498

10 10007 10018

15 9995 10008

20 10005 10000

25 10004 9999

30 10003 10000
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Fig. 2 Population densities of infected and recovered compartments with control policy adopted

Fig. 3 Population densities of infected and recovered compartments without control policy

Table 3 Number of infected people with different airborne rate

Day β2 = 0 β2 = 0.1 β2 = 0.5 β2 = 0.9

0 1 1 1 1

1 2540 2609 2918 3289

5 9494 9916 12009 15470

10 10015 10378 12040 14367

15 10004 10356 12053 14419

20 9996 10349 12051 14425

25 9996 10349 12051 14422

30 9997 10350 12051 14422

The slope of a straight line represents the rate at which the y-quantity varies con-
cerning a unit change in the x-quantity [11]. Figure 5 displays the slope of trendlines
for the case of an airborne simulation study of COVID-19. The change in the slope
values are in the order: 889.06, 920.74, 1063.5, 1265.3 persons/day for the case of
the airborne rate β2: 0, 0.1, 0.5, and 0.9, respectively. These slope scatterplots envis-
age that, as the rate β2 is increased, for every 0.1 rises, there can be an increase in
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Fig. 4 Infection population densities for β2 = 0, β2 = 0.1, β2 = 0.5, β2 = 0.9, respectively

Fig. 5 Plots depicting the slope values of the various trendlines

the infected population by 100. Thus, the evolution of the virus to airborne puts the
entire globe under threat.



Investigating the Risk of Airborne COVID-19 … 249

5 Conclusions

In the present work, we investigated the importance of control policies to avoid
gatecrashing of coronavirus. Most airborne illnesses can run their course within
a couple of weeks. Also, the obtained results promise us that when the airborne
transmission is triggered, the infectious number will suppress the recovered number
to a considerable extent. In our future work, we will consider age as one of the factors
causing heterogeneity in the host population.
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A Numerical Algorithm Based on
Tension Spline Scheme for Solving
Singularly Perturbed Differential
Difference Equations with Shifts

P. Murali Mohan Kumar and A. S. V. Ravi Kanth

1 Introduction

A general model problem of singularly perturbed differential difference equation
(SPDDE) consists of positive and negative shifts is as follows:

εv′′(ς) + p(ς)v′(ς) + q(ς)v(ς − δ) + r(ς)v(ς) + s(ς)v(ς + η) = g(ς), (1)

with

v(ς) = ψ(ς) on − δ � ς � 0, (2)

v(ς) = γ (ς) on 1 � ς � 1 + η, (3)

where the constants ε, δ, η are singular perturbation, delay, and advance parameters,
respectively. The coefficient of the terms in (1) p(ς), q(ς), r(ς), s(ς), γ (ς), ψ(ς),
g(ς) are functions inς ∈ Ω = (0, 1) and sufficiently smooth throughout the interval.

Differential difference equation with respect to the singular perturbation param-
eter plays a significant role in discrete fields of science and engineering. The inves-
tigation of numerical analysis for SPDDE has made considerable progress for many
authors. The applications of these problems often arise in engineering and science
such as micro-scale heat transfer [5], optically bistable device [3], reaction–diffusion
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equations [1], hydrodynamics of liquid helium [4], stability [2], etc. The solutions
of SPDDEs exhibits boundary layers when ε is goes to zero. Classical numerical
schemes fail to generate precise alternatives because of the incidence of these bound-
ary layers. Special methods are therefore necessary to achieve appropriate numerical
method to SPDDEs. There are distinct volumes available on the impact of shift
parameters on boundary layers. The asymptotic analysis is initiated and studied the
impact of small parameter in the boundary layer region [6, 7]. There have been sev-
eral numerical techniques to solve SPDDEs such as finite difference scheme [8, 9],
non-standard finite difference scheme [10], optimized B-Spline collocation method
[11], compact implicit method [13], and B-Spline collocation method [12]. The aim
of this paper is to develop uniform convergent hybrid numerical scheme based on
non-uniform Shishkin mesh for SPDDEs with positive shift (δ = o(ε)) and negative
shift (δ = o(ε)). The hybrid numerical scheme combines tension spline numerical
scheme on Shishkin mesh and mid-point numerical scheme on uniform mesh.

The content of the paper is as follows. Some priori results are given for continuous
problem in Sect. 2. Section 3 describes the description of piece-wise uniform mesh
and derivation of the hybrid numerical scheme. Error analysis is discussed in Sect. 4.
Numerical results are presented inSect. 5 to validate theoretical findings.Conclusions
are given in Sect. 6.

2 Continuous Problem

By considering application of Taylor series, Eqs. (1)–(3) becomes

L ≡ εv′′(ς) + a(ς)v′(ς) + b(ς)v(ς) = g(ς), (4)

with v(0) = ψ(0) = ψ0, v(1) = γ (1) = γ1, (5)

where a = p − δq + ηr � a∗ > 0,b = q + r + s � −θ < 0, for positive value of
θ . The solution of (4)–(5) exhibits the boundary layer in the left side of the interval.

Lemma 1 A function with smoothness κ(x) that satisfies κ(0) � 0 and κ(1) � 0.
Then Lκ(ς) � 0, ∀ ς ∈ (0,1) implies κ(ς) � 0, ∀ ς ∈ [0, 1].
Proof Supposem∗ ∈ Ω � κ(m∗) < 0 andκ(m∗) = minx∈Ω κ(m).Clearly,m∗ �= 0
andm∗ �= 1; therefore, κ′(m∗) = 0 and κ

′′(m∗) � 0 implies Lκ(m∗) = εκ
′′(m∗) +

a(m∗)κ′(m∗) + b(m∗)κ(m∗) > 0, that is, in contradiction with our assumption. It
follows that κ(m∗) � 0 and thus κ(ς) � 0 ∀ ς ∈ Ω .

Lemma 2 Suppose v(ς) be the solution of (4) and (5) then ‖v‖ � max (|ψ0| ,
|γ1|) + θ−1 ‖g‖.
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Proof Suppose κ
±(x) are two barrier functions and defined by κ

±(x) =
max( |ψ0 |, |γ1 |) + ‖g‖θ−1 ± v(x). Then this implies, κ±(0) � 0, κ

±(1) � 0 and

Lκ
±(x) = b(x)

{‖g‖ θ−1 + max(|ψ0| , |γ1|)
} ± g(x).

We have Lκ � 0 ∀ x ∈ Ω as b(x)θ−1 � −1 and ‖g‖ � g(x). We get required
inequality by using Lemma 1.

Lemma 3 Assume v(ς) ∈ C(R, j) be the solution for the equations (4) and (5),

then
∣∣v(i)(ς)

∣∣ � Θ

[
1 + exp

( −a∗ς

ε

)

εi

]
, 0 � i � j.

Proof One can refer in [14].

3 Description of the Method

Firstly, we partition the domain [0,1] by the knots ςi = ∑i−1
w=0 hw, hw = ςw+1 −

ςw, i = 1(1)N − 1. A function as S(ς,�) ∈ C2[0, 1] interpolates at each point in
v(ς) and depends on a parameter � > 0. The relation S(ς,�) = S(ς) satisfying
in a sub-interval [ςi , ςi+1], then

(ςi+1 − ς)

hi

[
S′′(ςi ) + �S(ςi )

]

+ (ς − ςi )

hi

[
S′′(ςi+1) + �S(ςi+1)

] = S′′(ς) + �S(ς), (6)

where S(ςi ) = vi is called as tension spline. Following the steps in [15], we have
the following relation through the knots i = 1(1)N − 1:

θ1hi−1Mi−1 + θ2(hi−1 + hi )Mi + θ1hiMi+1 = (vi+1 − vi )

hi
− (vi − vi−1)

hi−1
,

(7)
where

θ1 = 1

θ2

(
1 − θ

sinhθ

)
, θ2 = 1

θ2
(θcothθ − 1) , (8)

and

θ = h� 1/2, M j = v′′(ς j ), j = i, i ± 1.

Rewrite Eq. (4) as

εMk = g(ςk) − a(ςk)v
′
k − b(ςk)vk, k = i, i ± 1. (9)
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We have the following first-order derivative approximations:

v′
i
∼= 1

χihi−1hi

(
h2
i−1vi+1 + (hi − hi−1)χivi − h2

i vi−1
)
, (10)

v′
i+1

∼= 1

χihihi−1

[
(h2

i−1 + 2hihi−1)vi+1 − (χi )
2vi + h2

i vi−1

]
, (11)

v′
i−1

∼= 1

χihihi−1

[
− h2

i−1vi+1 + (χi )
2vi − (h2

i + 2hihi−1)vi−1

]
, (12)

where χi = hi−1 + hi . Substituting Eq. (9) in Eq. (7) and using (10)–(12), we obtain

[
ε

hi−1χi
− θ1

(hi + 2hi−1)

χ2
i

ai−1 − θ2
hi

hi−1χi
ai

+ θ1
h2
i

hi−1χ
2
i

ai+1 + θ1
hi−1

χi
bi−1

]
vi−1

+
[

− ε

hihi−1
+ θ1

1

hi
ai−1 + θ2

(hi − hi−1)

hihi−1
ai − θ1

1

hi−1
ai+1 + θ2bi

]
vi

+
[

ε

hi−1χi
− θ1

h2
i−1

χ2
i

ai−1 + θ2
hi−1

hiχi
ai

+ θ1
(hi−1 + 2hi )

χ2
i

ai+1 + θ1
hi

χi
bi+1

]
vi+1

= θ1
χi

χi
gi−1 + θ2gi + θ1

hi

χi
gi+1, i = 1(1)N − 1. (13)

3.1 Piece-Wise Uniform Shishkin Mesh

In the boundary layer region, we generate more mesh points than in the outer region,
i.e., the domain split in to two sub-intervals by a transition parameter (ω) and is
defined as

ω = min

(
0.5,

2 ε ln N√
θ

)
.

We denote

hi =
{
2ω/N , if i = 1, 2, . . . , N

2 ,

2(1 − ω)/N , if i = N
2 + 1, N

2 + 2, · · · , N .
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and

ςi =
{

ihi , if i = 0, 1, . . . , N
2 ,

ω + (i − N/2)hi , if i = N
2 + 1, N

2 + 2, · · · , N .

3.2 Hybrid Scheme

In this section, we introduce a hybrid numerical scheme that combines tension
spline scheme and mid-point scheme [16]. For smaller values of singular pertur-
bation parameter to the problem (4)–(5), tension spline may lead to oscillations in
the outer region. To preserve its stability in the solution at the boundary layer region,
we use mid-point scheme on uniform mesh and tension spline scheme on Shishkin
mesh. We have

LN ≡ e−
i vi−1 + eci vi + e+

i vi+1 = f̃ , i = 1(1)N − 1 (14)

with v0(0) = ψ0, vN (1) = γ1, (15)

where e−
i , eci , e

+
i are as follows in the boundary layer region as well as outer region

correspondingly. The values in the boundary layer region (For i = 1, 2, . . . , N/2)

e−
i =

[
ε

hi−1χi
+ θ1

h2
i

hi−1χ
2
i

ai+1 − θ2
hi

hi−1χi
ai

+ −θ1
(hi + 2hi−1)

χ2
i

ai−1 + θ1
hi−1

χi
bi−1

]
,

eci =
[

− ε

hihi−1
− θ1

1

hi−1
ai+1 + θ2

(hi − hi−1)

hihi−1
ai + θ1

1

hi
ai−1 + θ2bi

]
,

e+
i =

[
ε

hiχi
+ θ1

(hi−1 + 2hi )

χ2
i

ai+1 + θ2
hi−1

hiχi
ai − θ1

h2i−1

hiχ
2
i

ai−1 + θ1
hi

χi
bi+1

]
,

f̃ = θ1
hi

χi
gi+1 + θ2gi + θ1

hi−1

χi
gi−1.

The values in the outer region (For i = N/2 + 1, · · · , N − 1)

e−
i = 2ε

hi−1χi
,

eci = − 2ε

hi−1χi
− 2ε

hiχi
− 1

2hi
(ai + ai+1) + 0.5(bi + bi+1),
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e+
i = 2ε

hiχi
+ 1

2hi
(ai + ai+1) + 0.5(bi + bi+1),

f̃ = 0.5gi + 0.5gi+1.

The above system of Eqs. (14) with (15) can be solved by known algorithm.

4 Error Estimate

In this part, we estimate the error in truncation of the proposed approach, we calculate
in the boundary layer region is given by

Πi = e−
i v(ςi−1) + eci v(ςi ) + e+

i v(ςi+1)

−
[
θ1
hi

χi
g(ςi+1) + θ2g(ςi ) + θ1

hi−1

χi
g(ςi−1)

]
. (16)

Using the Eq. (4) for g(ςk), k = i, i ± 1 in (16) and apply Taylor series expansion
for v(ςi+1) and v(ςi−1), we obtain

Πi = Π0,iv(ςi ) + Π1,iv
′(ςi ) + Π2,iv

′′(ςi ) + Π3,iv
(i i i)(ςi ) + Π4,iv

(iv)(ςi ) + h.o.t,
(17)

where

Π0,i = e−
i + eci + e+

i − θ1
hi−1

χi
bi−1 − θ2bi − θ1

hi

χi
bi+1,

Π1,i = − hi−1e
−
i + hi e

+
i − θ1

hi−1

χi
ai−1 − θ2ai − θ1

hi

χi
ai+1

+ θ1
h2i−1

χi
bi−1 − θ1

h2
i

χi
bi+1,

Π2,i = − ε(θ1 + θ2) + h2
i−1

2! e−
i + h2

i

2! e
+
i + θ1

h2
i−1

χi
ai−1 − θ1

h2
i

χi
ai+1

− θ1
h3
i−1

2!χi
bi−1 − θ1

h3
i

2!χi
bi+1,

Π3,i = − h3
i−1

3! e−
i + h3

i

3! e
+
i + ε

θ1

χi

(
h2
i−1 − h2

i

)

− θ1

2!χi
(h3

i−1ai−1 + h3
i ai+1) + θ1

3!χi
(h4

i−1bi−1 − h4
i bi+1),
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Π4,i =h4
i−1

4! e−
i + h4

i

4! e
+
i − εθ1

(h3
i−1 + h3

i )

2!χi
+ θ1

(h4
i−1ai−1 + h4

i ai+1)

3!χi

− θ1

4!χi
(h5

i−1bi−1 + h5
i bi+1).

It is obvious,

Π0,i = Π1,i = 0, Π2,i = ε (1/2 − (θ1 + θ2)) ,

Π3,i = ε
(hi − hi−1)

3! − θ1ε(hi − hi−1), Π4,i = ε

(
1

4! − θ1

2!
)

(h3
i + h3

i−1)

χi
.

Also, Π2,i = 0 for θ1 + θ2 = 1/2. Thus, we have

Πi = ε

(
1

4! − θ1

2!
)

(h3i + h3
i−1)

χi
v(iv)(ςi ) + O(N−3). (18)

Similarly, the truncation error in outer region is given by

Πi = ε

3

(
hi−1 − hi

)
v(i i i)(ςi ) + 2ε

4!

(
h3
i + h3i−1

χi

)

v(iv)(ςi ) + O(N−3). (19)

By using the Lemma 3, we obtain the following proposition which gives the error
estimation for the proposed hybrid numerical scheme.

Theorem 1 Let v(ς), ς ∈ Ω be the solution of (1)–(3) and let U(ςi ), ς ∈ Ω
N
be

the solution of (14)–(15), respectively. The local truncation error then satisfies the
estimation of the following

sup
0<ε�1

‖U− v‖ΩN � λN−2 (ln N )3 ,

where λ is a constant.

5 Numerical Results

We present numerical examples in this section to solve SPDDE with shifts to show
the accuracy of the proposed hybrid numerical scheme and discuss the accuracy of
the method. Some error formulas are listed below using the double mesh principle
[17]. Maximum absolute error (MAE) and convergence rates are calculated by
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EN
ε = max

0�i�N

∣∣vN
i − v2N

2i

∣∣ ,

r Nε = ln2(E
N
ε /E2N

ε ).

Example 1 Consider the SPDDE (1)–(3) with p(ς) = 1, q(ς) = 2, r(ς) = −3,
s(ς) = 0, g(ς) = 0, ψ(ς) = 1, and γ (ς) = 1 in the interval [0,1]. Computational
results different values of δ, η, ε, and N are listed in Table 1. For θ1 = 1/12, θ2 =
5/12, it can be seen that the hybrid numerical scheme is uniformly convergent. The
width of the boundary layer decreases as δ decreases in Fig. 1.

Example 2 Consider the SPDDE (1)–(3) with p(ς) = 1, q(ς) = −2, r(ς) = −5,
s(ς) = 1, g(ς) = 0, ψ(ς) = 1, and γ (ς) = 1 in the interval [0,1]. Hybrid numer-
ical scheme is uniformly convergent by observing the results in Table 2 for θ1 =
1/12, θ2 = 5/12. The results with method [9] in Tables 3 and 4 are compared and
in good agreement. Figures 2 presents the approximate solution for various values
of δ and η, respectively.

Table 1 MAE (EN
ε ) for δ = 0.5 × ε = η of Example 1.

ε ↓ N = 28 N = 29 N = 210

2−2 1.62e-04 8.10e-05 4.05e-05

2−4 1.47e-04 7.34e-05 3.67e-05

2−8 1.93e-04 6.28e-05 3.48e-05

2−16 1.87e-04 5.90e-05 1.82e-05

2−24 1.87e-04 5.90e-05 1.82e-05

2−32 1.87e-04 5.90e-05 1.82e-05

Fig. 1 Approximate
solution for ε = 0.001 of
Example 1
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Table 2 MAE (EN
ε ) for δ = 0.5 × ε = η of Example 1

ε ↓ N = 28 N = 29 N = 210

2−2 8.35e-04 4.15e-04 2.06e-04

2−4 8.25e-04 4.08e-04 2.03e-04

2−8 4.80e-04 2.00e-04 9.02e-05

2−16 2.13e-04 6.74e-05 2.08e-05

2−24 2.13e-04 6.74e-05 2.08e-05

2−32 2.13e-04 6.74e-05 2.08e-05

Table 3 MAE for ε = 0.1, η = 0.05 of Example 2

δ ↓ Proposed method Method in [8]

N = 25 0.00 6.40e-03 3.45e-02

0.05 5.81e-03 3.82e-02

0.09 5.38e-03 4.11e-02

N = 27 0.00 1.45e-03 1.16e-02

0.05 1.31e-03 1.29e-02

0.09 1.21e-03 1.40e-02

N = 29 0.00 3.54e-04 3.00e-03

0.05 3.20e-04 3.35e-03

0.09 2.96e-04 3.62e-03

Table 4 MAE for ε = 0.1, δ = 0.05 of Example 2

η ↓ Proposed method Method in [8]

N = 25 0.00 6.10e-03 3.64e-02

0.05 5.81e-03 3.82e-02

0.09 5.59e-03 3.96e-02

N = 27 0.00 1.38e-03 1.22e-02

0.05 1.31e-03 1.29e-02

0.09 1.26e-03 1.34e-02

N = 29 0.00 3.37e-04 3.17e-03

0.05 3.20e-04 3.35e-03

0.09 3.08e-04 3.49e-03
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Fig. 2 Approximate
solution for ε = 0.001 of
Example 2
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6 Conclusions

In this study, we have employed hybrid numerical technique scheme for the solution
of singularly perturbed differential difference equationwith shifts. By employing this
technique for the problem on non-uniform Shishkin mesh, we obtain the parameter
uniform convergence. Finally, numerical examples are experimented for to validate
the theoretical applicability. Numerical computations were provided by using Scilab
software package.
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Splines for Atmospheric Data

P. Venkata Ramana Moorthy, B. Sarojamma, and S. Venkatramana Reddy

1 Introduction

Wind speed is an atmospheric quantity measure and air moving from high pressure
to low pressure. Higher wind speeds generate wind energy when strong wind blows
the blades to rotate in higher speeds. The major advantages of wind are that it is
a renewable, sustainable, and free resource. Wind is an environmentally friendly
source of energy for human beings. Wind turbines occupy small places and towers
are high above the ground. Wind turbines are both industrial and domestic. These
wind turbines produce energy of power to remote locations. In 1888, wind turbines
were operated and, nowadays, wind power industry has going upward.Wind turbines
have lowmaintenance cost, low running costs, and it has huge potential.Wind energy
is low cost for generating electricity. By using local renewable energy sources, a
country can reduce its dependency on external supplies of natural resources. By use
of this, a country can increase its energy security. Nowadays, wind energy industry
creates jobs in industry.

Impact of wind direction and speed on dusty days was given by [1] and was
analyzed by Yazd in Iran constantly exposed to the dust particles in the air, which
impact human life and causes health issues. In this paper, they used Pearson corre-
lation coefficient to study the relationship between wind direction and wind speed,
and wind speed and visibility. They concluded that there exists a negative correlation
between wind speed and visibility and positive correlation between wind speed and
direction.
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Time-series prediction of wind speed using machine learning algorithms: A case
study of Osorio wind farm in Brazil was given by [2]. In this paper, they pre-
dicted wind speed data of Osorio wind farm in South Brazil using machine learning
algorithms like multi-layer feed-forward neural network (MLFFNN), support vector
regression (SVR), fuzzy inference system (FIS), adaptive neuro fuzzy inference sys-
tem (ANFIS), group method of data handling (GMDH)-type neural network, ANFIS
optimized with particle swarm optimization algorithm (ANFIS-PSO), and ANFIS
optimized with genetic algorithms (ANFIS-GA).

A review on the forecasting of wind speed and generated power was given by [3].
In this paper, they discussed about physical models, conventional statistic models,
spatial correlation models, and artificial intelligence and new models. Probabilistic
wind speed forecasting using ensembles and Bayesianmodel averaging was given by
[4]. They used Bayesian model averaging for processing numerical weather predic-
tion.An hourly averagewind speed and direction and average hourly powermeasured
from January to April 2002 with a total of 2800 data points for prediction of wind
energy using adaptive estimation methods and dynamic models by Ismael Sanchez
in the paper short-term prediction of wind energy production [5]. Short-term predic-
tion of local wind conditions was given by [6]. Reddy et al. [7] published a research
paper for wind power density analysis for micro-scale wind turbines using various
distributions.

2 Methodology

There are many regression models for wide usage of wind speed. Some of the most
popular regression models are simple linear regression, multiple linear regression,
polynomial regression models, etc. In the present paper by taking temperature, vis-
ibility, and day-wise “time” as independent variables and wind speed as dependent
variable,we are fitting piece-wise regressionmodels. The different piece-wise regres-
sion models fitted are linear spline, polynomial spline, and cubic spline.

2.1 Linear Spline or Piece-wise Linear Regression

If we have huge data, data contains highest value almost in one situation, then data is
divided into two parts by taking the highest value as “knot” and we will fit two linear
regression equations for left and right data sets by forcing knot to be continuous. If
we have x1, x2, . . . , xn . . . , xs are independent variables and y is dependent variable.
If xn is a higher value of ‘x’ variable, consider it as knot. Now data is divided into
two parts, and for each part, we are fitting linear model separately.
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Data Model
Subdivision1 : x1, . . . , xn yi = a + bi xi
Subdivision2 : xn, . . . , xs y j = a j + b j xi

According to data, we may fit different linear regression models for various
subdivisions by taking different knots.

2.2 Polynomial Spline (or) Piece-Wise Polynomial
Regression Model

In linear regression model, we fitted linear regression equation for every subdivision
data by continuous knots. In polynomial splines, we fitted polynomial regression for
each subdivision of data. If data is t01, t11, . . . , tk1, t02, t12, . . . , tk2, t03, t13, . . . , tk3,
t04, t14, . . . , tk4,. . . , t0k, t1k, . . . , tkk . Here, in the data, we have k subgroups with ‘k’
knots. Therefore, the model fitted is

sub division1 t01, t11, tk1 y1i = a1i + b1i t j1 j = 0 ≤ t ≤ k
sub division2 t02, t12, tk2 y2i = a2i + b2i t j2 j = 0 ≤ t ≤ k

· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·

sub division k t0k, t1k, . . . , tkk yki = aki + bki t jk j = 0 ≤ t ≤ k

2.3 Cubic Regression Model or Cubic Spline

The cubic regression equation used in general is

Y = a + bx + cx2 + dx3

where a, b, c, and d are constants, x is the independent variable, and y is the depen-
dent variable. Cubic spline is as similar as linear spline and polynomial spline. For
each subdivision, cubic spline is fitted for subdivided data. If data is divided by two
knots, i.e., three groups,

x1, x2, . . . , xn y1 = a1 + b1xi + c1x2i i is 1 ≤ j ≤ n
xn, xn+1, xn+2, . . . , xs y2 = a2 + b2x j + c2x2j n is 1 ≤ j ≤ s
xs, xs+1, xs+2, . . . , xr y3 = a3 + b3xt + c2x2t + d1x3t s is 1 ≤ j ≤ r

Multiple R squared Value: It is the ratio of sum of area by total sum of squares
subtracted from 1.

R2 = 1 − ESS

T SS
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Generally, R2 value lies between 0 and 1 and commonly value is multiplied with 100
and expressed performance over the independent variable or dependent variable.
Root Mean Square Error (RMSE): RMSE is the measure of difference between
actually observed from the thing which is being modeled or estimates and values
predicted by a model.

3 Empirical Investigations

Wind speed is dependent variable and various independent variables are tempera-
ture, day-wise time, and visibility. The three piece-wise regression models are linear
spline or linear piece-wise regressionmodel, quadratic spline or quadratic piece-wise
regression model, and cubic spline or cubic piece-wise regression model. Data cho-
sen for fitting splines is from 1 January 2014 to 31 December 2018 [8]. We selected
knots of the data by high and low temperatures as tabulated in Table 1.

For the above ten data sets, we fitted linear, quadratic, and cubic splines separately
by taking wind speed with temperature, wind speed with day-wise time, and wind
speed with visibility. By taking wind speed as dependent variable and temperature
as independent variable, the fitted linear spline, their R2 values, and RMSE values
are listed in Table 2. The quadratic splines fitted for the temperature as independent
variable and wind speed as dependent variable, their multiple R2 values, and RMSE
values are listed in Table 3. Cubic splines fitted for the wind speed as dependent
variable and temperature as independent variable and their RMSE and multiple R2

values are listed in Table 4. The fitted linear temperature spline, quadratic temper-
ature spline, and cubic temperature spline and wind speed according to time with
temperature are presented in Fig. 1.

By taking visibility as independent variable andwind speed as dependent variable,
we fitted linear piece-wise regression model, quadratic piece-wise regression model,

Table 1 Data set subdivisions

Data set Subdivision 1 01.01.2014 to 11.06.2014

Data set Subdivision 2 11.06.2014 to 01.09.2014

Data set Subdivision 3 01.09.2014 to 26.05.2015

Data set Subdivision 4 26.05.2015 to 22.01.2016

Data set Subdivision 5 22.01.2016 to 04.06.2016

Data set Subdivision 6 04.06.2016 to 31.12.2016

Data set Subdivision 7 31.12.2016 to 05.06.2017

Data set Subdivision 8 05.06.2017 to 01.01.2018

Data set Subdivision 9 01.01.2018 to 12.06.2018

Data set Subdivision 10 12.06.2018 to 01.01.2019
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Table 2 Fitted linear splines for temperature data set subdivisions

Subdivision Model R2 RMSE

1 1.4584 + 0.0514T 0.1332 1.9599

2 10.6749 + 0.1862T 0.1671 1.6953

3 2.1822 + 0.03177T 0.0377 2.0738

4 −2.9229 + 0.0938T 0.2805 1.9265

5 2.6252 + 0.0218T 0.0098 1.9910

6 −2.2723 + 0.0801T 0.1645 1.9651

7 2.2925 + 0.0356T 0.0659 1.9355

8 −0.917 + 0.0620T 0.1025 2.0588

9 1.7699 + 0.0457T 0.1125 1.8569

10 −3.3338 + 15.9144T 0.2288 2.1423

Table 3 Fitted quadratic splines for temperature data set subdivisions

Subdivision Model R2 RMSE

1 −9.6925 + 0.3643T − 0.0021T 2 0.1663 1.9221

2 −29.5239 + 0.6025T − 0.0023T 2 0.1678 1.7752

3 10.9762 − 0.2212T + 0.0018T 2 0.0605 2.0318

4 14.9192 − 0.4042T + 0.0034T 2 0.3266 1.8637

5 −10.2852 + 0.3946T − 0.0026T 2 0.0274 1.9603

6 12.5409 − 0.3140T + 0.0025T 2 0.1841 1.9419

7 −6.1826 + 0.2676T − 0.0015T 2 0.0814 1.9194

8 35.5765 − 0.9360T + 0.0067T 2 0.2130 1.9280

9 −0.7438 + 0.1148T − 0.0005T 2 0.1141 1.8553

10 5.9865 − 0.1590T + 0.0017T 2 0.2410 2.1252

Table 4 Fitted cubic splines for temperature data set subdivisions

Sub
division

Model R2 RMSE

1 −1.9045 + 0.0411T + 0.0023T 2 − 0.0004T 3 0.1668 1.9215

2 −1829.4152 + 60.5157T − 0.6658T 2 + 0.0024T 3 0.1895 1.6953

3 −25.7564 + 1.3682T − 0.0206T 2 + 0.0001T 3 0.0758 2.0318

4 −42.7718 − 1.5660T + 0.019T 2 + 0.407T 3 0.3306 1.8581

5 22.5542 − 1.0347T + 0.0178T 2 − 0.0001T 3 0.0302 1.9703

6 65.6836 − 2.4278T + 0.0301T 2 − 0.0001T 3 0.1918 1.9328

7 1.0816 − 0.0342T + 0.0026T 2 − 0.0002T 3 0.0819 1.9188

8 14.1648 − 0.0618T − 0.0051T 2 + 0.00001T 3 0.2143 1.9263

9 23.6830 − 0.8912T + 0.0130T 2 − 0.0001T 3 0.1178 1.8514

10 8.9865 − 0.2832T + 0.0034T 2 − 0.00001T 3 0.2411 2.125
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Fig. 1 Temperature versus wind speed according to time fitted for various models

Fig. 2 Visibility versus wind speed according to time fitted for various models

and cubic piece-wise regression model. R2 and RMSE values for each regression
model are listed in Table 5.

In Table 5, first column represent the subdivision using knots, second column
explain various models used for that subdivision like linear ‘1’, quadratic ‘2’, and
cubic ‘3’, third column describes the R2 values, and fourth column explain RMSE
values.

The fitted linear visibility spline, quadratic visibility spline, and cubic visibility
spline and wind speed according to time with visibility are presented in Fig. 2.

By taking day-wise time as independent variable and wind speed as dependent
variable for the day-wise data from1 January 2014 to 31December 2018, i.e., 5years.
These 5years data is divided into ten subdivisions by taking nine knots. The fitted
linear spline models, cubic spline models, and quadratic splines, their multiple R2

and RMSE values are listed in Table 6.
The fitted linear model, quadratic model, and cubic model for time as independent

variable and wind speed as dependent variables are shown in Fig. 3.
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Table 5 Fitted linear, quadratic and cubic splines for visibility data

Subdivision Model R2 RMSE

1 2.2711 + 2.1829V 0.3086 1.7505

2.8538 + 1.0638V + 0.4397V 2 0.314 1.7436

3.1808 + 0.0612V + 1.2403V 2 −
0.1828V 3

0.3147 1.7427

2 0.0822 + 3.2677V 0.219 1.6641

−3.5277 + 7.3553V − 1.1312V 2 0.2244 1.6583

9.6618 − 16.2623V + 12.5015V 2 −
2.5462V 3

0.2301 1.6522

3 2.6159 + 1.4276V 0.1288 1.9727

2.8212 + 1.0422V + 0.1499V 2 0.1293 1.9721

2.7320 + 1.3274V − 0.0959V 2 +
0.0617V 3

0.1294 1.9721

4 1.0374 + 2.5254V 0.3583 1.8192

1.556 + 1.5390V + 0.3910V 2 0.3607 1.8158

3.7695 − 5.3176V + 6.2207V 2 −
1.4708V 3

0.3717 1.8001

5 1.1079 + 1.8721V 0.1713 1.8214

2.8833 − 0.4521V + 0.9216V 2 0.1824 1.8091

2.2275 + 1.6241V − 0.9298V 2 +
0.4944V 3

0.1831 1.8083

6 0.9947 + 2.1349V 0.2622 1.8467

1.4261 + 1.3462V + 0.2978V 2 0.2643 1.8441

2.9253 − 3.0874V + 3.7359V 2 −
0.7830V 3

0.2754 1.8301

7 2.3516 + 1.6733V 0.201 1.7901

4.6452 − 2.2005V + 1.3736V 2 0.2265 1.7612

4.1331 − 0.8944V + 0.4006V 2 +
0.2221V 3

0.2267 1.761

8 0.8387 + 2.0120V 0.2143 1.9263

2.8278 − 1.2734V + 1.1668V 2 0.2357 1.8999

0.7042 + 4.9935V − 3.9632V 2 +
1.2573V 3

0.2429 1.891

9 2.9927 + 1.4566V 0.1244 1.8445

3.5218 + 0.5164V + 0.3508V 2 0.1265 1.8423

4.1850 − 1.5411V + 2.0827V 2 −
0.4335V 3

0.1273 1.8415

10 0.6690 + 2.3033V 0.1359 2.2675

0.2101 + 2.9747V − 0.2298V 2 0.1363 2.2671

2.7151 − 2.9136V + 3.9927V 2 −
0.9449V 3

0.1385 2.2642
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Table 6 Fitted linear, quadratic and cubic splines for visibility data

Subdivision Model R2 RMSE

1 3.7423 + 0.0183t 0.1653 21.9233

3.1755 + 0.0390t − 0.0001t2 0.1793 1.9072

3.2813 + 0.0314t − 0.00001t2 − 0.00001t3 0.1795 1.9068

2 10.3733 − 0.0213t 0.0701 1.8158

50.1949 − 0.4189t + 0.00097t2 0.1348 1.7515

492.1285 − 7.0865t + 0.0339t2 − 0.0001t3 0.2179 1.665

3 2.412 + 0.0052t 0.0364 2.0747

12.5457 − 0.0504t + 0.0001t2 0.0712 2.0369

83.1678 − 0.6422t + 0.0017t2 − 0.0001t3 0.0309 1.9703

4 15.800 − 0.018t 0.3041 1.8945

23.7586 − 0.0435t + 0.0001t2 0.3056 1.8925

−261.48 + 1.3304t − 0.0022t2 − 0.0001t3 0.3237 1.8677

5 −12.0155 + 0.0205t 0.0491 1.9511

−298.716 + 0.7468t − 0.0005t2 0.0583 1.9416

4966.083 − 19.2641t + 0.0249t2 − 0.0001t3 0.0602 1.9397

6 17.2261 − 0.0135t 0.2377 1.8771

29.0079 − 0.0381t + 0.0001t2 0.2387 1.8759

−832.141 + 2.6686t − 0.0028t2 − 0.0001t3 0.2667 1.841

7 −10.7585 + 0.0134t 0.0911 1.9092

−310.88 + 0.5252t − 0.0002t2 0.13 1.8679

4400.02 + 10.9885t − 0.0091t2 + 0.0001t3 0.1382 1.859

8 26.9404 − 0.0169t 0.2221 1.916

238.2359 − 0.3288t + 0.0001t2 0.2523 1.8792

−6509.55 + 14.6192t − 0.0109t2 + 0.00002t3 0.2998 1.8185

9 −21.6172 + 0.0174t 0.1712 1.7946

78.3650 − 0.2122t + 0.00004t2 0.1729 1.7927

−2850.51 + 5.5867t − 0.0036t2 + 0.0001t3 0.1739 1.7915

10 41.5676 − 0.0216t 0.2692 2.0854

91.8659 − 0.0797t + 0.00002t2 0.2696 2.0847

2592.698 − 4.4328t + 0.003t2 − 0.00001t3 0.2706 2.0833
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Fig. 3 Time versus wind speed for various fitted models

Table 7 Summary of the best fitted models for Temperature, Visibility and time

Subdivision Temperature Visibility Time

1 −1.9045 + 0.0411T+ 3.1808 + 0.0612V+ 3.2813 + 0.0314t−
0.0023T 2 − 0.0004T 3 1.2403V 2 − 0.1828V 3 0.0001t2 − 0.00001t3

2 −1829.4152 + 60.5157T− 9.6618 − 16.2623V+ 492.1285 − 7.0865t+
0.6658T 2 + 0.0024T 3 12.5015V 2 − 2.5462V 3 0.0339t2 − 0.0001t3

3 −25.7564 + 1.3682T− 2.7320 + 1.3274V− 83.1678 − 0.6422t+
0.0206T 2 + 0.0001T 3 0.0959V 2 + 0.0617V 3 0.0017t2 − 0.0001t3

4 −42.7718 − 1.5660T+ 3.7695 − 5.3176V+ −261.48 + 1.3304t−
0.019T 2 + 0.407T 3 6.2207V 2 − 1.4708V 3 0.0022t2 − 0.0001t3

5 22.5542 − 1.0347T+ 2.2275 + 1.6241V− 4966.083 − 19.2641t+
0.0178T 2 − 0.0001T 3 0.9298V 2 + 0.4944V 3 0.0249t2 − 0.0001t3

6 65.6836 − 2.4278T+ 2.9253 − 3.0874V+ −832.141 + 2.6686t−
0.0301T 2 − 0.0001T 3 3.7359V 2 − 0.7830V 3 0.0028t2 − 0.0001t3

7 1.0816 − 0.0342T+ 4.1331 + 0.8944V+ 4400.02 + 10.9885t−
0.0026T 2 − 0.0002T 3 0.4006V 2 + 0.2221V 3 0.0091t2 + 0.0001t3

8 14.1648 − 0.0618T− 0.7042 + 4.9935V− −6509.55 + 14.6192t−
0.0051T 2 + 0.00001T 3 3.9632V 2 + 1.2573V 3 0.0109t2 + 0.0002t3

9 23.6830 − 0.8912T+ 4.1850 − 1.5411V+ −2850.51 + 5.5867t−
0.0130T 2 − 0.0001T 3 2.0827V 2 − 0.4335V 3 0.0036t2 + 0.0001t3

10 8.9865 − 0.2832T+ 2.7151 − 2.9136V+ 2592.698 − 4.4328t+
0.0034T 2 − 0.00001T 3 3.9927V 2 − 0.9449V 3 0.003t2 − 0.00001t3
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4 Summary and Conclusions

Splines are playing vital role and, in this paper, we have used linear splines, quadratic
splines, and cubic splines for day-to-day data of temperature, visibility, and time.
Temperature plays an important role in blowing of wind. When temperature is high,
wind speed is also high andwhen temperature is low,wind speed is also low.Wefitted
linear, quadratic, and cubic spline models for wind speed as dependent variable and
temperature, visibility, and time as independent variables. The highest and lowest
temperature points as knots and fitted corresponding models are considered for ten
subdivisions of data. The best model is using RMSE and R2 values. The best-fitted
models for temperature, visibility, and time are summarized in Table 7.
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Dynamics of SEIR Model of Nipah Virus

V. S. V. Naga Soundarya Lakshmi and A. Sabarmathi

1 Introduction

Amathematical model can translate the real-world problems intomathematical prob-
lems. It became an important tool of epidemiology to measure different strategies to
restrict the disease. Recently, mathematical models on epidemiology of infectious
disease has increased its influence on both theory and practice to manage and control
diseases [1]. Particularly, SIR model is important to represent the flow of an infec-
tious disease. SEIR is a model developed from SIR model which has an exposed
class, that means the individuals in the class have been infected by the disease but
not yet infectious.

Infectious diseases caused by living organisms such as viruses and bacteria. They
can be passed from human to human through secretion, insects or by other means.
These diseases can be spread by direct contact or indirect contact. Nipah virus is a ‘bat
borne virus’ with the scientific name ‘Nipah henipa virus’. The first identification of
Nipah virus as a cause of outbreak was reported in Meherpur District of Bangladesh.
The outbreaks have been reported in Malaysia, Singapore, Bangladesh and India, in
which Bangladesh has the highest mortality rate due to Nipah virus [1]. In India,
Nipah virus outbreak was reported in Siliguri of West Bengal in 2001 [2] and in
Nadia District of West Bengal in 2007 [3]. Nipah virus was reported in Perambra
near Calicut in Kerala in 2018.

HaiderAli Biswas [4] has investigated theNipah virus infected inBangladeshwith
the basic SIR model and proposed the control strategies for Nipah virus. Biswas [5,
6] has discussed the spread of Nipah virus among host and pathogen in Bangladesh
and the control strategies were numerically studied by optimal control theory and
studied the infectious diseases by SEIR model with vaccination. Zhang [7] has anal-
ysed the global dynamics of SEIR model for infectious diseases when the treatment
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discontinuous. Sultana and Podder [8] has analysed the Nipah virus by a SIR model
with two control strategies. Mondal [9] has proposed the model for controlling the
spread of Nipah virus with vital dynamics. Shah et al. [10, 11] have investigated SEI
model of Nipah virus in bat and human population and also with control strategies for
Nipah virus. Sinha and Sinha [12] have analysed the SEIRmodel for Zoonotic Nipah
virus in South-East Asia region, also investigated the recovery rate with vaccination
and without vaccination. In this paper, we have investigated the Nipah virus by SEIR
model with vital dynamics and numerically analysed the infection of Nipah virus in
Kerala.

2 Mathematical Model

The SEIR model is formulated for Nipah virus. Let S(t), E(t), I (t), R(t) be the
number of Susceptible, Exposed, Infectious and Recovered class at time ‘t’, respec-
tively.

The transition of Nipah virus is described with the parameters ω—Average birth
rate, μ—Average death rate, β—Transistion infectious rate, α—Exposed rate, γ—
Recovery rate, N—Total Population. The following diagram represents the SEIR
model of Nipah virus (Fig. 1).

The following systemofOrdinaryDifferential equation represents theSEIRmodel
of Nipah virus.

dS

dt
= ωN (t) − μS(t) − βS(t)I (t)

dE

dt
= βS(t)I (t) − μE(t) − αE(t)

d I

dt
= αE(t) − γ I (t) − μI (t)

dR

dt
= γ I (t) − μR(t).

(1)

With the initial conditions as S(t), E(t), I (t), R(t) ≥ 0, α, β, γ, μ, ω > 0, S(t) +
E(t) + I (t) + R(t) = N (t).

Fig. 1 SEIR model for
transition of Nipah virus
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3 Equilibrium Analysis

Now set s(t) = S(t)
N , e(t) = E(t)

N , i(t) = I (t)
N , r(t) = R(t)

N and r(t) = 1 − s(t) −
e(t) − i(t).

Hence, (1) is reduced to the following equations:

ds

dt
= ω − μs − βsi (2)

de

dt
= βsi − μe − αe (3)

di

dt
= αe − γ i − μi (4)

The steady states are G0(0, 0, 0),G1(s, e, 0),G2(s∗, e∗, i∗).
Case(1): Always the trivial steady state G0(0, 0, 0) exists.
Case(2): For G1(s, e, 0) (i.e. in the absence of infectious class)
Let s, e be the positive solutions of ds

dt = 0, de
dt = 0.

From (2) and (3), G1(s, e, 0) = G1(
ω
μ
, 0, 0), Disease-free equilibrium

Case(3): For G2(s∗, e∗, i∗) (i.e. endemic equilibrium)
Let s∗, e∗, i∗ be the positive solutions of ds

dt = 0, de
dt = 0, di

dt = 0
From (2),

s∗ = ω

(μ + βi∗)
(5)

From (3),

s∗ = (μ + α)e∗

βi∗
(6)

From (4),

e∗ = (γ + μ)i∗

α
(7)

Using (7) in (6), s∗ = (μ+α)(γ+μ)

αβ
.

Hence, from (5), i∗ = −μ

β
+ ωα

(μ+α)(γ+μ)

and from (7), e∗ = (γ+μ)

α
{ ωα

(μ+α)(γ+μ)
− μ

β
}.

Hence, the endemic equilibrium is
(s∗, e∗, i∗) = (

(μ+α)(γ+μ)

αβ
,

(γ+μ)

α
( ωα

(μ+α)(γ+μ)
− μ

β
), ( ωα

(μ+α)(γ+μ)
− μ

β
)).
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4 Stability Analysis

To find the local stability of (2)–(4), we use the Routh–Hurwitz criteria. The system is
locally stable for S3 + a2S2 + a1S + a0 = 0 if and only if a2 > 0, a0 > 0, a2a1 > 0.

The Jacobian matrix for the system (2)–(4) is

⎛
⎝

−βi − μ 0 −βs
βi −μ − α βs
0 α −γ − μ

⎞
⎠ (8)

At the interior equilibrium (8) becomes

⎛
⎝

−ω
s 0 −βs

βi −βsi
e βs

0 α −αe
i

⎞
⎠ (9)

The characteristic equation of (9) is given by

∣∣∣∣∣∣

−ω
s − λ 0 −βs
βi −βsi

e − λ βs
0 α −αe

i − λ

∣∣∣∣∣∣
= 0

λ3 +
(

αe

i
+ βsi

e
+ ω

s

)
λ2 +

(
αeω

si
+ ωβi

e

)
λ + αβ2is = 0 (10)

which is of the form S3 + a2S2 + a1S + a0 = 0,
where a0 = αβ2is, a1 = αeω

si + ωβi
e , a2 = αe

i + βsi
e + ω

s
Here, a0 > 0; a2 > 0 as α, β, ω, i, s, e are positive.

a2a1 = α2e2ω

si2
+ αeω2

s2i
+ 2αωβ + ωβ2si2

e2
+ ω2βi

se

∴, a2a1 > 0, as α, β, ω, i, s, e are positive.
Hence, (2)–(4) satisfies the condition for local stability by Routh–Hurwitz criteria.

To find the global stability at (s∗, e∗, i∗), we construct the following Lyapunov
function.

V (s, e, i) =
[
(s − s∗) − s∗ ln s

s∗
]

+ l1
[
(e − e∗) − e∗ ln e

e∗
]

+ l2

[
(i − i∗) − i∗ ln i

i∗
]

(11)
Differentiate (11) with respect to t,

dV

dt
=

(
s − s∗

s

)
ds

dt
+ l1

(
e − e∗

e

)
de

dt
+ l2

(
i − i∗

i

)
di

dt
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By using the model equations (2)–(4),

= (s − s∗)
[ω

s
− μ − βi

]
+ l1(e − e∗)

[
βsi

e
− μ − α

]
+ l2(i − i∗)

[αe

i
− γ − μ

]

At (s∗, e∗, i∗), we have

dV

dt
= (s − s∗)

[ω

s
− ω

s∗
]

+ l1(e − e∗)

[
βsi

e
− βs∗i∗

e∗
]

+ l2(i − i∗)

[
αe

i
− αe∗

i∗
]

= − ω

ss∗ (s − s∗)2 + l1
β(e − e∗)

ee∗ (e∗si − es∗i∗) + l2
α(i − i∗)

i i∗
(ei∗ − ie∗)

Choosing l1 = 1
β
, l2 = 1

α
,

dV
dt = − ω

ss∗ (s − s∗)2 + (e−e∗)
ee∗ (e∗si − es∗i∗) + (i−i∗)

i i∗ (ei∗ − ie∗)

= − ω

ss∗ (s − s∗)2 +
[
(si + s∗i∗) −

(
e∗

e
si + e

e∗ s
∗i∗

)]
+

[
(e + e∗) −

(
e

i
i∗ + i

i∗
e∗

)]

∴, dV
dt < 0, as all the terms in R.H.S. are negative.

By Lyapunov theorem, the system (2)–(4) is globally asymptotically stable.

5 Basic Reproduction Number

Basic reproduction number R0 is defined as the number of new cases of an infection
caused by one infected individual in a population of susceptible. In epidemiology,
to find R0 the next-generation matrix method is used. FV−1 is known as the next-
generation matrix, where F represents the rate of appearance of new infections and
V represents the rate of transfer of individuals. The largest eigen value of FV−1 is
the basic reproduction number [13].

From (2)–(4), we have

F =
⎡
⎣
0 0 0
0 0 βsi
0 0 0

⎤
⎦ , V =

⎡
⎣

−μ 0 −βs
0 −(μ + α) 0
0 α −(γ + μ)

⎤
⎦ ,

FV−1 =
⎡
⎣
0 0 0
0 αβsi

(μ+α)(γ+μ)

βsi
(γ+μ)

0 0 0

⎤
⎦
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We have

R0 = αβ

(μ + α)(γ + μ)
(12)

We define

γ = 1

mean infectious period
,

α = 1

mean latent period
,

β = Effective contact

Total contact

(13)

Stability analysis by the basic reproduction number R0 [14]:

1. The disease-free equilibrium is stable if R0 < 1, otherwise unstable.
2. The endemic equilibrium is stable if R0 > 1, otherwise unstable.

6 Numerical Analysis

The latency period of Nipah virus is 5–14 days [15], from (13), α = 0.1053. The
infectious period of Nipah virus is 3–14 days, from (13), γ = 0.1176.

The population of Kerala in 2012 is N = 34800000. By the natural birth rate and
death rate of Kerala in 2012, ω = 0.0408, μ = 0.01890. Let us assume β = 0.75.

From (12), R0 = 4.66, Which is unstable in disease-free equilibrium and stable
in endemic equilibrium.

The following table gives the value of R0 for different values of γ and β.

β γ R0 Disease-Free Equilibrium Endemic Equilibrium
0.35 0.18 1.4919 Unstable Stable
0.3 0.2 1.1619 Unstable Stable
0.25 0.22 0.8872 Stable unstable
0.2 0.23 0.6813 Stable unstable
0.55 0.4474 1 Critical value Critical value

Figure 2 shows the flow of variables with respect to time. It is clear from Fig. 3
that the number of susceptibles which increases day by day. Figure4 shows clearly
that the exposure of the disease starts from day 3.

It is clear from Fig. 5 that the spread of infection of disease starts from day 4.
Figure6 represents the recovery individuals which starts from day 4. Figure7 rep-
resents that as the transition infectious rate β increases the susceptible individuals
decreases.

Figure8 gives a clear image that the individuals in the exposed class increases
as the exposed rate α. Figure9 clears that as the recovery rate γ increases, the
individuals in the infectious class decreases. Figure10 represents that the individuals
in the recovered class increases as the recovery rate γ increases.
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Fig. 2 Flow of variables with respect to time

Fig. 3 Susceptible class with respect to time
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Fig. 4 Exposed class with respect to time

Fig. 5 Infectious class with respect to time
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Fig. 6 Recovered class with respect to time

Fig. 7 Susceptible class for different values of β
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Fig. 8 Exposed class for different values of α

Fig. 9 Infectious class for different values of γ
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Fig. 10 Recovered class for different values of γ

7 Conclusion

The local and the global stability of the model for the system is analysed. The basic
reproduction number of Nipah virus in Kerala is 4.66. That is the maximum number
of people get the Nipah virus from the contagious person is 5. From numerical
simulations, the exposure of disease is from day 3, spread of infection of disease
from day 4 and the recovery of the disease from day 3. The graphs of susceptible,
exposed, infectious and recovered were shown for different values of β, α and γ ,
respectively.
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Thermodynamic Analysis of Cross-Flow
Heat Exchanger with Organic Blends
As Substitute to Ionic Coolants

Vidya Ch., G. Ravi Kiran Sastry, P. Phani Prasanthi, and Ch. Lakshmi Kanth

Nomenclature

H2O water
Pr Prandtl number
EG ethylene glycol
Nu Nusselt number
PG propylene glycol
ha heat transfer coefficient of air
GLY glycerin
hc heat transfer coefficient of coolant
0.25EG 25% concentration ethylene glycol solution
Aa heat transfer area of fins
0.5EG 50% concentration ethylene glycol solution
Ac heat transfer area of tube bank
0.6EG 60% concentration ethylene glycol solution
Ao overall heat transfer area
0.25EG 25% concentration propylene glycol solution
Uo overall heat transfer coefficient
0.5EG 50% concentration propylene glycol solution
η f in fin efficiency
0.6EG 60% concentration propylene glycol solution
ma mass flow rate of air
0.25GLY 25% concentration glycerol solution
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mc mass flowrate of coolant
0.25EG 50% concentration glycerol solution
Cr heat capacity ratio
0.25EG 60% concentration glycerol solution
To dead state temperature
ρa density of air
Tc,i coolant inlet temperature
ρc density of coolant
Tc,o coolant outlet temperature
Cp,a specific heat of air
Ta,i air inlet temperature
Cp,c specific heat of coolant fluid
ΔPc pressure drop by coolant
Ka thermal conductivity of air
Pa,i inlet air pressure
Kc thermal conductivity of coolant
Pa,o outlet air pressure
Dh,a hydraulic diameter of air side
Ta,i air inlet temperature
Dh,v coolant side hydraulic diameter
Ta,o air outlet temperature
Vc flow rate of coolant
Sg entropy generation rate
Re Reynolds number
Tc,mean mean temperature of coolant fluid

1 Introduction

Rapid technological developments and miniaturization of scientific applications
demand for a compact system than the existing size. One such demand gaining
application is the cooling system of automotive engines. Automotive engines are
arranged with cross-flow heat exchangers for the sake of rejecting waste heat from
the atmosphere. Here compactness of the application demands for a reduction in size,
weight and supporting structure which leads to a reduction in energy requirement
and operational cost. However, the optimum thermal performance of cross-flow heat
exchangers gets influenced by large pressure drops which demand for more pumping
energy. Therefore, it often turns out to be necessary to take steps to bring an accept-
able tradeoff between the enhanced heat transfer rates to the pumping power due to
unavoidable pressure drops with the existing resources. Also, the analysis concerned
with exergy and irreversibility may be applied for that purpose which would be the
best deal for the situation. In the past few decades ionic liquids attracted the attention
of research groups as an eco-friendly substitute for the organic compounds because
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of their favourable properties. The prominent characteristics of these liquids such as
non-volatility and better solving ability made them to be thought of as an alternative.

The best cooling arrangement facilitates the engine to warm up quickly so as to
attain optimumworking temperatures [1]. A huge number of objectionable pollutants
get released during cruising of automobile engine because of incomplete combustion
of fuel [2]. The geometric area ratio of the core structure influences the exergetic
performance of the heat pump predominantly in order to produce simultaneous heat-
ing as well as cooling effects [3]. The number of rows in tubes staggered leads to
pronounced improvement in heat transfer rate while causing little influence on fric-
tional penalty [4]. Parametric studies on automotive radiators reported a significant
influence of fin geometric parameters towards heat transfer [5]. Entropy principle
by being basic has a good agreement in the evaluation of heat exchangers [6]. The
inlet position of the fluid streams has an influence on the relative distribution of two-
phase flow, and themagnitude of air flow velocity affects more than the fluid velocity.
Parallel flow configuration permits best flow distribution for both the streams [7].

Propylene glycol is found as the best alternative to ethylene glycol to address the
issues relating to safety and operational life of the equipment while improving the
performance of the same simultaneously [8]. Literature review reports that in the last
two decades the research community has attempted to address the issues related to
operating temperatures of the engine cooling system by adding ethylene glycol or
propylene glycol as antifreeze to water. By utilizing glycol-based water solutions as
coolant the freezing point temperature could be depressed significantly. But glycol
family solutions are toxic in nature. A very limited research has been conducted to
study the possibility of glycerol-based solution as a coolant fluid. This is identified as
a research gap and the final work is planned on glycerol-based solution as a coolant
to bring the benefits of these coolants in heat exchange applications using numerical
studies.

Glycerol is found to be a naturally available non-toxic compound with consider-
able anti-corrosive properties. Hence, the present investigation analyses the perfor-
mance parameters of cross-flowheat exchanger using glycerol solutions as alternative
antifreeze additive to glycols.

2 Mathematical Modelling

The cross-flow heat exchanger considered for the present analysis is of wavy fin-type
flat tube radiator of a truck, as shown in Fig. 1.

The core structure of heat exchanger consists of parallel rectangular flat tubes with
continuous wavy fin layers arranged in between as shown in Fig. 1. The geometric
dimensions of the respective test unit are provided in Table 1.

The present study focuses on the comparison of the performance of cross-flow
heat exchangers with various cold fluid blends for exergy and energy analysis along
with heat transfer rate and irreversibility effects. Thermo physical properties of the
blend constituents are taken from the literature (Tables 2 and 3).
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Fig. 1 Schematic of tube and fin arrangement in cross-flow heat exchanger

Table 1 Heat exchanger dimensions

Parameter Dimension

Width of heat exchanger core Wcore 360mm

Height of heat exchanger core Hcore 420mm

Depth of heat exchanger core Bcore 30mm

No. of coolant flow tubes 37

Fin width wf 8mm

Fin layer thickness 0.75mm

No. of fin layers 38

Fin pitch 3mm

Air-side heat transfer area/unit volume Aa 916 m2/m3

Coolant-side heat transfer area/unit volume Ac 190 m2/m3

Table 2 Boiling and freezing points data of base fluid and blend constituents [8]

Type of fluid Freezing point temperature (◦C) Boiling point temperature (◦C)
Water 0 100

Ethylene glycol –59 187.4

Propylene glycol –12.9 197.3

Below mentioned assumptions have been considered to carry out the analysis.

• Steady flow condition prevails for both hot as well as cold fluids.
• The whole heat exchanger setup acts as an adiabatic system. This assumption
permits energy conservation across hot stream to cold stream fluids.

• All fluid thermo physical properties have been correlated with respect to the bulk
mean temperature of the fluid.

• Air is assumed to be compressible fluid while coolant fluids as incompressible.
• Air thermo physical properties recorded at ambient temperature.
• Air inlet temperature taken to be constant.
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Table 3 Thermo physical property data of various blend constituents [9–11]

Type of fluid Freezing point
temperature
(◦C)

Boiling point
temperature
(◦C)

Density
(kg/m3)

Thermal
conductivity
(W/m.K)

Specific heat
(kJ/kg.K)

25% EG-H2O
blend

–10.8 103.3 1029 0.495 3.917

50% EG-H2O
blend

–36.8 107.2 1067 0.442 3.534

60% EG-H2O
blend

–52.8 111.1 1082 0.452 3.354

25% PG-H2O
blend

–11 87.4 1007 0.411 0.947

50% PG-H2O
blend

–34 91.3 1023 0.299 0.85

60% PG-H2O
blend

–48 93 1029 0.262 0.805

25%
GLY-H2O
blend

–7.2 102 1063 0.482 3.718

50%
GLY-H2O
blend

–22.8 106 1138 0.354 3.017

60%
GLY-H2O
blend

–34.4 109 1176 0.335 2.814

Different thermo dynamic performance parameters have been analysed as follows:
The heat absorption rate of air has been calculated by

Qa : = ρa × Hcore × Wcore × Cp,a (1)

Fin-side heat transfer coefficient has been calculated by using

ha : = Nua × Ka ÷ Dh.a (2)

where the Nusselt number value of air for laminar flow zone is expressed by

Nu : = 0.664 × Re
0.5 × Pr

0.333 (3)

Now, the heat capacity rate of fluid is given by

Qc : = ρc × Vc × Cp,c (4)
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Tube-side heat transfer coefficient could be given by

hc : = Nuc × Kc

Dhc
(5)

Nusselt number for turbulent flow of cold fluid is expressed as

Nu,c : =
(Cf

2

) × Ref × Prf[
1 + 12.8 × (Cf

2

)0.5 × (Prf
0.68 − 1)

] (6)

where the friction factor has been calculated from

C f : = 0.37
(
ln Rec

)−2.584
(7)

Overall heat transfer coefficient of the heat exchanger would be expressed as

1

UoAo
: = 1

ηahaAa
+ 1

hfAf
(8)

where surface temperature effectiveness of core is calculated as

ηa : = 1 − Afin

Aa
× (1 − ηfin) (9)

The effectiveness of non-mixing type cross-flow heat exchanger is expressed as

ε : = 1 − e

[
NTU0.22

Cr
×e(−CrNTU0.78−1)

]

(10)

Then, the actual heat transfer rate of heat exchanger can be expressed as

Qact : = ε × Cmin × (
Tc,i − Ta, i

)
(11)

Hence, exergy loss by cooling medium is expressed by

ΔEc : = Qact − T0

[
mc × Cp,c × ln

(
Tc,i

Tc,o

)
− mc × ΔPc

ρc × Tc′mean

]
(12)

This implies, exergy gain by rushing air stream may be given as

ΔEa : = Qact − T0

[
ma × Cp,a × ln

(
Ta,o

Ta,i

)
+ ma × Ra × ln

(
Pa,i
Pa,o

)]
(13)

Now, the irreversibility of the system can be expressed by

I = ΔEc − ΔEa = T0Sg (14)
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For a cross-flow heat exchanger, the liquid coolant flowing through the tube bank
can be assumed as an incompressible fluid stream, while the rushing air stream may
be taken as compressible. Hence, the entropy generation rate of the system Sg can
be given as

Sg : = ma

[
Cp,a ln

(
Ta,o

Ta,i

)
− Ra ln

(
Pa,o

Pa,i

)]
+ mc

[
Cp,c ln

(
Tc,o
Tc,i

)
− Pa,o − Pa,i

ρcTc,mean

]
(15)

Now, irreversibility of the system can be expressed by EEQ Solver code developed
to solve the set of analytical equations of the study. The average temperature has
been chosen as a reference to correlate thermo physical properties of both the fluid
streams. For the simulation, the inlet temperature of the cooling agent has been
taken as a variable with particular values of 50, 60, 70, 80 and 90 ◦C, whereas the
inlet atmospheric air average temperature of 30 ◦C was taken. Various parametric
calculations are performed for coolant flow rates ranging from 10 to 60 LPM.

3 Results and Discussions

The influence of water-based polyethylene glycol, polypropylene glycol as well as
glycerol blends on various parameters such as heat transfer rate, effectiveness, fric-
tional loss, exergetic efficiency, pumping power and entropy generation rate of the
studied heat exchanger are plotted in Figs. 2, 3, 4, 5, 6, 7 and 8. From the plot of
coolant flow rate versus heat capacity rate, it has been observed that for all blends of

Fig. 2 Variation of heat capacity rate with coolant flow rate
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Fig. 3 Variation of heat transfer rate with coolant flow rate

Fig. 4 Variation of heat transfer coefficient with coolant inlet temperature
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Fig. 5 Variation of overall heat transfer coefficient with coolant flow rate

Fig. 6 Variation of friction factor with coolant flow rate
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Fig. 7 Variation of effectiveness with coolant flow rate

Fig. 8 Variation of entropy generation rate with coolant inlet temperature
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study heat capacity rate increases progressively with flow rate. However, 25% glyc-
erol solution reported a dominant heat capacity rate as compared to glycol solutions.
From this plot it may be concluded that due to its high heat capacity rate glycerol
solution can absorb or reject more heat for the same flow rate. Glycerol solution
reported an enhancement of maximum 15%. For the same coolant flow rate and inlet
temperature all considered blends have reported nearly similar heat transfer rate. In
comparison to the remaining samples polypropylene glycol solution of 60% concen-
tration in the base fluid has reported an improved heat transfer rate of around 7% on
an average.

Variation of heat transfer coefficient with respect to cooling fluid inlet temperature
reported that 25% polyethylene glycol blend leads to significant enhancement than
other samples. Superior thermal conductivity of polyethylene glycol facilitates min-
imum temperature gradient existence between cooling agent and air stream which
leads to reduced internal irreversibility enhancing the value of Prandtl number. How-
ever, 50% glycerol solution also reported consistent improvement of the same. How-
ever, it was observed that the heat transfer coefficient value using pure water as
coolant followed an irregular trend because of its reducing viscosity value which
causes the Prandtl number to decrease. As a net effect the heat transfer coefficient
reports non-uniform variation. 0.6PG solution also reported an abnormal trend as
compared to other blends for its influence on the overall heat transfer coefficient.
Being non-toxic clear solvent of kosmotropic nature, glycerol is found to be the best
substitute for polyethylene glycol and polypropylene glycol blends ensuring a stable
solution in order to achieve enhanced heat transfer coefficient. As for as the over-
all heat transfer coefficient is concerned, empirical calculations reported that water
and 25% polypropylene glycol solution produce the highest value than remaining
samples.

On studying the behaviour of friction factor with concentration of blends variation
in coolant flow rates is drawn and plotted as shown in Fig. 5. This shows clearly that
the friction factor varies drastically for ethylene glycol solution in comparison to
propylene glycol and glycerol solutions. 60% ethylene glycol blends have reported
an enhancement in friction factor of around 70% in comparison to other samples.
Glycerol blend reported more or less constant friction factor irrespective of flow rate.
An average friction factor of 0.000848 was obtained for glycerol blends which were
observed to be in the range reported by pure water.

The effect of coolant flow rate on the effectiveness of the heat exchanger reveals
that increasing trend for all blends in comparison to pure base fluid. 25% glycerol
solution recorded better than ethylene glycol and propylene glycol solutions due to its
lowest dynamic viscosity. For polypropylene glycol, as the concentration increases
the graph shows a fluctuating trend which would be due to abnormal changes in
viscosity, which in turn leads to thermal irreversibility.

From the variation of entropy generation rate with respect to coolant flow rate,
it has been observed that the lowest exergy destruction with 60% concentration
of polypropylene glycol. On the other hand, 25% glycerol solution also reported
comparatively least entropy generation than other blends which has been accounted
to be around 47%.
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4 Conclusions

Thermodynamic exergetic performance analysis of cross-flow heat exchangers with
wavy fins and rectangular flat tube arrangement has been carried out while applying
various blends in base cooling fluid. The analysis results in the following conclusions.

• Polypropylene glycol being already used as antifreeze in heat exchangers has
reported enhanced heat transfer rate along with overall heat transfer coefficient.

• Heat transfer rate, heat transfer coefficient and effectiveness of the heat exchanger
keep increasingwith the flow rate of coolant, whereas the friction factor is observed
to be declining.

• Glycerol solution reported enhanced heat capacity rate alongwith dominant overall
heat transfer coefficient while reporting constant friction factor. Being non-toxic
and metallic surface-friendly in comparison to other blends, glycerol solution is
found as the best substitute for glycol blends without compromising performance.

• By attempting glycerol solution as a coolant in a cross-flow heat exchanger, the
system becomes compact in size which leads to a reduction in weight of the same.
The life span of the flow tubes gets extended because of their non-corrosive nature.

• As the engine accessories turn lightweight, a propulsive effort is required to over-
come the inertia that gets reduced, which in turn influences specific fuel consump-
tion.
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Modified Image Processing Technique
for Measurement of Intermittent Flow
Characteristics

Kiran Mansuriya, Gandham Yedukondalu, Jignesh Thaker,
and Jyotirmay Banerjee

1 Introduction

The usage of image processing techniques for studying the physical behavior of
transport phenomena is raising in various research fields. Two-phase flow is one
such field, which is benefited with the rise of image analyzing techniques. Under-
standing the transport phenomena of gas–liquid flow is complicated as it shows the
compressibility of one of the phases and the characteristics of the deformable inter-
face. In gas–liquid flow, the intermittent flow patterns such as slug and plug flow
occur in many industrial processes such as the geothermal steam production, oil and
gas production, the condensation and boiling processes, the emergency cooling of
nuclear reactors and the transport and handling of cryogenic fluids, designing the slug
catchers for the two-phase hydrocarbon’s transportation, etc. [1]. The presence of the
intermittent flow patterns inside the piping system causes degradation of material or
thinning of wall due to corrosion and erosion in piping components. In past decades,
many destructive failures with serious injuries and fatalities have been observed in
industrial applications due to such material degradation inside the piping system. To
prevent such failures, it is strongly required to estimate the dynamics of intermittent
flow and their associated flow characteristics accurately [2]. Therefore, the assess-
ment of this flow type during the design stages must be considered to protect piping
equipment. The detailed analysis of liquid plug/slug velocity, plug/slug frequency,
plug/slug bubble length, and liquid plug/slug length for intermittent flow subpatterns
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are important for pressure drop and holdup calculations. Moreover, for the designer
of pipeline, the examination of the intermittent characteristics for various inlet flow
conditions is necessary for the processing equipment design and for predicting the
real corrosion–erosion rates in piping systems.

For the above study and detailed analysis, the optical visual-based observation
techniques using high-end and high-speed camera are being used by the researchers
nowadays due to its non-intrusiveness, availability, moderate cost, and safe opera-
tion. The images obtained from this optical visual-based observation techniques and
high-speed camera need to beprocessed for the estimationof intermittent flowcharac-
teristics.Mayor et al. [3] proposed an image processing technique,which includes the
operations such as image contrast enhancement, image conversion, image filtering,
and image object labeling. The authors have used the technique for studying of gas
and liquid slug flow characteristics in vertical pipes. Ahmed [4] used digital image
processing to compute the characteristics of slug flow in which the binary images
were obtained from the captured images by applying the gray level threshold from
the full white–black histogram and all binary images were unified using processing
algorithm to get the time-averaged values of slug flow characteristics. Amaral et al.
[5] used image analysis techniques like top-hat filtering, watershed segmentation,
and H-minima transform to examine bubble contour and velocities from the images.
Limitations of this method are difficulty in bubble rear detection and high image
processing time. Abdalellah et al. [6] used the approximate median method for the
foreground extraction followed by the blob analysis for the computation of flow char-
acteristics. The examination was bound to slug translational velocity and slug length.
Computation of slug frequency and slug tail velocity was not calculated. There were
some limitations to the approximate medianmethod used in their study as it was slow
to change its estimated background model. Also, the image processing time can be
reduced with better foreground extraction technique.

The present work’s focus is to develop an image processing technique, which
can measure intermittent flow characteristics accurately and reduce the processing
time significantly. In what follows in this paper, Sect. 2 describes the experimental
test facility. The proposed modified image processing technique is demonstrated
in Sect. 3. Section 4 deals with the estimation and validation of intermittent flow
characteristics measured using the proposed technique. Finally, the key observations
from the present work are discussed in Sect. 6.

2 Experimental Facility

The flow visualization experiments are performed on two-phase experimental flow
facility, developed in the laboratory of Advanced Fluid Dynamics at SVNIT, Surat,
India. The two-phase flow experimental facility is shown in Fig. 1 majorly includes
two-phase flow test setup and high-speed photography system. Details about this test
facility are explained elsewhere [7]. Flow visualization images are captured using
high-speed Photron made FASTCAM camera for various inlet flow conditions in
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Fig. 1 Experimental test setup for two-phase flow measurement [7]

Table 1 Experimental
conditions

System Air–Water

Pipe internal diameter 25 mm

Pipe inclination Horizontal

Range for ReSL 4120.5–13,735

Range for ReSG 1414.7–2829.42

terms of different combinations of superficial Reynolds number of liquid (ReSL)
and gas (ReSG). The range of ReSL and ReSG for intermittent flow regime is selected
from the sub-regimemap for intermittent flow in horizontal pipe proposed by Thaker
and Banerjee [1]. Table 1 summarizes the selected experimental conditions for the
present work. Then, captured images are processed further for estimating intermittent
flow characteristics using the proposed methodology of modified image processing
technique.

3 Modified Image Processing Technique

Theproposed imageprocessing technique is developedusingMATLABtool for accu-
rate examination of the characteristics of the intermittent flow from the captured time-
series images of intermittent flow at different inflow conditions. Figure 2 represents
the flowchart of the developed image processing technique. The primary six stages
are: image pre-processing, background subtraction, Binary Large Object (BLOB)
extraction analysis, morphological operations, motion tracking, and extraction of
flow characteristics.
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Fig. 2 Flowchart of the
developed image processing
technique

Image pre-processing has been carried out to reduce the noise and enhance the
contrast of captured digital images. Moreover, these images are in form of true color
(i.e. RGB images), processing of these RGB images is computationally inefficient.
Thus, RGB images are converted into greyscale images in the pre-processing step.
This is done by using the ‘rgb2gray’ function in the MATLAB. Image cropping is
also performed to eliminate unwanted portions from the captured images (Fig. 3).

In background subtraction (or foreground detection) stage, a Modified Frame
Difference Method (MFDM) is implemented, which gives better foreground image
extraction compared to approximate median method. It focuses on selecting the
proper step length for different foregroundmovements. For slower foregroundmove-
ment, larger step length selection, and for faster foreground movement, the smaller
step length selection is recommended. The step length of four is selected in this
study. In this method, the background image for the next time step is considered to
be actual time-series image of previous time step. Figure 4 shows the foreground
extracted images using modified frame difference method. These processing results
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Fig. 3 Captured plug flow image: a before pre-processing; b After pre-processing

Fig. 4 Foreground extraction using MFDM: a, b, c are captured plug flow images for different
time intervals; a′, b′, c′ are corresponding foreground extracted images of (a, b, c) using MFDM

are found better than the extraction using Approximate Median Method (AMM) and
Frame Difference Method (FDM).

For qualitative comparison, foreground extracted images using the AMM, FDM,
and MFDM are shown in Fig. 5a′, b′, a′′, b′′, a′′′ and b′′′, in which Fig. 5a′ and
b′ shows the foreground extracted using images AMM; Fig. 5a′′ and b′′ shows the
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Fig. 5 Comparison of background subtraction methods: a and b images after pre-processing; a′
and b′ foreground extracted images using AMM; a′′ and b′′ foreground extracted images using
FDM; a′′′ and b′′′ foreground extracted images using MFDM

foreground extracted images using FDM; Fig. 5a′′′ and b′′′ shows the foreground
extracted images using MFDM. With the better estimation of background model, it
can be observed that quality foreground extraction in MFDM is superior to that by
FDM and AMM. Even though the complete contour of elongated plug bubble is not
achieved, but the exact interface between the liquid plug and elongated plug bubble
is obtained accurately.

The abovebackground subtraction is followedby theBinaryLargeObject (BLOB)
extraction. The purpose of this stage is to isolate the large objects from the binary
image. Binary large object (BLOB) extraction analysis is carried out in place of
normal edge detection as the latter is having the difficulties in slug movement
tracking. Fig. 6a′′ and b′′ shows the extracted objects after BLOB implementation.
After this stage, morphological operations (dilation and erosion) are performed for
uniformity of region and to favor the motion tracking as shown in Fig. 6a′′′ and b′′′.
The BLOBs (liquid slug/plug front and liquid slug/plug tail) after this step are tracked
by defining a rectangular bounding box over the region of interest. It is explained
as covering all pixels for a BLOB and extracting the four pixels with the maximum
x-value, minimum x-value, maximum y-value, and minimum y-value, respectively.
For the estimation of flow parameters, the position of the bounding box in each step
is saved in an array of a matrix.
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Fig. 6 a and b represent images after pre-processing; a′ and b′ represent foreground extracted
images using MFDM; a′′ and b′′ represent images after BLOB analysis; a′′′ and b′′′ represent
images after morphological operations

4 Estimation and Validation of Intermittent Flow
Characteristics

Intermittent flow characteristics are computed by developed image processing tech-
nique that requires length scale transformation. Using the fixed-point data anal-
ysis approach, three characteristics, namely, slug/plug frequency, liquid slug/plug
velocity, and liquid slug/plug length are computed. According to this approach, two
fixed points are selected in such a way that it covers the maximum field span of the
captured image (shown in Fig. 7). The pixel-based axial position for the interface
of the elongated bubble is determined at the time of entering (pixeli) and the exit
(pixelj) of the camera view field. The pixel size (mm/pixel) is calculated by dividing
the camera view field (mm) by the pixel numbers in the x-direction. In the present
study, pixel size is 38.5 (mm)/1280 (pixel).

The average liquid slug/plug velocity is formulated as:

Fig. 7 Bubble interface tracing using fixed-point analysis approach
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VLiquid plug/slug =
0.5 × (VLiquid plug/slug f ront + VLiquid plug/slug tail) (1)

VLiquid plug/slug f ront/VLiquid plug/slug tail

=
(

pixel j − pixel i

f rame j − f rame i

)
× pixel si ze × Vacq (2)

where, Vacq is the velocity of acquisition of digital images (FPS).
The liquid slug/plug length is calculated using the mean liquid slug/plug velocity

and the travel time of liquid slug/plug from reference 1 to reference 2, and it is
calculated as:

LLiquid plug/slug = V Liquid plug/slug

× (tLiquid plug/slug f ront − t f ollowing Liquid plug/slug tail) (3)

The liquid slug/plug frequency is computed by summing the number of the liquid
slugs/plugs crossing a reference point in a specific time period and is formulated as:

f = N/(t2 − t1) (4)

where f is the liquid slug/plug frequency; N is the number of the liquid slugs/plugs
crossing a reference point in a specific time period; t2 refers to the time at which the
last liquid slug/plug passes the reference point 1 or 2; t1 refers to the time at which
the first liquid slug/plug passes the reference point 1 or 2.

The above-proposed technique is formulated as an algorithm in MATLAB tool.
In an average of 14 min processing period, 10,000 frames of 504*1280 pixels are
processed on a PC with the specifications as Windows 8.1 (64 bit), 8 GB RAM,
Intel Corei7. Intermittent flow characteristics computed by this modified technique
are compared with the same characteristic’s values obtained from the conventional
method. These comparison results are represented in Figs. 8 and 9. Figure 8a shows
the obtained result of plug/slug velocity; Fig. 8b represents the obtained result
of liquid plug/slug length while Fig. 9a and b represents the obtained results of
maximum and minimum liquid plug/slug lengths.

A good agreement is achieved between conventional method estimations and the
current technique’s estimations, with the average errors of 0.92% and 0.50% for the
liquid slug/plug length and liquid slug/plug velocity, respectively. Table 2 represents
the image processing time required to estimate the intermittent flow characteristics
by various researchers. The present method is found to be more advantageous in
terms of less image processing time and accurate estimation of intermittent flow
characteristics.
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Fig. 8 Comparison of
obtained results of image
processing data to the data
from conventional method: a
Liquid plug/slug velocity; b
Liquid plug/slug length

5 Conclusions

In the present work, a modified image processing technique development using
MATLABis attempted to examine the characteristics of the intermittent flow in ahori-
zontal air–water pipe flow. In this technique, the major modification is applied in the
stage of background subtraction. In this stage, a Modified Frame Difference Method
(MFDM) is implemented, which gives better foreground image extraction compared
to approximate median method and frame difference method. Further, Binary large
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Fig. 9 Comparison of
obtained results of image
processing data to the data
from conventional method: a
Maximum liquid plug
length; bMinimum liquid
plug length

object (BLOB) extraction analysis is carried out in place of normal edge detection
as the latter is having difficulties in slug movement tracking. The intermittent flow
characteristics evaluated are namely: Slug/plug length, liquid slug/plug velocity,
and liquid slug/plug velocity. A good agreement is achieved between conventional
method estimations and the current technique’s estimations, within the average errors
of 0.92% and 0.50% for the liquid plug/slug length and liquid plug/slug velocity,
respectively.
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Table 2 Comparison of image processing time of present technique with existing techniques

Authors/Year Image pixels Image processing time in
minutes (For 5000 frames)

Computational resource
details

Amaral et al. [5] 232 × 500 37.5 Intel Quad Core 2
(@2.836 GHz) with 4 GB of
memory and running
Windows 7, 64bits

Abdalellah et al. [6] 480 × 960 12 Intel Core i7 (@3.4 GHz)
with 8 GB RAM and a
Windows 7 (64 bit) operating
system

Present Technique 504 × 1280 7 Windows 8.1 (64 bit), 8 GB
RAM, Intel Core i7
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Modification of Surface Properties
of AA7075 by Friction Stir Processing

Koona Bhavani, V. S. N. Venkata Ramana, R. Rahul, Ch. Lakshmi Kanth,
K. Sri Ram Vikas, and Ch. Kishore Reddy

Nomenclature

FSW Friction Stir Welding
FSP Friction Stir Processing
NZ Nugget Zone
OC Open Current
PFZ Precipitate Free Zone
SCE Saturated calomel electrode

1 Introduction

Out of all aluminium alloys, AA7075 is one of the candidate materials that possesses
high strength, fatigue, toughness, and ductility. It is commonly used in aircraft struc-
tural parts. The primary alloying element in this alloy is zinc, and other alloying
elements include magnesium and copper. This alloy is not resistant to general as well
as stress corrosion. Joining by fusion welding is very difficult and a lot of problems
are associated with this alloy [1, 2]. Solid-state welding techniques are successfully
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implemented to join this alloy. Venugopal et al. [3] have worked extensively in join-
ing AA7075 by friction stir welding (FSW) technique. Even though the joining of
AA7075 is made successful but corrosion is one of the key problems which is get-
ting pivoted every time. The main reason associated with less corrosion resistance is
its precipitates, mainly MgZn2 which are highly anodic, and another reason is pre-
cipitate free zones (PFZ’s), because of this, preferential dissolution takes place [4].
Many researchers have been trying to improve the corrosion resistance of this alloy
by adding Nanopowders and modifying the surface of this alloy [5–7]. Friction stir
processing (FSP) is a novel technique which is originated from the FSW technique. It
can be extensively used formodifying surfaces. Typically, tool materials that are used
for processing possess high hardness, and a variety of tool materials and their effects
are available in reference [8]. Our main intention in this investigation is to improve
pitting corrosion resistance bymodifying the surface of this alloy. Usually, hard tools
are commonly employed for this purpose, here an attempt has been made by using a
softer tool. In this study, AA60601 is used as a tool for the surface modification of
AA7075. As we knowAA6061 is precipitation hardened which contains magnesium
and silicon. It is not strong as AA7075 but it is good at corrosion resistance and it also
possesses good weldability and formability. It is also used in aerospace applications.
This FSP is a very versatile technique, which can be used for modifying the surfaces
as well as it can be used for depositing another material over the other. Madhusudhan
Reddy et al. [9] modified the surface of commercial A356 alloy using the FSP tech-
nique and found wear and corrosion resistance improvement. Researchers are using
FSP for coating the substrate, Tokisue et al. [10] performed friction surfacing using
AA2017 on AA5052 and observed the hardness of the coated surface on substrate to
be equivalent to AA2017 and even tensile strength of the coated substrate has been
improved.

FSP has been successfully utilised to improve the wear and ballistic resistance
of AA7075 because the microstructure after processing becomes finer, Sudhakar et
al. [11] induced B4C and MOS2 in AA7075 by FSP and observed improvement in
these properties, and the same researcher has established both analytical and exper-
imental approach on surface modification of AA7075 [12]. Even in situ AA7075
composites are successfully processed through this technique [13]. Fusion-welded
joint properties can be enhanced by modifying the surface of the joint, recently dis-
similar AA6061 and AA7075 fusion welded joint property has been enhanced by
FSP, tensile strength and hardness properties were enhanced due to refinement of
grains in the nugget zone (NZ) [14]. Recently different filler materials such as cop-
per, multiwalled carbon nanotubes, and silicon carbide powders have been utilised to
process AA7075 and found significant improvement in properties [15]. FSP parame-
ters and tool shape also play a vital role in enhancing the surface properties [16, 17].
AA6061 is a pseudo-binary alloy [18] that contains an ageing precipitate Mg2Si, it
possesses good corrosion resistance, solid-state joining by FSW enhances stress cor-
rosion resistance in this alloy [19]. In the present AA7075-T6 plate has been FSPed
using AA6061-T6 rod.



Modification of Surface Properties of AA7075 by Friction Stir Processing 311

2 Experimental Procedure

The present investigation focuses on improving the pitting corrosion resistance of
AA7075 alloy by depositing a layer of AA6061 on it by friction stir processing.
Two base materials viz. wrought AA7075-T6 and wrought AA6061-T6 were used.
The chemical composition of these materials is presented in Table1. AA6061-T6
rod (length 75mm, pin diameter 10mm) is used as a consumable mechtrode for pro-
cessing on AA7075-T6 plate (60 × 100 × 25mm) on a horizontal Milling machine
with vertical head attachment. Processing operation was made at a tool rotational
speed 1000 rpm with transverse speed 180mm/min and force 900N, schematic rep-
resentation of this process has been presented in Figs. 1 and 2 that shows the FSPed
AA7075-T6 plate using AA6061-T6 tool.

After FSP operation samples were polished using a different set of emery papers
followed by disc polishing. Keller’s etchant is used for etching the surface and sam-
ples were dried. Microstructural examination of the samples was observed using
an optical metallurgical microscope (Olympus GX51 Inverted Metallurgical Micro-

Table 1 Chemical composition of the commercial AA7075 and AA6061 used in this
investigation

Material Cu Mg Si Fe Mn Cr Zn Ti Al

AA7075 2 2.9 0.4 0.5 0.3 0.25 5.7 0.2 Balance

AA6061 0.31 0.69 0.53 0.23 0.33 – – – Balance

Fig. 1 Schematic
representation of FSP used in
this study
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Fig. 2 Friction stir
Processed AA7075-T6 plate
using AA6061-T6 Tool

scope). The specifications of the optical microscope are: it’s a Binocular Headmicro-
scope with 10x/22 mm eyepieces and with 5 positions nosepiece. Pitting corrosion
tests were done as per ASTMG69 standard in 3.5%NaCl, the potential scanning was
carried at 0.166 mV/s with an initial potential −0.25V open current (OC) Saturated
calomel electrode (SCE) on a 1 cm2 area of the sample, Gill ACbasic electrochemical
system Software is used to study the pitting corrosion behaviour. Hardness test was
conducted using micro-Vickers hardness tester as per ASTM E 384 standard, a load
of 5 Kgf is applied with dwell 15 s, readings were taken five times and an average
value of hardness has been presented in the results. Wear test is conducted using a
pin on disc apparatus to make DUCOM TR-20 as per ASTMG99 standard. Samples
of AA7075-T6, AA6061-T6 and FSPed condition were prepared to study dry sliding
wear behaviour, all samples were made 10mm diameter and height 20mm, later
samples were polished and cleaned using acetone. Wear test was performed at 1 Kgf
load, 460 rpm for 10min, the diameter of the sliding track on the disc surface is 40
mm.

3 Results and Discussions

3.1 Microstructure Studies

Optical micrograph of the mechtrode AA6061-T6 is shown in Fig. 3. The black
particles in the microstructure are soluble Mg2Si particles which are responsible for
strengthening, the Mg2Si are uniformly distributed and the grey script like particles
are Fe3SiAl12 is one of the stable phases [20]. From the aluminium-magnesium
silicide system (Fig. 4) also it is evident that these phases are identified

Optical micrograph of AA7075-T6 is presented in Fig. 5. The grain structure
is well developed. The optical micrograph shows the intermetallic precipitates of
MgZn2(dark) dispersed uniformly in and around grain boundaries [21]. Figure6
shows the optical micrograph of the deposited AA6061-T6 on AA7075-T6, coating
thickness has been measured using image analyzer software which is inbuilt with
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Fig. 3 Optical micrograph
of AA6061-T6 showing
Mg2Si (black) and
Fe3SiAl12(grey) particles

Fig. 4 Aluminium-
magnesium silicide
system

the microscope, the coating thickness of 29.44 µm has been observed. Figure7
shows the optical micrograph of FSPed AA7075-T6 with AA6061-T6, micrograph
clearly reveals the recrystallized grains that are formed after processing, and it also
shows the uniform distribution of secondary phase particles throughout the matrix,
this can be attributed to the extensive plastic deformation caused due to stirring
action of AA6061-T6 tool and also temperature generated which is responsible for
recrystallization.
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Fig. 5 Optical micrograph of AA7075

Fig. 6 Coating thickness of friction stir processed AA7075-T6 by AA6061-T6

Fig. 7 Optical micrograph
of FSPed AA7075-T6 with
AA6061-T6 showing Mg2Si
particles(dark)
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3.2 Hardness Studies

The main intention of studying the hardness of the material is to understand the
hardness changes that occur after processing. It is observed from the hardness studies
that there is a substantial improvement in hardness after processing. The hardness
of the processed surface has been improved as compared with AA6061-T6. This is
mainly because of the refinement of the microstructure and also beneath the deposit
high strength AA7075-T6 is offering resistance towards indentation [22], overall
hardness has been improved by 12.5% with respect to the AA6061-T6 hardness.
Table2 and Fig. 8 show the hardness values of both alloys and as well as FSPed
alloy.

3.3 Pitting Corrosion Studies

Corrosion study is very important in this alloy because, as already discussed in the
introduction, this alloy is used in structural parts in aerospace applications and there
are many more applications of this alloy. Improvement of corrosion resistance is
very important in this alloy. Basically, many of the aluminium alloys are suscepti-
ble to corrosion due to their secondary phase particles [23]. These secondary phase

Table 2 Mirco Vickers hardness of AA7075-T6, AA6061-T6 and FSPed AA7075-T6

Condition VHN

Base Metal AA7075-T6 160

Mechtrode AA606-T6 104

Friction stir processed AA7075-T6 by
AA6061-T6

117

Fig. 8 Mirco Vickers
hardness of AA7075-T6,
AA6061-T6 and FSPed
AA7075-T6
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particles decrease corrosion potential because of potential difference with the matrix
[24]. Pitting corrosion studies have been done by understanding dynamic polarisation
under 3.5% NaCl. Solution pH is maintained to 10 by adding KOH. Table3 shows
the Ecorr values of AA7075-T6 and AA6061-T6. Figures9 and 10 show the poten-
tiodynamic polarisation curves of AA7075-T6 and AA6061-T6. These curves also
confirm the lower corrosion resistance of AA7075-T6 compared with AA6061-T6.
Figure11 shows the overall comparison of the potentiodynamic polarisation curves
of individual alloys and FSPed alloy.

In the above graphs, it is observed negative open circuit potential (OCP), this
means to raise in corrosion can be attributed to increasing potential. As we know,
the oxide film growth is inversely proportional to the electric field. During the polar-
isation of aluminium alloys, Al3+ and OH− ions migrate by the electric field and

Table 3 Corrosion potentials, Ecorr (mV), SCE of AA7075 alloy in -T6 condition

Condition Ecorr

AA7075-T6 −1029

AA6061-T6 −703

FSP of AA7075 by AA6061 −787

Fig. 9 Potentiodynamic
polarisation curves of
AA7075-T6

Fig. 10 Potentiodynamic
polarisation curves of
AA6061-T6
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Fig. 11 Comparison of
corrosion resistance of
AA7075-T6, AA6061-T6
and AA7075-T6 FSPed with
AA6061-T6

from oxide film [25]. In AA6061, the low corrosion tendency could be attributed to
the less galvanic action between the Mg2Si and the surrounding matrix. Solutions
with pH range 8 to 14 do not affect the Mg2Si phase, but as the pH decreases from
Fig. 8, magnesium starts decoupling in Mg2Si, and this Mg dissolution in this phase
does not depend on the potential [26]. Even though Mg2Si is active in the matrix of
AA6061 [27], this phase has higher corrosion potential thanMgZn2, i.e. theM-phase
that is present in AA7075, due to this corrosion resistance is higher in AA6061 than
AA7075 alloy [28]. The above Ecorr values presented in Table3, show the same trend.
Of the two alloys, AA7075 is more corrosive, whereas, in the friction stir processed
condition, the pitting corrosion resistance of AA6061 is slightly decreased due to
intermixing of AA6061 with AA7075. But the pitting potential at the surface is more
compared with AA7075 alloy. It implies that the corrosion resistance on the surface
of AA7075 substrate after friction stir processing is far better than in its original
form.

3.4 Wear Studies

Comparison of variation of wear with the time between friction stir processed
AA7075 with non-consumable rod AA6061-T6 and individual alloys are shown
in Fig. 12. From the graph, it is clear that the wear rate is lower when AA7075-T6 is
friction stir processed with AA6061 compared to the base metal AA6061-T6. Indi-
vidually AA6061-T6 wear rate is high as compared with AA7075-T6. It is reported
that wear rate depends on different factors like grain refinement, material mixabil-
ity and hardness [29, 30], and also it depends on asperities between pin and disc
[31]. AA6061-T6 is soft as compared with AA7075-T6. In the case of AA7075-T6
high resistance towards wear is because of MgZn2 strengthening precipitates. In this
condition, these M-phase precipitates distribute uniformly where both hardness and
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Fig. 12 Comparison of wear of AA7075-T6, AA6061-T6, AA7075-T6 friction stir processed with
AA6061-T6 with Time

wear resistance is enhanced. Similar observations were observed by Deore et al.
[15]. Higher wear resistance in AA7075-T6 as compared with AA6061-T6 is due to
the presence of Zn [32]. In the case of FSPed AA7075-T6 with AA6061-T6, wear
resistance is closer to AA7075-T6. This may be due to better inter mixability and
good bonding of AA6061-T6 with AA7075-T6. To analyse this further, SEM studies
of worn samples should be done and further wear test by varying parameters such
as load, sliding distance and sliding velocity should be analysed. On these condi-
tions wear rate of FSPed AA7075-T6 shows better wear resistance with respect to
AA6061-T6 and it is very close to AA7075-T6.

4 Conclusions

From the present investigation, the following conclusions were made.

1. Optical micrograph of FSPed AA7075-T6 with AA6061-T6, clearly reveals the
recrystallizedgrains that are formedafter processing, and it also shows the uniform
distribution of secondary phase particles throughout the matrix.

2. Hardness of AA7075-T6 base metal is modified with friction stir processing by
using AA6061-T6 as mechtrode.

3. Friction stir processing with AA6061-T6 increased pitting corrosion resistance
of AA7075-T6.

4. Wear resistance of AA7075-T6 has been improved as compared with AA6061-T6
and the wear resistance of FSPed AA7075-T6 with AA6061-T6 is nearer to the
AA7075-T6.
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CFD Simulation of a Closed Turn
Pulsating Heat Pipe with Hydrocarbon
As a Working Fluid with Varying Fill
Ratios for the Enhancement of Heat
Transfer

E. Revanth and Dillip Kumar Mohanty

1 Introduction

Heat pipe is a heat absorbing and transferring device that has an efficient thermal
conductivity. Heat pipe has closed evaporator-condenser system that performs the
phenomenon of absorbing heat from the hot source and dissipating it to the colder
surrounding. This process is achievable due to the working fluid that flows inside
the heat pipe container. Working fluid undergoes phase change in the evaporator to
become vapor from liquid and in the condenser region the vapor condensates into
liquid form. Over the past 30 years, the technology of standard heat pipes had been
adapted successfully, for the thermal management of numerous applications such as
electronic cooling, spacecrafts, thermal control systems, heat recovery systems, heat
exchangers, etc.

In a single turn closed-loop oscillating heat pipe, experiments like transient and
steady state were performed by Naik et al. [1] where wall temperatures of evaporator,
condenser are measured and for both the sections with ID 1.95 mm and OD 3 mm
the material of the tube utilized here is the copper, respectively. With the fill ratios
varying from 60 to 80% the working fluids utilized here are acetone, methyl alcohol,
and ethyl alcohol. Results revealed that acetone is identified to be optimum at a fill
ratio of 60% among other fluids. However, abundant designs of ordinary heat pipes
are available, and current industry trends show the limitations of these conventional
designs regularly which resulted in the evolution of modern technology. Pulsating
Heat Pipe (PHP) proposed by Akachi and co-workers [2, 3] which originated in
the year 1990 is a heat exchange apparatus which possesses optimum outcomes in
electronic cooling devices, in the area of green energy which is utilized for cooling
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or heating buildings utilizing the geothermal heat sources or solar heating. PHP
also termed as oscillating heat pipe comprises three sections, namely, evaporator,
adiabatic, and condenser. Heat is being transferred to the condenser section from the
evaporator section. This type of heat pipe is generally comprised of several bends or
turns with capillary dimensions. At the beginning, the PHP is evacuated and filled
partially with working fluid so the evaporation of working fluid begins when the heat
has been applied to the evaporator region, which leads to rise in the vapor pressure
in the tube and makes the bubbles to grow inside the evaporator region and the
liquid is propelled to condenser region. The vapor pressure is decreased and bubble
condensation takes place at the condenser part. The entire continual procedure across
evaporation region, condenser region leads to a pulsating motion inside the tube.
Transportation of heat is done by latent heat of vaporization, which is transferred
through sensible heat carried by the liquid slugs.

Shafii et al. [4] explained about the basic study of PHP and also manufactured a
closed-loop PHPmade of Cu tubes with internal diameter of 1.8mm. The volumetric
filling ratios varying from 30–80% for the working fluids H2O and ethyl alcohol had
been introduced into the closed turn pulsating heat pipe, by varying heat inputs (5–70
W) and the results exhibited that the CLPHP has optimum heat transfer performance
for H2O and ethyl alcohol at 40 and 50% fill ratios, respectively. An experimen-
tal investigation was conducted on a closed-loop PHP by Clement et al. [5], who
designed a multi-turn PHP which comprises 15 turns, which was constructed using
cu tube with 1.375 mm diameter. With the fill ratios from 30 to 70%, the working flu-
ids used in this investigation aremethyl alcohol, ethyl alcohol, acetone, and deionized
water. Results indicated that pulsating heat pipe with methyl alcohol at a fill ratio of
45%has better thermal performance comparatively to the other fluids. Rudresha et al.
[6] explained about the thermal performance of a heat pipe charged with nanofluids,
and performed the CFD analysis in which SiO2/DI water and Al2O3/DI water and
DI water served as the working fluids with concentrations by different masses 10,
20 g/lit in the heat pipe. The heat pipe is constructed by copper tube of length 1785
mm, thickness 1mm, and outer diameter 3 mm. CFD results in comparison with the
experimental results indicated that the thermal resistance, coefficient of heat transfer,
thermal conduction, and efficiency of closed turn pulsating heat pipe charged with
SiO2/DI water and Al2O3/DI water nanofluids are better than using DI water as the
working fluid.

Baitule et al. [7] conducted another study on a CLPHP with two turns. Copper is
used as the material with OD of 3 mm and ID of 2 mm. The working fluids filled
with ratios ranging 0–100% utilized here are acetone, water, methyl alcohol, and
ethyl alcohol. Therefore, the results from the experiment displayed that at 60% fill
ratio for disparate heat inputs, the heat transfer performance characteristics reduce
thermal resistance and escalate the coefficient of heat transfer of pulsating heat pipe.
Pachgare [8] had performed experiments on the performance of heat transfer in a
closed turn pulsating heat pipe, the copper tube used for the manufacture of PHP
having internal diameter 2 mm and external diameter 3.6 mm and the filling ratio was
50%. And the number of turns used in this experimentation is 10. The working fluids
introduced here are methyl alcohol, ethyl alcohol, acetone, H2O, and different binary
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mixtures. The results demonstrate that with increase in the heat input supplied, the
thermal resistance reduces immediately. Out of the various operating fluids, acetone
has the most effective heat transfer performance.

Anexperimental investigationwasperformed [9] on amulti-turnopen-looppulsat-
ing heat pipe (five turns) in startup thermal conditions and steady-state thermal con-
ditions, respectively. Different parameters, namely, working fluid, heat input, charge
ratio, and concentration of ferrofluid were explored. From the experimental results, it
shows that using ferrofluid improves the quality of thermal performance when com-
pared to distilled water as working fluid. Also observed that the efficiency of thermal
performance was improved to a great extent, when the magnetic field is applied to
an open-loop PHP which is charged with ferrofluid. By using CFD modeling, Fadhl
et al. [10] explained about the application to simulate the two-phase heat transfer
mechanism in a wickless heat pipe called the thermosyphon. R134a and R404a were
used as working fluids for thermosyphon. The obtained CFD results were compared
with experimental results with good agreement obtained between predicted temper-
ature profiles and experimental temperature data. With R134a and R404a charged
thermosyphon it is proved that CFD modeling was efficient enough in reproducing
the heat and mass transfer process. Qu et al. [11] have inspected on silicon-based
micro-pulsating heat pipe by analyzing about how the measurement of temperature
takes place. And the flow visualization was also implemented to examine the thermal
and flow behavior of Si-based micro-PHP with hydraulic diameter of 352µm. The
working fluids used are the FC72 and R113. Variations in temperature versus time
graph of micro-PHP under different power input and flow patterns in micro-channels
were recorded. Heat input of 6.3w is supplied to the evaporator wall temperature of
42.1 C and 41.9 C which are obtained for micro-PHP when charged with R113 at
filling ratios of 41 and 58%. In case of micro-PHP charged with FC72, a maximum
power input of 9.5w is associated, respectively. Finally, he achieved a result that the
visualization study exhibited at the evaporation, adiabatic, and condenser sections
was largely occupied by annular slug slug-bubbly flows. The experimental studies
are carried out in a closed-loop PHP with three turns which were elucidated by Naik
et al. [12], who had conducted the experimental analysis on steady state for discrete
heat loads, working fluids. The working fluids introduced in PHP are ethyl alcohol,
methyl alcohol, heptane, and distilled water. The execution parameters like thermal
resistance and heat exchange coefficient are assessed. The outcomes demonstrated
that heptane and acetone display optimum heat exchange qualities of pulsating heat
pipe. Goshayeshi et al. [13] have examined the experimental study on the use of
Fe2O3/kerosene, nanofluid for the copper OHP in the presence of applied magnetic
field. In a PHP to assess the augmentation of heat transfer, a study was conducted
experimentally on iron oxide (Fe2O3) dispersed nanoparticles into kerosene (base
fluid). Furthermore, the results indicated that the inclusion of iron oxide nanoparti-
cles may improve the performance of heat transfer particularly under the effect of
magnetic field. Saba et al. [14] investigated experimentally about the effect of per-
pendicular, uniform, gradient magnetic field on convective heat transfer coefficient
of Fe3O4/H2O nanofluids. The heat transfer coefficient was measured at volume con-
centration of 0.5,1,2,3 % and temperatures of 20, 30, 40 ◦C. Thus, it is noticed that,
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with increase in the nanofluid concentration Fe3O4/H2O, the convective heat transfer
coefficient also increases. Further observations were made by the author that without
magnetic field the convective heat transfer coefficient of Fe3O4/H2O nanofluids was
improved by 5.2% at volume fraction of 3% and with the magnetic field applied to
Fe3O4/H2O nanofluids the enhancement of convective heat transfer coefficient was
improved by 4.2 and 8.1%, respectively.

The available research on CFD simulations of two-phase heat transfer/flowwithin
a wickless heat pipe clearly shows a gap. As a result, the objective of this study
is to develop a CFD model that encompasses all aspects of two-phase flow and
heat transfer during the operation of a wickless heat pipe charged with acetone and
how the various parameters such as geometry, fill ratio, and working fluid affect its
performance. The CFD model which is created was validated with the experimental
paper [1] with good consensus.

2 Governing Equations

The common procedure to model a two-phase flow which employs the formulation
of a single fluid, supported volume of fluid method (VOF) are going to come after
modeling the motion of slug flow in capillary tube. The hydro-dynamical movement
is frequently characterized by the Navier–Stokes equations to figure out the two-
phase flow interface, called Volume of Fluid (VOF).

Conservation of mass:
∇ · u = 0 (1)

Conservation of momentum:

∂ (ρu) ∂t + ∇ · (u · ρu) = −∇ p + ∇ · [μ (∇ · u + (∇ · u) T )] + fσ (2)

Conservation of energy:

∂ (ρcT ) ∂t + ∇ · (ρcuT ) = ∇ · (k∇T ) (3)

From the above equations T, k represents temperature and thermal conductivity.
ρ, u, p, μ, c represents density, vector velocity, pressure, dynamic viscosity, and
specific heat capacity, respectively. In the momentum equation, the term fσ is the
surface tension force. With the VOF technique the interfaces are represented and
furthermore the governing equations are solved in the phases correspondingly.
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3 Simulation of CFD

The main purpose is to analyze the heat transfer performance in an oscillating heat
pipe aka pulsating heat pipe by changing the load conditions in an evaporator section.
The working fluid used here is acetone. The complete study is performed in CFD
ANSYS software.

3.1 Methodology

Firstly, based on the performance and operational analysis of pulsating heat pipe the
literature survey is done. Many suggestions have been taken into consideration on
journals and papers which are examined to occur with defined problem statement.
On this basis, the reference paper by Naik et al. [1] for basic geometry, performance
parameters, and operating conditions is taken into consideration as this paper has
given the scope to perform the CFD analysis. The tools required for the model to
be solved are set and worked on. From the results, the data obtained have been
characterized and compared to our basic reference paper. The results of the CFD
analysis are then verified analytically.

3.2 Geometry and Meshing of PHP

In this work to create a geometry of a single turn PHP, the reference of geometric
design is to be considered from Naik et al. [1], for each model independent study of
grid is done and also ensured that the solution is also independent of mesh solution
(Fig. 1).

3.2.1 Geometry

A CLPHP with single turn is made of copper has ID of 2 mm and OD of 3 mm,
respectively. In the geometric modeling, the copper domain is not considered as the
fluid domain is only the matter of criteria.

3.2.2 Meshing

For the shape of the mesh, the automatic method is selected and the mesh sizing is to
be completed manually. The maximum, minimum sizes of the meshes are selected
to be 0.0002 m as shown below (Fig. 2). The mesh has been generated with 6,17874
number of elements and 6,64427 number of nodes with this control settings.
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Fig. 1 Illustration of a Geometric model of single turn PHP

Fig. 2 Meshing (ANSYS CFX image)

3.3 Domain Settings

Primarily three domains were defined for the entire geometry of pulsating heat pipe
such as evaporator, adiabatic, and condenser region. Besides, the adiabatic region is
separated to include the increase of acetone level in PHP from evaporator at base. A
charge ratio of 60%by volumewas filledwith acetoneworking fluid in the evaporator
section.
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3.4 Boundary Conditions

In evaporator region, heat fluxes such as 9, 11, 13, and 15 W were specified, respec-
tively. The value of heat flux is zero in case of adiabatic region. The heat flux which
was given negative in the condenser region has to be calculated from reference paper
taken. For the CFD analysis, VOF model has been employed.

The constant temperature of 302 K was given at the condenser region. Corre-
spondingly, the rate of heat flux is zero Wm2 K−1 as the condition is adiabatic in the
adiabatic region. Equivalently, the value of total constant heat flux is 7945Wm2 K−1

as the external source is attached in evaporator region.

3.5 Turbulence Model

K-epsilon model has been one of the familiar turbulence models which have been
executed in this analysis. In most of the CFD codes, it is implemented and is ought
to be the industry standard model. For common purpose simulations, the K-epsilon
offers a better understanding with regard to accuracy and robustness.Within the CFX
the standard two equation model was applied by the K-epsilon turbulence model.
The two equations are the transport equations one for dissipation and the other for
turbulent kinetic energy (k) and to improve accuracy and robustness it utilizes the
scalable wall function approach. Therefore, for the flow of fluids in the domain it
provides good predictions.

4 Results and Discussions

The simulation output is generally examined in numerous ways such as charts or
graphs, temperature contours, and streamlines. Different parameter values over the
time steps are taken down and they are plotted to make graphs. The temperatures of
acetone, and the volumetric fraction of acetone vapor and acetone at condenser region
and at evaporator region are plotted to obtain the comprehensible output picture. The
simulation results are often analyzed by examining these graphs (Tables 1 and 2).

(i) Variation of Thermal Resistance: The thermal resistance of pulsating heat pipe:

R = Te − Tc
Q

(K/W )

where Q = heat flux in W, Te = temperature of the evaporator in k, and Tc = temper-
ature of the condenser in k (Table 3).

It is indicated from Fig. 3 there is a depletion in the thermal resistance at 60%
volume fraction as compared with 70 and 80% volume fractions. Thus, acetone with
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Table 1 Heat input effects on evaporator temperature, condenser temperature: acetone at 60%
volume fraction

Heat flux (W) Temperature of the evaporator
(K)

Temperature of the condenser
(K)

9 312 292

11 316 292.5

13 320 293

15 324 294

Table 2 Effects of fill ratio on evaporator temperature

Heat flux (W) 80% vof 70% vof 60% vof

9 320 317 312

11 322 321 316

13 325 324 320

15 327 326 324

Table 3 Variation of thermal resistance for CFD and experimental at 60% volume fraction (vof)

Q (W) Thermal resistance (K/W) at 60% vof

CFD Experimental

9 2.33 2.8

11 2.2 2.4

13 2.07 1.9

15 2 1.8

Fig. 3 Comparison graph
for variation in thermal
resistance with heat flux at
different volume fractions
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Table 4 Text

Heat flux in W Heat transfer coefficient in W/m2k at 60% vof

CFD Experimental

9 379 316

11 402 368

13 427 465

15 442 491

Fig. 4 Comparison graph
between CFD and
experimental results for
variation in heat transfer
coefficient with heat flux at
60% volume fraction

Fig. 5 Comparison graph
between CFD and
experimental results for
variation in heat transfer
coefficient with heat flux at
70% volume fraction

60% volume fraction shows the better result, i.e., decrease in the thermal resistance
is more with respect to heat flux, respectively (Table 4).

(ii) Variation of heat transfer coefficient: The coefficient of heat transfer for a
pulsating heat pipe:

h = Q

As (Te − Tc)

(
W/m2K

)

The heat transfer coefficient increases as the heat flux increases, as shown in Fig. 4.
The maximum difference between experimental and CFD analysis was found to be
16 percent. And w.r.t the value of increasing heat flux, the deviation is decreased,
respectively (Fig. 5).

The heat transfer coefficient increases as the heat flux increases, as seen in themax-
imum difference between experimental and CFD analysis observed is 15%. When
compared to a 60 percent volume fraction, this deviation is less.
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Fig. 6 Comparison graph
between CFD and
experimental results for
variation in heat transfer
coefficient with heat flux at
80% volume fraction

Fig. 7 Comparison graph
for variation in heat transfer
coefficient with heat flux at
different volume fractions

The heat transfer coefficient increases as the heat flux increases, as seen in Fig. 6.
The maximum difference between experimental and CFD analysis was found to be
10%.

It is inferred from Fig. 7 that the heat transfer coefficient is high at 60% volume
fraction as compared with 70% and 80% volume fractions.

The temperature contours of PHP at varied volume fractions, different time step
size, and varying heat load are shown in Figs. 8, 9, and 10. However, Fig. 10a, b
illustrates temperature contours of 70 and 80% volume fractions for 15 and 13 W
heat loads at various time steps. As the time step rises, the volume fraction of acetone
in liquid decreases to zero, leaving only acetone vapor to flow in the pulsating heat
pipe. At this period, the evaporator portion’s temperature is steadily increasing and
the evaporator section is kept at the same temperature. The temperature contours are
depicted in Fig. 12, respectively

Contours of PHP by varying Volume fraction:
The volume fractions of acetone liquid, acetone vapor, and air in a single-loop pulsing
heat pipe are displayed for various time increments. The volume fraction contours
of acetone liquid, acetone vapor, and air in PHP at the initial condition for 60, 70%
filling ratio are shown in the first three contours (Figs. 11 and 12).
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Temperature Contours of PHP:

Fig. 8 a and b represent temperature contours of PHP at 9 W at 60 and 70% volume fraction for
acetone working fluid

Fig. 9 a and b represent temperature contours of PHP at 15 W for 60 and 70% volume fraction for
acetone working fluid

This clearly demonstrates that the PHP is filled with 60% acetone fluid before
the heat load is applied to the evaporator, with the remaining 40% of the PHP con-
taining air in it. And at initial condition there is no acetone vapor in the PHP, these
acetone-vapor contours are shown in Fig. 12b. These volume fraction contours at
initial condition are same for different heat loads.

Figures 11 and 12 show the volume fraction contours of acetone liquid at different
heat loads, i.e., 9, 13, and 15W, respectively. It is observed from these volume fraction
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Fig. 10 a and b represent temperature contours of PHP at 13 W and 15 W at 70 and 80% volume
fraction for acetone working fluid

Fig. 11 a and b represent contours of PHP for 60 and 70% volume fraction at initial condition

Fig. 12 a and b represent contours of PHP for 60 and 70% volume fraction at initial condition
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contours as time step size increases the volume fraction of acetone liquid decreases
when the heat load is given at evaporator section. And also it is observed that the
acetone-liquid volume fraction decreases as heat load increases in the PHP.

5 Future Scope

1. Number of turns can be increased which improves the better thermal performance
of a pulsating heat pipe.

2. Use of nanofluids can improve thermal performance better than the ordinary
working fluids.

3. Proper inclination angle and gravity may also affect the performance of a PHP
with good thermal performance and increase in heat transfer, respectively.

4. By using the ferrofluid (magnetic nanofluid) which has greater thermal conduc-
tivity, it improves the thermal performance of a PHP significantly.

6 Conclusions

– In this CFD analysis of pulsating heat pipe, we can conclude that simulation of
two-phase flow is simulated successfully in FLUENT 15.0.

– It can be examined that with raising the heat flux, the value of thermal resistance
goes down and the convective heat transfer coefficient is increased.

– In this analysis, the difference in wall temperatures of condenser and evaporator
with respect to flow time is detected.

– The PHP can display favorable heat transfer characteristics at a fill ratio of 60%,
respectively.

– Among three fill ratios 60, 70, and 80%, it is noted that acetone at 60% is found
to be a better fluid with better charging ratio for the augmentation of heat transfer
rate.
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Thermo-Hydraulic Performance
Analysis of a Shell and Tube Heat
Exchanger with Different Single
Segmental Baffle Configurations

K. Anjineyulu and Dillip Kumar Mohanty

1 Introduction

Heat exchangers have always been considered as pivotal in the processing, power
generation, HVAC/R, transportation, and manufacturing industries. Due to the low-
cost maintenance, limitation ranges of pressure and temperature designs this STHX
is vastly used say 35–40% among all types of heat exchangers [1]. Among the
various components, the baffles play a significant role in increasing the turbulence
in case of the shell side flow which consequently adds to the overall performance
of the heat exchanger. With helical baffles on the shell side Shinde and Chayan
[2] has investigated the flow of heat, fluid in a STHX. Impacts of Different baffle
configurations in STHX were examined by Ambekar et al. [3] on coefficient of heat
transfer, pressure drop respectively. The design of ladder type fold bafflewhich has an
ability to obstruct the leakage zones (triangular) in actual heat exchangerswith helical
baffles had been demonstrated by Xiao et al. [4]. Wen et al. [5] have investigated
the improvement in performance and enhancement of heat transfer with installing
the sealers in the shell side and the results show that overall heat transfer coefficient,
exergy efficiency, pressure losses were increased on shell side. The influence of
friction characteristics on a heat exchangermodel using disparate swirl vane numbers
at various locations across the length of the pipe to augment the rate of heat transfer
was inspected by Yehia et al. [6].

The computational analysis for study of performance parameters with different
geometrical configurations of a STHX has been applied by various researchers in
last few decades. In a STHX Leoni et al. [7] have analyzed the flow in a shell side
using CFD. The numerical model of a STHX pertained to the conviction of porosity
and permeability to procure the thermo-hydraulic performances in a shell side had
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been studied by You et al. [8]. Pal et al. [9] have inspected the behavior of a fluid
flow, the temperature pattern in a STHX with and without the presence of baffle and
concluded that the cross flow at the nozzle part has a remarkable contribution in the
direction of the heat transfer. The rate of heat transfer in the shell side of a STHX and
the 3D numerical simulation of a turbulent fluid flow had been examined by Mellal
et al. [10].

In a STHX the steady-state numerical simulations have been carried out accom-
panied by twisted tapes on a shell side was investigated by Yang et al. [11]. Ozden
and Tari [12] have studied the design of a shell side in a STHX, eventually the results
are susceptible to the selection of a turbulence model. The numerical inspections
on a combined multi-pass STHX with continual helical baffles had done by Wang
et al. [13]. Bhutta et al. [14] have done the review which is mainly focused on the
applications of CFD and observed that CFD has been implemented in following:
maldistribution of fluid flow, to identify the fouling factor, pressure drop, thermal
analysis in the phases of design and optimization. Wang [15] had investigated that
the heat transfer enhancement can be done in a STHX by implanting the sealers in
the shell side. The results revealed that the coefficient of heat transfer at shell side
was increased from 18.2 to 25.5%, the overall heat transfer coefficient was raised to
15.6 to 19.7% and the exergy efficiency was increased to 12.9–14.1%, respectively.

The significant factors for the evaluation of shell and tube heat exchangers which
can give more advantageous results with helical baffles are the performance of rate
of heat transfer and pressure drop [16]. Comparatively to the conventional segmental
baffles the usage of continual helical baffles has resulted in 10% increase in the
coefficient of heat transfer. The use of continuous helical baffles results in nearly 10%
increase in heat transfer coefficient compared with that of conventional segmental
baffles [17]. With the help of theoretical and numerical methods Chit et al. [18] had
studied the flow analysis and the influence of baffle spacing of a STHX.

The present work has investigated computationally the impact of baffles on the
thermo-hydraulic performances in a STHX. The overall coefficient of heat transfer,
pressure drop has been estimated in the heat exchangers without baffles with param-
eters of single segmental baffles keeping constant. The baffle cut has been considered
to be 22.5% for the single segmental baffles.

2 Methodology

Computational fluid dynamics (CFD) is a significant tool which has been quite useful
for study of fluid flow behavior, rate of heat transfer, etc. by solving a set of math-
ematical equations with the help of numerical simulations [14]. Shell and tube heat
exchangers have a quite complex geometry for which an exact numerical analysis
is too difficult. However, CFD employs a quite simple and effective technique by
resolving the entire heat exchanger system into a number of small cells or grids.
Certain parameters like distribution of pressure, difference in temperature gradients
and flow parameters can be obtained by applying the governing equations on these
particular distinct elements.
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2.1 Modeling

The geometric model was designed in CATIA V5R20 and later it was exported to
ANSYS- FLUENT version to procure the finite element analysis. Figure1 represents
the geometric model of single segmental heat exchanger baffle. Shell side of the heat
exchanger is made up of stainless steel with internal and external shell diameters
as 153 and 167mm, respectively. The exchanger consists of 24 tubes arranged in
square pitch arrangement. The internal and external diameters of the tubes are 9.5
and 12mm respectively while the length of each tube is 1200mm. In case of the
exchanger with single segmental baffle, 4mm thick baffles with 22.5% baffle cut
were used. The working fluid considered for shell side of a heat exchanger is a hot
fluid.

2.2 Governing Equations

The shell side flow and the rate of heat transfer are considered to be steady and the
working fluid gravity is ignored completely. The governing equations pertained to
the conservation of mass, momentum, and energy for numerical simulations can be
expressed as follows [13]

Continuity Equation
∂ui
∂xi

= 0 (1)

Momentum equation

∂uiu j

∂xi
= − ∂p

ρ∂xi
+ ∂

∂x j

(
(ν + νt )

(
∂u j

∂xi
+ ∂ui

∂x j

))
(2)

Fig. 1 Geometric model of a single segmental baffle in a shell and tube heat exchanger
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Energy equation
∂ui T

∂xi
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∂xi

(( ν

Pr
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Pr

) (
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))
(3)

Turbulent kinetic energy k equation
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Rate of energy dissipation ε equation
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where Γ denotes the production rate of k and is given by

Γ = −u′
i u′

j
∂ui
∂xi
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(
∂ui
∂x j

+ ∂u j

∂xi

)
∂ui
∂xi

(6)

νt = cμ

k2

ε
(7)

2.3 Meshing

The modeling of the test section is meshed with ANSYS. The fine mesh is created
throughout the effective length of the tube and then the domains were meshed with
polyhedral. Due to its excellent merit of managing very complex 3D geometries.
Figure2 represents the heat exchanger with single segmental baffle. The smooth
meshing was created such that edges as well as regions of temperature constraints
meshed. For carrying out this CFD analysis both the hot and cold fluid are consid-
ered to be incompressible and in single phase only. The effect of radiation and net
convection are neglected. The thermophysical properties are assumed to be inde-
pendent of temperature. The flow is hydrodynamic and constant heat flux is used.
Grid independence tests have been performed and later came to a conclusion that the
total number of cells procured around 1.33 millions with single segmental baffles,
respectively.

2.4 Thermophysical Properties

The hot and cold fluids introduced in the shell and tube side are considered to be
water for the analysis of heat transfer performances. The thermophysical properties
of hot, cold fluids are tabulated below (Table 1).
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Fig. 2 Meshing of shell and tube heat exchanger with single segmental baffle

Table 1 Thermo-physical properties of hot and cold fluids

S. No. Fluid Density
(kg/m3)

Thermal
conductivity
(W/m–K)

Viscosity
(Ns/m2)

Specific heat
Cp (J/kg K)

1 Cold H2O 997 0.6207 0.00089 4182

2 Hot H2O 985 0.6493 0.000504 4181

2.5 Boundary Conditions

The boundary conditions of the test section in the working fluids within shell and
tubes for STHX are hot fluid and cold fluids. The 3D, double precision, pressure
based, and steady solver are acquired for numerical simulations by utilizing ANSYS-
FLUENT. The desired mass flow rate of shell side is 3 kg/s and tube side is 0.5 kg/s.
The temperature values assigned to the shell side inlet are 25 ◦C and tube side inlet
are 55 ◦C. The gauge pressure values of the shell side and tube side are zero. No slip
boundary condition is set to STHX wall surfaces. The thermal boundary layer of the
single segmental STHX wall is set to be adiabatic. The constant wall temperature of
27 ◦C is assigned to tube walls. The second-order upwind scheme is set to energy,
momentum equations, and SIMPLE algorithm is allotted for the coupling between
pressure-velocity fields.

2.6 Numerical Analysis

The numerical method adopted particularly for this analysis is the explicit analysis
also known as second order upwind schememethod. In this analysisMass/inertia and
damping are included. One of the main advantages using this method is no iteration
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required as the nodal accelerations are solved directly. Once accelerations are known
at time n, velocities are calculated at time n + 1/2 and displacements at time n + 1.
The strain is derived from the displacements and stress is obtained from strain. And
the entire cycle is repeated this way, respectively.

3 Results and Discussion

The CFD simulation of various profiles like temperature, pressure, and velocity in
single segmental STHX for disparate baffle cut configurations has been considered.
Parameters like effectiveness, pressure drop, overall coefficient of heat transfer have
been considered for themeasurement of performance and efficiency of heat exchang-
ers. A steady-state CFD model was simulated in ANSYS-FLUENT. The parameters
such as overall coefficient of heat transfer, pressure drop when compared to the
mass flow rate it is observed that both these parameters are directly proportional to
the mass flow rate. The outcome of the computational analysis along the shell side
flow has been described with regard to temperature, velocity contours, and pressure
distribution of the heat exchangers with single segmental baffles, respectively.

3.1 Effect on Temperature

The temperature distributions of shell and tube side heat exchanger of segmental
baffle are shown in Fig. 3. It is examined that in the outer shell pass of the shell
and tube heat exchanger, the temperature increases evenly and smoothly. From the
temperature contours shown in Fig. 4 it can be observed that temperature of the water
at the cold pipes in the single segmental STHX is 22.5% is higher than remaining
baffle cuts. From the temperature contours it is noticed that temperature has been
decreased continuously from the shell side inlet to shell side outlet. Conversely the
temperature increases continuously from cold side inlet to cold side outlet.

From the graph shown in Fig. 5 it is examined that temperature distribution varies
with mass flow rate which implies mass flow rate is increased with increase in the
temperature distribution.

3.2 Effect on Velocity Contours

The velocity distribution of a STHX with single segmental baffle is shown in Fig. 6.
The orientation of the baffle cut types and the fluid flow pattern has been represented
in the form of path lines. The formation of a zigzag flow pattern in the shell side of
a STHX is observed. From different single segmental baffle cuts, it can be seen that
velocity distribution of hot water in a single segmental model is more uniform.
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Fig. 3 Shell side heat exchanger of a single segmental baffle

Fig. 4 Tube side heat exchanger of a single segmental baffle

Fig. 5 Comparison of mass flow rate versus temperature distribution with different baffle cuts

3.3 Effect on Pressure

For the design of a STHX, the pressure drop is considered to be a significant factor
because it is associated with the parameters like operating cost and efficiency. If the
pressures drop is low resulting in low pumping power, which leads to the increase in
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Fig. 6 Heat exchanger with single segmental Baffle

Fig. 7 Heat exchanger with single segmental Baffle

the overall system efficiency. From Figs. 7 and 8, it can be observed that the required
pressure drop for a fluid needs to be higher at inlet stage to reach the outlet.

From the above graphwhich representsmass flow rate to pressure drop it is noticed
that the mass flow rate is directly proportional to pressure drop. In case of baffle cut
at 22.5% the pressure drop increases and with baffle cut at 42.75% the pressure
drop decreases gradually. Apparently, it can be concluded that the pressure drop is
inversely proportional to baffle cut, respectively.

4 Conclusions

The overall heat transfer rate and pressure drop for heat exchangers with single
segmental baffles at disparate inletmass flow rates have been analyzed usingANSYS-
FLUENT. The conclusions that can be taken into consideration from the study are
as follows:
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Fig. 8 Comparison of mass flow rate versus pressure drop with different baffle cuts

1. Single segmental baffles with 22.5% baffle cut obtain the better overall coefficient
of heat transfer compared to other baffle cuts.

2. This work is intended to develop an optimal configuration of a shell and tube heat
exchanger which can provide maximum possible coefficient of heat transfer with
minimum possible pressure drop.

3. The CFD estimated pressure drop is compatible within ±10% with those esti-
mated by the Bell-Delaware method.
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1 Introduction

‘Wear’ is contemporary and existed issue to discuss on both ends beneficiary and
malicious for various industrial applications depending on input tribological factors
especially in the case of aluminium-based metal matrix composites (AMCs), which
occupied about 70% of applications [1, 2]. These AMCs are feeble, particularly in
the dry sliding conditions against the wear [3]. When the soft graphite particulate at
various proportions was incorporated in AA6063, the wear rate of the resultant com-
posite is greatly reduced [4]. Similar output was observed when TiO2 particulate was
incorporated in aluminium-based alloy [5]. Most of the aluminium-based AMMCs
were weak in tribological behaviour [6]. The tribological behaviour of composites
AA7075 with the inclusion of SiC+Al2O3 particulate is optimised using the ANOVA
method and is concluded that the optimised parameters are 550 rpm stirring speed
and 12% of inclusion [7]. The Al2O3 reinforced particulates greatly influence the
properties of aluminiummetalmatrix composites. By the inhibition of silicon carbide
(SiC) particulate in the aluminium-based matrix, by varying proportions, at 20 wt.%,
the composite has the highest tensile strength as well as highest hardness [8]. For the
optimization of the wear behaviour of composites, many statistical tools are avail-
able. Statistical techniques like Taguchi techniques Grey Relational Grade (GRG)
method are some of the effective techniques optimizations of the parameters like
rate of wear (RoW), coefficient of friction (CoF) concerning input parameters like
the sliding velocity, distance of sliding, etc. When SiC particulate was reinforced
in aluminium 2xxx series alloy, the velocity of sliding was found to be the most
affected input parameter on the composite’s dry sliding wear property. Statistical
analysis for optimising wear behaviour using Taguchi techniques was conducted on
the composites of Al2219 with SiC and graphite as reinforcements. The velocity of
sliding load and sliding distance was taken as input parameters and observed that the
hybrid composite fabricated with the combination of SiC and graphite particulates
shown better resistance to wear [9]. In the present investigation, an attempt wasmade
to accomplish better mechanical properties coupled with good wear properties for
the selected materials in the conventional stir casting route followed by a secondary
process hot-extrusion.

2 Materials and Methods

In the present research study, the matrix material is Al4Mg which is prepared using
the ordinary casting method. When mixed with copper, this Al4Mg binary alloy pos-
sessed enriched properties which insinuation for significant applications in aircraft,
automobile industries [10]. Another base material, the ternary alloy Al20Cu20Mg is
also casted and particulate is prepared from this ternary alloy using filing technique.
The average size of particulate is 200 microns, obtained after ball milling and siev-
ing. Using the stir casting technique, the composites are prepared by the addition
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of 5, 10, and 15% of particulate in the base alloy which was melted at 700 ◦C. In
order to avoid oxidation, a continuous flow of argon gas was maintained during the
addition of particulate into the melt of base alloy. The particulate was preheated at
100 ◦C before addition into the vortex of melt. A continuous vortex is maintained
using the stirrer at a speed of 750 rpm. The melt was casted into 60 mm diameter
billets. These billets of composites are extruded into rods of 16mm in diameter using
a hot-extrusion press of (200T) capacity.

3 Wear Test

The specimens under ASTM: G99 standards were prepared using Wire cut Electric
DischargeMachine (WEDM).Dry slidingwear test was conducted using pin-on-disc
apparatus—DUCOM TR-20 wear testing machine. The standard wear specimens of
4 mm dia.×30 mm long. The cut specimens are as shown in Fig. 1. The pin-on-disc
test was performed at normal room temperature.

Fig. 1 Wear cut specimen using WEDM
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4 Results and Discussions

4.1 Grey Relational Analysis (GRA)

The wear rate outcomes from the pin-on-disc test are projected, for optimising
throughGRA. The designed experiment is successfully conducted as assumed. Three
input factors each at three levels are tabulated in Table1. Table2 shows the analytical
responses.

The grey rational coefficients (GRCs) were calculated from the Signal to Noise
ratio (S/N ratio) of all response parameters and Grey Rational Grades (GRGs). The
above GRCs were premeditated for all combinations of experiments, and then ranks
are allotted.

η = −10 log10

(
1

n

n∑
i=1

yi j
2

)
(1)

η = −10 log10

(
1

n

n∑
i=1

1

yi j 2

)
(2)

where η = Signal to noise ratio, yi j = Observations, n = Number of replicates.

Table 1 The three assumed levels of the process parameters

Parameter type Level: 1 Level: 2 Level: 3

Velocity (m/min) 100.00 120.00 140.00

Applied load (N) 4.91 9.81 14.71

Time (min) 15 30 45

Table 2 Investigative table of RoW responses

Experiment
No.

Velocity
(m/min)

Load (N) Time
(min)

Rate of Wear (RoW) (mg/min)

Alloy 5% 10% 15%

1 1 1 1 4.61 4.28 1.94 1.28

2 1 2 2 0.61 1.66 0.67 0.92

3 1 3 3 3.54 4.18 1.53 1.1

4 2 1 2 0.87 1.2 0.47 0.52

5 2 2 3 0.73 1.23 0.57 1.43

6 2 3 1 1.19 1.98 0.98 0.87

7 3 1 3 1.33 0.5 0.89 1.91

8 3 2 1 0.98 0.77 0.85 0.81

9 3 3 2 1.89 0.98 1.05 1.78
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4.2 Grey Relational Analysis (GRA) for Rate of Wear (RoW)

The grey system theory (GRA) is the influential measurement technique. This tech-
nique examines the uncertainty relations between major factor with other factors in
a given system. When the experimental trials can’t be completed precisely, GRA
assists to compensate for the shortcomings in statistical regression. GRA is a mea-
surement of the absolute value of the data differences between sequences and it can
be used to measure the estimated correlation between sequences [11, 12].

N − S/Nratio = ηn = ηi − min(ηi )

max (ηi ) − min (ηi )
(3)

f = [
max

[
ηni−nin

]] − ηni (4)

GRC = min ( f Dci ) + f ∗ max (Dci )

(Dci ) + f ∗ max (Dci )
(5)

GRG = 1

m

m∑
k=1

GRCik (6)

where m = number of output parameters, f = quality loss function, GRC = grey
relational coefficient, Dc = Distinguishing coefficient (range 0Dc1), GRG = grey
relational grade, S/N ratio = Signal to noise ratio, N S/N ratio = n = Normalised
Signal to Noise ratio.

The S/N ratios were calculated and tabulated in Table3. The Grey relational
coefficients, Grey relational grades, and ranks are tabulated in Table4. The optimal
conditions on the basis of level means tabulated in Table5 are A2-B3-C3.

Table 3 S/N ratios for all experiments

Experiment no. Rate of Wear (RoW) (mg/min)

Alloy 5P 10P 15P

1 –6.0639 –7.1967 –6.4444 –6.0639

2 –6.8485 –8.9432 –7.7478 –6.8485

3 –7.3471 –9.1571 –8.0280 –7.3471

4 –7.2346 –9.1273 –7.6042 –7.2346

5 –9.3077 –9.4258 –9.2480 –9.3077

6 –9.4843 –9.8272 –9.3669 –9.4843

7 –7.6042 –7.7478 –6.0206 –7.6042

8 –6.9271 –8.2995 –6.8485 –6.9271

9 –8.2995 –8.5627 –6.8485 –8.2995
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Table 4 Calculation of Grey relational coefficients (GRCs)

Experiment
no.

GRC GRC Rank

Alloy 5P 10P 15P

1 0.333 0.333 0.364 0.333 0.341 9

2 0.394 0.549 0.508 0.394 0.461 6

3 0.445 1.000 0.555 0.445 0.611 3

4 0.432 0.590 0.487 0.432 0.485 5

5 0.906 0.669 0.934 0.906 0.854 2

6 1.000 0.818 1.000 1.000 0.954 1

7 0.476 0.381 0.333 0.476 0.417 7

8 0.401 0.443 0.399 0.401 0.411 8

9 0.591 0.481 0.399 0.591 0.516 4

Table 5 Level means of (GRG) for Rate of wear

Parameter
type

Level: 1 Level: 2 Level: 3 Delta Rank Optimal
level

Velocity—A 0.471 0.764 0.448 0.316 1st L:2

Load—B 0.414 0.575 0.694 0.279 2nd L:3

Time—C 0.569 0.487 0.627 0.058 3rd L:3

4.3 ANOVA

4.3.1 Checking of Data and Adequacy/Tolerability of the Model

The average probability plot of the residuals is shown in Fig. 2. From this plot, it can
be declared that the experimental outputs are nearer to the line fit in the normal plot.
Hence the validity of operative parameters holds good for all cases.

The contribution on effectiveness of all process parameters, namely, the sliding
velocity, load applied, and time of sliding on wear rate outputs, is premeditated using
ANOVA technique.

The ANOVA for the rate of wear (RoW) was conducted as tabulated in Table6. It
can be stated that the most significant factor is velocity followed by load and time.

4.4 Microstructural Results

In Fig. 3, the SEM micrograph, the microstructure of matrix alloy Al4Mg is shown.
In the SEM micrograph of AL4Mg growth of dendrites of small size is observed.,
and the uniform distribution of magnesium is seen as whitewashed-like spots all over



Influence of Dry Sliding Wear Parameters on the Rate of Wear Al–Mg Matrix … 351

Fig. 2 Normal probability—Residual plots for the Rate of Wear

Table 6 ANOVA output for GRGs

Source D.F S.S M.S F value %
Contribution

Velocity 2 0.18664 0.093320 10.38 52.9866

Load 2 0.11795 0.058975 6.56 33.48569

Time 2 0.02966 0.014828 1.65 8.41926

Error 2 0.01799 0.008993 5.106178

Total 8 0.35223

the surface. In Fig. 4, the SEM micrograph of the composite reinforced with 10%
particulate shows uniform distribution of high strength ternary alloy particulates
(HSAp) in the Al4Mg alloy. This can clearly be evidenced throughout the grain
boundaries which are thin white strands, similar observations were made by Praveen
Kumar et al., in AA2024 which is reinforced with High Entropy Alloy particulates
[13], and similar white clusters of Al-20Cu-10Mg were observed in A356 alloy
matrix composites [14].
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Fig. 3 Microstructure of base alloy Al4Mg showing uniform distribution of Magnesium

Fig. 4 Microstructure of wt.% 10 composite showing uniform distribution of HSAp in Al4Mg
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4.5 SEM Observation of Worn-out Specimens

Thewear behaviour of the sampleswas analysed by examining the SEMmicrographs
of the worn-out surfaces. The micrographs revealed that the samples were abraded
due to the adhesive and abrasive wear mechanism, from the SEM micrograph of
worn-out Al4Mg alloy (Fig. 5) reveals more ploughing and broader wear tracks,
which indicates wider grooves adjacent to the ploughed region and more debris is
observedwhich is adhered on the surface, broadening ofwear tracks and deep grooves
are due to plastic deformation, similar observations were reported by Kumar et al.
[15].

In Fig. 6, the SEM image of the composite with wt. % 10 showing reduced delam-
ination and uniform wear track, which indicates increased wear resistance with an
increase in reinforcement content. Improvement in wear resistance can be ascribed
to the strong interfacial bonding strength between the matrix and reinforcement par-
ticulate, which resists the delamination and debonding of particulate. Kumar et al.
[16] reported similar observations in aluminium composites.

Fig. 5 Worn-out surface of alloy showing delamination with broad wear tracks with a significant
amount of Ploughing at 1.5 kgf load with 120 m/min velocity for 45 min
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Fig. 6 Worn-out surface of 10 wt.% particulate composite showing thin wear tracks with less
delamination and wear debris at 1.5 kgf load with 120 m/min velocity for 45 min

5 Conclusions

• The wear rate of the composites gradually enhanced with the increase in the rein-
forcement of particulate.

• Wear rate is optimised with moderate velocity and larger values of load and time.
• FromGRA, the optimal combinationof process parameterswith the assumed levels
is determined as A2–B3–C3, i.e. the desired parameters aremoderate Velocity, and
higher levels of load and time.

• The highest influential contribution is by velocity (V) and it is 52%, followed by
Load (L) and Time (T), with contributions of 33% and 8%, respectively.

• Theworn-outmicrographs reveal plastic deformation in the alloywhich resulted in
wider grooves and delamination with a high amount of ploughing along the sliding
direction and narrower wear tracks, less delamination, and debris formation in the
alloy with 10wt.% particulate reinforcement.

• Wear track thickness is less from the microstructural observations for the alloy
with 10wt.% particulate reinforcement manifests good agreement with the grey
relational analysis GRA.
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POD—ANN Reduced Order
Macromodel of Nonlinear Autonomous
Dissipative System Using Machine
Learning

S. Nagaraj, D. Seshachalam, and G. Jayalatha

1 Introduction

Many physical world systems are represented by highly nonlinear dynamical system
models. Modeling mathematically and simulating such nonlinear autonomous dis-
sipative (NAD) systems require higher degrees of freedom in accurately describing
data flow. NAD system governed by partial differential equation (PDE) needs dis-
cretization to analyze in the domain of computation. Application of finite difference
(FD) scheme in discretizing the system results in a set of nonlinear algebraic equa-
tions. Employing numerical techniques like Runge–Kutta (RK) or Newton–Raphson
(NR), these equations are solved. If viewed in terms of processing time and memory,
these methods are observed to be inefficient.

Size and complexity of time variant/invariant system are significantly reduced
using variousMOR techniques [1]. These techniques include Passive Reduced Order
Interconnect Macromodeling Algorithm method (PRIMA), Arnoldi, Laguerre, opti-
mal Hankel norm and proper orthogonal decomposition (POD) [20].

Nonlinear system MOR exposes to totally distinct confrontations which have not
been experienced in linearizing the model. Due to large condition numbers, wide
range of time constants embracing different orders of dimension, nonlinear system
show a highly analogue nature [23].
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Fig. 1 POD—ANN approximation model

POD has cost effectively and efficiently solved nonlinear problems overcoming
the above challenges [8]. It has successfully reduced order of the system model
describing the nonlinear behavior. This method is also known as Karhune-Loéve
decomposition. POD has solved many applications in various mechanical and phys-
ical problems effectively since 1990s [12]. Recently POD has also been applied in
nonlinear system macromodeling [10].

However nonlinear evaluation of the model found disadvantage due to significant
CPU cost [21]. This has been overcome by developing macromodel of nonlinear
system usingANN [6, 9, 11, 25]. Neural networkmodels were found to be promising
in reducing memory and processing time with good accuracy.

Neural network technology has become popular in recent years. They are applied
in various fields such as dynamical system modeling, control system modeling and
signal processing [5, 19, 22]. ANN learningmodels predict the system behavior in all
engineeringfields andprovide promising approach to overcomemodeling bottleneck.
In past few decades, there has been a solid resurgence in the field of ANNs including
specialists from numerous differing disciplines, examining the reasonableness of
AI methods, with the end goal of full scale demonstrating of complex dynamical
systems utilizing neural system [2, 3, 16–18]. The machine learning framework of
the current work utilizes Bayesian Regularization [4].

By observing the advantages of POD in reducing the nonlinear model order and
ANN in macromodeling of nonlinear algebraic equation, POD-ANN combination is
generated to gain the benefit from both [11, 16, 17]. The novelty of the proposed
work is applying POD-ANN technique to nonlinear autonomous dissipative systems.
The POD-ANN reduced order macromodel of nonlinear complex systems has been
developed as shown in Fig. 1.

Here, preliminarywork onusingANN to assistmodeling of nonlinear autonomous
dynamic systemhas been presented.Data-driven supervisedmachine learning frame-
work is utilized to learn the nonlinear behavior of the autonomous dynamic system.

The presented work is ordered as follows. Section2 narrates the very nature of
nonlinear autonomous dynamical system. The method of extracting linearity of the
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nonlinear behavior is explained in Sect. 3. Sections4 and 5 discuss about the MOR
of autonomous dynamical system using POD. Section6 leads to the explanation of
neural network model being used and applied. Finally numerical results obtained
and conclusions of this work have been brought out in Sects. 7 and 8, respectively.

2 Nonlinear Autonomous Dynamical System

Nonlinear dynamic system has been described using the following state spacemodel:

v̇(t) = Av(t) + f (v(t)) + Bu(t),

y(t) = CT v(t),
(1)

where v(t) ∈ RN is a state vector, f : RN → RN is a function of nonlinear vector
values, A is N × N dimensioned system matrix, B is N × M dimensioned input
matrix, C is N × K dimensioned output matrix, y : R → RK is the output signal
and u : R → RM is an input signal.

When force input signal to the system is zero, the system is called autonomous
system and is described by

v̇(t) = Av(t) + f (v(t)),

y(t) = CT v(t).
(2)

In present paper, autonomous nonlinear dissipative system described by equation (2)
has been explained through fluid flow model using 1-D Burgers’ equation.

2.1 Fluid Flow Model Using 1-D Burgers’ Equation

One of the basic, important and widely used fluid flow model is the Navier–Stokes
equation given by

∇ � q = 0,

(ρ q)t + ∇ � (q q) + ∇ p − τ∇2q = 0,
(3)

where q is the velocity vector, ρ is the density, viscosity represented as v and pressure
is p. The equation set (3) defines the dynamic behavior of an incompressible diver-
gence free flow. The gravitational effects are negligible. Considering and accounting
only for x component of the velocity vector with zero pressure gradient, the equation
is given by

qt + q qx − v qxx = 0. (4)
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Hence it is shown here that the Navier–Stokes equation is qualitatively approximated
asBurgers’ equation and is givenbyEq. (4). Specially discretized formwith xi = iΔx
and qi = q(xi ) of Eq. (4) is given by

∂qi
∂t

= v

(Δx)2
[
qi−1 − 2qi + qi+1

] − qi
2Δx

[
qi+1 − qi−1

]
. (5)

Therefore Burgers’ equation (5) can be written in the state space form (2) and solved
numerically by Runge–Kutta method.

3 Linearizing Method

When N is defined as model order, full order model evaluation has the complexity of
O(N ). This complexity of evaluation includes both linear and nonlinear components
of themodel. To separate the linear component and nonlinear component, polynomial
expansion with zero initial condition of the mathematical model is considered. The
function F(k) is expressed as infinite polynomial series as:

F(k) = F(k0) + J0(k − k0) + 1

2
W0(x − x0) ⊗ (x − x0) + . . . , (6)

where W0 and J0 represent Hessian and Jacobian for x = x0 and F(�), Kronecker
product is represented by⊗. Linearly approximating F(�) as:

Ḟ(k) = J0(k − k0),

G = CTF(k).
(7)

Linearized model of the nonlinear system is presented as Eq. (7). This model is
still reduced to form reduced order linear model. Due to less evaluation complexity,
execution of reduced linearmodel is faster compared to full model. Output of reduced
linear model is fed to the trained ANNmodel to get approximated full model output.
This methodology has been applied on fluid flow model.

4 Model Order Reduction of Nonlinear Autonomous
Dynamic System

Nonlinear autonomous dynamic system is represented by equation (1) which has N
states defined here as N th order system. The primary goal of MOR is to build low
dimension approximation with q order which is very much less than the full order N
of the system, while precisely safeguarding the input/output behavior of the original
system.
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In this work, POD has been applied as a MOR technique for generating lower
order approximation which is typical subspace of Hilbert space. Observations from
experimental model or numerical solution set from mathematical model at different
time intervals are defined as snapshots. Optimal orthogonal basis set is extracted
using snapshot set {y1 . . . yn} ⊂ IRn.

4.1 Approximation Using POD

It is observed that, by exercising singular value decomposition (SVD) to snapshot
results of nonlinear dynamic system sample space matrix Y = [y1, . . . yns ] ∈ IRn×ns ,
left singular vector set U with orthogonal singular basis vector represented by U ∈
IRn×r , is obtained such that,

UΣWT = Y. (8)

Singular valueswith σ1 � σ2 · · · � σr > 0 are presented as diagonalmatrixΣ . Right
orthonormal singular basis vectors set is W ∈ IRns×r . Then Eq. (8) has the optimal
solution {ui }ki=1. Using the POD bases, snapshot matrix is approximated and 2-norm
for minimum error is represented by

ns∑

i=1

‖yi −
K∑

j=1

(Y T
i v j )v j‖2

2 =
r∑

j=k+1

σ 2
j . (9)

It is also observed that choosing the snapshot ensemble is a crucial factor for con-
structing the POD basis.

5 Macro Model Using Machine Learning

The elementary structure of the basic feed-forward ANN as shown in Fig. 2a is
composed of M layers, each having number of predefined neuron cells. Every ANN
layer is amalgamated with transfer function and each neuron with bias [5]. The
process is described by the equation,

Xm = G2(WmXm−1 + Bm). (10)

Here mth layer biasing parameter matrix is represented by Bm . The m and m − 1
layer linking weight matrix is represented byWm and input for themth layer is given
by Xm−1. Initial input layer and weight matrix are, respectively, given by

X0 = [x01, x02, . . . , x0ns ], W1 = [w1T
1 ,w1T

2 , . . . ,w1T
nq ]. (11)
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(a) (b)

Fig. 2 a Neural network abstraction. b Internal structure of feed-forward neural network

Every unit cell with transfer function Gm at a particular layer m operates on bias
with input, realizing an output. Across the network, this output is further ‘fed for-
ward’. The neurons of first layer connected with input data set pass the data without
computation. The elements of succeeding layers called hidden layers (see Fig. 2b)
perform computation using inputs and respective biases. The output layer is the final
layer which generally consists of linear activation function with a bias.

In general, any differential function can be considered as activation function of
layer other than input layer [24]. Usually monotonically increasing, bounded and
differentiable sigmoidal functions are used as activation function [7]. Here Tan-
Sigmoid activation is used in present investigation which is represented as

Gm(s) = 2

1 + e(−2s)
− 1. (12)

Biases and linear weights that are used to predict the target are called best fit
parameters. To regulate the set of best fit parameters, the ANN is trained, minimizing
the error between the output and target. A single layer feed-forward ANN is used
for training objective function. In Bayesian regularization, the network errors are
minimized with penalization of sum of all squared weights [4, 14].

Gradient-based optimization is used to set the weight co-efficients through back
propagation. To obtain the gradient-based optimization, the combination fo Gauss–
Newton’s and steepest descent-based fast search technique called Levenberg- Mar-
quardt (LM) technique is utilized [13, 15]. The initialization of layer weights is
according to the Nguyen-Widrow methodology [22].

6 Accuracy and Performance Index

This section focuses on accuracy of the system’s response approximated by neural
network reducedmodels. Let full order system response be y and POD-ANN reduced
model obtained with a POD basis of dimension � be y(�) = Φ�ỹ. Then with reference
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to the full order system’s response y, approximate response ȳ with relative error
L2(Ω) is given by:

‖y − ȳ‖L2(Ω)

‖y‖L2(Ω)

:= ē, (13)

where Ω = [0, T ] × [0, L], in time and space respectively. ȳ = y(�) is the approxi-
mate response for POD-ANN in (13).

Performance of the presented models is also evaluated by mean squared error
(MSE).This is also referred to as the risk function corresponding to full order solution.
For computing MSE, neural network approximation of reduced order model and
numerical evaluation of full order model are considered. Difference between the
above attributes are calculated to find the error. Mean of the square of the above error
is calculated to get the MSE as given by

MSE = 1

N

N∑

i=1

(
ŷi − yi

)2
. (14)

7 Methodology

Neural network is modeled using the “learning through experience” technique. Here,
the supervised learning methodology is utilized by providing appropriate inputs and
corresponding outputs. The network gets trained with proper machine learning algo-
rithms and self-validates with untrained set of data. The summary of the logical steps
brief the methodology as followed:

1. Construct the reduced order nonlinear model for the fluid flow governed by 1-D
Burgers’ equation using POD and linear model using Arnoldi algorithm

2. Construct the neural network with a feed-forward networkmodel considering one
input, one output and one hidden layer. Also, in the hidden layer consider two
neurons in input and one neuron each in output layers

3. For different ν points get the output data for reduced order nonlinear and linear
Burgers’ model and store the same as output and input data sets respectively

4. The neural network is trained using 80% of data set and same is validated with
20% of data set, with supervised learning method

5. Check for accuracy of the output providing new input data. If the accuracy is not
satisfactory, increase the neurons in the hidden layer. When the result is found
satisfactory, deploy the neural network model for real-time execution.
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8 Numerical Results

In this section, performance of the devised novel method, applied on fluid flowmodel
using Burgers’ equation is discussed. In the present research work, it is intended
to study whether reduction in model order preserves accuracy compared with full
order FD model. One-dimensional Burgers’ equation with homogeneous Dirichlet
boundary condition has been considered. A step function y0(x) as initial condition
has been considered as

qt +
(
1

2
q2 − νqx

)

x

= f, (x, t) ∈ (0, L) × (0, T ), q(t, 0) = q(t, L) = 0,

t ∈ (0, T ), q(0, x) = q0(x), x ∈ (0, L),

(15)

and q0(x) is given by

q0(x) =
{
1, if 0 ≤ x ≤ L

2

0, if L
2 < x ≤ L

(16)

Finite difference scheme is applied on the nonlinear equation (4), with 80 grid points
in space and 79 grid points in time. As shown in Fig. 3, eigenvalues in descending
order with respect to the POD are obtained. Reduced order r = 10 is selected and
POD is applied on full order FDMmodel to get reduced order data used as output to
ANN. Reduced linear model data are used as input to ANN. Considering different
ν values, 100 data sample sets are constructed which are used to train the ANN

Fig. 3 Singular values of Burger equation for ν = 0.1
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Fig. 4 Regression plot of
neural network observed for
ν = 0.01

model. Trained POD-ANNmodel is verified for ν = 0.01, 0.06 and 0.1 respectively
as depicted in Fig. 5. In this case also feed-forward neural network with 10 neurons
on single hidden layer is used for ANN model. As it is observed from the plots
that trained network can successfully trace the nonlinear behavior from the linear
model, given variation in the system parameter. Performance of the model is verified
with full order FDM model using L2(Ω) error and mean square error. It is observed
from Tables 1 and 2 that the errors are in an acceptable limit and the model shows
the better performance. It is also observed from Table 3, that the very less time has
been taken by POD-ANNmodel solution compared to full order model solution. The
accuracy of the model is also confirmed using the regression plot. By the regression
plot, (Fig. 4), it is observed that the output test data is along the 45 degree line. This
proves that the ANN approximation is much close to the original model.

9 Conclusion

ANeural network model using proper orthogonal decomposition and machine learn-
ing for nonlinear dissipative system has been introduced in the present work. The
generic nature of the network makes it suitable for real-world problems. The capabil-
ity of the machine learnt network to assimilate the temporally sparse measurements
of state variables is depicted in the results shown above.

Multiple of such temporal patterns with variations in parameters for each sample
could be fed to the network. The neural network is also tested by interpolating with a
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(a) Full order solution for ν = 0.01 (b) ANN solution for ν = 0.01

(c) Full order solution for ν = 0.06 (d) ANN solution for ν = 0.06

(e) Full order solution for ν = 0.1 (f) ANN solution for ν = 0.1

Fig. 5 Full order model solution and neural network approximation solution of Burger equation
for ν = 0.01, 0.06 and 0.1, respectively
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Table 1 Performance index—Mean Square Error (MSE)

ν Order (q) MSE
(Linear
model)

MSE
reduced
nonlinear
model

ν Order (q) MSE
(Linear
model)

MSE
reduced
nonlinear
model

0.005 1 0.2390 0.0871 0.1 1 0.0068 0.0148

2 0.2390 0.0293 2 0.0068 0.0015

3 0.2390 0.0138 3 0.0068 0.0003

4 0.2390 0.0080 4 0.0068 0.0000

5 0.2390 0.0051 5 0.0068 0.0000

0.01 1 0.1857 0.0742 0.5 1 0.0001 0.0031

2 0.1857 0.0213 2 0.0001 0.0004

3 0.1857 0.0081 3 0.0001 0.0000

4 0.1857 0.0036 4 0.0001 0.0000

5 0.1857 0.0018 5 0.0001 0.0000

0.05 1 0.0335 0.0292 1 1 0.0000 0.0019

2 0.0335 0.0038 2 0.0000 0.0002

3 0.0335 0.0007 3 0.0000 0.0000

4 0.0335 0.0002 4 0.0000 0.0000

5 0.0335 0.0000 5 0.0000 0.0000

Table 2 Performance index—Relative error L2(Ω)

Parametric Value (ν) MSE (ANN) Relative error L2(Ω)

0.01 0.0403 0.4223

0.06 0.0010 0.3337

0.1 0.0079 0.3110

Table 3 Execution time* (In Seconds)

Order (q) ET (NL model) ET Lin model ET ROM

1 0.05012 0.04784 0.04862

2 0.05012 0.04784 0.04642

3 0.05012 0.04784 0.04162

4 0.05012 0.04784 0.03612

5 0.05012 0.04784 0.03312

Note For recording time, Intel Core i5, 2.5GHz, DDR3 RAM 1600MHz, 16 GB, MacBook Pro is
used



368 S. Nagaraj et al.

state variable which is not accounted during training. The results correlated well with
the untrained target. The former ability plays a major role in practical scenarios. The
Neural network approximation is nearly accurate and faster than the generic meth-
ods. The network is a simple feedforward network with no complex mathematical
calculations. This paves way for a novel methodology to model generation through
neural network using machine learning.
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Stability Analysis of Salt Fingers
for Different Non-uniform Temperature
Profiles in a Micropolar Liquid

Nisha Mary Daniel, Vennela Lingamneni, Tessy Tom, and N. Arun Kumar

1 Introduction

When heat is supplied to the fluid from above, the temperature makes the fluid
molecules lighter at the upper layer, and hence it stabilizes the system. But, when we
supply solute from above, the concentration of the solute molecules slowly enters
the system and settles at the bottom, and due to this movement, the system becomes
unstable and hence the concentration of solute destabilizes the system. In this case,we
can observe that temperature stabilizes the system and the concentration destabilizes
the system. The double diffusive instability induced by this case in literature is known
as salt fingers. Double diffusive convection is a fluid dynamics phenomenon that
occurs due to the difference in diffusivity rates of twodifferent density gradients in the
fluid. The difference in the thermal and salt diffusivity rates gives rise to instabilities
called “salt fingers”. Stern [1], Jevons [2], Ekman [3], and Stommel et al. [4] were
among the first to explain the physical mechanism of double diffusive convection.
Instability at the interface between a layer of denser fluid and an underlying layer of
temperature stratified water was observed. Later researches verified that salt fingers
develop at the thin interfacewhere two layers of the fluidwith constant concentrations
of its two distinct density gradients, with different molecular diffusivities, meet. In
nature, double diffusive convection is more often observed in large water bodies
like seas and oceans. Other occurrences in nature include convection in molten-rock
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chambers and sea-wind formations [4]. The study of this convection has found its
way intomany researches due to its wide range of applications in nature and industry.

First introduced by Eringen [5], micropolar fluid theory establishes a class of
fluids which demonstrates microrotational effects and can sustain body couples. In
terms of its physical aspect, micropolar fluids comprise arbitrarily oriented rigid
particles which can deform and rotate independently of the motion of the fluid,
where the deformation of the particles is not considered.Micropolar fluids canmodel
anisotropic fluids, liquid crystals with inflexible molecules, magnetic fluids, dusty
clouds, muddy fluids, and a few biological fluids [5]. The theory of micropolar fluids
is discussed in detail in the books of Eringen [5] and Lukasazewicz [6].
The goal of this paper is to investigate the stability of the system on the onset of salt
finger convection under the influence of different non-uniform temperature profiles
and to analyze the effect of certain micropolar parameters.

2 Mathematical Formulation

A layer of Boussinesquian micropolar liquid is considered between two horizontal
plates of infinite length. These plates are kept at a distance “d” as shown in Fig. 1. Let
T0,C0, and T,C be the temperature and solute concentration of the fluid at the lower
and upper plates, respectively. Also, �T and �C be the temperature and solute
concentration deviation of the fluid between the lower and upper plates. Suitable
transport equations for both temperature and solute concentration are chosen consid-
ering effective heat capacity ratio and effective thermal diffusivity. The diagrammatic
representation is examined under a Cartesian coordinate systemwhere the origin and
the x-axis coincide with the lower boundary and the z-axis is vertically upward [7].
Given below are the governing equations for the Boussinesquian micropolar liquid
under double diffusive convection:

Fig. 1 Schematic diagram
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∇.q = 0, (1)

ρ0

[
∂q
∂t

+ (q.∇)q
]

= −∇ p − ρgk̂ + (2ξ + η)∇2q + ξ∇ × ω, (2)

ρ0 I

[
∂ω

∂t
+ (q.∇)ω

]
= (λ + η)∇(∇.ω) + η∇2ω + ξ(∇ × q − 2ω), (3)

[
∂T

∂t
+ (q.∇)T

]
= χ∇2T + β

ρ0Cv

(∇ × ω).∇T, (4)

ρ = ρ0[1 − αt (T − T0) + αs(C − C0)], (5)[
∂C

∂t
+ (q.∇)C

]
= χs∇2C. (6)

Here, q, ω, and p are the velocity, angular velocity, and pressure, respectively. ρ
is the density of the liquid at temperature T and ρ0 is the density at temperature T0. g
and I are the acceleration due to gravity and moment of inertia, respectively. ξ is the
coefficient of coupling viscosity, λ, η, and λ′, η′ are the coefficients of bulk and shear
spin viscosity, χ and χs are the thermal and solute conductivity, β is the coefficient
of micropolar heat conduction, αt and αs are the coefficients of thermal and solutal
expansion, respectively, σ is the electrical conductivity, and Cv is the specific heat
at a constant volume.

3 Basic State

The basic state of the liquid in its quiescent condition is depicted by

q = qb = (0, 0, 0),ω = ωb = (0, 0, 0), p = pb(z) = ρ = ρb(z), (7)
dTb
dz

= ∇T

d
f (z),

dCb

dz
= ∇C

d
g(z), (8)

where the subscript “b” denotes the basic state. The basic temperature gradient f (z)
and concentration gradient g(z) are non-dimensional and non-negative and satisfy
the condition

∫ d=1
d=0 f (z) dz and

∫ d=1
d=0 g(z) dz, respectively. The concerned basic state

variable satisfies Eqs. (1) and (3) equivalently. This paper considers four different
temperature profiles to analyze the onset of convection which is given below in
Table1.

4 Linear Stability Analysis

To examine the instability, an infinitesimal thermal perturbation is now introduced
to the quiescent basic state of the liquid. We now have
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Table 1 Non-uniform basic temperature profiles

S.No. Profile f (z)

CM1 Linear f (z) = 1

CM2 Piecewise linear f (z) = 1
ε

∀ 0 ≤ z ≤ ε

0 ∀ ε ≤ z ≤ 1

CM3 Inverted parabolic f (z) = 2(1 − z)

CM4 Parabolic f (z) = 2z

q = qb + q′,ω = ωb + ω′, ρ = ρb + ρ ′, p = pb + p′, (9)

T = Tb + T ′,C = Cb + C ′. (10)

The subscript “b” indicates the basic state of the quantity and the primes denote
the infinitesimal perturbations. By substituting Eq. (9) and (10) in Eqs. (1)–(6), we
get the following linearized governing equations with respect to the infinitesimal
perturbations:

∇.q′ = 0, (11)

ρ0

[
∂q′

∂t
+ (q′.∇)q′

]
= −∇ p′ − ρ ′gk̂ + (2ξ + η)∇2q′ + ξ∇ × ω′, (12)

ρ0 I

[
∂ω′

∂t
+ (q′.∇)ω′

]
= (λ′ + η′)∇(∇.ω′) + η′∇2ω′ + ξ(∇ × q′ − 2ω′), (13)

[
∂T ′

∂t
+ w

�T

d
f (z)

]
= χ∇2T ′ + β

ρ0Cv

[
(∇ × ω′).

(
�T

d
f (z)

)
k̂

]
, (14)

ρ ′ = −ρ0αt T
′ + ρ0αsC

′, (15)[
∂C ′

∂t
+ (w

�C

d
g(z)

]
= χs∇2C ′. (16)

The perturbation Eqs. (11)–(16) are non-dimensionalized using the following defi-
nitions:

(x∗, y∗, z∗) =
( x
d

,
y

d
,
z

d

)
,∇∗2 = d2∇2,q∗ = q

k
d

, t∗ = t
d2

χ

, (17)

p∗ = p

p0
, T ∗ = T

�T
,C∗ = C

�C
,W ∗ = W

χ

d

. (18)

Using Eq. (15) in Eq. (12), curl is applied twice on the following equation. Curl
is applied once on Eq. (13) as well and the derived two equations are then non-
dimensionalized along with Eqs. (14) and (16). After ignoring the asterisks, the
following equations are obtained:
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1

Pr

∂

∂x
(∇2W ) = R∇2

1T − Rs∇2
1C + (1 + N1)∇4W + N1∇2�z, (19)

N2

Pr

∂�z

∂t
= N3∇2�z − N1∇2W − 2N1�z, (20)

∂T

∂t
= ∇2T + (−W + N5�z) f (z), (21)

∂C

∂t
= τ∇2C − Wg(z), (22)

where Rayleigh Number
[
R = ρ0αg�Td3

(η+ζ )χ

]
, solutal Rayleigh Number[

Rs = ρ0αs g�Cd3

(η+ζ )χ

]
, coupling Parameter

[
N1 = ζ

ζ+η

]
, couple stress parameter[

N3 = η′
(ζ+η)d2

]
, micropolar heat conduction parameter

[
N5 = β

ρ0Cvd2

]
, and ratio of

diffusivity
[
� = χs

χ

]
are the non-dimensional parameters used.

A normal mode solution for the stationary convection is obtained as the infinites-
imal perturbations W,�z, T and C are assumed to be periodic waves [8]. The
solution is represented as

[W, �z , T,C] = [W (z).ei(lx+my),G(z).ei(lx+my), T (z).ei(lx+my),C(z).ei(lx+my)]. (23)

Here, the wave number a has horizontal components l and m. Equation (23) is
substituted in Eqs. (19)–(22) to obtain

− Ra2T + Rsa
2C + (1 + N1)(D

2 − a2)2W + N1(D
2 − a2)2G = 0, (24)[

2N1 − N3(D
2 − a2)

]
G + N1(D

2 − a2)2W = 0, (25)

(D2 − a2)T + (−W + N5G) f (z) = 0, (26)[
τ(D2 − a2)

]
C − Wg(z) = 0, (27)

where a2 = l2 + m2.
Applying the Galerkin procedure to Eqs. (24)–(27), we obtain general results on

the eigenvalue for different temperature gradients under the given boundary condi-
tions by considering trial functions for velocity W (z, t), microrotation G(z, t), and
temperature T (z, t), concentration perturbations C(z, t).

W (z, t) =
∑

Ai (t)Wi (z), G(z, t) =
∑

Ei (t)Gi (z),

T (z, t) =
∑

Bi (t)Ti (z), C(z, t) =
∑

Fi (t)Ci (z),

where Ai (t), Ei (t), Bi (t), and Fi (t) are constant functions and Wi (z),Gi (z), Ti (z),
and Ci (z) are polynomials in z, that generally satisfy the given boundary conditions.

Now taking i = j = 1, Eqs. (24), (25), (26), and (27) are multiplied byW,G, T,

and C , respectively. The resulting equation is integrated by parts with respect to
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z from 0 to 1. The equation for the Rayleigh number is generated by substituting
W = AW1;G = EG1; T = BT1;C = FC1, where A, B, E, and F are constants
and W1,G1, T1, and C1 are the trial functions:

R =
[

X1X3L7

a2L1(〈W1T1 f (z)〉X1 − N1N5〈T1G1 f (z)〉L5)

]
, (28)

where

X1 = N3L2 − 2N1L3, X3 = Rsa2L8〈W1C1〉
−τ L10

+ L14

L1 = 〈W1T1〉, L2 = 〈G1(D
2 − a2)G1〉, L3 = 〈G2

1〉, L4 = 〈T1G1〉,
L5 = 〈G1(D

2 − a2)W1〉, L6 = 〈T 2
1 〉, L7 = 〈T1(D2 − a2)T1〉,

L8 = 〈W1C1〉, L9 = 〈C2
1 〉, L10 = 〈C1(D

2 − a2)C1〉,
L11 = 〈W1(D

2 − a2)2W1〉, L12 = 〈W1(D
2 − a2)W1〉, L13 = 〈W1(D

2 − a2)G1〉,

L14 = (1 + N1)L11 + N2
1 L5L13
X1

, L15 = 〈W1T1 f (z)〉, L16 = 〈T1G1 f (z)〉.

Here, integral with respect to z under the limits z = 0 and z = 1 (for calculation
purpose, we have taken the distance between the plates as d = 1) is denoted by 〈. . . 〉.
The value of the concentration gradient g(z) is taken as 1 in Eq. (27) to examine the
effect of non-uniform temperature profiles.

The combinations of boundary conditions considered in this problem are Free–
Free Isothermal-Permeable No-Spin condition, Rigid–Free Isothermal-Permeable
No-Spin condition, and Rigid–Rigid Isothermal-Permeable No-Spin condition. The
critical Rayleigh number is subjected to the three boundary conditions and the value
of the trial functions that satisfy them are taken as W1 = 3z − 2z2 + z4,4z − 6z3 +
3z4 and 5z4 − 6z3 − z2, respectively, and G1 = T1 = C1 = 2z(z − 1).

5 Results and Discussion

5.1 Effects of Non-uniform Temperature Gradient Profiles

The effects of one uniform and three non-uniform temperature gradient profiles on
the onset of salt finger convection in a micropolar liquid are examined in this paper.
The values of these profiles are discussed in Table1. To analyze the effect of the
temperature gradient, the value of the concentration gradient g(z) is taken as 1 and
the following observations are made:
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For Free–Free and Rigid–Free boundary condition,
RCM3 < RCM1 < RCM4 < RCM2.

For Rigid–Rigid boundary condition, RCM4 < RCM1 < RCM2 < RCM3.

Figures2 and 3 represents the graphs of critical Rayleigh number RC plotted against
micropolar liquid parameters N1, N3, and N5 taken one at a time while keeping the
other two fixed for various solutal Rayleigh number RS and ratio of diffusivity under
free–free and rigid–rigid boundary conditions, respectively. The graphs are obtained
for the non-uniform temperature profiles mentioned in Table1.

Under free–free boundary conditions, the inverted parabolic function appears to
be the temperature profile that destabilizes the system considerably compared to the
other profiles and the piecewise function profile comparatively stabilizes the system.
(The same effect can be observed for rigid–free boundary conditions), whereas, for
rigid–rigid boundary conditions, the parabolic function is the temperature profile
that destabilizes the system the most, and the inverted parabolic function profile
comparatively stabilizes the system.

(a) (b) (c)

Fig. 2 a Rc is plotted against N1 by fixing N3 = 0.1, N5 = 5, and τ = 0.2, b Rc is plotted against
N3 by fixing N1 = 0.5, N5 = 10, and τ = 0.2, c Rc is plotted against N5 by fixing N1 = 0.5, N3 =
0.1, and τ = 0.2 for free–free boundary condition

(a) (b) (c)

Fig. 3 a Rc is plotted against N1 by fixing N3 = 0.1, N5 = 5, and τ = 0.2, b Rc is plotted against
N3 by fixing N1 = 0.5, N5 = 10, and τ = 0.2, c Rc is plotted against N5 by fixing N1 = 0.5, N3 =
0.1, and τ = 0.2 for rigid–rigid boundary condition
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(a) Free-Free boundary
condition

(b) Rigid-Free boundary
condition

(c) Rigid-Rigid boundary
condition

Fig. 4 Phase of temperature flow

5.2 Phase of Temperature Flow

The graphs for the phase of temperature flow are plotted for free–free, rigid–free,
and rigid–rigid boundary conditions (Fig. 4a, b, c). They are obtained by solving
the conservation of energy equation (temperature equation) numerically for different
cases as mentioned. The x-axis and the y-axis represent the distance between the
parallel plates and the amount of the temperature supplied fromabove into the system,
respectively. These plots are basically the graphical representation of the solution of
T (z) and its first and second derivatives. FromFig. 4a, b, c, the following observations
can be made: (i) Temperature is more at z = 1 (upper plate) and decreases gradually
as we move towards z = 0 (lower plate ). This is because the temperature is supplied
from above and the diffusion rate will be higher or faster near the upper plate. Later,
it slows down as it comes in contact with the colder molecules in the system (it is
also because heat diffuses much faster than solute in the beginning). (ii) The phase of
temperature flow of T (z) is lesser than its derivatives. (iii) For rigid–rigid boundary
conditions, the temperature flow effect will be seen only towards the center of the
system and near the upper plate. This is mainly because the plates are rigid, hence
more amount of temperature is required for the onset of convection.

6 Conclusion

• The inverted parabolic function appears to be the temperature profile that destabi-
lizes the system in free–free and rigid–free boundary conditions.

• The piecewise function profile comparatively stabilizes the system in free–free
and rigid–free boundary conditions.

• The parabolic function is the temperature profile that destabilizes the system the
most in rigid–rigid boundary conditions.

• The inverted parabolic function profile comparatively stabilizes the system in
rigid–rigid boundary conditions.

• The Micropolar parameters N1 and N5 destabilize the system with respect to Rc

in all the boundary conditions.
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• The Micropolar parameters N3 stabilize the system with respect to Rc in all the
boundary conditions.

• Thephase of temperatureflowwill explain the variation of the temperature between
the parallel plate boundary (i.e., at z = 0 and at z = d). Finally, it is observed that
the temperature distribution is more at the upper plate boundary and this is due to
the nature of salt fingers (as shown in the schematic diagram).
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Hydrodynamic Analysis of Submarine
Profiles for Drag Reduction

E. Lalith Sairam and Amit Kumar

1 Introduction

In the fourth era of the industrial revolution, man and machine are becoming increas-
ingly linked with automation and ultimate precision and accuracy in manufacturing.
As a result, more conventional and ancient techniques of manufacturing have suf-
fered a precipitous fall, particularly in the twenty-first century. This is not to say that
more archaic systems have been extinct, but they are also constantly changing. In this
modern era of technology and engineering, simulations have become a great tool for
estimating, experimenting and calculating results virtually for large-scale projects,
it has been used to provide an accurate and clear understanding of actual real-time
procedure [1, 2].

Hydrofoils are specially CAD engineered structures that generate lift force as
water passes over them.The study of hydrofoils in the field ofmechanical engineering
made it better propagate through water and also allowed us to explore vast areas of
ocean, generally lift is createdwhen an object passes throughwater. At the same time,
the passage of water over the body creates resistance called drag [3]. To calculate
drag, certain parameters like lift and drag coefficients are used. In this project, the
water flow is stimulated with different constraints and submarine profiles to compute
the lift and drag coefficients generated with various angles of attack, e.g. like (0◦, 5◦,
10◦ and 15◦).

The objective of this investigation was to understand the parameters for selecting
the submarine profile and to analyse its performance in the preferred conditions using
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simulations. The object’s displayed surface determines how much skin friction drag
there is. When a solid moves through a fluid, friction was formed, which inhibits
the solid from moving ahead. This is more applicable to turbulent flows because it
increases the quantum of contact between the solid and the fluid. By reducing the
exposed surface area and delaying the transition from laminar to turbulence, skin
friction drag was decreased. Further skin friction drag can be caused by a boundary
layer existing on the surface. Form drag was defined as the drag caused by the
separation of the boundary layer from the wake. It is more reliant on the solid’s
arrangement than on the surface area shown. A smooth surface equals in a smaller
wake zone, which results in less form drag [4, 5].

2 Methods

In the present investigation, first, a hydrofoil geometrical profile was constructed
using CAD Software and the profile was simulated under steady-state and transient
conditions. By simulating the hydrofoil, it was used to understand how the drag,
and lift coefficients were generally affected by the different Angle of attack (AoA).
When a profile was subjected to water flow, the top and bottom sections encounter
most of the force, while calculating the lift coefficient. Therefore, it was considered
because the lift force works in that direction, an area may be seen from the bottom
view.

Software used: COVERGE CFD
By enabling the bounding box in stimuli, the dimensions of the hydrofoil were

modified. The bounding box was utilised to calculate the dimensions of any shape.
The geometry must then be exported as a.stl file and loaded into AutoCAD. It then
checked for defects such as intersection errors, open edges, and non-manifolding.

Table 1 Angles of attack versus drag coefficient and lift coefficient in steady state and transient
state (Coverage CFD)

Angle of attack
(AoA)

Steady state Transient state

Drag coefficient Lift coefficient Drag coefficient Lift coefficient

1◦ 0.10837 0.2266 0.0100 0.0320

5◦ 0.1382 0.7209 0.0019 0.0735

10◦ 0.2998 0.1639 0.0327 0.1122

15◦ 1.6048 2.4869 0.0648 0.8980
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3 Optimization Technique

In real conditions, steady state does not exist since complete laminarity is impossible,
and therewill always some turbulence.However, steadyflow statewas still stimulated
for an industrial approach like in wind tunnel. When process data were posted in
stimulus, the flow was turned spontaneous and irregular [5–7].

Transient state stimulation
On stimulating transient water flow over the profile in simulation, it appeared to
coverage, and when the AoA was raised further, the pressure and velocity fluctuated
greatly. It was also observed that creating a flow separation area lowered pressure.

Hydrodynamic analysis
The profile is selected on the basis of the CL/CD ratio and the attack angle is taken
as 0 degree.

The selected profiles (naca16015, naca2418) were preferred based on the stream-
line structure to increase the efficiency [8].

The following dimension inputs are given to the stimulus ()

• Submarine length = 25.1m
• Speed = 12m/s
• Hull diameter = 3m
• Water temperature = 20 ◦C

If one simply views that lift = weight in order to establish a relationship between
the Coefficient of lift and object weight. Then it is used to calculate the relationship
between coefficients of lift and coefficient of drag, such that Cl/Cd is maximum
according to the submersible mission that is to be completed.

Fig. 1 Performance analysis of naca16015
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One can then establish a value for the drag force experienced (for different Cl/Cd

ratios if desired) for a given weight of the submersible, Cl/Cd provided us with a
measure of the Lift/drag ratio. The particular design point of interest, in that the
higher the Lift to drag ratio, the better the profiles climb performance, fuel/energy
economy, range and endurance. Basically the method might be used to compare
the relationship between drag and L/D max (Cl/Cd ) max per unit weight of the
submersible—for UAVs and manned submersibles and probably only indicates the
relative power required in order for surveillance missions (long endurance or furthest
range—take your pick—for the type of propulsion system). Keep in mind however
that theCl/Cd data chosen for the UAVwas arbitrary in nature and thus meaningless
except in terms of being a desired target value [9].

TheReynolds numberwe got from the given stimulus input is approximately same
for both the profiles, hence the Reynolds matching is fixed same for both the profiles.
While comparing the performances the Cl/Cd ratio is high for profile naca2418 at
a smaller angle when compared to naca16015. As Naca16015 at 5,00,000 Reynolds
number Cl/Cd was 76.7 at AOA 8◦ while Naca2418 −5,00,000 Reynolds number
Cl/Cd was 81.7 at AOA 7◦. Hence, NACA2418 was selected for the further analysis
[10, 11]

Fig. 2 Performance analysis of naca2418

Fig. 3 CAD generated
models: a varient 1, b varient
2, and c varient 3
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Effect of attack angle and streamlining of the submarine in
drag reduction

• Here in this analysis, we are finding the effect of streamlining the profile
• NACA2418 in drag reduction, pressure and velocity
• To find this, three variants with little difference in AOA of NACA2418 are taken
as shown in Fig. 3.

The submarine variants were stimulated in real conditions, similar to wind tunnel
where the profile is static and water is moving. The dimensions of variants were
same for all variants and only the frontal area is varied, with a difference of around
10◦ in AOA2 (here AOA2 means the angle between the tangent of water to the tip
of the submarine with the axis of the submarine [variant (a) 76.8◦ , variant (b) 82.3◦,
variant (c) 90.2◦] shown in Fig. 3.

Dimensions of variants and boundary conditions used were:

• Length = 20cm and width = 7cm
• Water is taken seawater
• Water velocity = 1.5m/s in x direction, y = 0, z = 0.
• Pressure = 3000Pa
• Depth = 3

4 Results and Discussion

• Table1 shows the effect of Angle of attack on the Cl and Cd in transient and
steady conditions and how it is varying with AoA. Further, the data were utilized
in selecting the submarine profiles naca16015 and naca2418 for the analysis, by
comparing the performances on desired dimensions and conditions, the naca2418
has shown better performance. The Cl/Cd ratio produced is 5% more than the
other corresponding variant (Figs. 1 and 2) [15–17].

The selected profile (naca2418) was processed to generate the variants with vary-
ing geometrics, this significantly contributes in analysing the effect of streamlining
the profiles on the parameters like velocity, pressure and nut [12]. When the sub-
marine velocity increases the total resistance increases, in contrast the normal wake
decreases with increment in velocity affects the wake length (Figs. 4, 5 and 6). The
corresponding reduction in the parameters and enhanced performance can be seen
in Table 2.

Analysing pattern in the above table a slight variation of AOA can reduce sig-
nificant amount of pressure on the profiles. The reduction in pressure and velocity
in percentage are shown in Table 3. The effect of streamlining can be understood
by the reduction in the pressure and velocity components between the variants. It
was understood how to use the parameter for maximizing the submersible ability to
perform in different conditions and investigate an underwater profile numerically in
commercial code and knowledge of the fluid dynamics has increased.
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Fig. 4 Pressure component and its zones for a variant 1, b variant 2, and c variant 3

Fig. 5 Velocity component and zones for a variant 1, b variant 2, and c Variant 3

Fig. 6 NUT component and its zones for a variant 1, b variant 2, and c Variant 3
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Table 2 The generated results for different Variants’ Pressure

Variant Pressure Velocity Nut

1 The pressure is acting
on a wider region in
front with Max.
4203Pa and the sides
are 2336Pa

The velocity is noted
at max of 1.824m/s at
sides and 6.5e–1m/sat
front the velocity of
the fluid continues to
decrease as it gets
streamline because it
gets easy for the object
to penetrate but the
side regions get darker
as the skin friction
increases

The nut generated was
1.44e–5

2 The pressure gets
slightly reduced to
4175Pa at the frontal
area and increased to
2390Pa in sides and
also the pressure
affected region is also
reduced and increased
in the sides with
darker shades in sides

The velocity is 1.744
m/s at front and 0.6
m/s at sides with
darker shade the wake
created decreases,
which reduces the
separation

The nut generated is
1.712e–6

3 The pressure gets even
more reduced to
4157Pa in the frontal
area and with much
less affected area in
the front but there is
constant increase in
the sides

The velocity generated
to 1.763 at front and
5.8e–1 m/s at sides
with darker shades

The nut generated is
3.286e–6

Table 3 The effect of streamlining

Condition Pressure Velocity (%)

Between 1 and 2 variants 0.67% reduction Front velocity 4.38

Between 2 and 3 variants 0.43% reduction Front velocity −1.1

Between 1 and 3 variants 1.1% reduction Front velocity 3.34

5 Conclusion

The conclusions that can be taken in to consideration from the study are:

1. The angle of attack affects the lift performance of submarine. As AoA increases,
lift and drag coefficient increase.

2. Naca2418 has shownbetter performance naca16015 as it has shownmoreCl/Cd .
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3. The more the streamlined an object is, the smaller the wake it creates, which
was analysed and discussed. The three variants of Naca2418 have the same
diameter but the more streamlined has better performance, which penetrate and
slip through the water smoothly and help drag reduction.
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