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Preface

This volume contains the papers that were presented at the First International Confer-
ence on Microelectronics, Communication Systems, Machine Learning and
Internet of Things(MCMI-2020) organized by the Indian Society for VLSI Educa-
tion (ISVE) and IETE Ranchi Centre with support of BSNL at ARTTC BSNL,
Ranchi, during 12–13 September 2020. It provided a great platform for researchers
from across the world to report, deliberate, and review the latest progress in the
cutting-edge research pertaining to smart computing and its applications to various
engineering fields. The response to MCMI-2020 was overwhelming with a good
number of submissions fromdifferent areas relating to artificial intelligence,machine
learning, Internet of Things, VLSI design, micro- and nanoelectronics circuits and
devices, green energy, communication systems, signal processing, smart computing,
computational intelligence, agriculture cyberphysical system, and its applications
in main tracks. After a rigorous peer review process with the help of programme
committee members and external reviewers, only quality papers were accepted for
publication in this volume of LNEE series of Springer. Several special sessions were
offered by eminent professors in many cutting-edge technologies. Several eminent
researchers and academicians delivered talks addressing the participants in their
respective field of proficiency. Our thanks are due to Prof. P. S. Neelakanta, Florida
Atlantic University, USA; Prof. Gopal Pathak, Vice-Chancellor, Jharkhand Tech-
nical University, Ranchi; Prof. Nand Kumar Yadav ‘Indu’, Vice-Chancellor, Central
University of Jharkhand; Sh. Anurag Dubey, Xilinx, USA; Prof. Abhijit Biswas,
University of Kolkata; Prof. A. A. Khan, Former VC, Ranchi University; Sh. K.
K. Thakur, CGMT, BSNL, Ranchi; Dr. Raj Kumar Singh, Ranchi University; Sh.
Ajay Kumar, Governing Council Member, IETE New Delhi; Sh. Viney Kakkar,
Treasurer, IETE New Delhi; Prof. D. K. Yadav, NIT Jamshedpur; Dr. Shylashree
N., RVCE, Bangalore; Dr. Sujata Sanjay Kotabagi, KLE Technological University,
Hubballi; Prof. Rama Komaragiri, Bennett University, Greater Noida; Dr. Ambrish
Mishra, NIT Patna; Dr. Dharmveer Yadav, Katihar College of Engineering, Katihar;
Dr. Ritu Sharma, MNIT Jaipur, and Prof. M. Bhaskar, NIT Trichy, for their valuable
talks/session chairs for the benefits of the participants. We would like to express
our appreciation to the members of the programme committee for their support and
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vi Preface

cooperation in this publication. We are also thankful to the team from Springer for
providing a meticulous service for the timely production of this volume.

Our heartfelt thanks to our loving founder Dr. J. W. Bakal, President, IETE New
Delhi, and Sh. K. K. Thakur, Chairman, IETE Ranchi Centre; Prof. P. R. Thakura,
President, ISVE Ranchi, and Executive Committee of IETE and ISVE Ranchi for
extending excellent support to host this in ARTTC BSNL Campus. Professor P. S.
Neelakanta, Florida Atlantic University, USA, and Professor Ramjee Prasad, Arhus
University, Denmark, deserve a big round of applause from all of us for their contin-
uous guidance and support from the beginning of the symposium. Without their
support, we could never have executed such a mega event.

Special thanks to all guestswhohave honoured us in their presence in the inaugural
day of the conference MCMI-2020. Our thanks are due to all special session chairs,
track managers, and reviewers for their excellent support. Last but not least, our
special thanks go to all the authors who submitted papers and all the attendees for
their contributions and fruitful discussions that made this conference a great success.

Ranchi, JH, India Vijay Nath
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Design, Implementation, and Study
of an IoT-Based Battery Life Cycle Tester
and State of Charge Indicator

Shinjini Mukherjee, Sudipta Sarkar, Ashoke Mondal,
and Shilpi Bhattacharya

Abstract Batteries have varied uses in our day-to-day lives starting from using
them in several electronic instruments like mobile phones, UPS, car batteries to even
submarines, and non-conventional power plants. Even with the increase in electric
vehicles, there is also greater demand of batteries. So, to know the quality of the
battery, a benchmarking is very necessary to find out the battery with highest reli-
ability and life. In this paper, we have illustrated an IoT-enabled battery life cycle
tester, which comprises intelligent charging and discharging units, measurement
units, data logging, remote monitoring, and communication sections for data acqui-
sition (Mutagekar et al. in Designing a high performance battery life cycle tester.
2016 first international conference on sustainable green buildings and communities
(SGBC), 2016 [1]). For this device, input parameters could bemanually set depending
upon the specification of the battery (e.g., rated battery voltage, battery capacity, full
charged voltage, low battery voltage, and charging/discharging rate), thus making it
compatible with all types of batteries. This device charges and discharges the given
battery continuously, monitors the parameters, and logs the data. The gathered data
are further used to decide upon the state of charge/depth of discharge and also predict
the life cycle of the battery without spending the entire time of complete life cycle of
the battery. This device can also precisely measure the actual capacity of a battery.
State of charge indicator is like a fuel gage especially in the application areas of
electric vehicle. Suitable measures have been taken to improve the life of the battery
by preventing substantial damage to the battery by prevention of overcharging or
deep discharging at specified temperatures.
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Keywords Intelligent charging and discharging · State of charge (SoC) · Battery
life cycle · Depth of discharge (DoD)

1 Introduction

Battery is one of the mostly used energy storage units either in portable or stationary
form. With recently predicted increase in electric vehicle and reduction of conven-
tional fuel-based vehicle, there will be huge demand of suitable batteries to fulfill
the demand. On the other hand, renewable sources of energy like solar, wind, tidal
wave, and others are of variable nature. Therefore, it is very important that the
produced energy must be stored in some sort of accessible device that will provide
us with power according to our requirement. Since use of such forms of energy has
escalated, so is the use of batteries. Additionally, batteries are also used in several
instruments like health instruments, mobile phones, laptops, automobiles, wireless
electronic items, wireless sensor networks, and many stand-alone applications. Life
of a rechargeable battery is limited and needs replacement after certain time period
parentheses, following the example. Some components, such as multi-leveled equa-
tions, graphics, and tables, are not prescribed, although the various table text styles
are provided. The formatter will need to create these components, incorporating the
applicable criteria that follow. There comes the demand to check the life expectancy
of a particular type of battery or battery of same capacity from different manufac-
turers both from the quality, reliability, and economic point of view. Life cycle test
is a measure of life expectancy before capacity falls to 80% of the rated capacity.
Though a guideline has been formed for such test [2], not much work has been done
till date in this area in India; in the year 1993, the method suggested by Mondal and
Saha [3] was a stand-alone approach and also a time-consuming process; afterward,
model-based approach has also been suggested [4]. Another method of estimation
through capacity fading and increase in internal resistance had been reported by
Wang et al. for traction batteries [5].

Batteries are a collection of cells, where the chemical reaction creates a flow of
electrons in the circuit [6]. In the present work, two types of rechargeable batteries,
namely sealed lead–acid battery and lithium-ion battery, have been selected for their
wide range of uses and popularity. Sealed lead–acid battery uses sponge lead and
lead peroxide to chemical energy into electrical energy [7]. It can provide higher cell
voltage at a lower cost thus used in vehicles, power stations, etc. The active elements
are lead peroxide, sponge lead, and dilute sulfuric acid which acts as an electrolyte
[8, 9]. Pb–acid battery has a specific energy of 40 Wh/kg. On the other hand, for
lithium-ion (Li-ion) battery, the key component is lithium ion.During the discharging
condition, lithium atoms in the anode are ionized and separated from their electrons
[10]. The lithium ions move from anode to cathode through the electrolyte, thus
recombining with the electrons from the cathode and getting neutralized. Lithium-
ion batteries can provide comparatively higher voltage 3.7 V compared to 2 V in
Pb–acid and high charge storage per unit mass and unit volume owing to lithium’s
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smaller size 150 Wh/kg and 250 Wh/l, respectively [11, 12]. The state of charge of
a battery is the level of charge of a battery relative to its original capacity usually
expressed in percentage [13]. The depth of discharge of a battery is the percentage
of battery capacity that has been discharged relative to the overall capacity of the
battery. A battery life cycle tester is a device which is used to find the life cycle
of a given battery. Here it has been tried out to find the state of charge or depth of
discharge of the battery at different operational points and the actual capacity of the
battery. It also aids in benchmarking of different manufacturer’s battery which are
either of the same rated capacity or batteries of different types. As it is not practical
in some cases to wait and count all the charge and discharge cycles, the battery
completes before the capacity falls to 80% at a rated current of C20 or even C10 (20
or 10 h of discharging time to get 100% rated output). Life estimation of a system is a
time-consuming process [2], but if statistical model or machine learning tool is used
[14], that time could be greatly reduced; on the other hand in some cases, accelerated
test or statistical tools like linear regression technique could be used. In this work,
linear regression technique has been used to predict the life cycle. Though lower
depth of discharge (DoD) can increase cycle life of battery, but in this work, 80%
DoD has been selected for both the types [11, 15]. However, the designed system is
independent of battery type, and all the parameters could be set prior to experiment
for a particular type of battery. Prediction of life for VRLA batteries through early
current/voltage data has been proposed by Sexton et al. [16]. Life cycles test on a
lithiumbattery systemhadbeen reported byVellucci et al. alongwith the performance
degradation [17].

2 Proposed System

Figure 1 illustrates the system block diagram of the battery life cycle tester. Here
we have used an AVR controller [18] which reads battery voltage and current either
charging or discharging from a voltage divider and a current sensor through a 10-bit
inbuilt analog-to-digital converter.

First, the input data are then scaled to get the actual values of voltage and current.
Initially, when a battery is connected to the battery life cycle tester, the device asks for
specifications of the battery connected (e.g., battery rated voltage, battery capacity,
full charge voltage, low battery voltage, and current rating for charge/discharge). The
inputs are entered through two SPST push buttons. These data get logged into the
microSD memory card [19]. The data are then processed, and the battery is allowed
to be discharged to 20% of its full capacity. When the value of battery voltage falls
below the specified low voltage, then charging is started and that marks the beginning
of the first charging cycle. Thus, the cycle number is incremented by 1. When the
battery is fully charged, then discharging starts until the depth of discharge becomes
80%. This entire process of charging and discharging constitutes one cycle of the
battery. For both charging and discharging states, the battery voltage, current, and
time are measured, logged in a microSD card, and sent to the cloud. Furthermore,
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Fig. 1 System block diagram of the proposed tester

using these three parameters, the device calculates ampere-hour, watt-hour, and state
of charge/depth of discharge [20], which is also logged in the microSD card and
consequently sent to the cloud. This whole process of data logging and sending
the data to the cloud is executed by another controller. The communication mode
between the two controllers is serial communication. This device also constitutes
16× 2 LCDdisplays which shows the different parameters, i.e., state of charge/depth
of discharge, charging/discharging state, number of cycles passed, battery voltage,
and current. To switch between the charging and discharging modes, a DPDT relay
is used. Furthermore, the relay is controlled through a signal that originates from the
AVR controller. From two PWM pins of the AVR controller, two PWM signals are
generated which are then directed to the two n-MOSFETs are used as switch. The n-
MOSFETs are used for current control. Two opto-isolators are used for the protection
of the AVR controller AT Mega328P by optically isolating the control circuit and
the power circuit. The power circuit also consists of external power supply, load, and
battery terminals. Suitable load and power supply need to be connected according
to the battery requirements. During the charging cycle, power streams from the
power supply to the battery through the pathway containing n-MOSFET 1, relay,
and voltage and current sensor. In the course of the discharging cycle, power flows
from the battery to load through the route comprising voltage and current sensor,
relay, and n-MOSFET 2.

3 System Algorithm

In this proposed system, there are twocontrollers connected byUART(i.e., Controller
1 and Controller 2) to control the total task [18, 19, 21]. From the very beginning,
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these two controllers start together and with proper synchronization accomplish the
complete task. The entire system flowchart has been described in Figs. 2 and 3. At
first, the battery life cycle tester takes the following inputs to get initialized in similar
order: battery rated voltage, low battery voltage, full charge voltage, battery capacity,
and rate of charging/discharging current. After the inputs are taken, all these data
are then stored in the memory card. The data are also presented in the LCD display
so that it may be verified whether the data entered are accurate or not and change
accordingly if required. The charging/discharging rate so entered is used to determine
the discharging current. The battery is then made to discharge at the determined
value of discharge current. While discharging, the voltage of the battery is measured

Fig. 2 System software flowchart I
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Fig. 3 System software
flowchart II

and displayed. Next, the battery discharging current is also measured and displayed.
Here hall current sensor ACS 712 has been used tomeasure charging and discharging
currents [22]. The subsequent part is current control. During current control, if the
current increases above the predetermined discharging current, then by changing the
on time of PWM signal the discharging current is decreased, and similarly if the
current decreases below the preset discharging current, then by altering the PWM
signal the discharging current is increased. Thus, a predefined set current level is
maintained through a closed loop controlled PWM technique. The same method is
followed during the charging cycle. The charging current is determined using the
entered charging/discharging rate. In the next part, the battery voltage is checked,
and if the voltage falls lower than the predefined minimum battery voltage, then the
battery stops discharging as n-MOSFETS 2 gets cut off and again starts charging
through n-MOSFET 1 being on. Otherwise, if the battery voltage increases above
the maximum full charge voltage, then the battery is considered to be fully charged
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Table 1 Data format for CSV file in cloud

Created_at Entry_id Field1 Field2 Field3 Field4 Field5 Field6 Field7 Field8

Date and
time

S. No. Voltage Current Ch/disch Time SoC/DoD Cycle Ah Wh

Table 2 Data format for txt file in SD card

Battery voltage:
12.00

Battery capacity: 1.00 Battery
full:
14.00 V

Battery low:
10.80 V

Cx: 20.00

Battery
voltage

Battery current Battery
chg

Battery disk SoC Cycle Chg Ah Disch
Ah

and the discharging cycle starts by closing the witch n-MOSFET 2 and opening n-
MOSFET 1. During the discharging cycle, the discharging ampere-hour, watt-hour,
and depth of discharge are calculated, and after a hiatus of every 15 s, these data
are sent to the Controller 2. During the next charging cycle, the charging ampere-
hour, watt-hour, and state of charge are calculated and stored, and after an interval of
every 15 s in a similar manner, the data are sent to the Controller 2 for data logging
and IoT-based remote monitoring to a cloud server (ThingSpeak). Next, the state of
charge/depth of discharge charging/discharging state, the cycle number is displayed
on the LCD screen.

As soon as the Controller 2 gets the battery specifications data from Controller
1 through the method of serial communication, Controller 2 logs the data in the SD
card using serial peripheral interface. Controller 2 then checks whether there are any
more serial data available, if not, then it checks again and if yes, then it at first, reads
the data, calculates several parameters (e.g., ampere-hour, watt-hour, etc.), stores the
data in the SD card, and also sends them to the cloud server.

After this whole process is completed, it waits for more data to arrive. In Table 1,
format for CSV data in the cloud is given. In Table 2, data format for data log in the
SD card is presented.

4 Results and Discussion

The results acquired are illustrated in Table 3 which demonstrates the CSV data from
the cloud. This sample data were recorded on March 19, 2020.

Figure 4 demonstrates battery voltage versus time curve. It may be observed that
the battery voltage increases with time, and then after a period of time, it becomes
stable. Constant current charging occurs during the period when battery voltage
rapidly increases. Constant voltage charging occurs during the next phase when the
battery voltage becomes stable. During the discharging period, battery discharges at



8 S. Mukherjee et al.

Ta
bl
e
3

Sa
m
pl
e
da
ta
in

cl
ou

d

C
re
at
ed
_a
t

E
nt
ry
_i
d

Fi
el
d1

Fi
el
d2

Fi
el
d3

Fi
el
d4

Fi
el
d5

Fi
el
d6

Fi
el
d7

Fi
el
d8

D
at
e
an
d
tim

e
S.

N
o.

V
ol
ta
ge

C
ur
re
nt

C
h/
di
sc
h

T
im

e
So

C
/D
oD

C
yc
le

A
h

W
h

20
20
-0
3-
19

11
:2
0:
51

IS
T

39
2

11
.0
30
3

−0
.2
53
67

0
14

0
0

0
0

20
20
-0
3-
19

11
:2
1:
21

IS
T

39
3

13
.8
25
03

0.
03
46
4

1
15

20
.0
32
78

1
0.
00
02
8

0.
00
39
3

20
20
-0
3-
19

12
:0
2:
08

IS
T

52
8

15
.8
81
51

0.
05
59

1
56

35
.8
94
08

1
0.
12
01

1.
90
72
9

20
20
-0
3-
19

12
:0
2:
26

IS
T

52
9

14
.6
27
33

−0
.3
04
13

0
56

99
.9
41
5

1
−0

.0
00
48

−0
.0
07
02

20
20
-0
3-
19

12
:5
3:
19

IS
T

70
5

10
.6
14
93

−0
.2
65
71

0
10
7

82
.2
86
56

1
−0

.2
00
25

−2
.1
25
61

20
20
-0
3-
19

12
:5
3:
35

IS
T

70
6

13
.8
81
41

0.
00
91
1

1
10
7

20
.0
31
05

2
0.
00
02
7

0.
00
37
3

20
20
-0
3-
19

13
:2
5:
18

IS
T

82
5

15
.6
52
86

0.
07
25
7

1
13
9

35
.6
73
26

2
0.
12
01
6

1.
88
07
9

20
20
-0
3-
19

13
:2
5:
34

IS
T

82
6

15
.0
53
88

−0
.0
40
92

0
13
9

99
.9
90
3

2
−0

.0
00
08

−0
.0
01
16

20
20
-0
3-
19

14
:0
6:
37

IS
T

98
0

10
.6
81
06

−0
.2
56
86

0
18
0

82
.6
01
77

2
−0

.1
95
47

−2
.0
87
79

20
20
-0
3-
19

14
:0
6:
53

IS
T

98
1

12
.9
61
55

−0
.0
84
46

1
18
0

20
.0
14
3

3
0.
00
01
3

0.
00
17
2

20
20
-0
3-
19

14
:3
9:
40

IS
T

11
04

15
.5
91
6

0.
06
70
1

1
21
3

35
.4
23
63

3
0.
11
87
1

1.
85
08
4

20
20
-0
3-
19

14
:3
9:
56

IS
T

11
05

14
.9
68
51

−0
.0
44
45

0
21
3

99
.9
92
79

3
−0

.0
00
06

−0
.0
00
86

20
20
-0
3-
19

15
:2
1:
30

IS
T

12
60

10
.6
19
08

−0
.2
56
3

0
25
5

82
.8
50
8

3
−0

.1
93
79

−2
.0
57
9

20
20
-0
3-
19

15
:2
1:
46

IS
T

12
61

13
.6
09
56

−0
.0
13
92

1
25
5

20
.0
26
44

4
0.
00
02
3

0.
00
31
7

20
20
-0
3-
19

15
:5
8:
33

IS
T

13
90

15
.5
32
02

0.
06
65
5

1
29
2

35
.2
86
17

4
0.
11
81

1.
83
43
4

20
20
-0
3-
19

15
:5
8:
49

IS
T

13
91

14
.6
75
25

−0
.0
55
48

0
29
2

99
.9
91
6

4
−0

.0
00
07

−0
.0
01
01

20
20
-0
3-
19

16
:4
9:
12

IS
T

15
60

10
.6
94
63

−0
.2
49
75

0
34
3

82
.9
02
01

4
−0

.1
91
85

−2
.0
51
76

20
20
-0
3-
19

16
:4
9:
29

IS
T

15
61

13
.0
25
68

−0
.0
36
34

1
34
3

21
.9
40
7

5
0.
01
78
8

0.
23
28
8



Design, Implementation, and Study of an IoT-Based Battery Life … 9

Fig. 4 Variation of voltage in SLA battery with time

Fig. 5 Variation of current in SLA battery with time

a constant current of 250mAmps as previously defined by us as charging/discharging
rate which is C25. Figure 6 exhibits the charging/discharging current discussed.

Figure 5 is the graphical representation of charging/discharging current with time.
Here we can comprehend that the positive Y-axis depicts the charging current and the
negative Y-axis depicts the discharging current. Previously, we have mentioned that
constant current charging occurs while the voltage increases which can be seen in
Fig. 5. In Fig. 5 at the beginning of charging, charging current stays constant and after
that decreases rapidly. The state of charge (during charging) and depth of discharge
(during discharging) both are demonstrated in Fig. 6. In Fig. 7, the charging and
discharging Ah of the battery are represented. In Fig. 8, the Wh during the charging
and discharging period is demonstrated (Fig. 9; Table 4).

Linear Regression Model

The data collected so far from the cloud used to predict the entire life cycle of the
battery through linear regression model as applicable to a time series data, and it has
been observed that the cycle life of the Pb–acid battery comes around 500 cycles
and that for lithium-ion battery is around 1200. The data in the form of CSV.xlsx file
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Fig. 6 SoC/DoD of different testing cycle of SLA battery

Fig. 7 Ah in different testing cycle of SLA battery

Fig. 8 Wh in different testing cycle of SLA battery
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Fig. 9 Hardware setup

Table 4 System components Parameters Specifications

LCD (display) 16 × 2 character

Controller ATMEGA328P

Wi-Fi module ESP8266

Current sensor ACS712

MOSFET IRF540

Cloud ThinkSpeak
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uploaded in Jupiter notebook and a data mining by Python programming are applied.
The data then shaped into two different arrays [x, y]. The data size is [361, 361]. We
are taking field 6 time cycle and field 8 capacity (Wh) as a X and Y-dimensional
array. After splitting the data, one set is used for training the model and then the
other is used for testing the battery (Figs. 10 and 11).

Fig. 10 Training model of linear regression

Fig. 11 Testing model of linear regression
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5 Conclusion

The system could be integrated into a device to detect life cycle, SoC, DoD, and
life expectancy of a battery on board for various applications. If database of battery
characteristics of famous manufacturers and their model could be loaded previously
in the system, then manual setting of battery parameters could be avoided, and only
selection of model will do the rest of the job. Moreover from the existing database of
characteristics, it would bemuch easier to find out and predict the desired parameters.
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Design and Integration of Collaborative
Features Along with an Efficient GUI
to the Industrial Robot

Pottem Samhith Kumar, K. R. Usha Rani, K. S. Geetha,
Shanmukha Nagaraj, Prathamesh Zingade, and Akshata Shet

Abstract With the current advancements in technology, industries are adopting and
employing the robots to perform complex and repetitive tasks. Performing these
operations sometimes requires the human involvement to complete and finish those
complex tasks.But, safety is one of the key aspects involved in this. This collaboration
of robots with humans paves the way for development of the modern and future
industries where both humans and robots work together thus improving the precision
and accuracy of the operations. Usually, industrial robots operate with high speeds to
finish of the operations rapidly and can perform themaximum operations daily. Since
safety is a critical parameter in this human–robot paradigm, the collaborative robots
must operate with less force compared to the industrial ones by augmenting human
abilities as well as providing much more flexibility. Thus, the integration of such
automated systems and operators costs very high compared to an ordinary industrial
robot. In this work, the team considered to integrate the collaborative features on a
4 Degrees of Freedom (DoF) industrial robot with a payload of 3 kg and reach of
550mwith a repeatability of±0.1mm. In order to provide effective human–machine
interface which includes automation and operators, a proximity sensor with range
up to 20 cm and a tactile sensor with range up to 4 kPa are interfaced to the robot.
Real-time values are taken from sensors and are sent to controller section, and stop
function is initiated in order to stop the robot operation.

Keywords Collaborative robots (CoBots) · Four axis motion controller (FAMC) ·
Graphical user interface (GUI) · Sensors · Robot · Degrees of Freedom (DoF) ·
Torque

1 Introduction

The collaborative robots or CoBots are a special class of robots that are mainly
intended to work together with humans making the work environment flexible and
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safe [1]. Safety factor in CoBots not only lies in reducing the torque and speed of
motor, but also on using the lightweight materials and rounded edges. Additional
safety factor relies on the desired sensors and software where the sensors are contin-
uously monitored and the feedback is given to the controller to take appropriate
decisions and drive motor accordingly.

Collaborative robots are evolved from traditional industrial robots which consist
of drivers and motors for performing complex and repetitive tasks that work together
with humans. It differs from humanoids [2] where they mimic the human action not
only in functioningof the systembut also resemble humans structurally.Collaborative
industrial robots can be used to automate repetitive, ergonomic tasks such as fetching
and carrying heavier parts, machine feeding and final assembly, and a typical picture
of CoBot can be seen in Fig. 1.

As there are many incidents that robot harms the products and the human in the
industries, it is very much essential to replace them with the collaborative robots
(CoBots) to provide the safety. Thus, incorporating the collaborative features into an
industrial robot where the speed of operation could be compromised upon and giving
utmost priority to safety opens a new field of research in industrial robots. Normally,
such features in robots are preferred in the situation where robots work along with
human intervention.

Cost effectiveness, i.e. the CoBot features are added with less cost which gives an
upper hand for study-purpose robots when compared to industrial and conventional
robots as in [4]. Also, the GUI can easily be customized and that paves the way in
the research area for these kind of robots as compared to the conventional robots [5].

Fig. 1 Typical structure of a
Pick and Place CoBot [3]
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1.1 Literature Review

S. No. Paper title Journal/conference Major observations

1. “The concept and
implementation of a passive
trajectory enhancing robot”

W. Book, R. Charles, H.
Davis, and M. Gomes, Proc.
ASME Dyn. Sys. Cont.
Div., vol. DSC-58, p. 633,
2004

Designing the robots for
passive trajectory
enhancement

2. “Methods for safe
human–robot interaction”

Foundation and trends in
robotics 5(4), 261–349,
2017

Human–robot-interaction
(HRI) safety through
control, motion planning
and prediction

3. “Perspective for indirect
human–robot interaction”

Tsui KM, Desai M and
Yanco HA. In: Proceedings
of the fifth ACM/IEEE
international 2010,
pp. 129–130

The interactive task
involved a humanoid
robot’s use of pointing
gestures

4. “Automatic categorization
of haptic interactions—what
are the typical haptic
interactions between a
human and a robot?”

T. Tajika, T. Miyashita, and
H. Ishiguro, in Proceedings
of the 2006 IEEE-RAS
International Conference on
Humanoid Robots, Genova,
Italy, December 2006

For categorizing haptic
interactions between a
human and a robot by using
tactile sensors embedded in
the soft skin covering the
robot’s entire body

2 System Development

The overall system view where in collaborative features are added to the industrial
robot to make it interactive with operator has been described in Fig. 2.

2.1 CoBot Design

The design of robot is as shown in Fig. 3 that provides 4Degrees of Freedom, provides
550 mm of reach and can carry 3 kg of payload. The torque is calculated for each
axis of robot, and motors are selected with respect to the gear ratio. Axes 1, 3 and 4
have gear ratio 1:50 as compared to gear ratio 1:160 of Axis 2. Axis 2 carries more
weight compared to other three axes as it holds weight of both Axes 3, 4. Motors in
each axis have its own incremental encoder and power off break, and incremental
encoder is used to provide feedback loop to motion controller. Degrees of Freedom
provided by each axis is given as follow.

Joint angle ranges:
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Fig. 2 System design

Fig. 3 Arm unit of a CoBot
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1. Joint 1: ±170°
2. Joint 2: ±90°
3. Joint 3: ±135°
4. Joint 4: ±360°.

CoBot system is divided into two subgroups

1. CoBot’s arm unit
2. CoBot’s controller unit.

CoBot’s Arm Unit

It consists of four axes as mentioned in image (Fig. 3).

CoBot’s Controller Unit

CoBot’s controller unit as shown in Fig. 4 is the major part to interface all the
motor drivers and the controllerswhich provide communication. Control unitmajorly
has eight hardware units which are interfaced to the CoBot. Each has its own
specifications.

1. AC line filter

• Two-phase AC line filter is used to filter the noise in the AC power line
• System input supply: 230 V AC, 50 Hz

2. Miniature circuit breaker (MCB)

• MCB is used for main circuit breaking and also as a power on switch

3. AC to DC converter (24 V DC)

• 230 V AC is converted into 24 and 5 V
• 24 V is used for drivers and brakes

Fig. 4 Control unit of a CoBot
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4. AC to DC converter (5 V DC)

• 5 V is used for FAMC, encoders and sensors

5. Four axis motion controller (FAMC) PCB

• FAMC card contains microcontroller and motion controller IC
• From GUI, different commands are given to the microcontroller which

commands the motion controller through on-board parallel communication
• Motion controllerwill generate the pulse anddirection basedon the command

received by the microcontroller
• Individual encoder signals are fed to the FAMC card for position read
• From FAMC, signals are generated to control the brakes while arm operation

6. 24 V brake switching circuitry

• 24 V electromechanical brakes are used in each axis of CoBot arm which is
used in energizing and de-energizing brakes according to the operation

7. Stepper drivers (base, elbow, wrist)

• There are three two-phase stepper drivers used in the system to control the
base, elbow and wrist which operate in 24 V

• From FAMC card, pulse and direction signals are given to individual stepper
drivers, respectively

8. Brushless direct current (BLDC) driver (shoulder)

• It is used in the system to control the shoulder which operates in 230 V AC
• From FAMC card, pulse and direction signals are given to BLDC driver.

Figure 5 shows the overall connection between controller and sensors. Main
supply is stepped down to 5 V which is required for controller and sensors, and
common ground is provided to both controller and sensors.

As the sensor has three pins, the 5 V VCC is given with the supply and GND is
connected to common ground. The output pin is given to the input of FAMC. Two
pins are still unused and can be used for future applications. The distance covered by
proximity sensor is 2–30 cm, and tactile sensor has a sensitivity of 10.56�/kPa at the
range of 0–4 kPa. The block diagram, shown in Fig. 5, depicts the major components
and flow of input output within the system.

2.2 Methodology Adopted

To design the sensor fusion circuit, existing method is used to check the sensor
characteristics. Both the tactile and proximity sensorwere interfaced to theRaspberry
Pi. Functions related to sensing, sensitivity of the sensors, fixing of threshold, range of
sensorswere studied. Suitable sensorswere selected, and the circuitrywas developed.
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Fig. 5 Block diagram of interfacing sensors to the motion controller

An efficient graphical user interface (GUI) has been designed to connect the GUI
to controller and operate in different desired modes. There are different operating
modes that has been implemented and integrated to the CoBot. They are:

• Position mode: In this mode, user can enter the values in degree both negative and
positive for particular axis. Once the command is received by motion controller
card from GUI, axis arm will move in respective target position.

i. Trapezoidal
ii. Sinusoidal.

• Jog mode: The continuous movement of an arm in a direction along a selected
axis. It is a velocity profile, and user can enter the values in °/s with clockwise or
counterclockwise direction for particular axis.

i. Trapezoidal (CW/CCW)
ii. Sinusoidal (CW/CCW).

• Linear interpolation: Linear interpolation moves tool point from start point to the
target point along a straight line and can be implemented both in 2D plane and
3D space.

• Ten-point teach mode: The user has to move the axes by using position profile and
allowed the GUI to record that position. Once all the ten sequences are recorded,
the robotic arm will move continuously in a loop.
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• Maintenance mode: Maintenance mode is used to make each axis to reach its
home position. Home position is nothing, but all axes are in zeroth position.

• Four programmable general purpose input/output (GPIO) 5 V logic level.

The circuit developed as mentioned before was interfaced to motion controller’s
available GPIOs; in GUI, ON/OFF icon was created to start the sensing operation.
A thread was created in GUI to sense the input and take the action. A typical GUI
screen that has been designed which has various control features is shown in Fig. 6.

Also, a flowchart describing the sequence of operations in brief is shown in Fig. 7.

• When supply turns ON, the ON/OFF future in the GUI is checked continuously.
This feature is added so that controller can start sensing the inputs only when this
is activated.

• If this feature is not activated, then robot will be performing its normal functions.
But when it is activated, then it activates collaborative features.

• Once it is ON, the timer will be activated so that sensing is restricted to the certain
period.

• Then, controller will start monitoring Pins 1 and 2 to which the sensors are
connected.

• Once the sensor detects the touch or the object passing by it, then it will generate
HIGH/LOW signals.

• If the signals are high, that indicates there is some detection at the input. Hence,
the user should call the stop function so that robot stops its function.

• If nothing is detected, i.e. if the signals are low, it must wait and sense the input
to a certain period; hence, the timer will be decremented and checked if it reaches
to zero.

Fig. 6 GUI designed having various control features
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Fig. 7 Process flowchart

• If it is zero, that indicates sensing period is over and deactivates the option so that
timer can be restarted.

• If timer is not yet zero, then it will continuously monitor the pins until timer is
zero.

2.3 Experimental Details

Heart of the CoBot design is control system unit which consists of AC to DC
converter, FAMC,MCB, gripper driver, brake circuit, stepper driver and servo motor
driver. The controlling of motor rotation, griper movement, feedback control, etc. is
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Fig. 8 Collaborative robot components

performed together through the control unit. The output from the sensors is contin-
uously monitored by the GPIO pins, and thread is created when it detects. This flow
of operation is explained and described in Fig. 7.

As explained above, the main component is FAMC to which sensors need to be
interfaced. Robot that has been designed will have four major components which
provide this application as shown in Fig. 8. Using this, the user must check the
available pins in FAMC. As there are five pins available one for ground and four for
GPIO, it can be used for sensor interfacing.

3 Results and Discussions

If the object is found near robot with the range up to 30 cm, the light emitting diode
(LED) glows indicating that robot should stop its functioning. This output can be
seen in Fig. 10.

Similarly, when sensor detects touch-on-touch sensor with range and sensitivity
up to 4 kPa, 10.56 �/kPa, respectively, the immediate decision would be taken by
Raspberry Pi to stop the functioning of CoBot by giving the signals to the FAMC.

The desired sensors tomake the robot collaborative are placed on various positions
of the robot especially on the arms, endmanipulator or gripper and on all other places
where there might be chances of human intervention.

The hardware results are shown in Figs. 9 and 10, and GUI response to the
hardware is recorded and shown in Fig. 11. It is observed that GPIO status window
will show status of the sensor parallel to the hardware.

Figure 12 shows the status of sensors connected to the controller. This is the
outcome of GUI interfaced to the FAMC of robot that indicates different status of
the sensors. Among four pins, only two are used, and they are configured as input.
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Fig. 9 Without object sensing (normal function)

Fig. 10 With object sensing (stop function)

4 Conclusions

Human–machine interaction would make the system more complicated in design;
however, it offers much flexibility for the automating the applications. The industrial
robot incorporated with collaborative features, such that the operation is stalled when
there is human intervention, is the first step towards the CoBot. In this work, the
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Fig. 11 GUI status screen

Fig. 12 GPIO status of different sensors

team proved that the ranging and characteristics of infrared (IR) and touch sensor
by connecting it to the Raspberry Pi have successfully incorporated collaborative
features. Touch sensor detects the touch and provides high output, and IR sensor is
found to be detecting the objects passing by it in the range of 20 cm. It is concluded
that these sensors can be used to interface with the robot.
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The tested sensors are interfaced to the motion controller. When the touch sensor
senses the touch, it generates high output, and when IR sensor senses the object, it
generates lowoutput to the controllerwhichwill invoke the thread. This thread has the
function related to stop each axis. Then, robot will stop its functioning once it detects
the object; hence, the objectives of the project are satisfied by extracting collaborative
features of the robot. Thus, the designedCoBot canbeused as a “Pick andPlace” robot
for industrial applications aswell as a service robot for research-oriented applications.

4.1 Future Scope

• Light curtain sensor can be implementedwhich ismounted surrounding theCoBot
to detect the motion.

• Sensor readings and conditions can be directly monitored through IoT application
using suitable platforms like AWS, ThinkSpeak, etc.

• As there are two more pins available in the controller, robot-related sensors like
force sensors can also be interfaced.
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Developed Optimized Routing Based
on Modified LEACH and Cuttlefish
Optimization Approach
for Energy-Efficient Wireless Sensor
Networks

Pallavi Joshi, Shashank Gavel, and A. S. Raghuvanshi

Abstract The main concern for efficient data transmission in a wireless network is
energy dissipation. With the enhancement in the size of the network, there is more
demand to aggregate the information which leads to depletion of energy in the nodes.
To solve such issues, an efficient data transmission model has to be designed. This
paper implements themodifiedLEACH(MOD-LEACH) concept for node clustering.
Along with the efficient cluster head selection, the proposed model is backed with
an optimized approach called cuttlefish optimization (CO) which uses two objective
functions to optimize the parameters of the network. The proposed novel work is
compared with two existing approaches, and the experimental and theoretical results
reveal that the proposed model surmounts the two preexisting similar methods in
terms of average energy consumption, number of alive nodes, and total packets
delivered to the base station. The proposed approach records approx. 75% reduction
in the energy consumption of the network.

Keywords Wireless sensor network · Data aggregation ·Modified LEACH ·
Cuttlefish algorithm · Clustering

1 Introduction

Awireless sensor network (WSN) is a collection of several autonomous nodes which
can monitor, sense, and process the parameters of a region where it is deployed.
WSN is a technology specially designed to serve many applications like military
surveillance, monitoring of habitat, smart cities, and many more. Along with its
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advantages, there are some challenges and problems faced by these networks. These
challenges and problems are listed in Table 1.

The routing [1] also plays a major role in transmitting the data from one node to
another. It provides a short and energy-efficient path to deliver the packets without
being lost. Many research works manifest the use of optimization approaches while

Table 1 Description of some of the problems encountered by wireless sensor networks

Problems Description

Environment WSNs are deployed in areas where human access is very
difficult, so they must have the ability to serve in harsh
surroundings [2]

Anomalies and faults Some nodes in a sensor network may work like anomalies
and create faults in the network. To avoid this, fault-tolerant
approaches and anomaly detection techniques must be
employed [3, 4]

Scalability The quantity of sensor nodes may increase as per the need of
the application, so the network should be able to efficiently
handle a large number of nodes too

Coverage and node connectivity The coverage of the network should be such that it should
cover almost full area of interest and due to its
self-organizing nature, it should connect all nodes to enhance
the communication abilities even in harsh surroundings like
landslides or volcanoes, etc.

Clustering Clustering is the way to organize a huge network into some
decentralized units called clusters. Each cluster possesses its
leader which is accountable to collect the data from the
cluster members. An effective clustering of nodes can prevent
network latency, enhance the life of the network, and make it
more energy efficient [5, 6]

Energy Since the nodes are powered by batteries, they have limited
energy storage with them. The use of the channel bandwidth
should be done efficiently to transmit the information from
sensors to the base station at low energy expenditure [7]

Data redundancy Repeated and redundant data are sometimes present in the
network and cause energy drain problems in the nodes. It
should be avoided by implementing mathematical techniques
like MIN, SUM, COUNT, MAX, etc., and some data
aggregation approach [8, 9]

Quality of service QoS parameters are the measures that determine the network
reliability and its efficiency. QoS parameters like throughput,
delay, packet delivery ratio, and network lifetime need to be
taken care to get desired outcomes from the network

Security The information contained by the sensor network can be
leaked or some intrusion may occur due to a lack of security
measures. Some cryptographic approaches and intrusion
detection techniques can prevent the network from malicious
attacks [10]
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finding the routes in the network [11]. There is one crucial challenge in the path
to routing which is energy depletion. The nodes have very limited power, and they
need to deliver their information using the available energy. The management of
energy should be done in a way to achieve more transmission in very less utilization
of energy. The applications like target tracking, event monitoring, surveillance, etc.,
need continuous monitoring and observations so there is no chance to replace the
batteries or the nodes until the task is done. There are some techniques that can
tackle this issue. One of them is data aggregation which enables the network to
divide into some clusters or the nodes to send their data to an intermediate node
in their vicinity, thereby reducing the amount of energy consumed in the network.
Also, the nodes carry redundant and repeated data which is also a cause of energy
drain. Data aggregation can solve the redundancy problem by using mathematical or
graphical techniques, thereby enabling the nodes to send highly correlated data [12].

Data aggregation aims to retrieve only specific non-redundant information and
forward it to the destination [13]. This results in the considerable minimization of
the packets delivered and energy usage, and also the bandwidth can be maximized
with the help of the data aggregation technique. Figure 1 gives a picturization of an
aggregation task done using aggregator and monitoring nodes along with the sensor
nodes. These aggregator nodes collect the information, aggregate it, and forward it
to the forwarding node where it is forwarded to the base station. The aggregation
task is challenging, though it can be solved by efficient clustering. But another major
problem is to get desired QoS parameters which can be done by applying various

BS- Base station
 A- Aggregator
 F- Forwarder
 M- nodes for monitoring
 N- neighbor nodes 

Fig. 1 Aggregation of data using aggregators in a WSN
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optimization approaches. This serves as the main motivation behind this paper. The
paper combines the notion of both clustering and optimization to aggregate the data
efficiently in a sensor network.

The contributions made in this paper to avoid high energy usage are listed below:

(1) The modified version of LEACH performs clustering using the energy and
distance parameters that account for the efficient cluster formation.

(2) The data collection technique reduced the packet loss and also prevented
redundant data to be transmitted to the BS.

(3) The number of hops is minimized using optimization in combination with the
clustering approach by creating efficient routes from source to sink and placing
the aggregators in the neighborhood of the source nodes.

(4) Maximizing the coverage and node connectivity by minimizing the number of
nodes in a cluster.

(5) The optimization also provides a way to minimize the residual energy of the
nodes, thereby maximizing the network life.

The paper is structured in various sections which are described as follows: Sect. 2
gives a compilation of various works relevant to the one discussed in this paper.
Section 3 describes the proposed work and explains the methodology using a block
diagram. Section 4 investigates the outcome from the proposed work and shows the
comparative analysis with other preexisting works. In Sect. 5, the whole paper is
concluded and provides a future direction.

2 Related Works

Ezhilarasi et al. [14] investigate various routing approaches with their advantages and
disadvantages and their way to solve different issues such as energy conservation and
a lifetime of the network. Table 2 shows the classification of various routing protocols
along with their examples.

Table 2 Classification of various routing protocols

Routing protocol classification Routing protocols

Location-based SPAN, GAF, GEAR, MECN

Data-centric Gradient-based routing, COUGAR

Hierarchical network protocol APTEEN, TEEN, HEED, DEEC, LEACH

Node mobility-based SEAD, data MULES, dynamic proxy tree-based data
dissemination

Multipath routing approach N-to-1 multipath discovery, braided multipath

Heterogeneity-based CADR, CHR

QoS-based SAR, energy-aware routing
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Liu et al. [15] suggest two objectives to be achieved in a WSN that is minimizing
the energy dissipation by maximizing accuracy in sensing by using an evolutionary
algorithm called fast differential evolution algorithm for optimizing these objectives.
He et al. [16] solve the multi-objective problem in optimization by implementing
a stochastic algorithm to enhance the network lifetime. The task is achieved by
employing a quasigradient algorithm and a Lagrange dual decomposition technique
to decompose the multi-objective dual primal problem. In [17], the authors attempt
to prevent the circle routes by implementing ladder diffusion and cat swarm opti-
mization algorithms during the routing phase in WSN. An optimized LEACH using
PSO and ant colony optimization has been implemented in [18], and the result is
compared with the LEACH protocol. The authors in [19] investigate the routing
in a clustered sensor network using particle swarm optimization (PSO) to acquire
energy efficiency in the network. Tate et al. [20] employ protocol tuning based on
multi-objective optimization to gain efficiency in energy consumption. The Pareto
evolutionary approach is employed to design and model the system to extirpate the
useless factors and to get near-optimal regions.

Above all methods investigate the use of only optimization or only the routing
protocols in the wireless sensor networks; very few of the methods amalgamate
the optimization with the routing techniques. But somewhere these methods are
not much successful to reduce the trade-off problems. The proposed model in this
paper implements the cuttlefish optimization which is a very efficient metaheuristic
approach, along with the modified LEACH protocol to enhance the network life by
minimizing the average residual energy of nodes.

3 Methodology of the Proposed Approach

The MOD-LEACH protocol [21] is employed to obtain efficient clustering of the
randomly deployed sensor nodes. The probability function of the LEACH ismodified
concerning the energy and distance to enable efficient cluster head selection. Next, to
minimize the average residual energy of nodes in clusters andmaximize the coverage
area of the sensor node to get good connectivity, a two-objective cuttlefish algorithm
in conjunction with the MOD-LEACH protocol is used.

The Cuttlefish algorithm was first implemented and proposed by Adnan Mohsin
and Adel Sabry Eesa in the year 2013. It works like a population-based metaheuristic
algorithm where a certain population follows its leader to forage food, prey, etc. The
best fitness values given by the optimization algorithm are obtained to optimize the
network parameters like energy consumption, throughput, delay, etc.

Figure 2 shows the block diagram of the proposed model. Initially, the nodes
in a wireless network are randomly deployed in an area of interest. The LEACH
protocol is implemented with highly efficient cluster head selection using distance
and energy parameters. The residual energy and the number of sensor nodes are the
constraints to the objective function used in the cuttlefish optimization. The result of
this fitness function is tominimize the residual energy andmaximize the coverage and
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Fig. 2 Flow schema of the proposed MOD-LEACH-CO protocol

connectivity in the network by lowering the number of sensor nodes to be clustered.
Next, the data is aggregated at the cluster heads of the respective clusters, and from
there, it is transmitted to the sink node.

Steps to perform cuttlefish optimization (CO)

Step 1: Initialize the parameters used in CO.
Step 2: Define the fitness function f (c), c = (c1, c2, …, cn)k .
Step 3: Calculate the best position and current fitness values.
Step 4: Determine the fitness value and local best position.
Step 5: Generate more fitness and local best solutions.
Step 6: Compute the average of all best solutions.
Step 7: Update fitness value and local best positions.
Step 8: Obtain the final best position and best fitness value for the objective
function.

The above steps are followed to perform theCOalgorithm. Initially, the population
is randomly created [22]. Then, the fitness function is defined and the best positions
are obtained using that function. The average of the best local values gives the final
best-optimized solution. Table 3 gives the description of two objective functions [23]
considered in the proposed model. The cuttlefish optimization approach is used to
model these two objective functions, and the network is clustered using modified
LEACH protocol.
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Table 3 Implemented objective functions

Fitness function Parameter optimized Technique used

Min A =
∑p×q

m=1

(
1− e(sd−cd)

)
‘sd’ represents the range of
sensing for each node, ‘cd’
indicates the communication
range of a sensor. ‘A’ specifies
the minimum quantity of nodes
with maximum connectivity
and coverage

The cuttlefish optimization
approach is modified to achieve
energy efficiency by keeping
the sensing range constant and
varying only the
communication range of the
cluster member nodes

Average residual energy =
∑S

i=1 E(si )
S

S = Number of nodes
E(si) = energy assigned to each
node

The LEACH protocol’s
modified version is used in
which the fitness function for
minimizing the average residual
energy is used and the clustering
is done by prioritizing the
distance and energy parameters

4 Results and Comparative Analysis

This paper uses MATLAB R2016a software for simulating both modified LEACH
and Cuttlefish algorithms. Table 4 shows a comparison between the fitness values
of cat swarm optimization (CSO), particle swarm optimization (PSO), and cuttle-
fish optimization (CO) with a single objective and two objectives considered in the
proposed work, i.e., minimizing the number of nodes with maximum coverage and
minimizing the average residual energy in the network. It can be noted that CO with
two objectives has a very low variance between the best fitness values and hence
the standard deviation for CO is zero as compared to other algorithms. It indicates
the stability of the algorithm. The time taken by the CO algorithm is also very less
in contrast to other optimization approaches and noted to be 12.7 s when both the
‘sd’ and ‘cd’ are kept constant. The network implemented in this paper consists of
200 nodes, and the parameters for simulation are given in Table 5. The modified
LEACH with cuttlefish optimization algorithm (MOD-LEACH-CO) is compared
with energy-aware routing protocol using cat swarm optimization (EARP-CSO) [17]
and LEACH-PSO [18].

Table 4 Comparison of the fitness values for various optimization algorithms

Optimization algorithm Best fitness value Average fitness value Time in s

CSO 39.0327 36.338 25

Single objective CO with varying
parameters

34.5841 33.145 23.1

PSO 37.4362 37.4012 16.3

CO with two objectives in proposed
model

35.1849 35.1849 12.7
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Table 5 Parameters used
while simulating the proposed
algorithm

Name Value

Size of network 200 m × 200 m

Quantity of sensors 200

Initial energy of nodes (E0) 0.5 J

Energy consumption in circuit (Eelec) 50 nJ/bit

Free space channel specification (εfs) 10 pJ/bit/m2

Multipath channel limit (εmp) 0.0013 pJ/bit/m4

Length of a data packet (l) 1000 bits

Threshold for distance (d0)
√

εfs
εmp

Figure 3 conveys the average values of energy consumed by every node for every
data transmission. Many rounds of simulations are performed and averaged to obtain
the values of average energy consumption in Joule. The proposed work, i.e., MOD-
LEACH-CO, is compared with EARP-CSO and LEACH-PSO. It can be inspected
that the MOD-LEACH-CO offers the lowest amount of energy consumption in
contrast to the other two algorithms because of the objective functions used in CO
which optimize the network parameters. Also, in MOD-LEACH-CO, the parameters
considered here focus on constructing efficient cluster and their leaders. Figure 4
depicts the alive number of nodes decreasing with the increase in the number of
rounds. After 50 rounds, all three protocols show a significant decrease in the alive
nodes. For the proposedmethod, after the 150th round, the number of nodes decreases
to 185 approx., whereas the EARP-CSO shows a much steep graph where the alive
nodes are only limited to 10 in number after 300 rounds. The LEACH-PSO performs
better than EARP-CSO and shows the reduction of nodes to 165 after 100 rounds.

Fig. 3 Average energy consumption by the sensor nodes per transmission
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Fig. 4 Number of alive nodes versus number of rounds

Fig. 5 Number of packets delivered to BS per round

Figure 5 specifies the total packets delivered at the base station. The maximum
packets delivered by the EARP-CSO protocol reach 4000 at 500 rounds. A sudden
surge canbe recorded for bothMOD-LEACH-COandLEACH-PSOapproaches after
the 490th round indicating the increase in packets delivered. The MOD-LEACH-CO
surpasses LEACH-PSO by the difference of 800 packets as seen in the figure.

5 Conclusion

In this paper, we have proposed an optimized clustering model which uses modified
LEACH protocol along with the cuttlefish optimization. The model aims to optimize
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the parameters such as average residual energy of nodes, minimizing the number
of nodes and maximizing their coverage and connectivity, thereby optimizing the
clustering task and enhancing the lifetime as well as the throughput of the system.
The work has been compared with the other two previously published similar works,
and it is observed that the proposed work gives superior results to the other two
methods. The work can be extended by using cryptographic methods or intrusion
detection methods to remove redundant and anomalous nodes, thereby ensuring
the safety of the system. Also, multi-objective optimization has proved itself as an
efficient solution to obtain reliable systems with lower complexity.

References

1. Singh SK, Singh MP, Singh DK (2010) Routing protocols in wireless sensor networks—a
survey. Int J Comput Sci Eng Surv (IJCSES) 1(2):63–83

2. Hossain A, Biswas PK, Chakrabarti S (2008) Sensing models and its impact on network
coverage in wireless sensor network. In: 2008 IEEE region 10 and the third international
conference on industrial and information systems, Dec 2008, pp 1–5

3. Su L, Wan H, Qin Y, Zhao X, Gao Y, Song X, Lu C, Gu M (2019) Synthesizing fault-tolerant
schedule for time-triggered network without hot backup. IEEE Trans Ind Electron 66(2):1345–
1355

4. Gavel S, Raghuvanshi AS, Tiwari S (2020) Comparative study of anomaly detection in wireless
sensor networks using different kernel functions. In: Advances in VLSI, communication, and
signal processing. Springer, Singapore, pp 81–89

5. Raghuvanshi AS, Tiwari S, Tripathi R, Kishor N (2012) Optimal number of clusters in wireless
sensor networks: a FCM approach. Int J Sens Netw 12(1):16–24

6. Dasgupta K, Kalpakis K, Namjoshi P (2003) An efficient clustering-based heuristic for data
gathering and aggregation in sensor networks. In: 2003 IEEE wireless communications and
networking, 2003. WCNC 2003, vol 3, Mar 2003, pp 948–1953

7. Ramar C, Rubasoundar K (2015) A survey on data aggregation techniques in wireless sensor
networks. Int J Mob Netw Des Innov 6(2):81–91

8. Hasson ST, Abd Al-Kadhum H (2017) Developed clustering approaches to enhance the data
transmissions in WSNs. In: 2017 international conference on current research in computer
science and information technology (ICCIT), Apr 2017, pp 99–106

9. Gherbi C, Aliouat Z, Benmohammed M (2017) A survey on clustering routing protocols in
wireless sensor networks. Sens Rev

10. Roy S, Conti M, Setia S, Jajodia S (2014) Secure data aggregation in wireless sensor networks:
filtering out the attacker’s impact. IEEE Trans Inf Forensics Secur 9(4):681–694

11. Yen HH (2009) Optimization-based channel constrained data aggregation routing algorithms
in multi-radio wireless sensor networks. Sensors 9(6):4766–4788

12. Harb H, Makhoul A, Tawbi S, Couturier R (2017) Comparison of different data aggregation
techniques in distributed sensor networks. IEEE Access 5:4250–4263

13. El Fissaoui M, Beni-Hssane A, Saadi M (2019) Energy efficient and fault tolerant distributed
algorithm for data aggregation in wireless sensor networks. J Ambient Intell Humaniz Comput
10(2):569–578

14. Ezhilarasi M, Krishnaveni V (2018) A survey on wireless sensor network: energy and lifetime
perspective. Taga J Graph Technol 14:280

15. Liu W, Qin G, Li S, He J, Zhang X (2015) A multiobjective evolutionary algorithm for energy-
efficient cooperative spectrum sensing in cognitive radio sensor network. Int J Distrib Sens
Netw 11(5):581589



Developed Optimized Routing Based on Modified LEACH… 39

16. He S, Chen J, Xu W, Sun Y, Thulasiraman P, Shen X (2010) A stochastic multiobjective
optimization framework for wireless sensor networks. EURASIP J Wireless Commun Netw 1

17. Kong L, Chen CM, Shih HC, Lin CW, He BZ, Pan JS (2014) An energy-aware routing
protocol using cat swarmoptimization forwireless sensor networks. In:Advanced technologies,
embedded and multimedia for human-centric computing. Springer, Dordrecht, pp 311–318

18. Jiang S (2018) LEACH protocol analysis and optimization of wireless sensor networks based
on PSO and AC. In: 2018 10th international conference on intelligent human-machine systems
and cybernetics (IHMSC), Aug 2018, vol 2, pp 246–250

19. Kuila P, Jana PK (2014) Energy efficient clustering and routing algorithms for wireless sensor
networks: particle swarm optimization approach. Eng Appl Artif Intell 33:127–140

20. Tate J, Woolford-Lim B, Bate I, Yao X (2011) Evolutionary and principled search strategies for
sensornet protocol optimization. IEEE Trans Syst Man Cybern Part B (Cybern) 42(1):163–180

21. Amirthalingam K, Anuratha (2016) Improved LEACH: a modified LEACH for wireless
sensor network. In: 2016 IEEE international conference on advances in computer applications
(ICACA), Oct 2016, pp 255–258

22. Verma VK, Singh S, Pathak NP (2014) Comprehensive event based estimation of sensor node
distribution strategies using classical flooding routing protocol in wireless sensor network.
Wireless Netw 20(8):2349–2357

23. Iqbal M, Naeem M, Anpalagan A, Ahmed A, Azam M (2015) Wireless sensor network
optimization: multi-objective paradigm. Sensors 15(7):17572–17620



Evaluation of Performance on 81-Level
Switch-Ladder Inverter Using Minimum
Components

L. Vijayaraja, R. Dhanasekar, M. Balaji, and S. Ganesh Kumar

Abstract An inverter is modeled to generate 81-level output voltage using a two-
stage switch-ladder circuit. To design the source value of DC in the inverter, two
different methods are identified and compared in terms of yielding more output
levels with less number of circuit components. Detailed working of the inverter is
studied with the switching sequence to obtain 81-level output. Comparative analysis
is made with the classical inverter and some recently developed inverters. MATLAB
simulation is carried out for the design, and the performance of 81-level inverter
with RL load is analyzed in terms of THD. Simulation results of 81-level inverter are
compared for both the algorithms, and presence of harmonic in the output voltage is
found to be within the limits of IEEE standards.

Keywords Harmonic reduction · Switch ladder · Voltage sources

1 Introduction

The advancement and the importance of the inverter producing multilevel (MLI) are
studied here. While comparing the conventional two-level inverter with MLI, the
total harmonic distortion (THD) is very low. Also, parameters like electromagnetic
interference (EMI) and change in voltages across the devices with respect to time
are low [1–3].

In this paper, without varying the input voltages, output voltage waveform is
generated using an ordinary PWMmethod for the pulse generation. According to the
pulse generation algorithm, constant voltage levels are compared with the reference
sinusoidal voltage for generating the switching sequences [4–7].
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In the new design of MLIs, the harmonic distortion is reduced, and it is explained
in [8, 9]. In the proposed new topology, the quantity of devices is minimized when
comparing with classical cascaded H-bridge multilevel inverter. By the selection of
switching angles properly, reduction in harmonics is obtained.

The analysis, simulation, and harmonic distortion of the seven-level inverter is
presented in [10]. The performance evaluation of seven-level inverter is verified with
MATLAB [10].

In [11], a new cascade inverter configuration to yield multilevel output is shown.
A fundamental multilevel inverter is compared with new cascaded topology. The
proposed cascade topology has its advantages in generating more output levels by
utilizing less switches and voltage sources. From the results obtained, it is concluded
that a new multilevel inverter topology requires fewer numbers of components.

For fixing the amplitude of input sources in the asymmetric MLI, a mathematical
method is obtained. Using the minimum number of input voltage sources, output
voltage level and amplitude of voltage is increased. Here, a charge balance control
design is used [12].

A cascaded MLI is framed by a sequence connection of several new basic units,
and it is capable of generating positive levels. To yield a sine wave, H-bridge is
added in the developed cascadedMLI. Comparing with the other presented cascaded
design, the proposed cascaded topology [13] utilizes few IGBT’s with drivers, source
voltages, and diodes.

The performance of five-level inverterwith themodeling of single-phase induction
motor is discussed with the simulation results for speed of the induction motor and
the current flow in the stator windings [14, 15].

Design of different multilevel inverter configurations is carried out to reduce the
harmonics, DC voltage sources, and circuit elements [16–19].

This paper is incorporated with three parts and is given as follows: In Sect. 2, the
design of 81-level multilevel inverter with switch-ladder inverter is demonstrated;
Sect. 3 provides the performance of 81-level ladder inverter via simulation study for
impedance load, and conclusion is provided in Sect. 4.

2 81-Level Multilevel Inverter

In the proposed work [20], cascaded SLMLI is designed to generate staircase load
voltage levels based on circuit model. Generalized structure of switch-ladder multi-
level inverter for which the quantity of output levels will be increased by increasing
the size of DC sources or by cascading number of stages by fixing DC sources in
each stage (Fig. 1a).

In the proposed work, cascaded SLMLI gives rise to the number of output voltage
levels which depends on the circuit configuration. In the inverter structure as shown
in Fig. 1a, the number of output levels can be amplified by either increasing the
magnitude of DC sources as shown in Fig. 1b or by cascading a number of stages by
fixing some DC sources in each stage.
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Fig. 1 Proposed SLMLI
[20]

(a)

(b)

‘n’ is number of bidirectional 
switches in this Ladder structure.

In the proposed SLMI, with higher voltage levels, makes the system huge and high
cost. Moreover, the voltage values of the switches Sx and Sy are equal to the sum
of all the values of the individual sources. Cascade topology with series connection
of ‘m’ SLMLIs is prescribed to reduce the components and voltages on Sx and Sy,
and it is shown in Fig. 1b. It is named as cascade switch-ladder multilevel inverter
(CSLMLI). The desired output voltage of CSLMLI (V out) is equal to the sum of the
individual voltages of the all SLMIs, and it is given by in (1).

Vout = Vo1 + Vo2 + · · · + Vom (1)
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where
V o1 is the output voltage produced by the stage-1 (SLMLI-1)
V o2 is the output voltage produced by the stage-2 (SLMLI-2)
V om is the output voltage produced by the stage m (SLMLI-M).

With the persistent number of power electronic devices, the maximum number of
levels is obtained by considering the number of dual switches in each SLMI is equal.
Alternatively,

2a1 = 2a2 = . . . = 2am = 2a . (2)

Proposed structure shown in Fig. 1b consists of unidirectional and bidirectional
switches.

2.1 Framework for 81-Level Inverter

A two-stage MLI is designed by two methods, and the framework is provided as
below:

Method 1:

The values taken for stage-1

V1 = V3 = Vdc (3)

V2 = V4 = (b + 2) ∗ Vdc (4)

The maximum output voltage using the abovementioned method is obtained as
follows:

Vcascaded,max = 2 ∗ [(b + 1) ∗ (V1 + V4)] (5)

where b is the number of bidirectional switches in ladder structure.
The number of voltage level, switches, and DC voltage sources are given in (6),

(7), and (8)

Nlevel = 2 ∗ [(
Vcascaded,max

)
/V1

] + 1 (6)

Nswitch = 2 ∗ (2b + 3) (7)

Nsource = 4 ∗ (b + 1) (8)
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Method 2: V 3 and V 4 values are taken as follows:

V1 = Vdc, (9)

V2 = (b + 2) ∗ Vdc (10)

V3 = (4b) ∗ V1 (11)

V4 = (b + 2) ∗ V3 (12)

Themaximum output voltage, number of voltage levels, switches, andDC voltage
sources are obtained as follows:

Vcascaded,max = (2) ∗ (V1 + V2 + V3 + V4) (13)

Nlevel = 2 ∗ [(
Vcascaded,max

)
/V1

] + 1 (14)

Nswitch = 2 ∗ (4b + 6) (15)

Nsource = 4 ∗ (b + 1) (16)

2.2 Cascaded SLMLI to Generate 81-Levels (2-Stages)

Inverter shown in Fig. 1b is able to yield ‘n’ levels, but rating of IGBT increases with
the magnitude of voltage increase. This problem is solved by cascading number of
switch-ladder multilevel inverters to generate ‘n’ levels of output. Figure 2 gives the
circuit diagram of cascaded SLMLI to generate 81-level output. The requirement of
switch and sources is same for stage-1 and stage-2.

From Fig. 2 [20], for stage-1, unidirectional switches used are represented as T 11,
T 12, T 13, T 14, S1X , S1Y , and the bidirectional switches are represented as S11, S12.
For stage-2, unidirectional switches are represented as T 21, T 22, T 23, T 24, S2X , S2Y ,
and the bidirectional switches are represented as S21, S22. By cascading two stages,
stress because of voltages between the switches is reduced. Thus, the overall system
cost will be reduced.

To generate multilevel voltages at the output, turn on the corresponding set of
switches for the particular instances. For stage-1, three switches should be turn on
at a time, and the rest of the switches should be in ‘OFF’ state. In cascaded SLMLI,
numbers of stages are cascaded, and at any instant of time, three switches are on.

Modes for obtaining various voltage levels are provided in Table 1. Zero voltage
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+

-

I0

V0

Fig. 2 Cascaded two stages of SLMLI [20]

is achieved by turning on T 11, T 13, S1X in stage-1 and T 21, T 23, S2X in stage-2. V 1

voltage is achieved by turning on T 12, S11, Sy1 in stage-1 and T 21, T 23, S2X for stage-2.
Performance of two-stage SLMLI is compared by considering two sets of DC

source values used in the construction of inverter. DC source magnitudes and the
performance of inverter using both the methods are in Table 2.

From Table 2, it can be concluded that for the method 2, one can realize higher
voltage levels with few devices. Furthermore, peak value obtained using method 2
is high in comparison with that obtained using method 1.

From Eqs. 6, 7, and 8, the method 1 yields a voltage with 33-level output at load.
Also, from Eqs. 14, 15, and 16, the method 2 gives a voltage with 81-levele at load.
From method 1 and method 2, using same quantity of switches and sources, the
method 2 produces higher voltage steps compared to method 1.

This type of inverterwithmethod2 canbeused inmany electric power applications
like FACTS devices, electrical vehicle, and clean energy power systems.

Table 3 indicates the comparison of existing MLIs with the proposed 81-level
MLI from Table 3; it can be concluded that SLMLI seems to be better than DC, FC,
and CHB multilevel inverters.
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Table 2 Comparison of method 1 and 2 for stage-two circuit

Details Method 1 Method 2

V1 = V3 = 5 V and V2 = V4
= 15 V

V1 = 5 V, V2 = 15 V, V3 =
20 V and V4 = 60 V

Maximum output voltage (V) 80 200

Number of output levels 33 levels 81 levels

Number of switches 20 switches 20 switches

Number of DC voltage sources 8 8

Table 3 Comparison of basic MLI with SLMLI

S. No. Topology 81-levels

Number of switches Number of DC sources

1 Diode-clamped MLI 160 1

2 Flying capacitor MLI 160 1

3 Cascaded h-bridge MLI 160 40

4 SLMLI 20 8

SLMLI is to make comparision with conventional inverters

Table 4 Comparison of SLMLI with other MLI

S. No. Topology Number of switches Number of DC sources Number of levels

[21] AMLI 10 5 15

[22] CCNPI 20 4 17

[23] AMCI 12 4 49

[24] DMCI 12 3 27

Proposed SLMLI 20 8 81

Table 4 explains the comparison of existing MLIs with the proposed 81-level
MLI. From Table 4, it can be shown that SLMLI seems to be better than the MLI
such as AMLI [21], CCNPI [22], AMCI [23], and DMCI [24].

3 Performance of Ladder Inverter from Simulation Study
for RL Load

For generating 81-levels in the output using cascaded two stages of switch-ladder
multilevel inverter, a pulse generator is used for creating pulses for the switches in
two stages.
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Table 5 Specification of
two-stage SLMLI

S. No. Parameters Values

Input voltages of SLMLI-1

1 V1 5 V

2 V2 15 V

Input voltages of SLMLI-2

3 V3 20 V

4 V4 60 V

Output frequency

5 f 50 Hz

Load

6 R 2 �

7 L 2 mH

The simulation design is carried with MATLAB, and the design values are as
mentioned in Table 5.

FFT analysis of 1.27 and 0.44% as THD for load voltage and current is shown in
Fig. 3b. From Fig. 3b, current THD is reduced due to inductance load added in the
circuit which smoothen the current waveform, and small phase swift occurs due to
inductance.

Figure 4 represents the load voltage and current waveform connected to a load of
R = 2 �, L = 2 mH with cascaded two stages of switch-ladder multilevel inverter.

4 Conclusion

Analysis, design, and the software implementation of the ladder inverter are
completed in this paper. The comprehensive literature survey was presented for
various multilevel inverter topologies, control schemes, and THD improvement
methods. The simulation work is completed in MATLAB, and the performance of
the proposed inverter is analyzed in terms of minimizing the circuit components with
the algorithms proposed.

Out of the two algorithms proposed, for the design of voltage sources with the
same number of circuit components, second algorithm is able to generate 146%more
output voltage levels in comparison to the first algorithm. Specifications used for the
second method are shown in Table 6.

The result shows the performance of 81-level inverter is better while using second
algorithm than that of the other algorithm presented and satisfactory results are
obtained. The harmonic presence in the output voltage and current is obtained as
1.27% and 0.44%, respectively, and it is found to be less than the IEEE standard.
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Fig. 3 FFT analysis for voltage (a) and current (b) for RL load
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Fig. 4 Output voltage and current waveforms for RL load

Table 6 Specifications for second algorithm

S. No. Parameters Details

1 Source value V1 = 5 V, V2 = 15 V, V3 = 20 V and V4 =
60 V

2 Number of voltage levels 81

3 Peak voltage 200 V

4 Number of devices and sources used 20 and 8
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Abstract Many engineering problems, which do not require exact computations,
lead to a loss of dynamic power and device utilization. “Approximate Computing”
term indicates that it is solving the problems approximately instead of an exact
computation, by which we can save power consumption, area, device utilization,
and critical path timings with acceptable loss in quality. Approximate computing
helps us to improve the energy efficiency and reducing area which will be bene-
ficial in mobile devices as well as online groundwork. Human beings can gather
useful information from apparent (approximate) outputs in most of the multimedia
applications. In this paper, we are analyzing majority logic-based approximate adder
(Zhang et al. in Design of majority logic (ML) based approximate full adders. 2018
IEEE international symposium on circuits and systems (ISCAS). IEEE, 2018, pp
1–5 [1]) and propose the design of an approximate adder named as almost full adder.
The designs are analyzed, and improvement is achieved in comparison with ML-
based approximate adder. The proposed designs are found more prior in terms of
error distance (ED), mean error distance (MED), normalized mean error distance
(NMED), and power and device utilization. The proposed design consumes 6% less
power than an accurate full adder of one bit. More than that, it also has 14% less
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1 Introduction

Many scientific and engineering problems do not require exact computations. Digital
circuits are vital in most of the emerging technology. In nanoscale technology, we are
trying to reduce the area of silicon devices, for such cases if we approach the concept
of approximation rather than exact, so we will be able to reduce power, delay, and
area effectively. To perform arithmetic operation for any digital circuit through exact
computations, it is slightly difficult compared to approximation concept. Hence,
approximation has been needed for the hour!

Multimedia is easy to interrupt by humans. Human perception is not that sensitive
to high frequency changes; hence, approximate or less than optimal results have
also satisfied the need. Approximate arithmetic circuits have been considered as
a considerable option for error-tolerant applications to trade-off some accuracy to
maintain other circuit-based metrics, such as area, delay, and power.

Addition is the basic operations in circuit design. Addition is a key component
in a logic-based circuit. The delay and power of arithmetic circuits improve the
performance. Basically, any arithmetic circuit can be implemented using an adder.
As we consider the approximation theory, we are neglecting or modifying circuit
design of adder so that we can efficiently reduce the power, area, and delay of the
digital circuit. There are many types of approximate adders available as shown in
Fig. 1.

In many emerging and nanoscale technologies, increasing the value of power is
a bit challenging for designing digital circuits. In this technical literature, we are

Fig. 1 Types of approximate full adder
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analyzing ML-based approximate adder, also comparing the proposed design of
approximate full adder in terms of error distance (ED), mean error distance (MED),
and normalized mean error distance (NMED) to evaluate the efficiency of proposed
design.

Proposed design in this technical literature is modified in terms of carry of the
accurate full adder. In many image processing applications such as transform-based
image compression, where we can neglect carry, however, the visual quality will not
be degraded.

Another portion of this technical literature is as follows. Section 2 consists of
reviewing different technical literatures. The proposed design of approximate full
adder is in Sect. 3. Section 4 represents the comparison with ML-based full adder,
accurate full adder, and carry-based approximate full adder. Section 5 summarizes
the technical literature.

2 Literature Review

In this section, approximate adders are briefly introduced which are widely used
nowadays. References [1–3] are for detailed information of ML-based approximate
full adder, lower or part approximate full adder, and adder compressors, respectively.

2.1 Lower or Part Approximate Adder

This paper detailed several sequential adders and also discussed approximate adder,
lower or part adder (LOA), and probabilistic full adder (PFA). From the term
MED, this literature review suggests that probabilistic full adder (PFA) shows little
advantage over the LOA, in terms of more gate error rates, but when it comes to
reliability-area trade-off, in that case, LOA ismore suitable, due to use of approximate
logic.

2.2 ML-Based Approximate Full Adder

Review of ML-based full adder is shown in this section. This literature review has
designed ML-based approximate full adders for 1 bit, 2 bit, 4 bit, and 8 bit. They
had evaluated efficiency of their proposed solution with various parameters such as
ED, MED, and NMED. According to this literature, these designs have less area,
delay, and less number of logic gates. Ensuring that their proposed design results in
an improvement of at least up to 50% in delay and 67% in area for the 4-bit design,
compared to accurate full adder [1].



56 K. C. Pathak et al.

2.3 Adder Compressors

Compressions between 8-2 adder compressors are shown in this literature review,
which are simulated at 100 MHz frequency. Smaller hierarchical versions cannot
be represented by 8-2 monolithic adder compressors, which can be done by their
proposed solution. Shorter critical path leads to significantly higher maximum oper-
ational frequencies for their proposed circuits, but the power consumption is almost
similar to existing design [3].

Adder compressors may give us high error tolerance, but it consumes similar
power as an accurate one [4–6]. Similarly, in LOA design, power consumption,
area utilization, and delay are less, but it is not that much efficient compared to
other approximate full adders. Hence, for emerging technology and for betterment,
representing a newdesign of approximate adder, namely almost full adder, has similar
power consumption and utilization with high error tolerance compared to ML-based
full adder [7–12].

3 Proposed Design for Approximate Adder

This portion incorporates the proposed design of approximate full adder named as
almost full, which is implemented with the help of VIVADO 2015.2 software.

3.1 Almost Full Adder

We represent a new approximate full adder, namely almost full adder. Consider Fig. 2
which shows the design of almost full adder, where we had done modification in the
equation of carry.

Sum = AXOR B XORC

Carry = BC (1)

Therefore, in Eq. (1), we are considering only B and C, neglecting the rest of the
part of the traditional equation of carry. Consider Table 1 for the truth table of almost
full adder, which we are also comparing with accurate almost full adder.

Carry of almost full adder is nearly the same as accurate full adder. As per Table 1,
there are only three terms in carry which contains error, but that will not affect
significantly in most of the applications. To identify the efficiency of approximate
adders, ED is one of the most important parameters. These terms are defined as
follows.
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Fig. 2 Design of one-bit almost full adder

Table 1 Truth table for accurate and almost full adder

Inputs Results of accurate full
adder

Results of almost full adder

A B C Sum Carry Sum Carry

0 0 0 0 0 0 0

0 0 1 1 0 1 1

0 1 0 1 0 1 0

0 1 1 0 1 0 1

1 0 0 1 0 1 0

1 0 1 0 1 0 0

1 1 0 0 1 0 0

1 1 1 1 1 1 1

Error Distance (ED) = |Accurate Result− Approximate Result| (2)

Mean Error Distance (MED) =
∑

ED

N
(3)

NormalizedMean ErrorDistance (NMED) = MED

M
(4)

where N and M are the number of all possible inputs and maximum value of the
result, respectively.
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Evaluate efficiency of one-bit almost full adder, mean error distance, and
normalized mean error distance are given by:

MED = 1

8
(0+ 0+ 0+ 0+ 0+ 0+ 0+ 0) = 0

NMED = MED

3
= 0 (5)

Considering one-bit almost full adder, we can extend for 2-bit, 4-bit, and 8-bit
almost full adder which will be useful in many applications. Figure 3 shows the
design configuration of extended almost full adder.

We are implementing all the designs by using VIVADO 2015.2 software, and the
results of which are shown in Fig. 4. Table 2 comprises other measuring parameters
such as device utilization, input–output (I/O), and power consumption.

4 Result Analysis

4.1 Comparison of ML-Based Full Adder and Almost Full
Adder

In this section, comparison in terms of power, device utilization, and error distance
between the ML-based full adder and almost full adder is shown in Table 4. Before
that, simulation results of ML-based full adder are shown in Table 3. Proposed
approximate one-bit full adder comprises 0 units of error distance, whereas the ML-
based one-bit full adder comprises two units of error distance shown in Table 5. Error
distance for proposed design and forML-based full adder can be calculated as shown
in Eqs. (6) and (7), respectively.

Error Distance (ED) = |Accurate Results− Approximate Results| = |8− 8| = 0
(6)

Error Distance (ED) = |Accurate Results− Approximate Results| = |8− 6| = 2
(7)

The proposed design of approximate adder comprises less device utilization and
also consumes the equivalent power with less amount of error distance, and that
entire phenomena are shown in Fig. 5a, b, respectively.

More than that, from the comparison of the truth table of two bit, also we can
ensure that our proposed algorithm is way better than ML-based full adder. Table 6
comprises that error which is highlighted as yellow in color. In this table, ML-based
full adder is more comparable to proposed approximate full adder. Same as the one
bit, we can evaluate MED and NMED for extended bits as per Table 7.
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(a)

(b)

(c)

2 bit design of Proposed full adder

4 bit design of Proposed full adder

8 bit design of proposed full adder

Fig. 3 Design of proposed full adder
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(a) Result of 1 bit Proposed full adder

Result of 2 bit Proposed full adder

Result of 4 bit Proposed full adder

Fig. 4 Configuration of almost full adder
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Results of 8 bit Proposed full adder

Fig. 4 (continued)

Table 2 Results of almost full adder

No. of bits Dynamic
power

LUT LUT (%) IO IO (%)

Utilization Available Utilization Available

1 0.864 1 32,600 0.0 5 150 3.33

2 1.365 2 32,600 0.01 8 150 5.33

4 1.319 2 32,600 0.01 7 150 4.67

8 4.879 8 134,600 0.01 25 400 6.25

Table 3 Results of ML-based full adder

Circuit type Circuit name Dynamic power LUT I/O

Utilization Available Utilization Available

1 bit AFA1 0.72 2 32,600 5 150

AFA2 0.544 2 32,600 3 150

2 bit AFA11 1.613 2 32,600 8 150

AFA12 1.406 2 32,600 8 150

AFA21 1.297 2 32,600 9 150

AFA22 1.217 2 32,600 9 150

4 bit AFA12 21 2.202 5 32,600 15 150

AFA12 12 2.193 5 32,600 15 150

AFA21 12 2.157 4 32,600 15 150

AFA21 21 2.202 4 32,600 15 150

8 bit AFA12 121212 4.499 10 32,600 29 150

AFA12 122121 4.468 9 32,600 29 150

AFA21 211212 4.444 9 32,600 29 150

AFA21 212121 4.376 8 32,600 29 150
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Table 4 Comparison of ML-based full adder [1] and proposed approximate full adder

Approximate adders Power (W) Utilization (%) IO (%)

ML-based approximate full
adder [1]

1 bit (AFA1) 0.72 0.01 3.22

2 bit (AFA22) 1.217 0.01 6

4 bit (AFA2121) 2.202 0.01 10

8 bit (AFA12121212) 4.499 0.03 19.33

Almost full adder 1 bit 0.864 0.00 3.33

2 bit 1.365 0.01 5.33

4 bit 1.319 0.01 4.67

8 bit 4.897 0.01 6.25

Table 5 Truth table of one-bit full adder

Input Accurate one-bit full
adder

Approximate one-bit full adder

Almost full adder ML-based AFA 2 [1]

A B C Cout S Cout S Cout S

0 0 0 0 0 0 0 0 0

0 0 1 0 1 1 1 1 0

0 1 0 0 1 0 1 0 1

0 1 1 1 0 1 0 1 0

1 0 0 0 1 0 1 0 1

1 0 1 1 0 0 0 1 0

1 1 0 1 0 0 0 0 1

1 1 1 1 1 1 1 1 1

4.2 Comparison with Accurate Full Adder

This portion comprises the comparison between accurate full adder and almost full
adder in terms of dynamic power and device utilization. Consider graph (2) shown
in Fig. 6, which shows that one-bit accurate full adder consumes 0.984 W dynamic
power, whereas one-bit almost full adder consumes 0.864 W dynamic power which
is 6% less than accurate one. As we extend the bits, the difference percentage will
also increase, which means that we will be capable of storing maximum power with
minimal error compared to accurate full adder.

4.3 Comparison with Carry-Based Approximate Full Adder

This section comprises comparison in terms of error distance between carry-based
approximate full adder [13] and proposed almost full adder. Error distance is 14%
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a

b

Fig. 5 a Comparison power utilization of proposed full adder. b Graph of comparison for error
distance measurement

less as per the graph shown in Fig. 7. Along with that, we can have more details
from the comparison Table 8 of carry-based approximate full adder and proposed
approximate full adder.
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Table 6 Truth table of 2-bit approximate full adder

Input Cin Accurate 2-bit
full adder

ML-based 2-bit
full adder [1]

Almost 2-bit full
adderA B

a0 a1 b0 b1 Sum Carry Sum Carry Sum Carry

0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 1 1 0 1 1 1 0

0 0 1 0 0 1 0 0 0 1 0

0 0 1 1 1 11 0 11 1 11 1

0 1 0 0 0 1 0 0 0 1 0

0 1 0 1 1 10 0 1 1 10 1

0 1 1 0 0 11 0 0 0 11 0

0 1 1 1 1 0 1 11 0 0 1

1 0 0 0 0 1 0 0 0 10 0

1 0 0 1 1 11 0 11 1 11 1

1 0 1 0 0 0 1 10 0 0 0

1 0 1 1 1 1 1 11 1 1 1

1 1 0 0 0 11 0 0 0 11 0

1 1 0 1 1 0 1 11 1 0 1

1 1 1 0 0 1 1 10 0 1 0

1 1 1 1 1 10 1 11 1 10 1

Table 7 Results of MED and NMED

ML-based full adder [1] Almost full adder

2 bit 4 bit 8 bit 2 bit 4 bit 8 bit

MED 0.75 2.87 47.02 0.125 0.125 0.143

NMED 0.107 0.092 0.092 0.042 0.042 0.045

Fig. 6 Graph of comparison dynamic power
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Fig. 7 Graph of comparison error distance

Table 8 Comparison truth table for carry-based approximate full adder [13] and proposed almost
approximate full adder

Inputs Outputs

A B C CBA1 [13] CBA2 [13] CBA3 [13] Almost full adder

Sum Carry ED Sum Carry ED Sum Carry ED Sum Carry ED

0 0 0 1 0 1 1 0 1 1 0 1 0 0 0

0 0 1 0 1 2 1 0 0 0 1 2 1 1 1

0 1 0 1 0 0 1 0 0 1 0 0 1 0 0

0 1 1 0 1 0 0 1 0 0 1 0 0 1 0

1 0 0 1 0 0 0 1 2 1 0 0 1 0 0

1 0 1 0 1 0 0 1 0 0 1 0 0 0 1

1 1 0 0 1 0 0 1 0 0 1 0 0 0 1

1 1 1 0 1 1 0 1 1 1 0 1 1 1 0

Total error
distance

∑
ED = 4

∑
ED = 4

∑
ED = 4

∑
ED = 3

5 Conclusion

The technical literature presents approximate adder that overcomes the previously
proposed ML-based full adder circuit in terms of error performance, device utiliza-
tion, and circuit complexity. The proposed approximate adder, almost full adder, can
be useful for modifying the existing configuration of Dadda multiplier which will
consume less device utilization.More than that, with the help of proposed algorithms,
we can develop certain image processing applications, such as transform-based image
compression, image contrasting, image smoothening, andmanymore. Hence, we are
concluding through this paper that, depending upon the application, we can set the
approximation level to maintain error rate as well as power consumption for energy
efficient runtime quality configuration.

After all the comparisons, the proposed design consumes 6% less power than
accurate full adder of one bit. More than that, it also has 14% less errors compared
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to ML-based full adder and carry-based approximate full adder. In an era of quality
and quantity, we can have such designs like almost full adder which has less power
and device utilization compared to accurate adder and less error compared to other
approximate adders, such as ML-based full adder.
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Degradation of Optical Communication
System Performance Due to SPM

Dhruv Aditya Mittal, Priyamvada, and Kuldeep Singh

Abstract In this paper, an optical transmission link simulation result has been
presented for different optical source powers. The impact of source power on SPM
has been investigated. Optical power has been obtained for an optical link for 2 spans
of 100 km. The power variation is from 5 to 17.5 mW. It has been observed that BER
increases considerably if the power is increased beyond 16 mW. However, no appre-
ciable effect has been observed for optical powers below 15 mW. Further, optical
power spectrum at input and output has been obtained with various types of filters.
Eye diagrams at different values of optical powers have also been observed which
signify that the optical power at the source plays an important role in the performance
of optical transmission links.

Keywords Bit error rate (BER) · Cross-phase modulation (XPM) · Dispersion ·
Dense wavelength-division multiplexed (DWDM) · Fiber nonlinearities ·
Self-phase modulation (SPM)

1 Introduction

The current high time, in the global aspects, makes WDM a more attractive solution
for speedy data communication, miniaturization in system size, network compat-
ibility, and high efficiency for spectrum coverage [1–4]. Commercially available
systems developed and installed at the data rate of 10 Gb/s are very common nowa-
days. However, system beyond this up to the range of Tb/s has also been modeled
and designed. The research and development down the line last 4–5 decades in the
field of semiconductor laser improves the coupling power at the fiber link, so that
today’s big data rate optical system can be designed can transmit enough power in
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signal to detect it error free at the goals [5–10]. The signal generated by the semicon-
ductor laser is transmitted through optical fiber. The refractive index of the fiber is a
dependent function of signal intensity in the transmission link [11–15]. Because of
this dependence, the signal transmission is limited by fiber nonlinearities self-phase
modulation (SPM) and Cross-phase modulation (XPM). SPM is caused by the inten-
sity modulation of target channel, and XPM is caused by the intensity modulation of
parallel propagating channel. After crossing the reference point of input power and
10 Gb/s of data speed, SPM starts dominating the transmission because of nonlinear
function of refractive index [16–19].

Here, in this paper an optical communication link is modeled and simulated to see
the degradation in the performance of transmission system by varying the impact of
power on self-phase modulation using simulation package OptSim.

2 System Modeling and Description

A constructive model designed and simulated to illustrate the characteristics for
optical system for SPM effects with variable power in an optical transmission link
is shown in Fig. 1. The number of span is considered two, and each span is of
100 km in length. The system model described with an external intensity modulated
source of 10 Gb/s having 25 samples per bit, 0.25 dB/km fiber loss. A random data
source of 29 − 1 length has been pushed in for the NRZ rectangular pulse driver
which has a voltage swing between−2.5 and+2.5 V references. Dispersion of fiber
is taken as 0.4 ps/nm/km, and power of optical source varies from 5 to 17.5 mW.
The NRZ signal is modulated by Sin2MZ modulator of maximum transmittivity
offset value of 2.5 V, and an extinction ratio keeps ideal position with chirp factor
calibrated at zero. The dispersion co-relation length is taken as 10 km; nonlinear
refractive index of fiber is 3 × 10−20 m2/W. The fiber effective core area is 67.57 ×
10−12 m2; fiber nonlinearity coefficient is 1.8 (W km)−1. Fiber average beat length
is 5 m at standard deviation of 0.5 m. Fiber polarization mode dispersion (PMD)
is 0.1 ps/km0.5. Rayleigh scattering and fiber reflectivity are considered as ideal. To

Fig. 1 Circuit arrangements for simulation of self-phase modulation
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maintain the smooth transition for Fourier transform between frequency and time
domains, the shape of data is considered super Gaussian I nature. An input source
with continuous wave (CW) laser having adjustable power withmodeling parameters
of laser phase noise, line width has been considered in random and ideal nature,
respectively. The calibration of a low-pass Bessel filter in transmitter block improves
the stability and quality of system with numbers of poles 5 and a frequency spectrum
of 10 GHz. To capture the signal at the receiver block, at input stage a band-pass
filter with super-Gaussian distribution of order 1 having frequency spectrum range
of 60 GHz has been installed. PIN diode to recover original signal characterized with
quantum efficiency and dark current is used. To obtain and display the results for bit
error rate values, average eye opening, Q-factor, a BER estimator and Q-meter are
used at the end.

3 Results and Discussion

Bit error rate is plotted for various laser power sources varying from 5 to 17.5mW for
fiber lengths of 100 and 160 km in Fig. 2. It reveals that BER increases with increase
in optical power at the source. In Fig. 3, optical power at the output is plotted against
the power of the source and it has been found that the optical power received at the
output depletes due to self-phase modulation. In Fig. 4, optical power spectrum at
various optical powers has been obtained. A comparison is made between the optical
spectrum for input power 17.5 mW at the input and output of the fiber by using
Ideal, Lorentzian, and Rectangular filters in Fig. 5. It has been observed that the
pulse gets broaden due to the impact of SPM. Moreover, it has been observed from
the simulation that its power also gets decreased at the output as the pulse traverses
through the fiber. Figure 6 gives the eye diagrams at the output for fiber length of

Fig. 2 a BER at optimal threshold at output for fiber length 100 km. b BER at optimal threshold
at output for fiber length 160 km
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Fig. 3 Optical power at
output for fiber length
100 km

Fig. 4 a Optical power spectrum at 5 mW. b Optical power spectrum at 16 mW. c Optical power
spectrum at 17.5 mW
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Fig. 5 a Optical power spectrum at 17.5 mW at output and input with ideal filter. b Optical power
spectrum at 17.5 mW at output and input with Lorentzian filter of resolution 0.001. c Optical power
spectrum at 17.5 mW at output and input with rectangular filter of resolution 0.001

100 km for various values of input optical power. From the figures, it depicts that the
eye gets closed with the increase in optical power of the source.

4 Conclusion

BER at various values of optical power has been obtained for an optical link of length
200 km. The power variation is from 5 to 17.5 mW, and it has been observed that
BER increases considerably if the power is increased beyond 16 mW. However, no
appreciable effect has been observed for optical powers below 15 mW. Moreover,
optical power spectrum at input and output has been obtained with various types of
filters. Eye diagrams at various values of optical powers were observed which signify
that with the increase in optical power the SPM plays a dominant role in degrading
the overall performance of optical transmission system.
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Fig. 6 a Eye diagram at 5 mW power for fiber length 100 km. b Eye diagram at 16 mW power for
fiber. c Eye diagram at 17.5 mW power for fiber length 100 km
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Real-Time Measurement and Analysis
of Power Quality Issues in Distribution
System

Sai Mounika Ramireddi, Narasimha Rao Kolipaka, Santosh Kumar Nagalla,
and C. Venkata Krishna Bhanu

Abstract There is a growing concern for power quality with the increase in use of
power electronic-based equipment in all sectors of electricity consumption. Besides
causingmaloperation/degradation of equipment, power quality problems are causing
huge economic losses. A lot of work has been carried out on the impact of poor
power quality on the equipment and the consequent financial implications. This
paper presents analysis on extensive field data collected from various locations of
LT distribution system in Visakhapatnam, Andhra Pradesh. Monitoring of power
quality has been performed at PCC or secondary side of the transformer by using
YOKOGAWACW240 Clamp-on Power Meter. No power quality data is available in
the literature on IndianLTdistribution network.A comparative study on the harmonic
characteristics of residential, industrial, agricultural and commercial feeders is also
conducted. So, here an attempt is made to measure and analyze the power quality
issues under different categories.

Keywords Power quality · Harmonics

1 Introduction

Due to increase in use of nonlinear loads, the effect of harmonics increased. The
nonlinear equipment such as fluorescent lamps, computers, air conditioners, welding
machines and mobile chargers used in residential, industrial and commercial loads
causes distortions in voltage and current. These harmonics cause reverse effects in
the various power quality surveys have been carried out to analyze all these issues
[1]. It provides how the harmonic voltages and currents are presented at sending end
of feeders, i.e., distribution substations [2]. It analyzes the comparison of harmonic
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characteristics of residential, industrial and commercial loads by conducting the
extensive field survey [3]. They have monitored harmonic distortions present in the
residential area LV network [4]. They provide existing level of harmonic character-
istics of residential and commercial loads [5]. It presents the influence of harmonics
on MV distribution system.

An attempt was made in this work to measure and identify power quality issue
under different categories. Here extensive field survey has been carried out from
residential, industrial, commercial and agricultural loads which are presented in LT
distribution system to know the existing level of harmonic pollution presented in
the distribution system. This paper provides continued research in the field of power
system harmonics.

This paper is organized as follows. Section 2 describes field measurement activi-
ties. Section 3 provides comparative analysis of power quality parameters formultiple
loads at different locations of a power system. Section 4 gives conclusions.

2 Field Measurements

2.1 Features of Power Quality Measurement Locations
and Duration

Power quality surveywas carried out inVisakhapatnam,Andhra Pradesh.Here totally
5 residential, 4 industrial, 2 agricultural and 1 commercial loads and individual
equipment were collected. The measurement locations are at service panels and
secondary side of the service transformers. The measurements were taken from each
load for the duration of 24 h but 8 h for agricultural loads because the supply has
given to these loads for 8 h.

Transformer – 11 kV/ 415 V Power Distribution Board   power quality analyzer 
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2.2 Instrument and Software Used to Analyze the Data

The voltage and current measurements were taken at LV side of the distribution
systems. The data was collected by using YOKOGAWA CW240 power quality
analyzer.Measuring the power quality parameters, Clamp on PowerMeter—YOKO-
GAWA CW240 is used. The instrument is capable of measuring three-phase volt-
ages and currents, frequency and power factor and also can carry out power quality
analysis. The power quality parameters like voltage sag/swell, interruptions and
harmonics (up to 50th order) can be measured using meter. It has a measurement
voltage range of 150–1000 V and a current range of 200 uA–3000 A with seven
different current probes.

Current Setting

The current ranges selected differ depending on the clamp-on current probe. For all
the residential and agricultural loads, 50 A current probe is used. For industrial and
commercial loads, 500 A current probe is used.

Voltage Setting

Standard voltage
(VStd)

Voltage sag (setting
w.r.t. VStd)

Voltage swell (setting
w.r.t. VStd)

Voltage interruption
(setting w.r.t. VStd)

240 V (RMS) 90% 110% 10%

2.3 Standards for Power Quality Parameters

In this paper, for all loads total harmonic distortion in voltage is compared with IEEE
519 standards and total harmonic distortion current is compared with IEC standards.

The unbalancing voltage is compared with IEEE 519 standards. Here power is
also calculated whether it is good or bad. Different voltage quality events like voltage
sag, voltage swell, over voltage, under voltage and interruptions are observed.

3 Analysis of Power Quality Parameters

3.1 Residential Loads

The power quality survey was conducted for 5 residential loads. Among all, 3
loads are completely residential and other 2 are hostel-based loads. Load details
are lighting, air conditioners, computers, lift, motors, fans, etc. Out of 5 residential
loads, one load consists of more distortions in voltage and current as shown in Figs. 1
and 2.
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Fig. 1 Voltage harmonic distortions versus time

Fig. 2 Current harmonic distortions versus time

In voltage harmonics, 5th and 7th order harmonics presented and 5th order
harmonics are dominant one. In current harmonics, up to 13th order harmonics
presented in the system and 3rd order harmonics are dominant one. The voltage
harmonics are within the limits, and current harmonics slightly violates its limits.
Duration of current harmonics which violates its limits is 12 h: 50 min, and these
harmonics are more during daytime and less during nighttime due to more usage of
power electronic devices during daytime.
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Fig. 3 Voltage harmonic
spectrum
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The voltage and current harmonic spectrums are shown in Figs. 3 and 4.
The unbalancing ratio and power factor in the system are shown in Figs. 5 and 6.
The power factor is unity for 75% duration of time, and unbalancing ratio in

voltage is within the limits.

Fig. 4 Current harmonic
spectrum
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Fig. 5 Unbalancing ratio
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Fig. 6 Power factor versus duration of time

3.2 Industrial Loads

There are 4 industrial loads, named as sea food industry, ice plant, crab factory
and steel industries. These all are located in Visakhapatnam. The two industries sea
foods and crab factory are food processing units. Ice plant is manufacturing ice. Steel
industry is one of the large manufacturing of steel in Visakhapatnam. Out of all these
industries, ice plant is having more distortions in voltage and current (Figs. 7 and 8).

In voltage harmonics, 3rd and 7th order harmonics are dominant in voltage and
5th order harmonics are dominant in current. The duration of harmonics violates
its limits. These harmonics are continuously presented in the system throughout the
day. These harmonics are mainly due to motors.

The voltage and current harmonic spectrums are shown in Figs. 9 and 10.
The unbalancing ratio and power factor in the system are shown in Figs. 11 and

12.
The power factor is unity in the system, and unbalancing ratio in voltage is more

and beyond the limits.

3.3 Agricultural Loads

The survey was conducted for 2 agricultural loads. One load is having 4 connections,
and other load is having 9 connections. All the loads are motor loads. The voltage
and current harmonics in voltage and current are shown in Figs. 13 and 14.
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Fig. 7 Voltage harmonic distortions versus time

Fig. 8 Current harmonic distortions versus time

In both voltage and current, 5th order harmonics are more. These harmonics are
more due motors.

The voltage and current harmonic spectrums are shown in Figs. 15 and 16.
The unbalancing ratio and power factor in the system are shown in Fig. 17.
The power factor is poor in the system, and the unbalancing ratio in the system is

within the limits (Fig. 18).
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Fig. 9 Voltage harmonic
spectrum
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Fig. 10 Current harmonic
spectrum
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Fig. 11 Unbalancing ratio
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Fig. 12 Power factor versus duration of time

Fig. 13 Voltage harmonic distortions versus time
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Fig. 14 Current harmonic distortions versus time

Fig. 15 Voltage harmonic
spectrum
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Fig. 17 Power factor versus duration of time

Fig. 18 Unbalancing ratio



86 S. M. Ramireddi et al.

3.4 Commercial Loads

The name of the commercial complex which is located in Visakhapatnam. This load
consists of lighting load, air conditioners and fans.

The voltage and current harmonics in this load are shown in Figs. 19 and 20.

Fig. 19 Voltage harmonic distortions versus time

Fig. 20 Current harmonic distortions versus time
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From this, 5th order harmonics are more in voltage and 3rd order harmonics are
more in current. These harmonics are more during nighttime due to lighting. Here the
voltage harmonics are within the limits but current harmonics are highly violating
its limits.

The voltage and current harmonic spectrums are shown in Figs. 21 and 22.
From the harmonic analysis data in current harmonics, 3rd order harmonic is

dominant one. In commercial load, there are significant current distortions.
The comparison of various power quality parameters are given in Table 1.
The total harmonic distortion in voltage and current for different loads is shown

in Figs. 23 and 24.

3.5 Some of the Individual Equipment

(a) One bulb (fluorescent)

See Figs. 25 and 26.

Fig. 21 Voltage harmonic
spectrum
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Fig. 22 Current harmonic
spectrum
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Table 1 Comparison of various power quality parameters

Interruption Sag Swell Over
voltage

Under
voltage

% of
unbalancing

THD-V THD-I PF

AGL-1 0 8 10 0 0 8.35 5.14 6.41 0.77

AGL-2 4 4 9 0 0 1.36 1.58 2.25 0.94

RL-1 0 1 23 20 0 3.75 1.73 6.88 0.99

RL-2 1 1 18 0 0 1.56 1.88 0.51 1

RL-3 2 2 6 10 0 1.31 1.89 9.35 0.98

RL-4 0 1 0 14 0 3.47 2.28 7.06 0.99

RL-5 0 0 5 43 0 1.49 2.5 11.47 1

IND-1 0 0 7 21 0 0.6 5 5.4 0.7

IND-2 3 47 0 0 0 12.29 6.1 47.3 1

IND-3 0 1 16 29 0 0.37 3.7 13 0.9

IND-4 0 0 19 22 0 0.54 0.79 2 0.84

COM-1 0 0 21 11 0 1.78 2.4 60.2 0.72

Fig. 23 Total harmonic
distortion in voltage
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Fig. 24 Total harmonic
distortion in current
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Fig. 25 Voltage and current waveforms

Fig. 26 Voltage harmonic spectrum for 1 bulb

Total harmonic distortion in voltage (%)—2.5
Total harmonic distortion in current (%)—0.

(b) Two bulbs (fluorescent and LED)

See Figs. 27 and 28.
Total harmonic distortion in voltage (%)—2.4
Total harmonic distortion in current (%)—0.

(c) Three bulbs (fluorescent and LED)

See Figs. 29 and 30.
Total harmonic distortion in voltage (%)—2.5
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Fig. 27 Voltage and current waveforms

Total harmonic distortion in current (%)—0.

(d) Exhaust fan

See Figs. 31 and 32.
Total harmonic distortion in voltage (%)—2.6
Total harmonic distortion in current (%)—0.

(e) Laptop

See Figs. 33 and 34.
Total harmonic distortion in voltage (%)—2.4
Total harmonic distortion in current (%)—188.

(f) Mobile charger

See Figs. 35 and 36.
Total harmonic distortion in voltage (%)—2.3
Total harmonic distortion in current (%)—132.2 (Table 2).
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Fig. 28 Voltage harmonic spectrum for 2 bulbs

From all loads, laptop is having more THD in current comparing with other.
Welding machine and mobile charger are also violating the limits. Here 3rd order
harmonics are more in current.

4 Conclusions

Real-time measurement of power quality parameters in an LT distribution system
under different load categories is presented in this work. From the analysis of the
data presented, the number of voltage quality events is high for residential loads. Also
in residential loads, the THD-I levels are more during daytime than the nighttime. In
the case of industrial and commercial loads, the power factor is less than 0.9 which is
of serious concern. In the case of agriculture loads, a special case where availability
of supply is only for 8 h of duration per day, the harmonics are high. One of the major
limitations of this work is the duration of the measurement which is only 24 h and
measurement for one week might give a better picture. In the future, it is proposed
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Fig. 29 Voltage and current waveforms

to measure the power quality parameters for at least one week continuously in each
category and with more number of the sample under each category.
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Fig. 30 Voltage harmonic spectrum for 3 bulbs
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Fig. 31 Voltage and current waveforms
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Fig. 32 Voltage harmonic spectrum for exhaust fan
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Fig. 33 Voltage and current waveforms
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Fig. 34 Voltage harmonic spectrum for laptop
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Fig. 35 Voltage and current waveforms
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Fig. 36 Voltage harmonic spectrum for mobile charger

Table 2 Power quality parameters for some of the individual equipment

Device Current THD (%) Most dominant
harmonic order

Other harmonics PF

Fluorescent lamp – – – 1

Laptop 188 3 5, 7, 9, 11 0.4 (lead)

Mobile charger 132.2 – – 0.5 (lead)

Welding machine 40.1 3 3, 7, 9, 13 0.41

Woodland (small
commercial load)

60.2 3 5, 7, 9, 11, 13 0.72

References

1. Barbulescu C, Cornoiu M, Kilyeni S, Stoian C, Stoian P (2013) Electric power quality issues:
harmonic analysis for real network. In: IEEE EUROCON, July 2013

2. Emanuel AE, Orr JA, Cyganski D, Gulachenski EM (1993) A survey of harmonic voltages and
currents at the customer bus. IEEE Trans Power Delivery

3. Jain S, Agarwal P, Gupta HO (2004) A survey of harmonics: Indian scenario. In: IEEE India
annual conference 2004, Indicon 2004, Dec 2004, pp 84–89



100 S. M. Ramireddi et al.

4. Wang Y, Yong J, Sun Y, Xu W, Wong D (2017) Characteristics of harmonic distortions in
residential distribution systems. IEEE Trans Power Delivery 32(3):1495–1504

5. Radmehr M, Farhangi S, Nasiri A (2006) Effect of power quality distortion on electrical drives
and transformer life in paper industries: simulation and real time measurements. In: IEEE pulp
and paper industry technical conference, 18–23 June 2006, pp 1–9

6. Puchalapalli S, PindoriyaNM(2016)Harmonics assessment formodern domestic and commer-
cial loads: a survey. In: 2016 international conference on emerging trends in electrical
electronics & sustainable energy systems (ICETEESES), Sultanpur, pp 120–122

7. Vahidnia A, Dastfan A, Banejad M (2009) Determination of harmonic load characteristics in
distribution networks of cities. In: 2009 international conference on power engineering, energy
and electrical drives, Lisbon, pp 442–446

8. Lalli MS, Paul IPS (1998) Field measurement of power quality in steel rolling mills. In: Power
quality ‘98, Hyderabad, pp 279–282

9. MarzbandM, Shaikholeslami A (2006) Power quality monitoring at the industrial, commercial
and educational centers of Mazandaran province and presenting the related solution. In: 2006
international conference on power electronic, drives and energy systems, New Delhi, pp 1–6
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Design of Low-Power 10T Full Adder
Circuit using DG—MOSFET at 180 nm
Technology

Aakrati Agrawal, Pramod Kumar Jain, and D. S. Ajnar

Abstract Keeping the current scenario of digital era in outlook where devices with
high portability and performance are in demand, the paper proposes a technique, i.e.,
double-gate MOSFET (DGFET) which holds well. This technique replaces single-
gate transistor logic with double gate results in reducing problems like short channel
effects in FETs. The paper includes design of 10T full adder digital logic circuit,
parametric analysis such as power consumption and resistance offered. The imple-
mentation of design and simulation results has done using Cadence Virtuoso tool at
180 nm technology.

Keywords Double-gate FET · Full adder · Single gate · Power consumption ·
MOSFETs

1 Introduction

The most considerate predictions done in the field of microelectronics and VLSI
are by Gordon Moore who described a law named Moore’s law which states that
“the number of transistors in a dense integrated circuit (IC) doubles about every
two years.” To keep following the law, the dimensions of transistor get reduced by
half in a period of every three years. Since transistor is the integral component in
microelectronics and VLSI that every feature and parameter is essential to look after.
The prime objective of switching technologies from using BJT (bipolar transistor) to
FETs (field effect transistor) and MOSFETs is improving performance parameters
such as power consumption, increased speed, smaller chip area, cost reduction.

AMOSFET is a semiconductor device which is widely used in electronic devices
due to various features it possess like amplification and high switching speed when
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dealing with electrical signals. It is considered as an ideal switching device which
has bidirectional capability and offers low static power dissipation, high scalability,
and high packing density in integrated circuits [1–8].

There are two modes of operating MOSFETs:

(1) Depletion mode in FET
(2) Enhancement mode in FET.

There are several types ofMOSFETs but here described are two types, i.e., single-
gate MOSFET and double-gate MOSFET.

1.1 SG—MOSFET

A single-gateMOSFET is the basic component which has four terminals, i.e., source,
gate, drain, and body. In this type of device, all four terminals operate indepen-
dently and offering different functionality. Single-gate FET operates in both modes
of operations, i.e., enhancement mode and depletion mode [1, 9–11].

1.2 DG—MOSFET

The double-gate MOSFET (DGFET) is designed using two single-gate MOSFETs
that are placed in such a way the identical terminals of both the components get
connected. The symbol now has two gates, i.e., front gate and back gate. These
two gates can operate simultaneously also which is termed as symmetrical driven
(SDDG).The gates can be operated independently by applying voltage bias to one and
switching the other which is known as independent driven (IDDG) [1–5, 8, 11, 12].

Figure 1 shows circuit symbol of p-type and n-type DG-MOSFET.
Transistors and Fig. 2 show modes of operations of double-gate transistor.

Fig. 1 Circuit symbols
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Fig. 2 Operating modes

2 Full Adder

The efficiency of any digital device depends entirely on the internal devices and
components used in designing the particular unit. As the market growing and depen-
dency on digital devices is increasing rapidly, there is always a need to improve the
performance based on some parameters such as smaller size, cost per unit, dura-
bility, and power consumption, these parameters helps a device to be more reliable
and portable. Full adder is one integral unit in any digital device, i.e., microcontrollers
and microprocessors in its arithmetic logic unit (ALU).

The basic block diagram using logic gates of one bit full adder is shown in Fig. 3.
Figure 3 shows a combinational circuit of full adder that is used to perform arith-

metic operations in ALUs. It takes three bits as inputs (A, B, Cin), performs the
required mathematical operation using the gates and gives two outputs (S, Cout).

The Boolean expression for this logic is described as:

S = A ⊕ B ⊕ C in

Cout = AB + AC in + BC in

For designing of full adder circuit, an additional degenerate module is required,
i.e., a 5T XOR-XNOR circuit. This module helps in reducing the number of transis-
tors thus reduces the integration size and also helps in making leakage current less
with less static power dissipation.

This module uses combination of p-MOS and n-MOS transistors which takes two
inputs (A, B) and give outputs (C, D).

The circuit is biased with the input pulses and has a ground pin (gnd, 0 V).
The schematic design of 5T XOR-XNOR module is shown in Fig. 4.
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Fig. 3 One-bit full adder

The module is best suitable even where there is requirement of low-power
operations since it excludes the use of voltage.

The circuit performs two operations, i.e., XOR and XNOR on the input pulses
taken as A and B. This operation can be well described through its truth table that is
described in Table 1.

The two signals (1−) and (0+) are degraded signals due to threshold voltage loss.
In the case where both the inputs are “0,” the XNOR output becomes floating which
is indicated by the symbol (X). Hence, module is considered logically degenerated.

Combinations of all the inputs are not satisfied this module, but it is sufficient
enough to produce the output signals (C, D) needed for the appropriate functioning
of the full adder.

The transient response for the circuit module is recorded at 100 ns shown in Fig. 5.

3 Full Adder Design Using Single-Gate Transistor Logic

The designing of full adder using single-gate transistor logic is implemented by
using 5T XOR-XNOR module discussed above. The output signals (C, D) taken
from previous module are used as input to the other half module of single-gate full
adder design circuit.
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Fig. 4 5T XOR-XNOR module

Table 1 XOR and XNOR operations on the inputs A and B

A B D (XNOR) D (XOR)

0 0 X 0+

0 1 0 1

1 0 0 1

1 1 1− 0

The schematic design of full adder using single-gate transistor logic is shown in
Fig. 6.

The Boolean expression for the 5T XOR-XNORmodule is described below [13]:

S = (A ⊕ B)C + (A ⊕ B)C

Cout = (A ⊕ B)C + (A ⊕ B)A

The Boolean expression for SG-MOSFET-based double adder using the 5TXOR-
XNOR module is described below:
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Fig. 5 Transient response at 100 ns

Fig. 6 Schematic design of full adder using SG transistor

S = D ⊕ C

Cout = D ⊕ C + D ⊕ A

The layout design of full adder circuit using single-gate transistor logic is carried
out by using Cadence Virtuoso tool at 180 nm technology, which is shown as Fig. 7.



Design of Low-Power 10T Full Adder Circuit using DG—MOSFET … 107

Fig. 7 Layout design of full adder using SG transistor

All paths in all layers of the layout design are dimensioned in λ units, and subse-
quently,λ can be allocated an appropriate value compatiblewith the feature size of the
fabrications process. This layout design follows layout design rules, i.e., sub-micron
rules such as:

Min poly width (L) = 2λ
Min spacing b/w poly = 2λ
Width of contacts = 2λ
Min metal to metal spacing = 3λ
Min metal width = 3λ or 4λ
(w) Min width of diffusion = 6λ.

To check the correctness of design rules, design rule check (DRC) is done using
Assura; it ensures that the layout passes through the rules designed for faultless fabri-
cation followed by LVS (layout vs. schematic) that determines whether a particular
circuit layout corresponds to the original schematic of the design.
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4 Full Adder Design Using Double-Gate Transistor Logic

The designing of full adder using double-gate transistor logic (DG-MOSFET) tech-
nique is carried out by using the single-gate transistor logic design in an equivalent
way. Each transistor in the circuit is configured and connected in a manner that
their source terminal and drain terminal must be connected to each other. The two
(front and back) gates of DG-MOSFET logic are electrically coupled which operates
in symmetrical mode of operation. This mode of operation establishes connection
between the terminals in a way that channel and gates get near to each other which
in turn provides good control over conductance of the channel and reduces leakage.

Also, DG-MOSFET technique drastically reduces the short channel effects that
occur in basic MOSFET devices which reduces the performance. This technique is
preferable more since it possess better scalability even in nanometer range in digital
circuits.

The schematic design of double-gateMOSFET-based full adder is shown in Fig. 8.
The transient response of proposed circuit is carried out using an EDA tool, i.e.,

Cadence Virtuoso tool at 180 nm technology which is shown in Fig. 9.

Fig. 8 Schematic design of full adder using DG-MOSFET
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Fig. 9 Transient response of full adder using DG-MOSFET at 180 nm

5 Results and Observations

5.1 Average Power Consumption

The average power consumption for a CMOS circuit is described by the equation
[9]:

P(avg.) = P(dynamic) + P(leak) + P(short-circuit)

= CLVddVfclk + IleakVdd + IscVdd

From the above equation, it is clearly visible that the average dissipated depends
upon different parameters such as current components (leakage + short-circuit),
induced capacitance, and supply voltage. So, to lower the average power consump-
tion, reducing the applied supply voltage will help. This concept will enhance the
durability and overall performance of the MOSFET-based full adder circuit.

Figure 10 shows the graphical representation of power consumption against time
(ns) taken at different levels of voltage, i.e., at 290, 310, 330, 350, 370 mV for
double-gate MOSFET-based full adder circuit.

Figure 11 shows the numerical value of average power consumption in DG-based
full adder circuit. This calculation is done using parametric analysis in EDA tool
Cadence Virtuoso at 180 nm technology.

The average power consumption of double-gate MOSFET-based full adder
calculated above is as follows:

Pavg (DG) = 43.38E − 9

And the average power consumption of single-gate MOSFET-based full adder
calculated using the same process of parametric analysis is as follows:

Pavg (SG) = 1.769E − 3
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Fig. 10 Power consumption versus time in ns

Fig. 11 Average power consumption

5.2 Variation of Power with Voltage

Figure 12 shows a graph of variation of power consumption with respect to input
voltage of both single-gate and double-gate MOSFET-based full adder circuit.

From the graph, the percentage change in power consumption of SG and DG-
MOSFET-based full adder circuit, it has been observed that the power consumption
gets reduced by 22% in double gate logic circuit.
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Fig. 12 Power consumption versus input voltage

6 Comparison Results of Parameters

Parameters Conventional design Proposed design

Power (avg.) 71.4 µW (14T) 43.38 nW (10T)

Tools and technology Tanner EDA 13.0 Cadence Virtuoso (180 nm)

Resistance More Less

Current (Ids) (µA) 0.018 0.015

7 Conclusion

From the above observations and simulation results, it can be easily concluded that
double-gate MOSFET-based full adder is way better suitable for the designing of
digital devices than single-gate MOSFET based since DG based provides low power
consumption, high speed, good scaling at low voltage range. These are most reliable
devices that can be used for any microprocessors and other portable digital devices.
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Study the Effect of Pt–Ga Sensitization
on Sol–Gel-Grown Nano-ZnO Thin-Film
H2 Sensor

Aniket Das, Gour Gopal Jana, Jyotirmoy Nandy, Bijoy Kantha,
Subhashis Roy, and Subir Kumar Sarkar

Abstract The highly sensitive hydrogen gas sensor has been fabricated by investi-
gating the catalytic effects of platinum (Pt) and galladium (Ga) on nanoparticle ZnO.
The key aspects of the fabricated sensor like operating temperature, sensitivity, and
selectivity are thoroughly studied. The most effective fabrication process sol–gel
method has been adopted, and Si substrate is chosen as base material for sensor.
The spin-coated sensor is tested in presence of hydrogen gas in the 500–3000 PPM
range. The significantly gained sensitivity of the sensor has been reported which is
from 58.7 to 85.8% by introducing the foreign materials Pt and Ga into ZnO lattice.
The characterization of the sensor is carried through state-of-art techniques such as
scanning electronmicroscopy (SEM) and X-ray diffraction (XRD)which present the
surface morphology and phase of the sensor. The achieved ZnO nanoparticle average
size is 70–90 nm.

Keywords Hydrogen · ZnO · Pt · Ga · Sol–gel · Nanoparticle · Sensitivity ·
Selectivity
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1 Introduction

In recent times, there are plenty of application of ZnO-based thin film sensor in
commercial markets. These are like electronic, optoelectronic, andMEMS-based gas
sensors. Due to high band gap energy (3.37 eV), good binding energy (60–65 meV),
n-type conductivity, high structural stability, the ZnO becomes most popular sensing
material. Hence, in literature, there are many research works available on ZnO-based
sensor fabricated on different substrates like GaAs, sapphire, ITO-coated glass, n-Si,
and p-Si. Further, variety of fabrication processes also adopted which are compatible
with ZnO material like pulsed laser deposition, molecular beam epitaxy, chemical
vapor deposition, metal organic CVD, RF sputtering, sol–gel [1–6]. This makes ZnO
the most effective material as sensor. Hence, in this research work, it is taken, and
further, study has been conducted.

The surface-to-volume ratio of nanoparticle plays very important role in sensing
applications. The grain size of nanoparticle sensor can be modulated by adding
different foreign materials like manganese (Mn), magnesium (Mg), aluminum (Al),
antimony (Sb), tin (Sn), ytterbium (Yb), silver (Ag), and gallium (Ga) [4, 6–15]. By
doping or adding specific metal ions into the lattice of ZnO, the characteristics like
electrical and optical can bemodified in the nanoscale regime [4–7]. Interestingly, the
doping of the trivalent group elements such as Al, Ga into the ZnO lattice structure
causes enhancement of sensing performance [3, 4].

Hence, Ga-doped ZnO and Pt-doped ZnO thin-film sensors on p-silicon substrate
have been fabricated, and their sensing characteristics are investigated in presence of
H2 gas. Scanning electron microscopy (SEM) and X-ray diffraction (XRD) methods
are used to investigate the surface morphology and phase of the sensor. However, to
obtain a better understanding of the fabricated sensor, the study of selectivity also
carried out.

2 Experimental Work

There are few reports available on ZnO-based sensors with Pd and Ga modifications
[2, 14]. But, a ZnO-based sensor with Pt modification research paper has not been
published so much for sensing H2 gas. It is reported that the sensitivity and the
operating temperature of thin-film sensor is effected by the addition of noble metals
like Pt, Pd, and Au [3, 4]. In the present work, PZ1 (Pd–Ag/Si–(Pt–ZnO)/Pd–Ag),
PZ2 (Pd–Ag/Si–ZnO/Pd–Ag), and PZ3 (Pd–Ag/Si–(Ga–ZnO)/Pd–Ag) sensors have
been prepared for sensing H2 gas. Sol–gel process is used for the preparation of
sensing element. The preparation route of ZnO sol (milkywhite color) has been taken
from our previous work [8]. The spin coatingmethod is utilized for the preparation of
PZ2 sensor on Si wafer, and the heat treatment is applied at the temperature of 500 °C
for 2 h for better morphological stability. Then, PZ1 is fabricated following the routes
as described in our work [13] using H2PtCl6 solution and ethylene glycol. Then, the
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obtainedblack color Pt nanoparticles aremixedwith deionizedwater (10ml) andZnO
sol. Finally, using this solution, the Pt-modified ZnO thin-film sensor was fabricated
by calcining at 600 °C in air for 2 h. Finally, the PZ3 fabrication is done using sol
of ZnO and Ga powder mixed by using spin coating method and evaporated at the
temperature of 150 °C for 30 min. The E-beam evaporation method is used to make
palladium silver [Pd–Ag] (70–30%) contacts on both side of each sensor.

3 Results and Discussion

3.1 The Characterization of Thin Film

The X-ray diffraction (XRD) method is used to investigate the structure and phase of
thin-film sensors. The average crystallite size is estimated at about 70–90 nm. The
Scherrer’s formula is used to measure the crystallite size of thin-film sensor [9].

D = kλ

β cos θ
(1)

where k is the space factor (0.9) and λ, θ, β are the wavelength of the X-ray radiation,
the Bragg angle, and full width at half maximum of the diffraction line, respectively.
Figure 1 shows the XRD image of ZnO sensor.

The topographical features of thin film sensors have been investigated by using
scanning electron microscopy (SEM) method (Fig. 2a–c).

Fig. 1 XRD image of ZnO sensor
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Fig. 2 a SEM of ZnO. b SEM of Pt–ZnO. c SEM of Ga–ZnO

3.2 The Characterization of Sensor

The vital parameters of a sensor are response magnitude, operating temperature,
selectivity, response, and recovery times.All these parameters have played significant
role to sense a target gas (H2).

S% = RA − RG

RA
× 100 (2)

where RA represents as the resistance of sensor in presence of N2 gas, and RG

represents as the resistance of sensor in presence of H2 gas.
The Pt-modified ZnO-based sensor presents the lowest operating temperature of

160 °C, whereas the bare ZnO-based sensor is 250 °C (operating temperature). This
phenomenon indicates that the modified sensor is more suitable compare to unmodi-
fied sensor for sensing field. Actually, the modified sensor has more interaction space
(between sensing surface and gaseousmolecules) at optimum operating temperature.
Table 1 shows that the response and recovery times of Pt-modified sensor have better
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Table 1 Response time and recovery time chart of fabricated sensors

H2 (PPM) Sample PZ1 (Pt–ZnO) Sample PZ2 (ZnO) Sample PZ3 (Ga–ZnO)

TRES TREC TRES TREC TRES TREC

500 47 52 71 88 58 63

1000 40 64 62 102 51 71

1500 31 74 48 117 37 88

2000 26 86 35 129 27 101

3000 20 97 29 141 21 114

values compare to other sensors. These parameters have shown vital role to sense
a target gas (H2). The sensing characteristics will depend on both the response and
recovery times.

Further, Fig. 3 shows the experimental setup for the sensing of H2 gas. N2 has been
used as carrier gas, and temperature controller is used to increase the temperature to
the operating temperature. Figure 4 presents the selectivity results of all the sensors
in presence of different hazardous gas such as methane, methanol, ethanol, and
hydrogen at their respective operating temperatures. As shown in Fig. 5, Pt-modified
sensor reveals better sensitivity than unmodified sensor which can also explain the
performance improvement of Pt-modified sensor. The highest sensitivity is found for
the sensor with Pt modification as it provides very less amount of lattice discontin-
uation, higher stability, and highly reactive with target gas H2. The response time
and recovery time of each fabricated sensor are characterized and shown in Table 1.

Fig. 3 Experimental setup
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Fig. 4 Selectivity of the
fabricated sensors

Fig. 5 Sensitivity versus H2 concentration variation

As the concentration of the H2 increases, the TRES, TREC also vary differently. The
response time of sensor decreases with increase of H2 concentration as surface reac-
tion enhanced with increase of gas concentration. However, the recovery time acts
differently, i.e., the recovery time increases with increase of gas concentration. The
Pt-modified ZnO sensor acts efficiently with respect to other two sensors. Further,
a comparative study of current work with previous reported H2 sensor is shown by
Table 2. The similar research studies have shown that the efficiency of the present
fabricated sensor is performing better.



Study the Effect of Pt–Ga Sensitization on Sol–Gel-Grown … 119

Table 2 Comparative study of current work with previous reported H2 sensor

The structure
of sensor

The
fabrication
process of
sensor

The
operating
temperature
(°C) of
sensor

The response
magnitude (%) of
sensor

The range of
detection
(ppm)

References

ZnO–CuO Sol–gel dip
coating

275 71.85@10,000 ppm 1000–10,000 [8]

Pd-modified
WO3-ZnO

Sol–gel by
spin coating

175 71@1000 ppm 200–1000 [14]

Ga-modified
ZnO

PLD 150–300 50@5000 ppm 5000 [2]

Fe2O3@ZnO Hydrothermal
approach

220–350 78.5@5000 ppm 100–5000 [9]

Present work
Pt-modified
ZnO

Sol–gel spin
coating

160 85.8@3000 ppm 500–3000

4 Conclusion

In the present work, a bare ZnO,Ga–ZnO, and Pt–ZnO have been prepared using sol–
gel technique on p-Si wafer. The effect of Pt metal on the gas sensing characteristics
of ZnO sensor is investigated toward H2 gas. SEM and XRD processes are used to
examine thematerial properties of sensor. Pt–ZnOsensor showsmaximumsensitivity
(85.8%) in presence of H2 gas at the operating temperature of 160 °C compare to
other ZnO sensors. It has been also observed that Pt–ZnO sensor presents excellent
result than other ZnO sensors in terms of selectivity, response time, and recovery
time.
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700032, India for experimental support.
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Effect of Electromagnetic Radiations
on Children

Rahul Bramhane, Santosh Narayankhedkar, Sandeep Dabhade,
and Vishakha Mote

Abstract In this research work the Electromagnetic radiation especially radiation
from Mobile Towers is studied for multiple carriers and multiple operators in the
Aurangabad City, state of Maharashtra of India. Out of 550 towers, samples of 50
towers are taken for consideration. Field strength in terms of micro Tesla is measured
by the radiationmeter and its correspondingPower density in terms ofWatts permeter
square is obtained. The effect of EM radiation on adult is calculated theoretically
by computation and the same criteria made applicable for children of average age
of 7 years and half of the height of adult under consideration for single carrier and
single operator. In this paper we have covered practical observations for multiple
carrier and multiple operators are compared with the standards of ICNIRP, FCC and
WHO. It is found that the additive interference of radiations due to towers adjacent
to each others have tremendously increased the power density and crossed the limits
applicable for radiations. Since the children have small size head, delicate bones,
thin skin and if exposed to radiations beyond the standard limits may cause harm in
long run.

Keywords ICNIRP · Field strength · Power density

1 Introduction

In India, currently more than 80% of population is using Cell phones [1]. And to
cater the services it has enabled the system to install no. of mobile towers to meet
the communication demand. The number of Cell towers and cumulative radiation
power are increasing without giving due respect to its disadvantages. Worldwide it is
widely accepted that high radiation causing many health problems. And accordingly
the guidelines of ICNIRP are revised with changing scenario of advancement in
technology. The current paper is discusses about the analytical and experimental
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comparison of radiation caused by mobile phone handset and cell tower and its
probable implications on children.

2 Parameters Associated with RF EMF Radiation

According to the guidelines of ICNIRP the parameters associated with radiation
are Absorbed energy density, Incident energy density, Plane-wave equivalent inci-
dent energy density, Absorbed power density, Incident power density, Plane-wave
equivalent incident power density, Induced electric field strength, Incident electric
field strength, Incident electric field strength, Incident magnetic field strength, and
Specific energy absorption rate SAR. For any system the safe radiation limits are
advised to follow as per the values of these parameters for specific frequency and the
duration of exposure. The Incident electric Field Einc, Induced Electric Field Eind
(Penetrated Electric Field) and Specific energy absorption rate are calculated for the
purpose of study in this paper.

3 Determination of Penetrated Electric Field

There are three conditions used under which Eind is calculated,

1. Considering Mobile phone handset as a point source radiating EM wave at
frequencies 900, 1800 and 2450 MHz, respectively, at a distance from 1 to
15 cm.

2. Considering Cell tower as a point source radiating EMwave at frequencies 900,
1800 and 2450 MHz, respectively, at a distance from 1 to 50 m.

3. It is assumed that the radiated electric field penetrates into the human body and
causes Penetrated Electric field in V/m at the conditions of 0.1–0.5 mm Depth.
In this paper Human body tissue skin is used for the computation purpose.

The equation derived for Penetrated EF is [2],

Eind = Einc e(−
z
δ ) (1)

Einc, is incident Electric Field in V/m, derived for 2 W and 20 W, respectively, for
Mobile phone handset and Cell tower. Eind is the field inside the depth z and δ is
skin depth.

Eind is the field inside the depth z and δ is skin depth.
The result obtained are as in Table 1.
Table 1 shows the penetrated electric field inside the skin [3, 4] due to the electro-

magnetic wave at frequency 900 MHz of mobile phone handset at depth, ‘z’ varying
from 0.1 to 0.5 mm inside the body under consideration from ‘r’ which varies from
1 to 15 cm from the mobile phone is shown in Fig. 1.
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Table 1 Penetrated electric field inside the skin

‘r’ in cm Penetrated electric field in V/m inside the skin at depth in mm

0.1 0.2 0.3 0.4 0.5

1 1068.260 1042.502 1017.403 992.905 969.003

2 534.120 521.205 508.701 496.407 484.502

3 356.070 347.500 339.103 330.907 323.000

4 267.070 260.602 254.304 248.230 242.250

5 213.650 208.500 203.408 197.930 193.800

3 178.030 173.705 169.506 165.408 161.500

7 152.600 148.903 145.304 141.804 138.404

8 133.530 130.31 127.170 124.101 121.102

9 118.690 115.830 113.040 110.302 107.606

10 106.820 104.205 101.750 99.290 96.900

11 97.105 94.760 92.408 90.250 88.090

12 89.002 86.880 84.707 82.720 80.704

13 82.107 80.109 78.260 76.309 74.504

14 76.208 74.406 72.606 70.902 69.202

15 71.201 69.480 67.820 66.100 64.508

Fig. 1 Graph showing incident electric field versus distance from mobile phone

4 Determination of Specific Energy Absorption Rate (SAR)

For the above parameters, the Specific Energy Absorption Rate can be determined
and presented by as [5],
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Table 2 SAR inside the skin

Distance r cm Specific energy absorption rate (SAR in W/kg) inside the skin with
different depths in mm

0.1 0.2 0.3 0.4 0.5

1 900.8216 857.9496 817.1506 778.2856 741.2547

2 225.2012 214.4874 204.2836 194.5714 185.3098

3 100.0838 95.32408 90.78737 86.47096 82.35653

4 56.3003 53.62185 51.0689 48.64089 46.32555

5 36.03287 34.31667 32.6841 30.92234 29.64835

6 25.01954 23.83102 22.6955 21.61643 20.58913

7 18.38239 17.50884 16.6749 15.88146 15.12702

8 14.07297 13.40443 12.76622 12.15924 11.58043

9 11.12042 10.59095 10.08689 9.607304 9.149593

10 9.007373 8.579167 8.171024 7.782229 7.412088

11 7.443483 7.088317 6.751319 6.429651 6.124175

12 6.254183 5.957069 5.672537 5.402802 5.146008

13 5.329906 5.076138 4.834735 4.605241 4.386032

14 4.594394 4.376622 4.167579 3.969246 3.781209

15 4.002902 3.811866 3.630852 3.45842 3.293241

SAR = σ Ei2

ρ
(2)

where Ei is the field inside that material, σ is the conductivity of the material, ρ

is density [6]. The specific energy absorption rate (SAR) inside the skin due to the
electromagnetic wave at frequency 900 MHz of mobile phone handset at depth, ‘z’
varying from 0.1 to 0.5 mm inside the body under consideration from ‘r’ which
varies from 1 to 15 cm from the mobile phone is shown in Table 2.

According to the guidelines of ICNIRP 1998, For Frequency ranging from 400 to
2000 MHz Induced EF is 1.375f ½ and for f = 900 MHz Eind is 41,250 V/m is safe
[7]. And as per the revised guidelines of ICNIRP March 2020 [8], the safe limit for
exposure for Induced Electric field for 400–2000MHz > 400–2000MHz 4.72fM0.43.
Eind is 33,440 V/m.

For the frequency of Electromagnetic Magnetic Wave ranging from 10 MHz to
10 GHz its safe limit for SAR is 0.4 W/kg as per ICNIRP.

From the results obtained fromTables 1 and 2, it is observed that themobile phone
handset at 2W of radiated power with single carrier and single operator penetrates an
electric field within safe limits of ICNIRP standards. Whereas, the computed values
of SAR increases if the mobile handset is moved from 15 to 1 cm. And do not fall in
the safe limits as prescribed by ICNIRP guidelines.
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5 Measurement of Incident Electric Field

In this paper, the radiation due to Mobile phone handset is measured for several
handset of which 5 samples are taken in to consideration and presented in Table 3.
These values are taken for comparisonwith the analytical method. Comparison based
on radiation due to handsets is shown in Fig. 2.

In second part of the experiment the radiation due to Cell towers is measured in
Aurangabad city, the state of Maharashtra of India. The city has more than 550 cell
towers and 10% of the samples are taken into account.

In Table 1, the penetrated electric field is derived from the incident electric field
at 900 MHz, whereas the Incident electric field is derived from the field strength
in micro Tesla using RF calculator [9] obtained practically for five different mobile
phone handset is shown in Table 3. The increased incident Electric field is due to
multiple carriers and multiple operators using different radiation powers. And both
the results shows similarity as EF increase as the object is moved toward the mobile
phone handset. Here electromagnetic field measurement method is adopted [10].

In further analysis it is found that the Penetrated electric field has more effect on
certain tissues like Skin, Blood, Skeletal Muscles and Bone. The Dielectric proper-
ties like permittivity and electrical conductivity of human body cells are taken into
account for computation purpose [3, 4]. And we got varied response due to change
in conductivity which leads to in temperature of the tissue. If we consider the change
in temperature in the body cells of Children, then it has noticeable effect.

Table 3 Incident electric field for different handset

Distance r from mobile phone handset in cm Incident electric field, Einc in V/m

Handset 1 Handset 2 Handset 3

1 63,290.10143 90,755.61715 86,874.62036

2 60,006.18107 59,110.56643 60,901.79572

3 59,110.56643 57,319.33715 34,928.97107

4 27,764.05393 36,123.12393 38,809.96786

5 20,897.675 30,152.35964 29,256.745

6 18,210.83107 24,181.59536 23,285.98072

7 17,912.29286 20,599.13679 26,271.36286

8 17,315.21643 18,210.83107 19,404.98393

9 15,225.44893 17,613.75464 17,912.29286

10 14,926.91072 16,419.60179 17,016.67822

11 14,628.3725 15,225.44893 15,822.52536

12 13,135.68143 14,329.83429 14,628.3725

13 13,434.21964 13,135.68143 13,135.68143

14 13,135.68143 12,837.14321 12,837.14321

15 13,135.68143 12,538.605 12,538.605
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Fig. 2 Graph of incident
electric field versus distance
from mobile handset
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This can be better explainedwith the example associatedwith the report submitted
by Kumar [11], if we assume an average children with age of 7 years and half of the
above height and weight, the area will be 0.718 m2, Power received by children body
will be Power density X area, i.e., 3.38 W. In one hour, microwave energy absorbed
will be 12.14 kW s. In one day microwave energy absorbed will be 12.15 × 24
= 291.56 kW s. And with this concept Children body can safely be kept in oven
for 291.56 kW s/500 W = 583 s = 10 min approx. per day. This example denote
the single carrier frequency power radiated at GSM900 with safe exposure limits as
per ICNIRP 1998 guidelines and its associated power density. Practically there are
multiple carrier and multiple operators.

From the Experimental method used above, the Power density derived from prac-
tically obtained values of Incident Electric field is much more beyond limits of
exposure. Practically we are exposed to heavy RF EMF exposure for 24 × 7 and
throughout the years. It impacting slowly as the symptoms are hidden. The tissues of
Children during growth are very sensitive and vulnerable to the changes associated
due to radiation.

There are several litigations pending and several orders are issued by the court
of law of India regarding cell towers and radiation limits [12, 13]. The DOT has
issued guidelines to install towers at nearer distance with much less radiation than
the ICNIRP and WHO guidelines. Even due to court order common public can get
test reports for the tower in their area by paying Rs. 4000 at TERM cell of DOT [14].
The area Aurangabad city has urban population as per provisional reports of Census
India, in 2011 is population is 1,193,167 of which 618,845 are males and 574,322
are females. The number of children between 1 and 12 age groups are assumed to
be 15% of the total population [15] and as per our observations the cell towers in
the city are such that at several places the distance among their installation is almost
200–300m. This will certainly harmful for the growing children. In our experimental
results for cell tower radiations it is found that the Measured Incident Electric Field
is much more than the safe limits and uniformly spread over the city area due to
additive interference of radiated power by multiple frequency operators.
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6 Conclusion

From Analytical method, if we consider the safe limits advised by ICNIRP, and
then probable effect is none. But with the same method if used for Specific Energy
Absorption rate (SAR) then it has considerable impact on body cells. Specially tissues
of growing children.

From the experimental results based on the observations, if compared with
ICNIRP guidelines, IEEE [16], NCRP [17], ARPANSA [18], DOT Guidelines [19–
22], certainly the values obtained are alarming. The increased number of towers and
increased number of mobile phone handsets in families has increased the risk of
health with hidden symptoms, particularly on children who has to live life more than
present adults.
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Experimental Investigation of Solar PV
Panel Using Phase Change Material
Cooling by Capric Acid (C10H20O2)

Nimesh Patel, Pavit Shah, and Alkesh Mavani

Abstract The conversion efficiency of PV panel is affected by its surface temper-
ature. Therefore, cooling techniques is required to reduce temperature. This paper
presents the results of an experimental study for cooling of solar PV panel using
phase change material. Capric acid is used as phase change material. It has been
filled in vacuum bags and mounted on back surface of PV panel to absorb excess
heat. The result shows that the back surface temperature is reduced by average 1.60%
and maximum 9.19%. The average % increase in efficiency is achieved up to 5.80%.
It can be concluded from this work that using capric acid as phase change material
is found to be an efficient method for temperature regulation of the PV panel.

Keywords Capric acid · PCM bag · Phase change material · PV panel

1 Introduction

The demand of global energy for 21st century has turned into one of the most impor-
tant concern for the researchers working on the energy conservation and manage-
ment. For year 2008, the total energy consumption was 474 × 1018 J out of which
80–90% has been allocated to fossil fuels [1]. Many environmental concerns such
as global warming, greenhouse effect caused by conventional resources have lead
toward more use of non-conventional resources, and solar energy is one of the most
important natural and renewable resource. The total energy received from sun is about
1.8× 1011 MW [2]. This energy is more than the present world energy consumption.
Solar photovoltaic cell converts this solar energy directly into electricity without any
thermo-mechanical conversion step.
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The conversion efficiency of PV cell is affected by many factors, but operating
temperature of cell is major factor which affects the performance of PV panel. For the
crystalline silicon cells, the higher operating temperature causes a drop in production
of electricity between 0.4 and 0.65%K−1 [3, 4]. Therefore, many cooling techniques
have been developed in order to reduce cell temperature. The phase change mate-
rials are widely used for passive temperature control. Various types of material and
their capsulation have been employed for better performance. Abdelrahman et al.
[5] carried out experimental investigation of PV/PCM system. The configuration
involved PCM RT35HC, cylindrical fins-heat sink, and nanoparticles Al2O3. Three
configurations were compared: PV system with heat sink, PV system with heat sink
and PCM, PV system with heat sink, PCM and nanoparticles Al2O3. In the conclu-
sion, RT35HC PCMwith nanoparticles (0.77%) Al2O3 and heat sink was considered
as optimum solution where 36.9–52.3% temperature drop was obtained on front
surface of PV panel. Radziemska et al. [6] performed experiment study on PV/T
system. Three phase change materials: paraffin wax42-44, RT22 [7], and ceresin
were used along with water cooling. The results showed that it was more convenient
and cheaper to apply modifications to the model with PCM without water cooling,
which lowers temperature of module by 7 K.

Kant et al. [8] conducted heat transfer study on PV panel integrated with PCM
RT35 [7]. The numerical model was solved by using Multiphysics 5.0 with finite
element analysis. It was found that the cell temperature was reduced by maximum
6 °C for PV/PCM with convection mode of heat transfer, and 3 °C for PV/PCM
systemwith only conductive heat transfer.Klemmet al. [9] developed a 3Dmodel and
solved in COSMOLMultiphysics. PCMfiber component was prepared frommetallic
fiber structure, in which the PCM was filled in voids. Three PCMs RT44HC, RT50,
and RT54HC [7] were investigated. The optimum thickness for RT25HC with 1%
porosity was 50mm. Further, addition in thickness had no significance improvement.

Numerical and experimental study on hybrid BIPV/PCM system was performed
by Aelenei et al. [10]. The melting range of PCM was 18–23 °C. The maximum
thermal and electrical efficiency were achieved up to 12% and 10%, respectively.
Mousavi et al. [11] used copper foam as porous medium to investigate the thermal
performance of PV/T/PCM system. The CFD model was proposed to investigate
five PCM (Paraffin C15, C18, C22, sodium phosphate salt, palmitic acid) as well
as the effects of copper foam as the porous medium. In result, it was found that
sodium phosphate salt had highest electrical efficiency 13.8%, while paraffin wax
C22 had maximum thermal efficiency 83.5%. From literature survey, it is concluded
that organic PCMs are widely used for PV/PCM system because they are easily
available in market with large melting temperature range. Very less work has been
carried out for pure fatty acid—capric acid with PCMbags. Thus, in this work, capric
acid was used as phase change material, and it was encapsuled in vacuum bag. In
Sect. 2, experiment set up and procedure is explained followed by Sect. 3 in which
result of an experiment is discussed. At last, the conclusion is discussed.
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2 Methodology

For experimental study, two regular PV panels, manufactured in Topsun Energy Ltd.
were used. The specification of panel is described in Table 1. The front surface
temperature and back surface temperature were measured by using non-contact type
infrared thermometer, and the solar radiation was measured by using solar power
meter. Current and voltage were measured by using digital multimeter.

2.1 Phase Change Material Selection

Phase change material can absorb heat energy as latent heat and release it when
temperature drops below itsmelting temperature. The pastwork by researchers shows
that organic phase change materials are generally employed due to their availability
with wide range of melting temperature range and large volumetric heat. For selec-
tion of PCM, several properties are considered. The most important property is that
it should be non-hazardous to handle with high melting enthalpy. Another important
property is that the material should have a low expansion factor which makes simpler
the calculations for the storage in PCM bag. The material’s lifetime and maximum
working temperature were also analyzed. The lifetime is most essential parameter
because the PCM should not discontinue work before the end of the PV panel’s life-
time. The maximum sustainable temperature is a curious factor to observe because it
will stopworking beyond this limit until the temperature drops again. Some important
properties of capric acid are shown in Table 2.

2.2 Preparation of PCM Bags

To determine quantity of PCM, total heat energy which should be taken out from
PV panel is calculated. This energy is assumed to be collected by capric acid in two
ways: sensible heat and latent heat. If m is mass of PCM in Kg, L is latent heat in
KJ/Kg, cp is the specific heat in KJ/ Kg °C, and �T is temperature difference; then,
following equation was used to calculate mass of PCM.

Table 1 Specification of PV
panel

Model TEL24P320

Rated maximum power (Pm) 320 W

Rated operating voltage (Vm) 37.20 V

Rated operating current (Im) 8.61 A

Open circuit voltage (VOC) 45.28 V

Short circuit current (ISC) 9.20 A
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Table 2 Thermo-physical
properties of PCM

PCM Capric acid

Type Organic/fatty acid

Chemical formula C10 H20 O2

Density Kg/m3 893

Temperature °C 32

Latent heat KJ/Kg 169

Specific heat KJ/Kg °C 2.761

Thermal conductivity W/mK 0.372

Q = Specific Heat+ Latent Heat

= mcp�T + mL (1)

Capric acid was delivered in powder form. Hot water bath was used to melt capric
acid. 200 gm (225 ml) of capric acid was filled in each PCM bags. Packing sealing
machine was used to seal PCM bags, and total numbers of 68 bags were prepared.
Extra bags were also prepared in case of damage to the original one. PCM bags were
allowed to cool down for a period of night on the flat surface so that perfect and
smooth surface could be obtained. The PCM bags with flat and smooth surface could
be easily attached to PV panel surface.

2.3 Experiment Setup and Procedure

To get maximum solar radiation, solar PV panels were kept at latitude angle of
Gandhinagar (23.5°) in the south direction. Total numbers of 68 PCM bags of capric
acid were attached on the back side of one solar PV panel as shown in Fig. 1. Enough

Fig. 1 Experiment setup
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space was left in between two PCM bags for temperature measurement. Thermal
grease has higher thermal conductivity, so it was used to enhance heat transfer rate
to PCM and to reduce air gap. Adhesive tape was used to attach PCM bags on PV
panel back surface. Total eight temperature readings were taken for both front surface
and back surface of panel to get more accurate temperature. Out of two panels, one
was used as reference panel without any cooling method and other as panel with
modifications. The readings were taken at every interval of 15 min from 9 am to
4 pm in month of February, 2020. For the calculation of efficiency of PV panel, fill
factor was also included which was 0.78. The collected data were compared with
reference panel.

3 Result and Discussion

In this section, detail discussion of experiment result is given. The experiment was
performed on the terrace of LDRP-ITR, Gandhinagar. The altitude and longitude of
Gandhinagar are 23.5° N and 72.6° E. The experiment was performed on February
11th, 2020. Figure 2 shows the solar radiation data during the day. As the time is
rising, solar radiation is increasing and becomes maximum around 1:00 pm, and then
again, solar radiation decreases.

Figures 3 and 4 show the temperature of front surface and back surface of the
PV panel, respectively. For initial first hour, the front surface temperature and back
surface temperature of PV panel were almost equal to the reference panel. But, as the
solar radiation was raising, the front surface and back surface temperature was also
increased in case of reference panel. The melting temperature of capric acid is 32 °C.
As soon as the temperature of PV panel approached to melting temperature of capric

Fig. 2 Solar radiation
versus time
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Fig. 3 Front surface
temperature versus time

0.00

10.00

20.00

30.00

40.00

50.00

60.00

70.00

Te
m

pe
ra

tu
re

 °C

Time

Front surface temperature
With cooling Without cooling

Fig. 4 Back surface
temperature versus time
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acid, it began to melt and reduce the surface temperature of PV panel. It is seen that
for initial two to three hours, panel surface temperature is lesser than reference panel
due to cooling effect provided by melting process of capric acid. Once the capric
acid was completely melted, then it again raised surface temperature for last two to
three hours.

Figures 5 and 6 show the data of power output and efficiency, respectively. As
the solar radiation was increased with time, the power output for both panels was
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Fig. 5 Power output versus
time
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Fig. 6 Efficiency versus
time
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increased. For the panel with capric acid, power output was more as compared to
reference panel due to lower surface temperature. After complete melting of capric
acid, the power output was almost equal for both panels. The average power output
of PV panel with cooling and reference panel was 288.12 W and 273.94 W.

As the solar radiation was increased with time, the efficiency of both panels
was decreased due to increase in operating temperature. For the panel with capric
acid, efficiency was higher as compared to reference panel due to lower surface
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Table 3 Result table Parameter Capric acid

Average % Maximum %

% decrease in back surface
temperature

1.60 9.19

% decrease in front surface
temperature

1.67 8.59

% increase in efficiency 5.80 15.39

temperature. After complete melting of capric acid, the efficiency was almost equal
for both panels. The average efficiency of PV panel with cooling and reference panel
was 18.61% and 17.54%.

Table 3 shows the maximum and average change in efficiency and temperature of
the PV panel.

4 Conclusion

This experimental work contributes to the research area of cooling of solar PV panel
by using capric acid as phase change material. Organic PCM is widely used for
passive temperature control because it is available with wide melting temperature
range. Due to proper distribution of PCM bags on the back surface of the panel,
nearly, uniform cooling effect is obtained on entire surface area.

The performance of solar PVpanel is improved due to PCMcooling by capric acid.
The average andmaximum% reduction in temperature of back surface is obtained by
1.60% and 9.19%, respectively. The average and maximum % increase in efficiency
is obtained by 5.80% and 15.31%, respectively.

With PCMcooling by capric acid, it is observed that for the fewhours the operating
temperature of PV panel decreases due to cooling effect produced bymelting process
of capric acid. Once capric acid melts completely, it leads to increase the solar PV
panel temperature as a result of reduction in heat extraction rate of PCM. Figure 7
shows comparison of electrical efficiency with different research work. For current
work, highest average and maximum electrical efficiency has been achieved.
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Fig. 7 Comparison of
efficiency
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Performance Enhancement of PV Panel
by Cooling Front Surface of PV Panel
with the Use of Water as a Cooling
Medium

Pranav Patel, Pavit Shah, and Alkesh Mavani

Abstract This paper introduces a cooling system in a commercial photovoltaic panel
using water to examine the improved output through a reduced operating tempera-
ture. It presents an alternative cooling technique for photovoltaic (PV) panels that
include a water flow over panel surfaces. Solar radiation and operating tempera-
ture are two main parameters that affect the effectiveness of a photovoltaic panel.
For these conditions, the electrical efficiency of the solar panel will be degraded as
the operating temperature of the solar panel rises. Water flowed over the panel at
a constant flow rate. The average temperature fall of the front and back surfaces is
3.54 °C and 2.79 °C, respectively, mainly the front water flow over the solar panel.
Front cooling provides a 9.64% enhancement inefficiency on average. The average
temperature fall of the front and back surfaces is 3.54 °C and 2.79 °C, respectively,
mainly to front water flow over the solar panel. Front cooling provides a 9.64%
enhancement in efficiency on average.

Keywords Efficiency · PV module · Temperature drop ·Water cooling

1 Introduction

While the globe struggles with energy scarcity, global warming, and the degradation
of energy and the environment, there is a need for green technologies to substitute
fossil fuels, water, and other natural resources. PV (photovoltaic solar energy) is one
of the alternative energy sources. The photovoltaic solar cell, as its name implies, is a
semiconductor device that creates energy when exposed to light. A photovoltaic cell
changes only a small portion of the irradiance into electrical energy (less than 20%).
PV cells’ electrical efficiency diminishes as the temperature goes up [1–25]. The
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power produced of conventional flat-panel PV modules can be enhanced by cooling
because it stops the PV cells from reaching temperatures that induce significant
harm. The effectiveness and power output of a PV module is found to be inversely
proportional to temperature [13–20]. Solar energy is just one of many alternative
energy sources accessible. Solar energy is an almost endless source of energy. Solar
power has the ability to supply all of the world’s present and future energy needs on
a consistent basis. As a result, it is one of the most viable energy sources. The sun’s
power absorbed by the earth is around 1.81 × 1011 MW, which is greater than the
current consumption rate of all commercial energy sources on the planet [10]. As a
result, solar energy may provide all of the world’s current and future energy needs on
an ongoing basis. Cooling can enable typical flat-panel PV modules to create more
electricity because it prevents the solar cells from reaching the temperature where
lasting damage occurs.

Effect of Operating Temperature on Solar Panel:
Because of the absorption and reflection caused by the glass cover and PVmodule

in conventional photovoltaic (PV) setups, over 80% of solar radiation is transformed
into heat, resulting in a massive gain in PV cell operating temperature [2]. Like
all other semiconductor devices, solar cells are sensitive to temperature. Increasing
temperature diminishes the bandgap of a semiconductor, altering many of the prop-
erties of the material. The decrease in a semiconductor’s bandgap with rising temper-
atures can be seen as increasing the energy of the material’s electrons. Therefore, it
takes less energy to sever the bond. The reduction of bond energy in the bond model
of a semiconductor also decreases the bandgap. Raising the temperature, therefore,
reduces the difference in the band. Within a solar cell, the open-circuit voltage is the
parameter most influenced by an increase in temperature. The P–V characteristic is
the interaction between the electrical power consumption of a solar PV module, P,
and the output voltage, V, while solar radiation, E, and cell temperature, Tm, stay
unchanged. If any of those two elements, Tm or E, alters, then all features change as
well. The effect of temperature increase is shown in Fig. 1.

2 Objectives

The major goal of this project is to investigate passive water cooling systems in order
to improve efficiency. To conduct experimental research on passive water cooling
settings in order to improve panel efficiency and performance.

3 Research Gap

According to the literature review, water cooling is the most effective approach for
panels [1–25]. Only a few researchers have experimented with passive water cooling.
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Fig. 1 Temperature
variation P–V characteristics
across 0° and 75 °C [3]

We can reduce the operating temperature of PV panels and increase their efficiency
at a lower cost by using an effective passive water cooling technology. Flowing water
on the front surface can be a good technique to keep cool.

4 Methodology

In this section, experimental setup and procedure are discussed. A non-contact type
infrared thermometer was used to measure the front and back surface temperatures,
and a solar power meter was used tomonitor the sun’s radiation. For the experimental
study, two regular PV panels, manufactured in Topsun Energy Ltd. were used. The
panel’s specifications are listed in Table 1. Current and voltages were measured by
using a digital multimeter.

The solar panel should be at an angle that is equal to the latitude of the location
where it is installed. For Gandhinagar, the latitude is 23°, so the panel was kept at
23° of inclination angle, and then, the experiment was performed.

Table 1 PV panel
specifications

Model TEL24P320

Rated maximum power (Pm) 320 W

Rated operating voltage (Vm) 37.20 V

Rated operating current (Im) 8.61 A

Open-circuit voltage (VOC) 45.28 V

Short-circuit current (ISC) 9.20 A



142 P. Patel et al.

4.1 Experiment Setup and Procedure

For getting maximum solar radiation, solar PV panels were kept at the latitude angle
of Gandhinagar (23°) in the south direction. We have used a PVC pipe of 2-m length
and 1-inch diameter and fixed it above the panel. We have made 40 holes of 1.5 mm
diameter on the surface of that pipe in a straight line. These numbers of holes were
required for water uniformity on the front surface of the panel. So for every cell
column on the panel, there are three holes provided. The 500 L water tank was used
as storage tank. The valve is used for water flow control, and a 2 m long pipe is
used for the water supply on the panel. The readings are taken at every half-hour
interval. The water was supplied over the surface 5 min before reading and flowed
for only 10 s every time. The water flow rate was constant at a rate of 8 ml/s. The
big size PVC pipe pieces are used as collectors under the panel to make sure there
is no water wastage. But there is a slight loss of water due to evaporation because of
high surface temperature. To acquire a more precise temperature, eight temperature
readings were taken for both the front and back surfaces of the panel. One of the two
panels was utilized as a reference panel with no cooling mechanism and the other as
a modified panel. The fill factor, which was 0.78 for the solar panel, was also taken
into account when calculating the PV panel’s efficiency (Fig. 2).

5 Results and Discussion

In this section, detailed data and observations of this experimental research are given.
The experiment was performed on the terrace of LDRP-ITR, Gandhinagar. The
reading was taken from 9:00 A.M to 4:00 P.M. The observation table was prepared
which is given below. A detailed discussion is given below.

As can be seen in Figs. 3 and 4, the PV panel’s front and back surface temps were
nearly identical to the reference panel in the early hours. In the case of the reference
panel, however, as the solar energy increased, the front and back surface temperatures
increased as well. Front cooling via water flow improves the performance of the solar
PV panel. 3.54 °C is the average difference in temperature of the front surface. Due
to the cooling effect, the panel surface temperature is lower than the reference panel
for the first two to three hours. After that, due to high front surface temperature, the
difference of temperatures between with and without cooling is lesser at 12 P.M and
2 P.M.

The solar radiation increased with time and was maximum between 1:00 and 2:00
PM. The average difference in back surface temperature is obtained by 2.79 °C. But
from Fig. 4, we can see that the PV panel with front cooling gives a lower back
surface temperature than without the cooling panel.

The power output of the PV panel grows in tandem with the rise in solar radiation
over time. The results for power output and efficiency are shown in Fig. 5 and 6. The
power output of both panels rose as solar radiation increased over time. Because the
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Fig. 2 Experiment setup

front-cooled panel had a lower surface temperature, it produced more power than
the reference panel. 308.67 W and 274.54 W are the average power outputs of a PV
panel with cooling and a reference panel, respectively.

The efficiency of solar panels with cooling is always better than that of solar
panels without cooling, as shown in Fig. 6.

The panel efficiency is highest during the initial hours, as shown in the graph.
However, when the working temperature rises over time, so does the efficiency.
However, the reference panel’s average efficiency is 17.43%, whereas the panel with
front cooling has a 19.11% efficiency.
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Fig. 3 Front surface
temperature versus time
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Fig. 4 Back surface
temperature versus time

0

10

20

30

40

50

60

09
:0

0
09

:3
0

10
:0

0
10

:3
0

11
:0

0
11

:3
0

12
:0

0
12

:3
0

01
:0

0
01

:3
0

02
:0

0
02

:3
0

03
:0

0
03

:3
0

04
:0

0

B
ac

k 
Su

rf
ac

e 
T

em
p.

(°
C

)

Time

Back Surface Temp. Vs. Time

With Cooling Without Cooling

6 Conclusion

Finally, it is feasible to assert that the suggested water cooling approach has a positive
impact on the performance of PV panels, which is advantageous in PV applications.
Due to the front water flow, a nearly uniform cooling effect is obtained. The available
solar radiation at the site for the reference panel varies from 245 to 1001W/m2, while
for cooling panel varies from 315 to 998 W/m2. The results showed a significant
decrease in the temperature of the PV panel.
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Fig. 5 Power output versus
time
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Fig. 6 Efficiency versus
time
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Front cooling via water flow enhances the performance of the solar PV panel. The
front surface seems to have a temperature reduction of 3.54 °C, whereas the back
surface has a temperature reduction of 2.79 °C.

The average percentage increase in efficiency and power achieved by front cooling
is 9.64% and 12.44%, respectively. No water is wasted due to the use of water
collectors (Fig. 7).

When enhancing electricity efficiency is the primary goal, water cooling has been
proved to be an excellent option. As a result, the future research goal should be to
achieve effective water cooling of PV panels.
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Fig. 7 Comparison of
passive cooling results with
other findings obtained using
different methods used by
various authors
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Drinking Water Quality of Different
Industrial Sources

(Environmental Science and Engineering, Urban
Planning)

Pallavi Praveen, Tejaswini Singh, and Harshavardhana Singh

Abstract The quality of different drinking water sources at Chas (Bokaro) which is
prone to different waterborne diseases was assessed in the present study. It was
observed that several important constituents have crossed the permissible limit
suggested by the World Health Organization and the Indian Council of Medical
Research.

Keywords Drinking water sources · Bokaro ·Waterborne diseases ·WHO ·
Pathogenic microorganisms

1 Introduction

Drinking water is defined as water free from undesirable odours, flavours and
pathogenic microorganisms and chemicals that are harmful to human health, i.e.
water which is pure, wholesome and state for human consumption [1]. The World
Summit on Sustainable Development Aid in Johannesburg set a target of having by
the year 2015 the proportion of the people who access safe drinking water in India.
The major sources of drinking water for human beings are river streams, well, hand
pump municipal water supply, etc. Due to this, a large number of people get affected
by enteric diseases every year. WHO estimates that about 80% of all diseases are
caused due to lack of safe drinking water and sanitation in the recent past. There
have been sensutbreak of such diseases in different parts of Chas Bokaro Drinking
water contains ron cabum, magnesium, manganese silica fluoride, nitrate potassium,
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etc [2, 3]. When the quantity of any of these components increases either by abiotic
acutis then such water affects health waters consumption of the body systems and
pose great problems for human animals. Keeping in consideration an effort has been
made to evaluate the drinking water quality of three Parc 09 des common drinking
water sources at the Chas Town. They include Hand 45 feet deep which are situated
boring water 300 feet deep and well water Crash Main Road Ram Nagar Colony and
Jodhadih More areas of Chas Township, respectively.

2 Materials and Methods

Water samples from hand pipe, boring and well water were collected in polythene
bottles for the estimation of different chemical constituents in the laboratory. Water
temperature was recorded by mercury centigrade thermometer pH was determined
by pH metre free CO, and alkalinity was determined by the method suggested by
Welch [4] Dissolved (1985) were followed for the estimate of different chemical
constituents. Biological oxygen demand was measured by incubating the sample at
20 °C for five days.

3 Result and Discussions

The data of three different drinking water sources have been depicted Table 1. The
water temperature was 25 °C, 28 °C and 25.5 °C in the hand pump, boring and
well water, respectively. Turbidity value was 20 NTU different sources, respectively,
which are below the 10 NTU and 20 NTU in these three upper limits of WHO (25
NTU) [2]. The dissolved solids of boring and well water were 300 ppm and 490 ppm
which are below the permissible limit of WHO [4, 5] standard (i.e. 500–1500 ppm),
whereas hand pump value was found to be 510 ppm, pHwas 72 in the tube well water
and 71 in both the bong and well water [1, 6]. The concentration of dissolved O2 was
5 ppm. 4.8 ppm and 6.8 ppm, respectively. Higher concentration of dissolved O2,
observed in well water might be due to low temperature which enhances the oxygen
dissolving capacity of water. Percentage O2 saturation was maximum in well water
(83%) whereas it was 62% in hand pump water and 61% in boring water. The value
of free CO2 was 16.0 ppm in the hand pump water 70 ppm in boring water and
110 ppm in well water. Lower value (70 ppm) of boring water might be due to lower
respiratory activities with respect to other two sources (Figs. 1 and 2).



Drinking Water Quality of Different Industrial Sources 151

Table 1 Water composition index

Parameters/sources Hand pump water
(100-feet deep) Chas
road

Boring water (300-feet
deep) Ram Nagar
colony

Boring water (300-feet
deep) Chas block

Water temp (C) 25 28 25.5

Turbidity (N.T.U.) 20 10 20

T.D.S. (ppm) 510 300 490

pH 7.2 7.1 7.1

DO2 5.0 4.8 6.8

% O2 saturation 62 61 83

Free CO2 (ppm) 16.0 7.0 11.0

Total alkalinity (ppm) 294 92 152

Total hardness (ppm) 370 48 100

Ca-hardness (ppm) 336 30 76

Ca (ppm) 134.4 12.0 30.4

Mg (ppm) 8.39 4.48 5.93

Chloride (ppm) 10.25 0.75 6.10

Silicate (ppm) 62.5 55.5 55.6

NO3N (ppm) 2.68 1.17 1.78

PO4 (ppm) Nil Nil 0.01

Na (ppm) 63.2 36.0 54.0

K (ppm) 6.0 1.5 1.5

B.D.O (ppm) 3.2 2.1 4.3

Hydrological properties of three different drinking water sources in Chas

4 Conclusion

Total hardness value was 370 ppm, 48 ppm and 100 ppm, whereas calcium hard-
ness was 336 ppm, 30 ppm and 76 ppm in the hand pump, boring and well water,
respectively. Higher value of hardness in hand pump water is due to higher concen-
tration of calcium and magnesium salts with respect to boring and well water and
the present total hardness value of hand pump water (370 ppm) has crossed the
range of maximum permissible standard of ICMR. The concentration of calcium
was 134.4 ppm, 120 ppm and 30.4 ppm, whereas magnesium value was 8.39 ppm,
4.48 ppm and 5.93 ppm in hand pump, bong and well water, respectively. Chloride
served as a basis for detecting pollution of groundwater by sewage Chloride value
was 10.25 ppm 0.75 ppm and 6.10 ppm and silicate showed 62.5 ppm, and 55.6 ppm
concentration in the hand pump, boring and well water, respectively (Fig. 3).

Higher value of nitrate nitrogen (268 ppm) is boring and well water, respectively.
The value is below the maximum permissible limit of ICMR (i.e. 20 ppm). Phos-
phate–phosphorus was absent in the hand pumpwater in comparison with boring and
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Fig. 1 Hydrological map. Source Hydrological information booklet, Bokaro District, Jharkhand

well water. The biological oxygen demand was found to be 3–2 ppm and 4–3 ppm
in hand pump, boring and well water, respectively. Lower value of BOD in boring
water may possibly be due to lower bacterial population with respect to other two
sources.
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Fig. 2 Bokaro District water supply. Source of drinking water for Bokaro District

Fig. 3 Factory waste
disposal. High volume of
chemical and sewage waste
disposal in Damodar River
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Design of Low-Power High-Efficient
Single-Tail Comparator Using 180 nm
CMOS Technology

Rahul Nagore, Pramod Kumar Jain, R. S. Gamad, and Rahul Priyadarshi

Abstract Promoting dynamic single-tail comparators to optimize input speed and
productivity is the clandestine to low-cost, area-efficient, high-speed analog to digital
converters. An overview of the functional comparators’ low power will be discussed
in this article, and theoretical expressions obtained modern dynamic comparator is
introduced based on the provided research, in which circuit of a standard single-
tail comparator is adjusted for little power and debauched action level in limited
voltages of supply. Deprived of making simple design complicated and adding some
transistors, we present functional analysis of a single tail comparator. Speed and
power consumption are both important parameters. The full circuit supply required
1.8 V. Use 0.18 µm technologies, Cadence modeling methods are used to conduct
simulation analyzes at the comparator.

Keywords Single-tail comparator · Cadence · Spice · ADCs

1 Introduction

Comparator is one of the major design squares of commonly easy-to-automate
(ADC) converters. Some high-speed ADCs instances incorporate low-power, fast
comparators with a confined chip region High-speed comparators in really signif-
icant sub-micrometer (UDSM). CMOS advancements experience the evil impacts
of defenseless stock voltages, explicitly, considering the way that the contraption
edge voltages were not scaled at a comparative rate as the standard CMOS process
supply voltages [1]. Therefore, quick plan comparators become truly testing when
the yield voltage is more humble. In various terms, to show up at a quick in a given
development, greater semiconductors are critical to address the reducing in supply
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voltage, which consistently surmisesmore kick the pail locale, and power is required.
Moreover, low-voltage development achieves a little data extent of ordinary mode,
which is essential for some high-speed ADC structures, for instance, streak ADC. A
few strategies have been created to meet the necessities of low-voltage supply, for
example, supply helping techniques [2, 3], body-driven semiconductor procedures
[4, 5], current-mode plan [6], and double oxide processes that can permitmore promi-
nent stockpile voltages. Supporting and bootstrapping are two methods centered on
further developing the voltage source, reference, or clock to determine input reach and
exchanging issues. Such are single reason in any case, especially in UDSM CMOS
advances, they cause unwavering quality issues. The body-driven strategy presented
by Block [4] diminishes the edge voltage measure so that body-driven MOSFET
goes about as an instrument of exhaustion structure. A 1-bit quantize for sub-1 V
modulators is proposed in [5] dependent on this technique. Given the advantages, the
body-driven semiconductor experiences less Tran’s conductance (equivalent to the
semiconductor gmb) comparative with its entryway-driven identical in light of the
fact that diverse assembling techniques, for example, profound n-well, permit both
nMOS and pMOS semiconductors to work in body-driven arrangements. Thinking
about this present methodology’s viability, the effect of gadget crisscross in extra
hardware on comparator yield ought to be considered [7].

2 Comparator Operation

Comparator can take two analog efforts and has one digital yield. Presume, two
analog inputs are Vp and Vn and the optical output is Vo. VDD is the voltage of the
DC voltage (Fig. 1).

Assuming Vp’s ability is more prominent than Vn’s, the yield Vo has reasoning
1. At the point when Vp is not exactly Vn’s ability, then at that point, yield Vo
has reasoning 0. The comparator utilized here just works on the distinction of info
voltages and does not work if the information voltages are equivalent. A heartbeat
voltage is applied at Vp for this differentiation, and a similar DC voltage is applied in
Vn. Vout got a rationale 1 worth if a non-feedback comparator, which is considered
an Op-Amp A regenerative comparer measures the frequency of two inputs using

Fig. 1 Comparator
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Fig. 2 Characteristics of the
ideal comparator

constructive feedback; single-tail comparator has a transistor tail friendly to the
circuit clock Op-amps. Regenerative comparator and single-tail comparator input
are the most commonly used comparators (Fig. 2).

3 Existing Comparators

Obvious sturdy positive feedback in recreating latch, clocked recreating compara-
tors have seen large requests in countless high-speed ADCs because they may take
reckless verdicts. Existing comparators are single-tail comparators and traditional
singular tail dynamic comparators.

4 Single-Tail Comparator

The single-tail comparator circuit chart is seen in Fig. 3. It is essentially utilized
in A\D converters, with high information impedance, no dispersal of static control,
and swing rail-to-rail yield. Utilizing two phases, the comparator activity can be
explained. This circuit works in the reset venture by utilizing CLK = 0. During
this progression, the Mtail semiconductor is taken off, and semiconductors (M7 and
M8) are reset to all yield hubs Out and Out to VDD to show a beginning state and
to have a legitimate intelligent level during this stage. At the point when VINP <
VINN, the circuits work the other way around the combined deferral for the single-
tail comparator as per the following: tdelay = t0 + tlatch t0 mirrors the hooking
postponement of the release blunder T-lock delay.
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Fig. 3 Single-tail comparator

5 Proposed Circuit

The key principle of the theoretical high-speed comparator is to upsurge speed of
the latch replication to improve speed of the bolt. For this purpose, parallel to M3
or M4 transistors, two control transistors (Mc1 and Mc2) were attached to primary
phase. Many technical problems have to be addressed when constructing the planned
comparator. Time it receipts for one of control transistors to turn on necessity be lesser
than t0 when influential size of the tail transistors (Mtail1 and Mtail2) (Starting bid
generation) (Fig. 4).
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Fig. 4 Schematic design of single tail comparator

6 Symbol Creation

Schematic is turned into a figure representing circuit diagram. This symbol is used
in construction of test benches to produce necessary [7] (Fig. 5).

7 Test Form Plan

Symbol is encompassed in test bench field, and appropriate pins are given as input
and output. A voltage of 1 V DC is applied to VDD, other end ashore. The inputs are
given clock pulses, and circuit is simulated to obtain yield waveforms [7] (Fig. 6).

8 Results and Simulations

It is possible to build the 180 nm high-speed comparator in T-spice applications.
Various parameters can be evaluated using this program (Table 1).

Identify applicable funding agency here. If none, delete this. The transient analysis
of the outputs from 180 nm as shown in Fig. 7 and then Fig. 8. Transitory analysis
describes operational principles (Figs. 9 and 10).



160 R. Nagore et al.

Fig. 5 Symbol of a single tail

Fig. 6 Test bench

9 Conclusion

The 180 nm high-speed comparator was constructed by means of imitation soft-
ware. In elevation, speed here may be reached by reducing the delay. This disserta-
tion provides the study of the delays for clocked dynamic comparators. Single-tail
comparator systems are analyzed. Amodern high-speed comparator with little power
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Table 1 Results for contrast

Comparator structure Conventional dynamic
comparator (2)

Conventional dynamic
comparator (1)

Proposed dynamic
comparator

Technology (nm) 180 180 180

Power supply voltage
(V)

1.8 1.2 1.8

Power dissipation
(µW)

244 329 209

Delay/log (V in) (p) 959.55 940 922.4

Fig. 7 Delay of the proposed comparator supply voltage (VDD)

Fig. 8 Transient simulations
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Fig. 9 Average power overall dynamic comparator

Fig. 10 Layout schematic diagram

capabilities has been developed to boost the comparator’s efficiency and reduce the
delay post-layout simulation findings in 180 nm. CMOS equipment verified that new
comparator’s delay and energy per adaptation are significantly decreased as opposed
to the traditional dynamic comparator.
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Design of Protection Circuit
for Biomedical Signals Using 180 nm
Technology

Prashant Yadav, P. P. Bansod, D. K. Mishra, and Rupali Jarwal

Abstract This paper presents designing of protection circuit for biomedical signals
that is electrocardiograph (ECG) and electroencephalogram (EEG). Protection circuit
is an essential part of any biomedical device, and it is designed using Cadence
Virtuoso environment in 180 nm SCL technology with 1.8 V power supply. During
signal acquisition of ECG and EEG, events like voltage surges and current spikes can
occur because of defibrillator or electrostatic discharge. The altered voltage inputmay
transfer high current to the patient and can be even fatal. To minimize these effects,
protection circuit is used to protect patient and electronic circuit against serious
damage. Proposed protection circuit can successfully limit high-voltage surges up
to 1.5 to 2.7 V and generate almost no current. Low-pass filter (LPF) provides noise
cancelation to electrosurgical RF units and eliminates phase distortion in EEG and
ECG signals with 3.49 kHz cutoff frequency.

Keywords Electrocardiograph (ECG) · Electroencephalogram (EEG) ·
Electrostatic discharge (ESD) · Low-pass filter (LPF) · SCL technology · Cadence
Virtuoso

1 Introduction

Human body produces electrical signs having low recurrence and extremely low
abundancy, to manage these low recurrence and plentifulness, high CMRR is needed
to recognize powerless biomedical signs as normal mode sign may modify the
first sign. To satisfy these prerequisites, instrumentation enhancer is utilized as
pre-speaker as it has high differential addition and high CMRR [1–4].
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Electrocardiograph is a high accuracy electronic gadget for clinical consideration.
Utilizing ECGgadget, the ideal powerless voltage–current pointers are intensified, so
they might put something aside for finding and clinical examination. ECG [5] alerts
range from few millivolts with electricity band aspect of 0.05 to 100 Hz [6]. The
alerts are much liable to defibrillation, diverse undesirable electric susceptibilities,
and other noises. Excessive voltage for 5 to 20 ms is created because of these factors,
which is a very long duration for any electronic device to pull through [7]. Therefore,
this excessive voltage required to be clamped using safety device and noises to be
filtered out.

Electroencephalogram is an electrophysiological signal that maps brain activity,
which is extremely important to diagnose and analyze neurological disorders. EEG
[8–11] signal amplitude ranges from 10 to 100 µV with frequency band of 0.5 to
100 Hz which is very susceptible to electrosurgical RF noises and phase distortion
[12].

The biomedical signs [13, 14] are taken from human body, so tape of these signs
is an extraordinary test in light of the fact that biomedical signs take little recur-
rence and extremely low plentifulness, thusly high common mode rejection ratio
(CMRR) is needed biomedical signal front-end design to detect the exceptionally
frail biomedical signs in light of the fact that the normal mode sign may influence
the biomedical signs. Along these lines, the instrumentation intensifier is utilized as
the pre-enhancer. It has high differential increase just as high normal mode dismissal
proportion (CMRR). The common technique for measuring the biomedical signals
is electroencephalography and electrocardiography [9, 15].

Table 1 demonstrates dissimilar biomedical signals with their amplitude and
frequency range [16].

Figure 1 shows block diagram of biomedical signals acquisition structure. Fortifi-
cation circuit is provided with the signals from leads that are connected to the patient,
it secures patient and device from great voltage–current events. Further, the signals
are passed to instrumentation amplifier (IA) for signal amplification so it can be
detected and analyzed easily. In order to reduce the interference noise due to high
resistance used in IA, band-pass filter is used.

Table 1 Biomedical signals

Biomedical signals Frequency range (Hz) Amplitude range

ECG 0.05 to 150 1 to 5 mV

EEG 0.5 to 40 0.5 to 100 µV

Fig. 1 Block diagram of biomedical signal acquisition unit
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Table 2 Sources of input
transient

Input transient sources Magnitude (kV)

Defibrillation ~6

Electrostatic discharge (ESD) ≥2

Electrosurgical RF units ~0.3–2

Accidental contact with power supply ~0.11–0.22

2 Sources of Input Transient

Input transient degree offered by different sources of ECG and EEG, respectively, is
as follows [17]:

Defibrillation: Defibrillators are gadgets that re-establish a typical heart beat by
transfer an electric heartbeat or shock to the heart. They are exploited to foresee
or discourse an arrhythmia and can likewise forestall unexpected demise among
individuals who have high danger of a dangerous arrhythmia (Table 2).

ESD: Electrostatic discharge is the exchange of electrical charge between two
bodies at various possibilities because of direct contact or an actuated electric field,
and if this charge exceeds safety limit, it will damage the IC. ESD is a major concern
in case of MOSFET as it can destroy gate oxide, metallization, and junction. ESD
can harm patient as current may flow from circuit to the patient causing an electric
shock that can be even fatal [18].

ElectrosurgicalRFunits (ESU):Biomedical sign should be shielded fromdifferent
natural or outer emanations. Close by clinical gears can likewise produce high recur-
rence. During electrosurgery, ECG and EEG transmissions can turn out to be signif-
icantly twisted because of the impedance of the radio recurrence signals which are
ensured by electrosurgical unit. ESU recurrence goes from 100 kHz to 100 MHz
with greatness up to a few of kilovolts [19].

The insurance circuit liked in this paper includes voltage restricting gadget that
can clasp voltage more modest than 40 V. Information separating unit turns down
ESU clamor without mutilating ECG and EEG signal. Patient is gotten from over
voltage–recent developments by thinking about these variables.

3 Filtering and Protection

Resistor R shown in Fig. 2 [17], in voltage limiting device that can limit voltage and
eventually the current flow. Range of resistor can be varying from 10 to 20 k� [12,
20].

Instead of diode D1, MOSFET is used with drain and source shorted because it
have characteristics equal as diode [21] (Fig. 3).
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Fig. 2 Input protection
circuit

Fig. 3 ECG input filtering circuit

4 Implementation of Input Filtering Protection Circuit

Figure 4 shows schematic of protection circuit. Voltage limiting device clamps high
voltage, and low-pass filter limits radio frequency/ESU interference.With the support
of electrode of left and right arm, R and C values are obtained. Amplifier is supplied
with the clamped and filtered outputs.

The filtering circuit successfully limits frequency of 3 kHz to 5 kHz approxi-
mately that is sufficient to diminish ESU noise however can also be prevented phase
distortion in biomedical signals.
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Fig. 4 Schematic of protection circuit

5 Analysis of Circuit

5.1 Voltage Clamping Analysis

Clipping device comprises MOSFETs before which resistor is used that limits the
current and even protects the device from damage. OneMOSFET clipper is operated
in reverse saturation as shown in Fig. 5.

5.2 ESU Filtering Analysis

Figure 6a shows low-pass filter (LPF) with 3.49 kHz cutoff frequency which can
successfully eliminate ESU noise and can also control the phase distortion of
biomedical signals. This enables error-free biomedical signal diagnosis and analysis.

Figure 6b shows LPF output gain plot with respect to frequency.

5.3 Overall Analysis

Pulse of high voltage about 2 to 7 kV is applied to circuit, but protection circuit avoids
the defilement of electronic device. Considering safety of patient, leakage current
should be negligible because it can be even fatal.
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Fig. 5 Graphical representation of voltage clamping

Figure 7 shows defibrillator of 2.53 kV with high rise time, supplied to protection
circuit which limits it to 2.7Vwith negligible leakage current. The final output comes
under few millivolts (Figs. 8 and 9).
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Fig. 6 a Diagram of ESU filter, b Graphical plot representation of output gain

6 Conclusion

Favored insurance circuit in this paper can effectively restrict high voltage–recent
developments that give security to patient and stay away from pollution of electronic
gadget. Voltage scope of kilovolts can be braced from 1.5 V to 2.7 V, and spillage
current is practically unimportant. ESU clamor and stage mutilation are additionally
disposed of utilizing low-pass channel (LPF). Indeed, evenwith the vulnerable recur-
rence range distinction among ECG and EEG flags, the favored insurance circuit can
ensure the two signs for blunder-free conclusion and investigation, yet most huge
job of the security circuit is the well-being of the patient. The circuits are carried out
and recreated utilizing rhythm Virtuoso Climate in 180 nm SCL innovation (Table
3).
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Fig. 7 Graphical plan symbol of clamped voltage
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Fig. 8 Graphical plot representation of transient response of protection circuit when ECG signal
is applied
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Fig. 9 Graphical plot representation of transient response of protection circuit when EEG signal
is applied
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Table 3 Simulated results of protection circuit

S. No. Simulated results of protection circuit

Parameters Target specifications Achieved specifications

1 Technology (nm) 180 180

2 Supply voltage (V) 1.8 1.8

3 Defibrillator voltage (kV) 4–7 5

4 Defibrillator current (A) 40–60 50

5 Clamped voltage due to primary
protection circuit (V)

≤ 5 2.7

6 Clamped voltage due to
secondary protection circuit (V)

≤ 1.8 1.3

7 Cutoff frequency of RC low-pass
filter (KHz)

3–5 3.49

8 ECG amplifier output voltage ≤ 0.5 V 0.83 mV

9 EEG amplifier output voltage ≤ 0.5 V 40.3 µV

10 Power dissipation (uW) ≤ 2 1.5
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Analyzing Performance of IoT
Applications—A Software Metric
Approach

Rishabh Deo Pandey and Itu Snigdh

Abstract Software metrics are an integral part of any software. Currently, there
are many IoT applications that are being created. Our article tries to apply metrics
to the basic applications that an IoT application employs. We analyze the network
performance using the applications in context tometrics like reliability, functionality,
and efficiency. We also show through simulations the performance variations in the
applications subject to similar network conditions.

Keywords Software metrics · Internet of Things · Energy efficiency · CoAP · CBR

1 Introduction

Internet of Things abbreviated as IoT is a network of physical devices or things
embedded with electronic devices such as sensors, actuators, software, and an inter-
connecting network which enables it to collect and manage data without involving
human interaction [1]. By the term ‘things,’ we refer to various smart devices such
as smart watches, smart homes, heart rate monitoring chips and similar hardware for
IoT based applications. It helps to integrate human society and physical devices. It
combines various technologies into a single intelligent unit. Due to its tremendous
growth in presentmarket, IoT is being considered as the Fourth Industrial Revolution.
Machine to machine (M2M) is considered as the forerunner of IoT [2]. However,
due to its cloud architecture, IoT is more scalable as compared to M2M.

Though IoT is not a very old term in industrial market, its base was provided way
back in 1800s [3]. A brief evolution of IoT technology is mentioned in Table 1.
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Table 1 Evolution of IoT

Year Description

1832 Electromagnetic telegraph was designed through which two devices can directly
communicate with each other with the help of electrical signals

1980 Coca Cola vending machine located at Carnegie Mellon University used microswitches
and Internet for tracking the cooling of bottles and cans

1990 John Romkey designed a toaster that could be turned on and off via Internet with the help
of TCP/IP protocol

1999 Kevin Ashton in 1999 while working for Proctor & Gamble. He gave the term ‘Internet of
Things’ during a presentation on the use of RFID in supply chain management

2000 LG electronics developed an Internet refrigerator that keeps track of the items that were
stored in it using RFID

2008 First global conference on IoT was held at Zurich in Switzerland

2011 IPV6 was launched which allowed 2128 different addresses to communicate

1.1 Introducing Metrics for IoT Applications

The different domains where IoT is being utilized can be enlisted as follows:

1. Wearables: includes Fitbit, smart watches.
2. Smart Home
3. Health Care: heart rate monitoring devices.
4. Agriculture: involves technologies such as smart greenhouse.
5. Industrial Automation: application of IoT in quality check, logistics, and

supply chain management.
6. Smart Cities: optimized traffic system.

Common to all the mentioned applications, the IoT application comprises four
major segments [4]. The sensor and actuators with the communication capabilities
are the integral part and mostly hardware oriented. The software segment consists of
the user interface modules, connectivity, and adaptability of the apps across different
machine capabilities and interfaces. Since an important part of an IoT application
is the software in addition to its hardware, evaluation of the performance of an IoT
application becomes necessary [5]. It is known that software metrics are a measure of
characteristics of the software that are quantifiable or countable. The main objective
of any software metric is to analyze the product or process, to determine its quality
and suggest improvements as well as predict when the software development process
is over [6]. Software metrics, therefore, need to be developed for IoT applications,
in order to monitor IoT performance for fulfilling the following requirements:

• Able to monitor devices that run on different processor architecture.
• Able to monitor IoT application written in different programming languages.
• Overhead in monitoring should be minimal.
• Able to receive data generated.
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There aremany softwaremetrics that are generally used for IoT systems [7]. Some
of them are as follows:

• Mean time between failures (MTBF).
• Mean time to repair (MTTR).
• Function-oriented metrics (computing function point).
• Defect removal efficiency (DER).
• Application crash rate (ACR).

2 Related Work

In [8], IoT framework, which is a computational middleware, was discussed briefly.
It was designed on an open-source component. Likewise, in [9], the authors examine
about IoTivity Cloud, which is one of the most prominent open-source platforms
responsible for gathering, analyzing, and interpreting enormous amount of informa-
tion accessible in the IoT climate. As suggested by [5], to give a profound knowledge
into IoT Web application execution, two test applications were carried out. In the
first application, latencies initiated by various communication protocols were with
the help of message encodings techniques as well as graphic rendering performance.
They additionally analyzed the working of various Web platforms by implementing
them separately. In the subsequent application, Web execution of different IoT
messaging protocols, for example, MQTT, AMQP, XMPP, and DDS, was assessed
by estimating the delay in the sensor message delivery and the message delivery
throughput rate. On the one hand, the data storage and processing capabilities were
measured [9, 10], and on the other hand, literatures also provide instances to prac-
tically test the performance of routing protocol for low-power and lossy networks
(RPL) in different scenarios in order to evaluate its efficiency in terms of packet
delivery ratio (PDR), throughput, and latency [11]. While considering security as a
performancemetric,BenchIoT is a benchmark suite and assessment system to address
squeezing difficulties and constraints for assessing IoT-µCs security. The assessment
system empowers programmed assessment of 14 measurements covering security,
execution, memory use, and energy utilization. The BenchIoT benchmarks give a
curated set of five genuine IoT applications that cover both IoT-µCswith andwithout
an OS [12].

3 Simulation and Analysis

• In order to determine performance of a software model, we have predefined ISO-
9126 software quality characteristics which is used for evaluating the software
model [13]. It mainly comprises six attributes for evaluating amodel. For analysis,
we have considered attributes illustrated below:
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• Functionality as a metric of performance includes suitability, accurateness,
security, interoperability, and compliance. It is observed by the throughput of the
application.

• Reliability as a metric for fault tolerance comprises maturity, fault tolerance,
and recoverability. It has been measured as the packet delivery ratio.

• Efficiency includes time behavior and resource behavior. Here, we have consid-
ered delay and energy efficiency.

Our model is assessed on the basis of these factors. To analyze the efficiency of
an IoT-based application, a system model has been implemented via NetSim version
11.0.21 as shown in Fig. 1. The IoT model comprises a hypothetical outlay of 16
sensors deployed in an area of 500 * 250 (grid length 500 m and sensor grid length
250 m). These 16 nodes are connected through Zigbee protocol (IEEE 802.15.4) to
a gateway which is further connected to a wireless server with the help of a router
and an access point.

For the simulation, we have placed 16 nodes randomly and considered ideal
condition. We assume that there is no path loss. The routing algorithm is AODVwith
four different applications, namely COAP, VIDEO, CBR, and VOICE. All the 16
sensors are connected to a server through these applications. The sensor and their
respective application details are given in Table 2.

We have considered constrained application protocol (CoAP) as it is a specialized
Web transfer protocol and is generally used with constrained nodes and constrained
networks in IoT [14]. CoAP is created in such a way so as to enable simple,
constrained devices to join the IoT network even through constrained networks with
low bandwidth and low availability. Application CBR stands for constant bitrate and
is an encoding technique which keeps the bitrate constant [15] and is employed in

Fig. 1 NetSim connection
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Table 2 Sensor application
details

Application Sensor ID

COAP 1, 5, 9, 13

VIDEO 2, 6, 10, 14

VOICE 3, 7, 11, 15

CBR 4, 8, 12, 16

most networks. The main advantage of using the CBR is that the multimedia data
is processed faster as compared to other alternatives like variable bitrate (VBR).
Voice and video applications attribute to the continuous data in IoT like camera and
sound feeds. To analyze the performance of a network, four different parameters are
considered which are illustrated as follows:

• Throughput: Rate of successful message delivery over a channel.
• Packet delivery ratio (PDR): Ratio of the total number of packets received to

the total number of packets sent in a network.
• Energy/battery: Amount of energy consumed.
• Delay: Amount of time a bit takes to travel from one endpoint to another endpoint

in a communicating network.

A network’s performance can be evaluated using abovementioned parameters as
when they are mapped with the characteristics of ISO-9126 model [16, 17]. It is
observed that throughput and delay would provide information regarding efficiency
(time behavior characteristics), energy/battery gives information regarding efficiency
(resource behavior), and throughput involves functionality (accurateness) behavior
of a network.

4 Results

In this section, the detailed comparison of all four applications on the basis of
four different parameters is done via comparison table. Three different scenarios
of varying simulation times, 100, 200, and 500, have been used. The parameters
were studied with the help of various metric tables that were generated in the end of
NetSim simulation, and a sample has been represented in Fig. 2. Tables 3, 4, and 5
present the result obtained from the simulations.

From the results, we infer that, in order to determine the performance of different
applications, the simulation result suggests that throughput for the multimedia appli-
cations such as VIDEO and VOICE is better as compared to CoAP. Also, when the
simulation time is increased, throughput for CBR also increases but simultaneously
delay also increases.When analyzing the performance of Zigbee network, CoAP and
VIDEO applications are more effective than CBR and VOICE.
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Fig. 2 Application metrics

Table 3 Simulation results for 100 s

Appln Avg. throughput (in
Mbps)

Avg. energy
consumed (in mJ)

Avg. performance
of Zigbee (IEEE
802.15.4)

Average delay (in
milliseconds)

COAP 4.025× 10−5 1187.45 0.27 17.23

VIDEO 8.075× 10−3 1592.54 0.24 13,965.56

VOICE 5.186× 10−3 1389.63 0.20 23,539.03

CBR 4.909× 10−3 1416.87 0.20 47,848.64

Table 4 Simulation results for 200 s

Appln Average throughput
(in Mbps)

Avg. energy
consumed (in mJ)

Avg. performance
of Zigbee (IEEE
802.15.4)

Average delay (in
milliseconds)

COAP 3.217× 10−3 3574.87 0.25 2255.10

VIDEO 7.996× 10−3 4780.00 0.24 40,592.04

VOICE 5.247× 10−3 4180.18 0.21 69,251.72

CBR 4.746× 10−3 4253.11 0.20 137,435.87

Table 5 Simulation results for 500 s

Appln Avg. throughput (in
Mbps)

Avg. energy
consumed

Avg. performance of
Zigbee (IEEE
802.15.4)

Avg. delay (in
milliseconds)

COAP 2.441× 10−3 5948.96 0.26 12,368.06

VIDEO 6.64× 10−3 6906.72 0.24 55,304.46

VOICE 5.89× 10−3 6450.46 0.22 98,742.57

CBR 7.63× 10−3 6980.01 0.23 251,298.79
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5 Conclusion

Our paper presents the metrics that are important for identifying the performance
of IoT applications. We are aware that many IoT applications are based on text,
audio, and video, and their delay and throughput under the same network conditions
vary, which we have portrayed in our article. We have also shown that though we
may have dedicated video applications in the sensor devices, CoAP is more robust
against packet delivery losses as well as better in conserving energy. Also the delay
is least in CoAP and is worst for CBR that confirms we do not employ CBR for IoT
applications.

References

1. ChenH, JiaX, LiH (2011)A brief introduction to IoT gateway. In: IET international conference
on communication technology and application (ICCTA 2011). IET

2. Alam M, Nielsen RH, Prasad NR (2013) The evolution of M2M into IoT. In: 2013 First
international black sea conference on communications and networking (BlackSeaCom). IEEE

3. Suresh P et al (2014) A state of the art review on the Internet of Things (IoT) history, tech-
nology and fields of deployment. In: 2014 International conference on science engineering and
management research (ICSEMR). IEEE

4. Udoh IS, Kotonya G (2018) Developing IoT applications: challenges and frameworks. IET
Cyber-Phys Syst Theory Appl 3(2):65–72

5. Babovic ZB, Protic J, Milutinovic V (2016) Web performance evaluation for internet of things
applications. IEEE Access 4:6974–6992

6. Fenton NE, Neil M (2000) Software metrics: roadmap. In: Proceedings of the conference on
the future of software engineering

7. Lee M-C (2014) Software quality factors and software quality metrics to enhance software
quality assurance. Curr J Appl Sci Technol 3069–3095

8. Vandikas K, Tsiatsis V (2014) Performance evaluation of an IoT platform. In: 2014 Eighth
international conference on next generation mobile apps, services and technologies. IEEE

9. Dang T-B et al (2017) Performance evaluation of an IoT platform. In: Proceedings of the Korea
information processing society conference. Korea Information Processing Society

10. Asiminidis C, Kokkonis G, Kontogiannis S (2018) Database systems performance evaluation
for IoT applications. Int J Database Manage Syst (IJDMS) 10

11. KharrufaH et al (2019)Aperformance evaluation ofRPL inmobile IoT applications: a practical
approach. IFAC-PapersOnLine 52(24):312–317

12. Almakhdhub NS et al (2019) Benchiot: a security benchmark for the internet of things. In:
2019 49th annual IEEE/IFIP international conference on dependable systems and networks
(DSN). IEEE

13. Miguel JP, Mauricio D, Rodríguez G (2014) A review of software quality models for the
evaluation of software products. arXiv preprint arXiv:1412.2977

14. Bormann C, Castellani AP, Shelby Z (2012) Coap: an application protocol for billions of tiny
internet nodes. IEEE Internet Comput 16(2):62–67

15. Kershaw S, Hughes-Jones R (2010) A study of constant bit-rate data transfer over TCP/IP.
Futur Gener Comput Syst 26(1):128–134

16. Moridi MA et al (2018) Performance analysis of ZigBee network topologies for underground
space monitoring and communication systems. Tunn Undergr Space Technol 71:201–209

17. Guceglioglu AS, Demirors O (2005) Using software quality characteristics tomeasure business
process quality. In: International conference on business processmanagement. Springer, Berlin,
Heidelberg

http://arxiv.org/abs/1412.2977


Study and Comparison of Various
Protection Configurations in Optical
Networks

Sandeep Dabhade, Santosh Narayankhedkar, Rahul S. Bramhane,
and Vishaka R. Mote

Abstract In optical networks, various protection mechanisms are used. Network
survivability is critical in optical networks so that in any case, trafficwill not be down.
In protected scenarios, there are work path and backup path so that even if work path
fiber is cut, then traffic will switch to protect path. In this paper, we have covered
sub-network connection protection (SNCP), optical line protection (OLP), Y cable,
line- and client-side protections, comparison between these protection schemes.

Keywords SNCP · Line protection · Client protection

1 Introduction

In optical networks, optical add drop multiplexers are connected through optical
fiber cables. In actual field, users will create 1GBE, 10GBE, 100GBE, etc., optical
connections passing through multiple nodes. These nodes will carry audio, video,
data traffic, and the optical connections whichwill be either unprotected or protected.
Network survivability plays critical role; since in any case, traffic should not be down.
Hence, various protection schemes have evolved like sub-network connection protec-
tion (SNCP), optical line protection (OLP), and line-side and client-side protections.
Depending upon the customer configuration and requirements, various protection
mechanisms are used in field [1–3]. For example: Some customers will need path-
level protection, while others will need port-level protection. We have created these
setups on simulators [4–6].

2 Optical Protection: Client Protection

Client-level protection used in optical networks.
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Fig. 1 Client protection with 100GBE packs service

Fig. 2 Routing display of 100GBE connection

We have created three client-side protection setups using real nodes, one setup is
with 100GBE transponder, second setup is using 500GBE transponder packs, and
third setup is with 200GBE packs [7–10].

2.1 Client Protection with 100GBE Packs

See Figs. 1 and 2.

2.2 Client Protection with 500GBE Packs

See Figs. 3 and 4.

Fig. 3 Client protection with 500GBE pack service
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Fig. 4 Routing display of 500GBE client-protected connection

Fig. 5 Client-protected service

2.3 Client Protection with 200GBE Packs

See Figs. 5 and 6.

Fig. 6 Routing display of client protection with 200GBE packs
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3 Sub-Network Connection Protection (SNCP)

SNCP provides path-level protection and is widely used in optical networks. In our
setup, SNCP is created using MUXPONDER which has eight client ports and two
line port [11].

L1 of node 1 is connected to L1 of node 2, and L2 port of node 1 is connected to
L2 port of node 2. When traffic is switched from L1 port to L2 port, L1 port can be
switched off by software-defined network. Also, if traffic is flowing through only one
client port, then remaining unused client ports can be switched off using software
defined network [12] (Figs. 7, 8 and 9).

Fig. 7 End-to-end routing display of SNCP

Fig. 8 1GBE SNCP
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Fig. 9 1GBE SNCP service connection

4 Line Protection

Line-side protection is port-level protection. There are various methods in line-side
protection (Figs. 10 and 11).

Fig. 10 Line-protected service

Fig. 11 Routing display of line-side protection
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Fig. 12 Y cable-protected service connection

Fig. 13 Routing display of Y cable service

5 Y Cable Protection

Y cable protection provides both line- and client-side protections. Y cable is like
optical splitter (Figs. 12 and 13).

6 Conclusions

In optical networks, audio, video, and traffic need to be protected in any situation like
fiber cut.Whenever work path fiber gets cut, traffic switches to protect path, and once
work path is restored, then traffic can bemoved back to work path. Y cable protection
can be used for both line and client side, sub-network connection protection is used
for path protection, line protection is for port-level protection, while client protection
scheme is used to protect traffic at client level.
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Evolutionary Tool for Denoising DNA
Microarray Images Using CNN

R. Sunitha and H. B. Phani Raju

Abstract Deoxyribonucleic acid (DNA) microarray technology has promised rapid
improvement in recent studies. On DNA microarray images, there are several spots.
Spots on microarray images represent gene expression and show the status of normal
and malignant cells. One of the approaches for enhancing and analysing an image
is to use digital image processing. In this paper, a convolutional neural network
(CNN)-based denoising technique is developed and deployed. It is based on feature
extraction from images. It is no longer necessary to manually extract features. The
simulation is carried out using MATLAB to evaluate the performance parameters
like peak signal-to-noise ratio (PSNR), mean squared error (MSE) and structural
similarity index (SSIM). The comparison between different filtering techniques and
CNN is carried out checking for the efficiency. The traditional image noise reduction
methods such as median filter method, linear filter method andWeiner filter methods
are compared with CNN. The advantage is that the CNN model’s parameters may
be fine-tuned by network testing and training, whereas the parameters of traditional
image denoising methods are fixed and cannot be changed throughout the filtering
process and resulting in a lack of configurability.

Keywords Linear filter · Standard median filter · Weiner filter · Convolutional
neural network · Mean square error · Peak signal-to-noise ratio · Structural
similarity index · Deoxyribonucleic acid

1 Introduction

Microarray analysis is increasingly becoming a common research technique.
However, the images generated by microarray studies are not perfect, as they contain
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noise sources that taint them at various stages of their development. To provide
trustworthy and accurate downstream analysis, these microarray pictures must be
denoised. Distinguishing genuine gene expression values from experimental noise is
a fundamental difficulty inDNAmicroarray analysis. Using an appropriate denoising
tool, this paper proposes an efficient noise reduction strategy for microarray image
Fig.1.

The ability to successfully filter away image noise has a direct effect on subse-
quent processing in image processing, such as object classification, edge recognition,
extraction of features and so on. The degradation model, which is expressed as N =
x + Ng, where x is a clean image, N is a noisy image, and Ng is the additive Gaus-
sian noise with standard deviation σ , is extensively employed in denoising problems
to recover clear images. We normally apply two types of filtering on images. One
is based on the spatial domain, and the other is on the frequency domain. Image
filtering in the spatial domain uses the coefficients of several frequencies, whereas
in the frequency domain, image filtering uses the pixel intensity and its neighbours.
The respective denoising approaches for these two domains can be classified as
spatial domain-based or frequency domain-based methods. The intensity of each
pixel of an image is directly addressed by spatial domain-based approaches. After
image decomposition, frequency domain-based algorithms handle picture denoising
by modifying corresponding coefficients of numerous frequencies. These traditional
image denoising methods are fixed and cannot be changed throughout the filtering
process and resulting in a lack of configurability.

To achieve image denoising efficiently, we use convolutional neural network
method. During network training, the CNN model has the advantage of continu-
ously improving the weight of the convolution kernel. We also built the CNN model
to see how it compares to traditional filters.We get twomodels that correlate to Gaus-
sian noise after the network training. Denoising using the proposed CNN model has
demonstrated improved performance when compared to other filtering techniques
(Fig. 1).

Fig. 1 Microarray image
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2 Related Work

A significant amount of research has been done in the field of microarray image
denoising, according to the findings of the literature review. It merges the conclu-
sion of many different sources to explain the overall understanding of the topic.
Microarray preparation, image acquisition and analysis, data pre-processing and
normalisation and data in detail analysis have all been discussed by Leung et al. [1].
A vector processing-based framework for DNA microarray image denoising was
proposed by Lukac and Plataniotis [2]. Tian et al. [3] introduced a new methodology
for deniosing microarray pictures that combines Gaussian mixture methods (GMM)
and vector flow analysis (VFA). Shao et al. [4] have suggested a novel, totally auto-
mated method for successfully detecting a deformed grid structure in a microarray
image. The gridding process can be thought of as an optimisation issue that can be
addressed using a genetic algorithm (GA). Nagaraja [5] has presented a strategy for
utilising mathematical morphology for the enhancement of microarray pictures that
is automated. On the basis of a vascular bio-marker on tissue microarrays, Ng and
Ma [6] suggested a system for correctly assessing the presence and amount of stain.
Liu et al. [7] developed and implemented a linear CNN-based denoising algorithm.
Their results reveal that the suggested CNN method effectively removes Gaussian
noise and greatly improves standard picture filtering methods. The denoising with
CNN model has proven to be superior in terms of filtering operations. Zuo et al.
[8] suggested the enhanced convolution neural denoising network as a new method.
To overcome the problem of training challenges and expedite network convergence,
they applied residual learning and batch normalisation approaches [9–16].

3 Methodology

The block diagram of Fig. 2 is divided into two parts. The first filter is the noisy image
using traditional image filtering methods like: median filtering, Weiner filtering and
linear filtering. The second method is CNN method.

The steps are followed for both traditional and CNN methods. Later, we are
comparing both the results to know the efficiency of the image. In CNN method,
we use a particular tool called as deep learning tool which helps in removing the
noises present in the input images and thus helps in comparing the results with other
traditional filtering methods with respect to the parametric efficiency. The proposed
methodology is divided into five steps: (i) acquiring the microarray input image, (ii)
adding the noise to the image, (iii) denoising the image using different traditional
filtering techniques, (iv) denoising the image using CNN and (v) evaluating the
performance parameters.
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Fig. 2 Block diagram of the proposed methodology

4 Implementation

4.1 Traditional Filtering Techniques

Filtering is a technique for changing or enhancing a picture in digital image
processing. We can apply filters to an image to highlight certain features while
removing others.

The process followed is shown in Fig. 3. Here, we acquire a microarray image and
induce a certain amount of noise such as Gaussian noise. The filtering techniques
are applied on these noisy images to remove the noise and to obtain denoised image.
Every filtering technique is different and has its particular algorithm. It executes the
matrix’s two-dimensional filtering operations. The median value in the 3 × 3 region
around the corresponding pixels in the input image is stored in each output pixel.

When the goal is to reduce noise while maintaining edge, a median filter is more
successful than convolution. It plays out the filtering activities of the grid in two
measurements. Each output pixels contains the median an incentive in the 3 × 3
neighbourhood around the comparing pixels in the image. A median filtering [17]
is more compelling than the convolution when the objective is to at the same time
decrease the noise and safeguard edge.

A linear filter [18] is a filtering technique in which the output pixel’s value is a
linear combination of the pixel value in the input pixel’s neighbourhood. Random
noise is reduced, edges are sharpened, and unequal illuminations are corrected using
the linear filtering technique. The technique is carried out by applying a correlation
filter to the image. The weighted sum of nearby pixels is used to calculate the value
of the output pixel.
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Fig. 3 Flowchart for traditional filtering technique

Weiner filtering is a filtering technique that uses linear time-invariant LTI filtering
of an observed noisy process to obtain an estimate of a desired or target random
process. The mean squared error between the estimated random process and the
desired process is minimised using this filtering technique. It employs a pixel-
by-pixel adaptive Weiner method based on statistics estimated from each pixel’s
local neighbourhood. Once the noisy microarray image is filtered to obtain denoised
image, the performance parameters are calculated to find whether these techniques
are effective for denoising.

4.2 Convolution Neural Network (CNN)

The convolutional neural network (CNN) system is as shown in Fig. 4. It is a
type of improved artificial neural network that is used to classify images, group
them according to similarity and identify objects. They interpret images as three-
dimensional objects rather than flat canvases with only width and height measure-
ments, and they assimilate them as three distinct layers of colour layered one on top
of the other. To receive a normal colour image in the form of a rectangle box whose
width and height are determined by the number of pixels along their lengths, the depth
is three layers deep, one for each RGB colour. Deep learning toolbox R2020A gives
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Fig.4 Convolutional neural network system

a system to structuring and executing profound neural systems with calculations,
pre-prepared models and applications.

For image handling, analysis, perception and computation improvement, the
image processing toolbox provides a comprehensive range of reference standard
calculations and work process applications. It has access to typical image processing
operations and can automate them.

5 Results

Tables 1, 2 and 3 show the comparison of performance parameters for Gaussian

Table 1 Comparison of PSNR (dB) obtained from filtering techniques and CNN

PSNR (dB) Noise 10% Noise 20% Noise 50% Noise 90%

Image 20.7268 16.9769 10.0596 6.2580

Median filter [4] 21.1892 17.2281 10.0113 0.0241

Weiner filter [5] 20.7164 16.8659 9.9707 6.2370

Linear filter [18] 20.8000 17.0165 10.0972 6.2266

Proposed CNN 30.9143 30.6562 29.9633 29.4354

Table 2 Comparison of MSE obtained from filtering techniques and CNN

MSE Noise 10% Noise 20% Noise 50% Noise 90%

Image 0.8914 0.7835 0.4516 0.0850

Median filter [4] 0.8780 0.7572 0.4059 0.0306

Weiner filter [5] 0.8432 0.7322 0.3813 0.0331

Linear filter [18] 0.8932 0.7847 0.4167 0.1000

Proposed CNN 0.8101 0.8597 1.0084 1.1397



Evolutionary Tool for Denoising DNA Microarray Images Using CNN 199

Table 3 Comparison of SSIM obtained from filtering techniques and CNN

SSIM Noise 10% Noise 20% Noise 50% Noise 90%

Image 0.6684 0.7319 0.6532 0.4961

Median filter [4] 0.8475 0.8223 0.7245 0.5632

Weiner filter [5] 0.7905 0.7838 0.6954 0.5661

Linear filter [18] 0.884 0.8344 0.7154 0.5084

Proposed CNN 0.9579 0.9447 0.9145 0.9152

noise evaluated using filtering techniques and CNN. The accuracy and quality of
denoising schemes influence the selection of these parameters. The following are the
parameters:

I. Mean square error (MSE) is defined as the cumulative squared error between
the input image and the denoised image, and it should be less than one. It is
calculated as shown in Eq. (1)

MSE = 1

P ∗ Q

P−1∑

i=1

Q−1∑

j=1

[I (i, j) − O(i, j)]2 (1)

II. Peak signal-to-noise ratio (PSNR) is an estimatedmeasurement of the quality
of the reconstructed image. The PSNR is calculated as in Eq. (2)

PSNR = 10 log
2552

MSE
(2)

III. The structural similarity index (SSIM) was proposed by Wang et al. [19].

SSIM =
(
2μxμy + c1

)(
2σxy + c2

)
(
μ2

x + μ2
y + c1

)(
σ 2
x + σ 2

y + c2
) (3)

Tables 1, 2 and 3 show comparison between median filter, linear filter, Weiner
filter and proposed CNN method in terms of PSNR, MSE and SSIM values with
different densities of noise. Results show that PSNR is high and SSIM is closely
equal to one in CNN method as compared with traditional filter methods.

6 Conclusion

In this paper, the major concentration is upon the enhancement of DNA microarray
image. Here, we use the basic traditional filtering techniques and CNNmethod on the
microarray image for its comprehensive enhancement. The quantitative is calculated
for each technique and is compared with CNN model. We can see from the findings
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that the CNN approach produces better residues than the traditional methods. The
experimental results demonstrate that the proposed algorithm implements effectively
in various noise densities. These results prove that our algorithm is more exclusively
feasible and meaningful.

Future work could include extending the suggested approach to multiple metrics
for characterising and measuring the qualities of a picture, as well as those of a
filtering process, colour pictures and video framework that can help in improving
video denoising.
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A Review on Parameters that Impact IoT
Application—An Experimental
Evaluation

Sakshi Gupta and Itu Snigdh

Abstract With the advent of the Internet of Things (IoT), diverse long-range, low-
power, and low-bit-rate wireless network technologies have gained impetus. The
success is, however, based on the capabilities of the underlying internetwork of
“things.”Our article focuses on a generic perspective of how scalability issues impact
communications among IoT.We present a detailed analysis of the impacts of sensing
range and environmental factors that affect the network performance. The simula-
tions provide a realistic outlay to estimate the dependency of factors that can be
controlled for expected IoT network performance and for deciding on configuring
and reconfiguring IoT scenarios.

Keywords Internet of Things · Throughput · Packet delivery ratio · Controlled and
uncontrolled factors

1 Introduction

Internet of Things is a concept based on ubiquitous computing. There are great
literary works in [1–3] that focus on its definitions, significance, and requirements
like security, interoperability, other characteristics, and the impact of being “smart.”
The background processes include sensor networks and intelligent devices commu-
nication. With an abundance of new applications and services, the future genera-
tion network involves a scalable smart system that is incessantly connected. These
connections would be wireless, which would, in turn, be challenged by their inherent
characteristics of battery constraints and environment dependence. The emerging
WLAN (802.11 ah) has been developed to cater to IoT requirements. Since Zigbee
networks (IEEE 802.15.4) are primarily used in wireless sensor networks, it most
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appropriately finds its place in the enabling technologies for IoT applications. LoRa
is one of the newest concepts and methodology with a good radio network compared
to other long-range technologies like Bluetooth BLE [4], NB-IoT, LPWAN, and
5G.4G and 4G with LTE provide good quality of connectivity as required in IoT
applications. With the current technological advancements, the challenges faced by
4Gnetworks, namelymore complicated communication, device computational capa-
bilities, intelligence, would be overcome by 5G networks through wireless software-
defined networking (WSDN). Therefore, technologies like 5G are claimed to be
equipped with all basic requirements such as high throughput, low packet loss ratio,
comprehensive coverage of devices with more battery life to cater to IoT environ-
ment constraints [5]. Every IoT application requires integrating live real-world data,
including complex analytics, modeling, optimization, and visualization services, to
make better operational decisions [1–3, 6].

This indicates that all the advantages of the communication channel and its flaws
and limitations are applicable to any IoT application. Table 1 outlines the various
standards and technologies from which IoT applications can customize advantages,
but it solely depends on the type of application and environment where communica-
tion would take place. The choice of standards and protocols can surge more benefits
owing to their pros and cons. Table 1 summarizes the communication technologies
currently in use.

With IoT, requirements of diverse long range, low power, and low bit-rate have
arisen in wireless networks. However, scalability comes as an issue when many end
devices try to connect to the core network and is usually larger than the number
of available channels, thus causing collisions and packet losses. Other issues are
attributed to the prevalent environmental conditions. Figure 1 presents the overview
of the factors that have been considered for analysis in the further sections. Related
work has been outlined in Sect. 2. Section 3 explores the controlled and uncontrolled
factors aforesaid which have been used for analysis and experimentation. Section 4
presents the analysis onwhat factors impact the network depending on the application
type and scenario. Section 5 presents the analysis results followed by a conclusion
in Sect. 6.

Table 1 State-of-the art
technologies in IoT

S. No. Types of communication Technology used in
communication

1 Short-range
communication

Bluetooth BLE
(802.15.1), RFID

2 Medium-range
communication

Zigbee (802.15.4), Wi-Fi
(802.11)

3 Long-range
communication

(Licensed band) NB-IoT,
LTE-M

(Unlicensed band) LoRa,
LoRaWAN

4 Cellular communication in
IoT

2G, 3G, 4G, 4G with
LTE, 5G
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Fig. 1 Considered parameters for IoT application (updated diagram)

As the importance of these factors is significant in network communication, we
have tried to identify the uncontrollable factors as well as models in predicting
trends based on existing works of literature and as per our understanding. We have
considered factors like path loss, shadowing, and fading models along with variable
values of controllable factors for our experimental results.

Our article presents the requirements of applications in context to the network
throughput. We also measure reliability in context to network failures experienced.
The network failure is also assumed to be attributed to the number of failed trans-
missions, packet drops, and packets errored and presented as a packet delivery ratio
(PDR).

2 Related Works

LoRa realizes the low energy and low resources concept [7] but only between end
devices and gateway, limiting us for further analysis of LoRa in this article. Similarly,
for 5G networks, the synchronization and harmony in terms of interoperability with
existing technologies and applications to develop massive and critical IoT use cases
are under analysis without any tangible results [8]. Further, Bluetooth technologies
like BT5 beacons promise long battery and lowmaintenance with ease of installation
but cannot satisfy the requirements of outdoor applications [9]. The medium-range
802.11 protocol, which is abundantly used, is not suitable for IoT applications, as
reasoned in [10]. Comparison of 802.11 ah concerning 802.11 and 802.15.4 based on
the throughput, delay, and association, time and coverage range have beenmentioned
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in [11]. However, they do not address the factors that control the network behavior.
We are also aware that multiple uses of heterogeneous devices are only possible if the
devices communicate in an open and interoperable way [12]. The coexistence ofWi-
Fi (802.11 b/g/n) and Zigbee (802.15.4) networks have also been presented in [13].
The performance analysis criteria are based on packet reception rate and throughput
and are more oriented toward presenting the degradation and performance variation
due to Wi-Fi (802.11x) and Zigbee (802.15.4) interference.

In our article, we employ the basic Wi-Fi and more frequently addressed Zigbee
networks for our analysis. Since little has been discussed about the performance and
impact of multiple devices connected on the communication interface, many factors
affect wireless medium and the factors constraining wireless networks. For analysis,
we enlist several factors that are categorized as controllable (chosen as per user intent
or suitability of the application) and uncontrollable factors (parameters inherent as
channel properties that carry on the necessary communication and cannot be varied
as per the user’s choice). Our article works on the different concepts to analyze the
throughput, delay, and other network statistics when subjected to environmental and
human-controlled factors.

3 Factors Affecting Communication in IoT Applications

3.1 Uncontrollable Factors

Environmental factors impact IoT-based applications and result in refraction, diffrac-
tion, saturation.Wehave categorized these factors that cannot be controlled by human
intervention and assume them to be a constant value depending on the application
while comparing variables controllable.

• Environmental Factors—attenuation and noise parameters are the main environ-
mental factors affecting wireless communication systems and have been consid-
ered for our analysis. We also know that the higher the attenuation more is the
distortion in communication. In wireless communication, attenuation depends
on space, transmission distance, and physical surroundings like walls, windows,
and water bodies. Thus, an IoT application that uses the wireless medium for data
transfer is affected by attenuation depending on the situation (weather conditions)
and position (Indoor and outdoor application) on the transmitter and receiver.
Noises are universally present in communication systems due to natural causes
and manmade noise (MMN), which are measured by signal-to-noise ratio (SNR)
and can be resolved by repeaters. Radio noise is the aggregate of emissions from
multiple sources that do not originate from the transmitter [14]. We consider
natural noise that would also be present in any IoT application. This includes
thermal, atmospheric, intermodulation, and impulse noise. In addition, refractions
cause degradation in signal strength [14–17].
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• Path Loss—path loss can be caused mainly by reflection, refraction, absorption,
shadowing, scattering. Apart from these, path loss occurs due to the type and
number of office equipment used, number of floors, and construction materials
used in buildings. These also impact the received signal strength in communication
[18], and hence, these conditions apply for IoT applications like smart cities. The
signal strength estimates path loss based on models like free space propagation
model, log-distance path loss model, and outdoor and indoor propagation model.
Common models like Okumara model can model these, HATA Suburban, HATA
Urban, COST 231 HATA Suburban, COST 231 HATA Urban, Indoor Offices,
Indoor Factory, and Indoor Home [19].

• Transmission Loss—transmission loss is measured as the deviation in signal
strength from an average value and affects how the devices connect and commu-
nicate with each other over a network. Loss in transmission power can be a
result of fluctuation and variation in the received power signals due to various
objects present in the path between transmitters and receivers or due to changes
in the transmission medium and atmospheric conditions. These are referred to as
shadowing and fading correspondingly in wireless communications.

3.2 Controllable Factors

For a generalized model of IoT applications aiding the realization of an IoT, we
consider four important factors that can be controlled to reduce congestion, effective
deployment, better reliability, and improved transmission reception. Therefore, we
adopt variables like—

• Node range—it defines the distance a node can communicate. Generally, node
range depends on transmission power, propagation losses, and receiver sensitivity.
For our proposed work, we consider variable radio range accordingly set for
simulations.

• Node density describes the number of nodes in the network, and in our simulation,
we have considered node numbers varying as 4, 16, 25, 38, and 81.

• Number of events—This indicates the number of concurrent transmissions that
define the number of communicating applications in one communication envi-
ronment. Our simulation varies the number of applications from one application
per simulation to four applications transmitting simultaneously.

• Routing algorithms—due to the ad hoc nature of communication, our simulations
consider the routing algorithms applicable to MANETS and IoT specifically.

4 Simulation and Analysis

For studying the impact of the aforementioned controllable factors under the
constraints of uncontrollable factors on the performance of IoT applications, we
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Fig. 2 Netsim scenario (static nodes)

Table 2 Variables for AODV
experiments with no mobility
(PDR metrics)

Fixed variables Values Model used

Application type Sensor app

Channel characteristics Path loss model Log distance, 4

Channel characteristics Fading model Rayleigh

Channel characteristics Shadowing model Log normal, 10

No. of nodes 4, 16, 25, 38, 81

No. of applications 1, 2, 3, 4

simulate our model in NetSim version 11.1. We consider a 50 × 50 region of
interest to be fixed with varying the mentioned parameters iteratively. We assume
randomly deployed nodes communicating with each other via UDP-based applica-
tions. Figure 2 depicts a sample scenario with nodes communicating to a sink node
via a low-pan gateway. It is assumed that all nodes are static, and the network param-
eters assumed are mentioned in Table 2. Figure 3 represents a flowchart that shows
how parameters will analyze in an IoT scenario.

4.1 Formula Used

• PDR(data only) = Number of data packets successfully transmitted
Number of data packets generated (Collided + Errored )

• PDR (data + control) = Number of data and control packets successfully transmitted
Number of packets generated (data + control )



A Review on Parameters that Impact IoT Application … 209

Fig. 3 Flowchart of
parameter analysis

• Throughput = Total Payload Delivered to Destination in Bytes ∗8
Simulation Time (in microseconds)

4.2 Simulation Parameters

The presented scenario is simulatedwith varying numbers of static nodes and applica-
tions in the AODV routing protocol to analyze the packet delivery ratio. We consider
the log distance path loss model as it appropriately applies to Wi-Fi and Zigbee
networks and is most commonly used for vehicle-to-vehicle scenarios and other
related scenarios like the highway, urban intersection, and garage scenarios as it
considers background path loss [20, 21]. The path loss model depends on the expo-
nent value “n,” which reflects the propagation environment. For propagation that
nearly follows a free-space model or line of sight (LOS), “n” is set to 2, and prop-
agation that is categorized as urban, suburban, or non-line of sight (NLOS), “n” is
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Fig. 4 Impact of node
density on throughput

greater than 2. We assume the value of n as 4. We also consider log normal shad-
owing model with the shadowing factor with a standard deviation value 10 dB as
generally defined values between 6 dB and 12 dB, but for large-scale shadowing in
urban scenarios’ owning to trees and other interferences, we assume a value between
8.2 dB and 10.6 dB [22]. For fading, the Rayleigh model is considered as only NLOS
components are being considered, and we assume that no LOS path exists between
transmitter and receiver in empirical urban studies as per references [23].

5 Results

5.1 Analysis of Node Density Variations on Throughput

Figure 4 depicts the different node densities and their impact on throughput. The
graph is plotted for five node densities by placing different nodes in the same area
50 × 50 grid lengths. By increasing the number of applications, the communication
interface is observed for the resulting throughput as shown in the graph and observed
that as the node density increases, for example, in the case of 81 nodes, the throughput
obtained is negligible as packets are dropped due to congestion for four simultaneous
applications. However, for the other applications, throughput is comparatively high.

5.2 Analysis of Node Density Variations on PDR

Figure 5a and b are plotted to map different node densities’ impact on the packet
delivery ratio (PDR). Here, the reliability is represented as the packet delivery ratio
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Fig. 5 a Impact of node
density on PDR considering
the only payload, b impact of
node density on PDR
considering data and control
packets

considering only data packets and then all the packets, including both data and
control. Here, we observe that when there is only one transmitter, the PDR for data
packets reduces gradually with an increase in the number of nodes. However, when
the number of simultaneous transmitters is increased, the PDR is non-uniform and
erratic as compared to the PDR inclusive of both data and control packets. Hence,
we cannot confirm that the PDR is solely dependent on the node density.

Table 3 shows the results data in tabular format.
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Table 3 Numerical data values of results

Node density Delay

App1 App2 App3 App4

4 90,040.95651 124,759.3416 114,385.5987 129,390.7264

16 283,507.175 308,567.9064 288,264.6634 292,993.4163

25 310,923.3468 263,195.8437 352,775.991 400,964.7909

38 412,260.4513 320,366.8748 419,570.8152 415,299.5598

81 341,318.1291 402,324.9155 91,343.0878 427,011.1418

Node density PDR data

App1 App2 App3 App4

4 1.21 0.947136564 0.858666667 0.78757515

16 1.1212 1.014423077 0.970414201 0.965442765

25 1.04 1.247787611 0.503921569 0.504723347

38 1.0303 1.101941748 1.037037037 0.944933921

81 0.73 0.850622407 1.140828402 0.759447466

Node density PDR data and control

App1 App2 App3 App4

4 0.8677 0.871381458 0.869037772 0.887037882

16 0.5614 0.584042925 0.561767956 0.570380463

25 0.395592498 0.39444909 0.387991038 0.396206079

38 0.394607589 0.370697129 0.382548914 0.369728203

81 0.241723788 0.231180647 0.136855796 0.159190675

6 Conclusion

Our article presents an elaborate analysis of the significant factors that affect commu-
nications in ad hoc network-based IoT applications.We have analyzed environmental
and human or application-specific constraints like fading, path loss, number of nodes,
and sensing range in the network parameters. We have also analyzed the impact
of variance of these factors thoroughly. Therefore, in applications that need more
simultaneous transmissions like WBANs and smart transportation, we should adopt
scheduling, clustering, and data aggregation at edge devices.

Comparing the impact of node density and the number of transmissions on PDR
shows that PDR solely depends on the number of applications communicating under
fixed environmental conditions. However, network performance degrades when we
consider larger values of fading and interference, even for a smaller number of
communicating applications. Thus, we infer that for IoT applications; we need to
consider environmental factors for computing the network performance.
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A Novel Machine Learning Approach
to Delay Efficient Offloading Strategy
for Mobile Edge Computing

Piyush Bharti, Srishti Chaudhary, and Itu Snigdh

Abstract There have been studies on the problems experienced in offloading. But,
how to leverage machine learning for resource-efficient computation offloading is
not completely explored yet. We present this paper with the motivation to leverage
machine learning and backward induction to suggest a method for the resource-
efficient computation offloading in IoT devices. In particular, we use machine
learning to predict the most efficient device to which a task should be offloaded
through the use of a two-model machine learning system deployed in the edge cloud
itself, since most high power IoT devices are fixed in their positions and display
a certain pattern in their CPU utilization data. This is followed by using backward
induction to determine the optimal execution location for each task component.

Keywords Mobile edge · Cloud · Resource · Offloading ·Machine learning

1 Introduction

Cloud computing is defined as the on-demand availability of IT resources. A resource
in the cloud is a computer system resource such as a computing resource, storage
resource or memory [1]. As we move toward artificial intelligence and machine
learning, applications are becoming more and more resource intensive. Intelligent
IoT devices also make use of complex artificial intelligence and machine learning
algorithms [2]. These devices need resources to complete their task. Instead of using
far off and centralized data center resources, systems now resort to employing decen-
tralized servers closer to the user devices for processing data. One way is to offload
these tasks to the public cloud but it comeswith the drawback of increased latency [3].
To overcome the shortcomings of offloading tasks to public cloud, a new paradigm
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known as mobile edge computing (MEC) [4, 5] is emerging. Mobile edge computing
is implemented at cellular base stations and other edge nodes. In a mobile edge
system, the cloud computing capabilities and an IT service environment are enabled
at the edge of the network leveraging mobile base stations. Usually the resources are
situated at the edge of the network and hence called edge devices. These computing
devices bridge the gap between IoT end devices and the distant cloud servers. The
devices are nevertheless, in comparison to the cloud resources, resource constrained
in terms of computational capabilities and power source. They are usually heteroge-
neous, as they house processors with different architectures and also dynamic as their
workloads change. Mobile edge computing alleviates the computation and power
limitation of mobile devices. Additional latency is incurred when offloading tasks
to a remote server. When users offload computing tasks, they have little information
about the wireless networks to be accessed, including traffic load of the accessed
network and the computation load of edge clouds [6]. Even though the capacity of
edge cloud is more than that of a single IoT device, it is still limited because edge
cloud has to handle a lot of devices. Therefore, for efficient task placement and
utilization of computing resources, task offloading is suggested.

MEC technology can be utilized by IoT devices to offload their computationally
intensive tasks to the edge cloud and operate in real timewith low latency. Since, intel-
ligent Internet of Things (IoT) devices and applications run complex algorithms and
need fast processing of data, they require greater processing and computation power
than other devices. Also, these intelligent IoT devices are incapable of achieving very
high processing capabilities on their own because of the limitation on the physical
size of computation resources. To meet the computational and processing require-
ments of intelligent IoT devices, task offloading strategy is used. In this strategy,
the complex processing tasks are offloaded to the edge cloud. However, offloading
a large number of tasks to the edge cloud results in latency due to the long network
distance between IoT devices and clouds and higher payments for the cloud services
by the user. Resource-efficient offloading is a way to minimize the number of tasks
offloaded to the edge cloud while satisfying the QoS requirement by first trying to
offload tasks to nearby helper devices with high computational capabilities [7–9].
Thus, reducing the occupancy on the edge cloud.

A. Related work

There are many constraints related to the use of MECs. Each device that aids in
realizing thedistributed computing resources architecture in the edgeneeds to provide
support formultiple applications.Additionally, they also require to be energy efficient
and sensitive to delay for supporting real time applications like for mobile healthcare
[10], smart grid [11], Internet of vehicles, face recognition, interactive gaming and
augmented reality to name a few [12]. A simple solution is to deploy numerous Fog
notes (FNs) in the edge network. The end users could then offload their tasks to
one of Fog servers or the cloud server thereby reducing the backbone traffic as well
as latency for delay sensitive services. In applications like Internet of vehicles, it is
needed to reduce the perception reaction time due to high speedmobility and inherent
characteristics. For this, Collaborative task offloading and transmission mechanisms
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have been used. Similarly, latency aware workload offloading problem (LEAD) [13]
have mathematically formulated the problem for minimizing the average response
time for mobile users. Also, some literatures propose transmission power allocation
of mobile users in conjunction with the computing resource allocation. In contrast
to this, online optimization-based algorithm to solve resource allocation problem
of mobile users at each time slot have been studied by [14]. Maximum allowed
computing delays for different IoT application types and their resource requirements
have been analyzed in [15]. The experimental evaluation in [7, 16] shows that the
location of edge servers and the visualization technology used highly impacts the
latency experienced.

B. Related work

Our primary goal is to propose a resource-efficient computation offloading strategy.
We try to offload a minimum number of tasks to edge cloud while adhering to
the QoS constraint. Instead, we first try to offload tasks to nearby helper devices
which have desired computational capabilities. This approach ensures better utiliza-
tion of resources in the mobile edge system and concurrent offloading of tasks to
nearby IoT devices. Additionally, the lesser the number of tasks offloaded to the edge
cloud, the lower the latency due to the long network distance between IoT devices
and clouds. Smaller cloud occupancy also results in a lesser payment by the user
for cloud services. Formally, we define the resource-efficient offloading problem
as determining the percentage of tasks that should be offloaded to the edge cloud,
subject to the constraint that the completion time of the task is within the deadline.

Previous works [17] on resource-efficient computation offloading do not take
into consideration the communication strength of the target device with the helper
devices.Moreover, they do not take into account the processing capacity of the helper
devices. Our proposed method not only takes these factors into consideration but
also the addition of any new parameters can be done easily since we rely on machine
learning models. Thus, the scope of expanding our model to different scenarios is
also increased.

2 Proposed Methodology

A. Machine Learning-based Approach

Our primary goal is to propose a resource-efficient computation offloading strategy.
We try to offload a minimum number of tasks to edge cloud while adhering to the
QoS constraint. Instead, we first try to offload tasks to nearby helper devices which
have desired computational capabilities. This approach ensures better utilization of
resources in the mobile edge system and concurrent offloading of tasks to nearby
IoT devices. Additionally, the lesser the number of tasks offloaded to the edge cloud,
the lower the latency due to the long network distance between IoT devices and
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clouds. Smaller cloud occupancy also results in a lesser payment by the user for
cloud services.

Formally, we define the resource-efficient offloading problem as determining the
percentage of tasks that should be offloaded to the edge cloud, subject to the constraint
that the completion time of the task is within the deadline. We start by studying the
percentage of CPUoccupancy of the IoT devices at different times during the day.We
train our first machine learning model to predict the percentage of CPU occupancy
for different helper devices on any given day at any time. The first model takes time-
series data of CPU utilization of IoT devices and forecasts the CPU utilization of any
given device at any given date and time. For forecasting, we have used Facebook’s
Prophet Library [18] that gives us the ability to make better predictions with the
parameters for seasonalities, change points and holidays that make it versatile and
easy to adapt to any dataset. Since our dataset showed daily seasonality, we tuned it
accordingly. For datasets exhibiting weekly, monthly, or yearly seasonality prophet’s
parameters can be tweaked to get accurate results. The process followed is elaborated
in Fig. 1.

B. Algorithm Used

The algorithm used for our proposed work can be illustrated as:
Input: processing power of the helper device, the strength of communication

between the target device and the helper device, and the percentageofCPUoccupancy
for the helper device (obtained from the first machine learning model).

Process:

Step I: Train model one to predict CPU utilization time and model two to predict
total execution time including latency for any helper device.
Step II: Compute the time taken to execute a task component on different helper
devices.

Step a: Determine the time each helper device will take to execute a task using
models one and two.

Fig. 1 Proposed method
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Step b: Determine if a task component should be executed on the target device
(n), helper device(h), or the edge cloud (c) based on the output from step (a).
Step c: iterate for all the task components.

Step III: Check if the total execution time obtained from the backward induction
method is less than or equal to the maximum completion or deadline time for that
task.
Step IV: If the deadline is met then we have the optimal execution locations else
go to Step II and select more powerful edge cloud VM and recomputed the total
time.

3 Results

As illustrated in Fig. 2, we evaluate the percentage of tasks offloaded to edge cloud
as a function of the completion time requirement. To meet the constraint that the
completion time of the task should be within the deadline, the percentage offloading
varies.An increase in the completion time requirement implies that a small percentage
of tasks will be offloaded to the edge cloud and vice versa.We can see from Fig. 2 that
with our optimum virtual machine selection, we are able to reduce the completion
time of the offloaded tasks.

Fig. 2 Simulation results of percentage offloading for optimum virtual machines with their
completion times
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4 Conclusion

Our paper proposes the use of machine learning to select the best helper device to
offload a given task. The main advantages of our approach are that we consider CPU
utilization, processing power and communication strength to select the best device.
In addition, we propose that the machine learning models be deployed in the cloud
and therefore, it would require just one poll to the cloud to get the execution time and
latency for the helper devices. Finally, we use backward induction to determine the
optimal execution location for each task component. From our results we were able
to achieve a smaller completion time with better utilization of the helper devices
for offloaded tasks. Our strategy can be adopted for real time systems where the
computations are data intensive as well as our methodology is well suited for aiding
offloading decisions like, when, where, how and what part of the job should be
uploaded.
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Design, Installation and Performance
Analysis of an On-Grid Rooftop Solar PV
Power Plant for Partial Fulfillment
of Common Load

Sudipta Sarkar, Ajoyjit Ghosh, and Ashoke Mondal

Abstract With shortage of fossil fuels like coal, petroleum the energy generation
is depicted toward renewable energy sources like solar, wind, biomass, etc. The
renewable energy technologies present an emission free energy generation technique
toward a sustainable tomorrow. Rooftop solar power plant (RTPV) is one of the
good solar power generation technique. In this paper, a brief description on design,
commissioning and techno economic analysis of a 50Kwp rooftop solar power plant
design in Uluberia super specialty hospital Howrah, India have been described. The
electricity generation in both input DC and output AC end of each inverter is recorded
and monitored and analyzed in this paper. The input end DC power of the inverter is
coming from solar panels. The open circuit voltage (V oc), short circuit current (Isc),
maximum power (Mp) is noted as 48 V, 50 A, 49 KW, respectively, during 11am to
2 pm which is the bright sunny time of the day in West Bengal. The output power
of the inverter is connected with the main transmission grid. The grid connectivity
rule of solar power plant with main grid ofWest Bengal State Electricity Distribution
CompanyLimited (WBSEDCL) is brieflymentioned. The generated current, voltage,
power by solar panels of theRTPVpower plant is taken out using a remote data logger
to a dedicated cloud server and analyzed the output data in this paper. The total load
of the hospital building is 450 kva, which was paid earlier to WBSEDCL. The plant
is generating an average of 5000 units per month, saving Rs. 511,817 per year. The
Capacitive Utilization Factor (CUF) of this solar power plant is 14.7%. An attempt
has been made to calculate the payback period or break-even years is approximately
5 years, Reduction of CO2 emission or carbon credit due to the plant has also been
shown. A seasonal data analysis has been done to predict average output during any
particular month of the year. Finally, it has been observed that this type of energy
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generation unit is suitable for all domestic as well as commercial applications for
grid connected and off grid system with suitable battery backup in remote areas or
sustainable and greener environment in the future.

Keywords Solar PV · Rooftop solar power plant · Islanded mode · Array junction
box (AJB) · Performance ratio (PR) · Data logger · Renewable energy technology
(RET)

1 Introduction

The main sources of energy generation in developing countries like India are non-
renewable energy sources like coal, oil and gas [1]. These types of energy have
limited resources and make a huge impact on environment. In India the main source
of electricity generation is coal [2]. As of today, 198.5 GW of thermal power plant is
installed in the country. Due to its limited resources, the future of electricity gener-
ation is delineated toward renewable energy resources like solar, wind, hydroelec-
tric, etc [3]. These types of resources are environment friendly and have unlimited
resources from nature. Among all other renewable energy sources, solar energy is
the most popular energy generation to produce electricity in India [4]. Solar energy
is obtained from sunlight which a thermal energy it converts to electrical energy via
a photo diode [5]. Till now 37.6 GW of solar PV installed in the country out of which
1922 MW of solar PV are rooftop. In national renewable energy act 2015 tells that
government institute should have a renewable energy generation system in their own
premises. Here in this paper the remote data scheme is introduced [6]. The proposed
power generation scheme is graphically shown below (Fig. 1):

Fig. 1 Schematic diagram of the proposed power plant
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2 Description of the Proposed Power Plant

The proposed PV system is an on-grid system which consists of solar panels,
array junction box (AJB), inverter and a power conditioning meter which is further
connected to grid. No storage device such as battery bank is used with this power
plant.

A. Site Description

The geographical location of the power plant is Uluberia in the district of Howrah.
The power plant is located in 22.469° N latitude and 88.095° E longitude at an
altitude of 30 m from ground. The location is perfectly suitable for good solar energy
generation. The average solar irradiance of the location is about 5.5 kWh/m2/day
with temperature between 13 and 37 °C throughout the year [7]. The survey is
done on every buildings of the hospital before finally selected the super speciality
hospital building which is the top most building and without any high rising beside
the building. Thus, the power plant has not faced problems like shadow, smoke, etc.,
which makes lesser power plant maintenance cost. The total area of the rooftop is
1388.72 square meter.

B. Plant Layout

The solar PV modules are installed on the roof of new building. In this solar plant
310 square meter solar modules are placed, which is called active module area [8].
Whereas, the total plant area is 524.67 square meter. The modules are oriented at a
fixed tilt angle of 23° and azimuth angle of 0° on the roof [9]. The PV modules with
the power rating of 320 Wp are used in this power plant. Here 160 solar modules are
used. The PV panels are connected in ten different orders. Thus, the module layout
diagram is given below. This diagram is drawn on AutoCAD software (Fig. 2).

3 Design and Specification of Power Plant

The proposed rooftop solar PV power plant is consisting of solar PV modules,
inverter, inverter, wires and protection fuses, etc [10]. The power plant is designed
as it generates the maximum power. The total time taken for installation is about
4 months (From February 2019 to May 2019).

A. Solar PV modules specifications

In this power plant ware made 320 Wp modules are used. These modules are made
using polycrystalline silicon technology [11]. These modules are cost effective and
good for using in commercial rooftop solar PV plants. These modules are easily
connected in series and parallel to adjust the voltage and current of the power plant
(Table 1).

B. Inverter Specifications
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Fig. 2 Module layout diagram of the power plant

Here five inverters are used in this power plant to convert the DC power which is
generated from the solar PV modules into AC power [12]. The inverters are Delta
made and have the capacity of 10 KW. Each inverter is connected with each two
strings of 5.12KW, i.e., 10.24KWsolar PV.The inverter supports 20%of overloading
of its full capacity. Anti-Islanding Protection is an important safety feature built into
all grid connect inverters that can detect the loss of grid power in fractions of a second
and switch off the inverter automatically [13]. It prevents sending power back into the
inactive electricity supply lines when the grid is down due to fault or maintenance.

After installation of inverters, the time zone (GMT + 5.30), Country (India)
and power factor (auto) is set in the control panel of the inverter. The technical
specification is given (Table 2).
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Table 1 Technical
specification of the solar
panel

Particulars Specifications

Model number WS-320

Mechanical characteristics

Solar Cells per Module (Units) 72

Area (L*W*T) mm 1960*990*40

Weight (kg) 22.50

Thermal characteristics

Operating temperature range (°C) −40 to 85

Temperature coefficient of power (%/°C) −0.4106

Electrical characteristics

Open Circuit Voltage (Volt) 45.30

Short circuit current (Amps) 9.42

Maximum Power (Watt) 320

Maximum system voltage (V) 1000

Power tolerance 0/ + 5

Module efficiency (%) 12.50

Maximum series fuse rating (A) 15

Table 2 Technical
specification of the inverter

Particulars Specification

Model number RPI-M10A

Dimension (l*b*w) 445*510*177

Weight (kg) 25

Operating temperature (°C) −25 to 60

Noise level (dB) < 50

INPUT (DC)

Input DC power (KW) 12.5

Input voltage (V) 1000

Input current (I) 25

MPPT voltage range (V) 200–1000

No. of MPPT 2

OUTPUT (AC)

Output power (kVA) 10.5

Output current (Amps) 16

AC voltage (V) 400, 3Phase

Output frequency (Hz) 50

Rated power factor Unity

Efficiency (%) 98.30
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4 Connection Methodology

In this power plant 16 modules are connected in series to make a string. Ten strings
are made similarly followed by each two strings are connected in parallel in the
array junction box (AJB). Depending upon the inverter MPPT input voltage range,
the strings are made with 16 modules, i.e., 45.3 V × 16 = 724.8 V. Each AJB is
further connected with an inverter. So, there are five inverters connected with five
AJBs. The inverters then connected with an Inverter Interfacing Panel (IIP) to the
feeding point. The feeding point is further connected to utility grid. There are several
types of cables used to connect the different units of the power plant as follows:

• 4 and 6 mm2 DC single core tinned copper flexible cables are used in the series
connection between the PV modules.

• 6 and 10 mm2 DC single core tinned copper flexible cables are used to connect
the inverter and AJB.

• 4 mm2 4-core AC copper flexible cable used between the inverter and IIP.
• 35 mm2 4-core AC copper flexible cable used between IIP and feeding point.

The connection diagram of the rooftop solar power plant is given below (Figs. 3
and 4).

The picture of the installed solar rooftop power plant is shown below.

Fig. 3 Connection diagram of the power plant
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Fig. 4 Picture of the installed rooftop solar power plant

5 Regulation of Distribution Grid Connectivity

This power plant is an on-grid type plant. So, it needs to connect with the local distri-
bution grid. In West Bengal, West Bengal State Electricity Distribution Company
Limited (WBSEDCL) is the local electricity distribution company. There is a power
distributing unit (IIP) is installed followed by a three phase energy meter (kWh),
which measures the total generated AC power from the solar power plant is supplied
to the hospital’s power distribution panel. The frequency, phase, voltage of the output
AC power is matched with the power distribution panel bus. Where the frequency
and phases are balanced with respected with the grid between 49.9 and 50.1 Hz and
for three phases supply the voltage is kept nearly constant on 430 V.

6 Protection and Controls

A. DC side protection

• In this power plant all the module structures are grounded with chemical earthing.
Chemical earthing is an earthing type, where the earthing electrode (Copper) is
grounded surrounded by earthing compound consists of charcoal and salt (NaCl)
to improve earth’s pits resistance.

• The two terminals of each PV string are connected through 25 amps HRC fuses
for over current protection to prevent excess current during faults in the power
plant.
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• DC Surge Protection Device (SPD) is placed in the AJB in parallel to strings to
protect all the elements from lightning surges.

B. AC side protection

• 25 amps 4-pole Miniature Circuit Breaker (MCB) is used to isolate one inverter
during fault or maintenance purpose.

• AC SPD is connected with AC bus to protect the power plant from any kind of
surges.

• 3 nos. 100 amps HRC fuse is connected in between feeder and AC bus in series
to protect any kind of faults form both sides.

Furthermore, three indicators (LED) are installed in each phase with the AC line
to check the power supply of the power plant to the utility. Where each indicator is
connected with 1amps 1-pole MCB.

7 Communication Interface

In this power plant Delta DelREMO—V2.0 data logger is used to server-basedmoni-
toring of the generation of power plant [6]. This data logger takes 230 V input which
connects to the external AC supply of the hospital. Five inverters are connected with
the data logger using cat5 cable in cascaded format. GSM enabled Data logger trans-
mits the data to cloud of Delta Technologies. An Ethernet (RJ-45) port is available
as an alternative of GSM. We get the data by logging in to their portal. The data
logger gives data of 5 min interval throughout the day whereas monthly and yearly
data of various parameters also generated. The following parameters are measured,
displayed and recorded in the server.

• DC side voltage, current and power
• Frequency on AC side
• AC voltage, current and power
• Total energy
• Total yield of the power plant

An USB port is present in the data logger device to back up the data in a storage
device (Preferably pen drive).

8 Output Generation

The output generation of the power plant from May 2019 to April 2020 is taken.
The individual output generation through each inverter is recorded in every month.
The output is varied in every month due to climate changes, which include temper-
ature, humidity, rain, etc. The open circuit voltage (V oc), short circuit current (Isc),



Design, Installation and Performance Analysis of an On-Grid … 231

maximum power (Mp) of the power plant at running condition is noted as 48 V, 50 A,
49 KW, respectively, during 11 am to 2 pm which is the bright sunny time of the day
(Table 3).

From the above table we can find out the total generated power of the power plant
in every month from May 2019 to April 2020 (Table 4).

From the above tablewe can calculate that the total units of energy generation from
May 2019 to April 2020 is 63,977.18 units. We can also observe that the generated
energy variation throughout the year due to different season, different temperature
and different solar irradiation. In winter, i.e., in the month of December and January,
comparatively less energy generated from the plant.Whereas, in summer, i.e.,March,
April, May comparatively more amount of energy is generated.

The graphical representation of the generated energy data is given below (Fig. 5):
From the above table we can see that in the month of March and November,

higher energy is generated compared to other months of the year. In the summer
time, i.e., from April to June the plant generates a similar power of more than 5000
unit per month. In the winter months in India, i.e., December and January, the energy
generation is comparatively lower than other time of the year. Whereas in July and
September energy is generated 4640.31 and 4071.64 units, respectively, due to rainy
season where cloudy sky makes hampered in the energy generation. Overall, we can
see that the power plant can generate over 5000 units except rainy season and winter
where climatic condition makes generation lesser.

Table 3 Monthly energy generation through each inverter

Month Energy generation (kWh)

Inverter 1 Inverter 2 Inverter 3 Inverter 4 Inverter 5

May 19 1107.07 1116.00 1101.71 1029.65 1024.78

June 19 1134.25 1125.59 1106.31 1040.79 1034.09

July 19 967.75 960.38 939.85 887.82 884.51

Aug 19 1067.85 1064.88 1041.65 991.74 978.43

Sept 19 839.24 844.6 823.27 784.25 780.48

Oct 19 1140.67 1157.87 1118.43 1046.94 1040.32

Nov 19 1247.07 1269.0 1218.93 1170.91 1165.57

Dec 19 936.62 942.34 997.34 910.77 904.54

Jan 20 998.08 1023.38 1007.44 959.14 859.48

Feb 20 1158.32 1192.32 1183.87 1104.47 1087.2

Mar 20 1451.62 1488.43 1479.4 1364.81 1358.07

April 20 1085.32 1106.53 1093.79 1018.4 1013.13
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Table 4 Monthly generation
of the plant

Month Energy generation (kWh)

May 2019 5379.21

June 2019 5441.03

July 2019 4640.31

August 2019 5144.55

September 2019 4071.84

October 2019 5504.23

November 2019 6071.48

December 2019 4691.33

January 2020 4847.52

February 2020 5726.18

March 2020 7142.33

April 2020 5317.17

Fig. 5 Graphical
representation of the
generation data of the plant

0

1000

2000

3000

4000

5000

6000

7000

8000

M
ay

-1
9

Ju
n-

19

Ju
l-1

9

Au
g-

19

Se
p-

19

O
ct

-1
9

N
ov

-1
9

De
c-

19

Ja
n-

20

Fe
b-

20

M
ar

-2
0

Ap
r-

20

Generation (kWh)

Generation (kWh)

9 Performance Analysis

The performance of the installed solar plant is analyzed in this section. Performance
analysis is important to determine the durability and effectiveness of the system.
There are several parameters include Final Yield (YF), Reference Yield (YR), Perfor-
mance Ratio (PR), Capacitive Utilization Factor (CUF) and loss (L) [10, 14]. All
these parameters are in Standard Test Condition (STC) and can be calculated in
daily, monthly, yearly basis. In this paper yearly calculation values are shown [15].

Final Yield is the total generated power of the solar power plant in a particular
span of time. We get YF from Table 2. Thus,

YF = E_Grid = 63977 kWh (1)
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Reference Yield is the actual value of generated power form a solar power plant.
Here, the YR of one year of the solar power plant is-

YR = (Globlnc ∗ PnomPV)kWh

= (1461 ∗ 50)kWh

= 73050 kWh (2)

Loss is referred as the power loss inside the power plant. It is the difference
between the Reference Yield and the Practical Yield. Loss is measured in terms of
kWh.

Loss = [YR − YF]kWh

= [(Globlnc ∗ PnomPV) − YP]kWh

= (1461 ∗ 50) − 63977 kWh

= 9073 kWh (3)

Performance Ratio (PR) is of a solar power plant is the ratio between the Final
Yield and the Reference Yield. The PR of one year is shown below.

PR = [E_Grid/(Globlnc ∗ PnomPV)] ∗ 100%

= [63977/(1461 ∗ 50)] ∗ 100%

= 87.57% (4)

Capacitive Utilization Factor (CUF) represents the ratio of the actual output from
a solar plant over the year to the maximum possible output from it for a year underr
ideal conditions. CUF is also known as Plant Load Factor (PLF). Capacity utilization
factor is usually expressed in percentage.

CUF = [(E_Grid/(365 ∗ 12 ∗ PnomPV))] ∗ 100%

(v) = [(63977/365 ∗ 12 ∗ 50)] ∗ 100%

= 14.72% (5)

From Equation (1) to (5) where,

E_Grid = Total AC power generated from power plant in kWh.

Globlnc = Annual solar radiation in a particular area.

PnomPV = Total installed capacity of the power plant in KW.
Solar PV produce green and clean energy. Carbon-di-oxide emission is another

vital part of solar PV power plant. It depends on energy generation of the power
plant. Total CO2 emission of the power plant in each month is shown in the Table 5.

On the other hand we can directly calculate the CO2 emission of the power plant
by using the below mentioned formula. Total CO2 emission in the air due to this
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Table 5 CO2 emission in
every month

Month Energy
generation (kWh)

CO2 reduction in
each month

May 2019 5379.21 4303.36

June 2019 5441.03 4352.82

July 2019 4640.31 3712.24

August 2019 5144.55 411,564

September 2019 4071.84 3257.47

October 2019 5504.23 4403.38

November 2019 6071.48 4857.18

December 2019 4691.33 3753.06

January 2020 4847.52 3878.02

February 2020 5726.18 4580.94

March 2020 7142.33 5713.86

April 2020 5317.17 4253.74

solar power plant in one year is-b.

= (Total generated power ∗ CO2emission per kWh)kg

= (63977 ∗ 0.8)kg = 51181.6 kg

= 51, 181.6 kg

where 0.8 kg is the CO2 emission of a rooftop power plant per unit energy generation
[16]. Which is very less with compare to thermal or oil power plants. Thus, we
conclude that solar energy is environment friendly.

10 Economic Benefit

Economic benefit is the main motivation behind installing this rooftop solar power
plant. The solar power plant not only produce green, clean energy from sunlight but
also reduces the overall electricity bill of the hospital building. The power plant is
made in CAPEXmode [17]. Where the purchaser will provide the space and costing
of the power plant such as materials cost, installation and freight of the materials. In
return of benefit the purchaser will take over the power plant and uses the generated
electricity as he wants to. To find out the economic benefit of the solar power plant we
have gone through the previousmonthly consumption bills of the hospital building. A
three phase, one neutral net meter is provided by local electricity provider company
to calculate the net power is taken from the local grid. As per WBSEDCL tariff
system, one-unit (kWh) costs Rs. 8. Thus, we can say that monthly savings of the
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Table 6 Energy consumption
of the hospital building
(without solar rtpv plant)

Month Energy
consumption (Unit)

Amount (Rupees)

May 2018 104,040.75 832,326.00

June 2018 108,624.22 868,993.76

July 2018 109,740.13 877,921.04

August 2018 103,680.30 829,442.40

September 2018 104,532.67 836,261.36

October 2018 107,280.10 858,240.80

November 2018 96,840.56 774,724.48

December 2018 97,092.41 776,739.28

January 2019 98,208.35 785,666.80

February 2019 101,136.54 809,092.32

March 2019 119,784.23 958,273.84

April 2019 112,344.56 898,756.48

entire hospital building is equivalent to monthly generation of the solar power plant
* 8 rupees (as per WBSEDCL tariff system).

MonthlyWBSEDCL consumption unit and amount formMay 2018 to April 2019
(i.e., before installation of the solar plant) is given in the Table 6.

The graphical representation of total unit (kWh) consumption of the hospital
building is shown below (Fig. 6).

The total amount ofmonthly generation bill (as perWBSEDCL tariff norms) from
the solar power plant is shown in Tables 4 and 7.

From the above table we can observe that the plant generates Rs. 511,817 of
energy in a year.

Fig. 6 Graphical
representation of energy
consumption of hospital
building
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Table 7 Total price of
monthly energy generation of
the plant

Month Energy generation (kWh) Amount (Rupees)

May 2019 5379.21 43,033.68

June 2019 5441.03 43,441.24

July 2019 4640.31 37,122.48

August 2019 5144.55 41,156.40

September 2019 4071.84 32,574.72

October 2019 5504.23 44,033.84

November 2019 6071.48 48,571.84

December 2019 4691.33 37,530.64

January 2020 4847.52 38,780.16

February 2020 5726.18 45,809.44

March 2020 7142.33 57,138.64

April 2020 5317.17 42,537.36

Payback period is another important factor of any solar power plant. It tells the
total time taken to recover the economic investment of the power plant. Thus, the
payback period of the power plant is-

Payback period of the power plant

= [
Total plant cost/(Total power generation per year ∗ per unit cost)

]
Year

= [
Total plant cost/(Total units)

]
Year/s

= 2743000/(511730)Year/s

= 5.2Year/s

From the above calculation we can say that the entire payback will happened in
the middle of 2024.

11 Conclusion

The rooftop solar power plant on the Uluberia super specialty hospital not only
provides a pollution free and emission less energy generation but also reduces the
overall electricity consumption. The cost of this power plant is Rs. 27,43,000 and it
is takes about 4 months, i.e., from January 2019 to April 2019 to install this project.
The payback period is estimated about nearly 5 years [18, 19]. This power plant is
designed in such a way that total of five inverts are used. Thus, one inverter generates
20% of total AC power generation of the power plant at a time. In case of any
accidental damage of any inverter, the faulty inverter trips and isolated from the rest
of the plant without shutting the entire plant. Here also different size of the cables
are used to reduce the cable resistance. As in DC side the current is high so the I2R
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loss is higher so reducing the cable resistance deduces loss [20]. On the other hand,
increase in cable cross section area reduces the resistance but the price increases.
Use of different size of cables solved the problem. An ACmeter is installed between
the AC distribution box and the grid feeder point to measure the final generation of
the solar power plant. Solar energy is environment friendly. Total CO2 avoided in
the atmosphere is calculated about 51,181 kg (0.05 Tons) per year.
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Image Authentication System Using
Image Hashing with Color Filter Array

Ram Kumar Karsh

Abstract The availability of sophisticated multimedia editing tools makes image
authentication a challenge in the modern age of multimedia communication. We
suggested a hashing approach for image authentication in this paper. The proposed
system extracts invariant vector distance features form a secondary image which
is constructed through ring partitioning of the quaternion image. In parallel, the
color filter array (CFA) interpolation coefficients are calculated from the CFA image,
which has been used for identification of tampered regions. The concatenation of
invariant vector distance and CFA coefficients construct the final hash. The results
of experiments indicate that the approach proposed is robust in maintaining content
against brightness/contrast adjustment, addition of noise, and arbitrary rotation etc.,
and identified the tampered regions. Compared to the existing image authentication
methods, our approach provides better performance for forgery detection.

Keywords Image authentication · CFA interpolation coefficients · Ring partition ·
Invariant vector distance · Central orientation information · Robust image hashing

1 Introduction

The digital age hasmade the use of the Internet andmultimedia an aspect of everyday
life for image and video processing. The development of image editing tools also
poses a number of challenges in academia and industry. The originality and integrity
of the digital image must therefore be checked using sophisticated tools and tech-
niques [1]. The techniques of image authentication can be divided into three groups
via: (a) image watermark [2], (b) digital image forensic [3], and (c) perceptual image
hash [4, 5]. In the watermark-based approaches, some extra information (watermark)
are embedded into the digital image. It is assumed that the forgery on an image may
alter the watermark, and a picture can be authenticated with a watermark match,
in the receiver end. Here, the embedding process may degrade the image quality,
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which is unacceptable in many real-time applications. In the second scheme, the
image features similarities/inconsistencies in the intrinsic features are used without
the knowledge of watermark or hash from the transmitter side [6]. Being a blind
approach, the non-existence of information from a transmitter to receiver side creates
huge computation burden. The approaches based on perceptual image hashing are
an enhancement of traditional cryptosystem [7]. In the traditional cryptosystem, the
function of hash converts a long-length message to a short string [8]. The essential
requirement for the cryptographic authentication is an avalanche effect. The exces-
sive sensitivity of the cryptosystem hash function, however, reduces its application in
the multimedia area. The following criteria should be applied in multimedia applica-
tions: first, robustness, in which an image hash of the original file, and after contents
preservation operations should be approximately same [9–14]. The second one is
discrimination, which means for visually different images, hash should be different.
Security means an evildoer should not be able to trick the authentication system for
malicious tampering. In order for this, the hash should differ for wrong key [9].

Schneider and Chang [15] implemented image hash for the first time. Thereafter,
researchers paid large attention toward it, which have been divided into five major
categories based on feature extraction approaches. Image hashing technique based
on transform domain [10–12, 16–19]. The hashes are constructed fromwavelet coef-
ficients [10], coefficients of discrete Fourier transform (DFT) [11], Fourier–Mellin
transform (FMT) [12], Radon transform (RT) [16], log-polar transform (LPT) [17],
and low-frequency coefficients of discrete cosine transform (DCT) [18, 19]. These
methods are invariant to some geometric distortions, but poor in discrimination. The
hashing approaches via decomposition of matrix are [13, 20, 21]. The hashes are
calculated based on non-negative matrix factorization (NMF) [13, 20] and tensor
decomposition [21]. These approaches are geometrically sensitive, including arbi-
trary degree of rotation. Image hashing technique based on characteristics of local
information [22–25].Hashes are extracted from salient features based on the invariant
transformation, i.e., SIFT and SURF [22, 23], adaptive local features [24], and local
binary patterns (LBP) [25]. These methods are sensitive to noise addition and an
arbitrary rotation. Moreover, the color forgery is not detected.

Image hashing technique based on moments [14, 26]. The hashes are constructed
from Zernike moments [14, 26]. These methods are sensitive to large degree of
rotation. Moreover, the discrimination needs to improve. Image hashing technique
based on histograms [27, 28]. Hashes are generated from the relation of pixels in
the different bins of histogram [27]. The content changes with similar histograms
for various image information cannot be defined by these methods. In other works,
Tang et al. [28] innovatively constructed image hash based on the histogram. These
approaches are effective, in the case of rotation, but discriminationmust be improved.

Some other approaches in image hashing have discussed in the past works. Karsh
et al. [29] suggested ring-based hashing methods. The hashes are extracted from
feature obtained from the secondary image based on ring partition. These methods
are robust to rotation, but unexplored details during hash generation about 20%.
Moreover, the discriminative capability needs to be improved further.
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In this paper, we focused on robustness and small visual discrimination. We intro-
duced content authentication via hashing approach using CFA interpolation coeffi-
cients along with existing invariant vector distance [30] and additional knowledge
of central orientation information. The proposed method may detect and locate the
forgery, even if the forged image has been rotated. Moreover, it can detect the small
forgery. There are no publicly available database for global and local color change
and also splicing and copy–move in the four outer boundary of an image. So, we have
developed our own database for this study and also makes it publicly available [31].
The experimental results demonstrate robustness, discrimination, and identification
of the counterfeit area improved with the proposed algorithm.

The remaining paper has the following structure. Section 2 describes the proposed
algorithm for hashing. In Sect. 3, the hashing has been represented for authentication.
Section 4 lists the experimental outcomes for the proposed model. The conclusion
and possible scope of the study were discussed in Sect. 5.

2 Proposed Image Hashing Algorithm

Our hashingmethod is depicted in Fig. 1. In the subsequent sub-sections, the specifics
of each step were analyzed.

A. Preprocessing

First, the source image of any size is framed to a fixed dimension of M × M using
bilinear interpolation, which provide always fixed length of hash yields robust to
scaling. Next, Gaussian filter is applied, which has been used to mitigate the effect
of noises.

B. Generation of first intermediate hash (h)

There are four steps to this module: quaternion, a secondary image formation, extrac-
tion of statistics feature, and distance feature mapping to create a first intermediate
hash.

In order to extract color information, the preprocessed image has been mapped
in a quaternion domain. The color image consists of three parts at every pixel (x, y)
that can be converted into a single component by the virtue of pure quaternion [32]
as follows:

Fig. 1 Proposed image hashing
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F(x, y) = FR(x, y)i + FG(x, y)j + FB(x, y)k (1)

where FR(x, y),FG(x, y), and FB(x, y) represents the RGB components of a color
image.

Generally, the rotation operation keeps the center unaltered. Hence, the informa-
tion of rotated image remains same in annular rings. The formation of a secondary
image from a square image is done using ring partition. The ring-based method [29,
30] considers the image information around 80%. The corner information remains
unused for a hash generation. There are significant amount of information in the
corners. The ring-based method by including the corner information [33, 34], so as
to identify malicious tampering of small size, in the corners of an image, has been
carried out for first intermedia hash.

The pixels on the ring picture are arranged in the matrix columns. Four statistical
elements, mean (μ), variance (σ 2) skewness (s), and kurtosis (k), are efficiently
represented for the visual contents of each concentrated ring. This is because of
these four parameters: the average image energy can be represented by mean, the
variation of the pixel picture can be determined by variance, pixel asymmetry can
be characterized by skewedness, and, finally, the distribution of pixel shape can be
represented by kurtosis.

Now, the characteristics of statistics are used to generate a vector of featuresv j ,
reflecting the j-th column of a secondary image.

v j = [
μ j , σ

2
j , s j , k j

]T
(2)

where [.]T represent the transpose.
Next, V, i.e., 4 × (n + 4) size generated from nth ring and four corners as

V = [
v1, v2, . . . , vn, vn+1, . . . , vn+4

]
(3)

In a four-dimensional space, the vector that represents each ring and corner can
be regarded as a point. In the feature space, the content preservation processes cause
these points to be slightly disturbed. Thus, the shift in vector length ismuch less influ-
enced by the digital operations. This vector distance property was used to describe
the hash elements.

The vector obtained is initially normalized. If fk =
[ fk(1), fk(2), · · · , fk(n), fk(n + 1), · · · , fk(n + 4)] known for k-th row in V
(1 ≤ k ≤ 4). Next, gk and gref( j)(1 ≤ j ≤ 4) that are normalized vector and average
values have been determined as

gk( j) = fk( j) − fk( j)

σ 2
k

; gref( j) = 1

(n + 4)

(n+4)∑

k=1

gk( j) (4)
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where σ 2
k and fk( j) represent variance and mean fk .

The vector distance e(k) between gk (1 ≤ k ≤ (n + 4)) and gref is defined as

e(k) =
√√√
√

4∑

j=1

(gk( j) − gref( j))
2 (5)

The distance vector e(k) is scrambled using secret key and generates first
intermediate hash,

h = [h(1), h(2), . . . , h(n), h(n + 1), . . . , h(n + 4)] (6)

III. Bayer array conversion and estimation of correlation coefficients of a CFA
interpolated color image

The preprocessed image is mapped to a Bayer array [RGGB] [35] (i.e., single color
at each pixel location) to get a CFA image. All other colors are interpolated using
bilinear interpolation, which generates CFA interpolated color image I(x, y), where
1 ≤ x ≤ M, and 1 ≤ y ≤ M . In a CFA interpolated color image acquisition, a
camera sensor captures a single color at every pixel; the remaining two colors are
interpolated from the neighboring samples.As a consequence,within a color channel,
a subset of pixel samples is linearly correlated to their neighboring samples (CFA
detail reference [35]). However, even a small tampering may destroy this correlation.
Hence, presence or absence of correlation may be used to authenticate an image.
However, only this knowledge is not sufficient for an image hashing. Hence, it has
been used as a complementary feature in the proposed model.

To estimate the correlation coefficients of a CFA interpolated color image, the
expectation maximization (EM) algorithm [36] discussed in Appendix 1 has been
applied on the red and green channels to get βr and βg , respectively (where βr and βg

are red, green channel correlation coefficients). These are concatenated to get final
correlation coefficients β = [

βrβg
]
, which is a second intermediate hash of length

16 digits.

3 Image Authentication Using Proposed Image Hashing

The proposed hashing method is applied in an image authentication application as
shown in Fig. 2.

The receiver has the received image along with the transmitted hash hθ. The
receiver model corrects the geometric correction (if any) using blind geometric
correction approach as follows.

Let an image obtained be processed using combined geometric correction like
RST. Next, rotation angle is determined as
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Fig. 2 Proposed image authentication

θ = arctan(�Y/�X); θ ′ = arctan
(
�Y ′/�X ′) (7)

where,�Y = Yb − Yr , �X = Xr − Xb, �Y ′ = Yl − Yt , and �X ′ = Xt − Xl . Here,
non-zero-pixel values indexes for top, bottom, left, and right are (Xt ,Yt ), (Xb,Yb),
(Xl,Yl), and (Xr ,Yr ). If θ ∼= θ ′ the image has rotated with angle θ . In next operation
the image needs to be anti-rotated with angle θ and region of interest is cropped
yields a restored image.

Now, the intermediate hash (h′) of restored image is generated. Next, the differ-
ence, d, between h and h′ is found. If d exceeds the selected threshold (T1), the
image pair will be different (fake) or large tampered, otherwise perceptually same
(authentic) or small tampered. Using the knowledge of β, the perceptually similar
pairs and small tampered pairsmay be segregated using block processing as discussed
below. Additionally, in the case of tampering, the tampered region will also be
identified.

A. Block processing for segregation and taper detection

A block processing approach is used to differentiate between perceptually similar
image and small content addition/deletion image. It is also applied to locate the
tampered region. The perceptually same (authentic) or small tampered image of size
M×M is received. Then, it is divided into 9M2/4b2 number of blocks (block size=
b) with 50% overlap between subsequent blocks. For each block, the EM algorithm
is applied for the red and green channels to get interpolation coefficients, β′

r and β′
g ,

respectively. These are concatenated to get β′ = [
β′
rβ

′
g

]
.

A block is labeled as a tampered, if the correlation measure (C) between the
received (β) and calculated (β′) of specified block is less than the threshold T2;
otherwise, it is considered authentic. Based on experiment, over 3922 perceptual
similar image pairs and 500 forged image pairs empirically selected threshold T2 =
0.95. If the blocks of an image is found to be tampered, then drawn a red rectangle
in the received image in the corresponding block positions.
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4 Results and Discussions

The proposed hashing technique has been validated with 37,855 image pairs (where
5830 perceptual similar, and 32,025 are forged or different pairs) generated from
USC-SIPI database [37], CASIA Tampered database [38], from Nikon D3200 taken
images, and extracted from Internet. Based on the rigorous experiments on large
databases, the optimumparameter values used in themethod proposed are as follows:
M × M = 512 × 512, and n = 32, N = 1, σ0 = 0.0075, P0 = 1

256 ,m = 16, b =
32 × 32, δ = 10−5, T1 = 148, and T2 = 0.95.

A. Analysis of robustness and discrimination

For the analysis of trade-off between robustness as well as discrimination, a threshold
(T1) has been identified shown in Fig. 3. The 5830 content similar image pairs have
been generated using 110 operations as shown in Table 1. 19900 different image pairs
have been formed from 200 images. The hash distance probability plot for 25, 730
image pairs is shown in Fig. 3. Empirically from Fig. 3b, the optimal threshold hash
distance (T1) is selected 148 (which is the crossover point of two plots) to consider
robustness aswell as discrimination. It can be observed thatmost of the hash distances
are situated left side of decided threshold, reverse for different image pairs. Hence,
the proposed content authentication is better to maintain the balance for robustness
and discrimination.

B. Tampered area localization

A set of 1400 images and their tampered versions (large area as well as small) have
been taken from CASIA and TID database and created by own publicly available
[31] for forgery detection capability of the proposed hashing technique. It is exper-
imentally observed that for 700 tampered image pairs; the hash distances are larger
than selected threshold (T1). The remaining 700 small tampered image pairs hash
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Table 1 Similar contents generation specifications

Tools Operations Parameters Values of parameters

Photoshop Brightness adjustment Photoshop’s scale ±10, ±20

Photoshop Contrast adjustment Photoshop’s scale ±10, ±20

StirMark JPEG contraction Quality factor 30, 40, 50, 60, 70, 80, 90,
100

StirMark Scaling Ratio 0.5, 0.75, 0.9, 1.1, 1.5, 2.0

StirMark Rotation Rotation angle in degree ±5, ±15, ±30, ±45, ±90

MATLAB Gamma rectification � 0.75, 0.9, 1.1, 1.5

MATLAB 3 × 3 Gaussian low-pass
filtering

Standard deviation 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1

MATLAB Salt and pepper noise Density 0.001 to 0.01 (step size
0.001)

MATLAB Speckle noise Variance 0.001 0.01 (step size
0.001)

MATLAB Translation [x-pixels, y-pixels] 10 to 100 (Both axis)

MATLAB Composite RST Degree of rotation, Ratio,
and [x-pixels, y-pixels]

# 1–(5°, 0.5, [10]), #
2–(10°, 0.75, [20]), #
3–(15°, 0.9, [30]), #
4–(30°, 1.1, [40, 40]), #
5–(45°, 1.5, [50, 50]), #
6–(87°, 2.0, [60, 60]. Made
36 combinations from
above six parameters

distance are below the threshold (T1), which has been correctly detected and tampered
region(s) is/are highlighted by the red rectangle using block processing approach.
For example, shown in Table 2.

III. Performance comparisons with state-of-the-art methods

To illustrate the effectiveness, the proposed image hashing technique is compared
with some existing hashing techniques: such as RT-DFT [16], Zernike moments
(ZM)-based hashing [14], ring-NMF-based hashing [29], and ring-invariant vector
distance (IVD)-based hashing [30].

The comprehensive performance comparison is depicted in Fig. 4, which shows
better TPR than other methods, during FPR 0 to 0.4. This indicates the robustness
efficacy of the proposed model. Nevertheless, at the same time, low FPR shows the
proposed method discriminative capability. However, the performance improvement
is almost similar to that of the other methods above the FPR of value 0.4.

The performance comparison in the case of forgery detection and some other
parameters are represented in Table 3. It can be find that proposed method can
detect copy–move/splicing forgery in the corners of an image. The existing methods
[14, 16] can also detect this forgery, but these methods do not possess the rotation
invariant property for an arbitrary angle. However, it is experimentally find out that
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Table 3 Performance comparison for discrimination with different existing techniques

Methods RT-DFT
based [16]

ZM based
[14]

Ring-NMF
[29]

Ring-IVD
[30]

Proposed
method

1. Detection of
forgery such as
splicing,
copy-move on
corners of an
image

Yes Yes No No Yes

2. Color forgery
detection

No Yes No No Yes

3. Robustness
toward an
arbitrary angle of
rotation

No No Yes1 Yes1 Yes2

4. Hash length 15 digits 560 bits 74 digit 40 digit 52 digit

5. TPR when
FPR = 0

0.8943 0.9378 0.9454 0.9523 0.9925

6. FPR when
TPR = 1

0.1534 0.0732 0.0565 0.045 0.0011

7. Average
time(sec)

3.4323 0.6235 2.1348 0.2943 3.2342

8. Identification
of tampered areas
gone through
rotation

No No No No Yes

Yes1: Yes (loss of some information); Yes2: Yes (no loss of information)
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our approach is robust against an arbitrary rotation. Due to the inclusion of quaternion
model, the proposedmodel can detect color forgery, but [16, 29, 30] are insensitive to
color changes. The proposed image authentication model is also capable of detecting
the tampered location, which is a limitation of [16, 29, 30]. The hash length of
proposed method is a little bit large, but it is still below a 1 kb size which is usually
considered to be a maximum size of a hash [39]. It is shown that TPR when FPR≈ 0
of proposed method is 0.9925, which is comparatively better than the other methods.
Similarly, when TPR ≈ 1, the FPR is observed to be lowest among all other method
considered in this study. It is expected the method that provides high TPR and low
FPRmay be considered as better hashing technique. From this perspective, it may be
inferred that the proposed method may be selected as an improved hashing approach
than existing techniques.

The proposed hash generation approach has been implemented in desktop system
with configuration 8GBRAM,MATLAB2015a, andWindows 8. The othermethods
that have been used for comparative analysis have also been implemented on the
same platform to evaluate the computational demands. Table 3 represents that our
algorithm is computationally demanding than some existing approaches, but fulfill
the simultaneous requirement of gooddiscrimination, robustness, and high sensitivity
to content/color changes.

5 Conclusions and Future Scopes

Here, we design a hashing algorithm using CFA interpolation coefficients, vector
distance, and a blind geometric correction, which has been applied for image authen-
tication. The arbitrary rotation invariant and forgery detection along with arbitrary
rotation are obtained in our approach due to a blind geometric correction. The CFA
interpolation coefficients have enhanced the discrimination of the proposed method.
The results of the experiments show that the proposed method is robust to digital
operations, including arbitrary rotations. The proposed method forgery detection
(like a small copy–move or splicing in the corners of an image, the global and local
color changes, the small malicious tampering) performance is better to compared
methods. The proposed model may also detect the malicious tampering regions. The
ROCcomparison shows that the proposed hashing algorithmhas good discrimination
and robustness, when applied to image authentication application.

Future work may be to explore machine learning for content authentication via
image hashing.
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Smart Segregation and Defect Detection
of Nuts for Fasteners Industries

Akhilesh Kumar, Gurleen Kaur, Bhavyae Mittal, Gaurav Sapra,
Rajesh Kumar, and Garima Joshi

Abstract This paper presents the design and fabrication of economically viable
nut segregation and defect detection machine for fasteners industries. This proto-
type is developed to help manufacturers in achieving quality assurance at minimal
cost. Simulations are performed in ANSYS to optimize the design parameters of
machine prototype. Working of machine prototype is categorized in three stages:
(i) linearization, (ii) slot allocation, and (iii) image processing. To segregate, the
individual nut from the feeder motoring mechanism is adopted for the linearization
stage. For defect analysis, nuts are moved with the help of a motor on the vacant slots
of rotating disk mounted with camera at fixed location. Images of nuts are captured
by camera and processed for defect detection by adopting edge detection and back-
ground subtraction algorithms in image processing. The detection of nut dimensions
using machine prototype is also reported.

Keywords Linearization · Finite element analysis · Slot allocation · Image
processing · Segregation of nuts

1 Introduction

Automobile industry of India is among the fastest growing markets in the world.
With advancement in technology and increase in consumer preferences, the auto-
mobile industry is changing at a very fast pace. To meet the ongoing demand of the
automobile industry, a lot of technological advancement is also required at fastener
industries [1]. One of the biggest concerns with fastener industries in India is to
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pace up the production without compromising on the quality. Quality assurance at
minimal cost with strict deadlines is the biggest concern for small and medium-scale
enterprises (SMSEs). For fastener industry, nut segregation and detection plays a vital
role in quality assurance. Various imported advanced nut segregation and detection
machinery based on artificial intelligence, machine vision, image processing, neural
networks, machine learning, RFID sensing, and software technology are available
globally [2–6]. These machines do not provide all the required stages of sorting
like linearization, orientation of nut, fault on faces, and fault on edges. The cost
of imported machinery is beyond the reach for most SMSEs in our country. To
address the concern of industry design and fabrication of cost-effective and reliable,
indigenous machine prototypes is proposed in this work.

Theworkingmodel of the prototype is categorized in three stages: (i) linearization,
(ii) slot allocation, and (iii) image processing. In this paper, design andworking of nut
segregation and defect detection machines are discussed in detail. Also, the detection
of nut dimension using the prototype is reported in this work.

2 Experimental Section

A. Schematic of machine

Three stages of the proposed machine are divided into four sections: (a) linearization
of nuts, (b) rotating disk, (c) image processing, and (d) segregation as shown in Fig. 1.

First, linearization is done by pouring a bulk of nuts in the feeder. From the
feeder, few nuts are made to fall on the conveyor. As the conveyor vibrates, nuts
get linearized and start moving one by one in line. After linearization, one nut at
a time takes the position in the slot of rotating disk as shown in Fig. 2. Further,
camera is mounted above the rotating disk. On finding the nut in the field view of
the camera, infrared (IR) sensor detects it and sends the feedback signal to camera
for image capturing. The image captured is then further processed for fault detection
using edge detection [7] and background subtraction algorithm [8] implemented in
Python computer language. Final segregation of faulty nuts is done by energizing
the pneumatic blower system [9].

Various materials such as wood, plastic, and galvanized aluminum sheets are used
to develop the machine prototype. Overall base of the machine structure is made
up of wood, and wooden planks are used to develop structures like hopper base,
axle support structure, and vibrating mechanism support. For cost effectiveness,
plastic bottles are currently being used as a feeder. Due to high tensile strength

Linearization 
of Nut Rotating disc Image 

Processing Segregation

Fig. 1 Schematic of machine
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Fig. 2 Photograph of machine prototype. Materials used

and lightweight, galvanized aluminum sheets are selected to develop horizontal and
vertical shaking plates. The overall dimension of machine prototype is given in
Table1.

B. Simulations

To optimize the design parameters of machine prototype finite element, analysis
is done using ANSYS software [10, 11]. For making the machine design more
robust and reliable, material selection for machine parts is selected using simulations
(Fig. 3).

Three different materials, i.e., structural steel, stainless steel, and aluminum alloy,
are selected for analysis. The detailed material properties are given in Table 2. From
ANSYS simulations, it is found that the stationary components of the model are to
be fabricated with structural steel, and for the moving parts of the model, aluminum
alloy is to be used for the fabrication.

Table 1 Machine prototype parts with dimensions

Name of parts Length (cm) Breadth (cm) Height (cm)

Hoper base (To attach with stepper motor) 18 8 0.5

Hopper side channel (Stand on which hoper is
connected)

3 1.4 38.3

Shaker side channel (Stand on which shaker is
connected)

3 1 25

Shaker base 19 7.5 0.5

Swing plate 16.5 8 0.5

Rotating bar 4.5 1 9

Side channel for swinging plate 5 2 9
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Fig. 3 Simulation model of machine prototype using ANSYS software

Table 2 Materials required

S.NO Material Stress (pa) Strain 10–9 Deformation (m*10–11) Density (kg/m3)

1 Structural
steel

1313.7 6.67 7.80 7800

2 Stainless
steel

1296.2 6.82 7.90 8000

3 Aluminum
alloy

462.58 6.62 7.47 2770

3 Working Mechanism

A. Linearization

For the linearization stage, bulk of nuts is poured in a feeder for fault detection. For
pouring a few nuts on a shaking plate from the feeder, it is bent downward to an angle
of 30° with the help of a servo motor. Shaking plate is vibrated with the help of DC
motor. Speed of theDCmotor is controlled by anArduinoUNOmicrocontroller [12–
14]. From horizontal shaking plate, one nut at a time falls on the vertical aluminum
channel. A geared DC motor of specification 60 RPM at 12V is connected with a
shaft of vertical aluminum channel. Aluminum channels are made to vibrate using a
DCmotor whose speed is controlled by using Arduino and L293D I.C [15]. Initially,
the speed of vibration is kept low, i.e., 40 rpm, and it is increased gradually to get
accurate results for linearization as shown in Fig. 4.

B. Slot Allocation

After the linearization stage, the nut occupies the vacant slot in the slotted disk one
by one. To avoid the overlapping of nuts, the structure of a rotating disk is designed
in such a way that it consists of two circular disks placed one over another. Base
circular disk is kept fixed, and the slotted disk is connected with a DC motor for
circular rotation. The rotation of disk and vibration of channel is synchronized to
avoid overlapping of nuts as shown in Fig. 5.

C. Image Processing

To segregate the faulty nuts, image processing technology is adopted [16]. For image
processing, a camera is mounted at a fixed location over the rotating disk. As soon
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Fig. 4 Linearization stage
of machine prototype

Fig. 5 Slot allocation stage
of machine prototype

as a nut comes in the vicinity of the camera, the IR sensor detects it and sends
the feedback signal back to the camera [17]. On receiving the feedback signal, the
camera captures the image of the nut. The captured image is then compared with the
image of the correct nut using edge detection and background subtraction algorithm
implemented in Python computer language as shown in Fig. 6.

The dimension of the nut is detected bymachine prototype using image processing
technology. A sample nut of dimension is found to be 0.9 inches with metric scale
is detected with the same dimension using machine prototype as shown in Fig. 7.

Fig. 6 Image processing
stage of machine prototype
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Fig. 7 Detection of nut
dimension using machine
prototype

Machine prototype is capable of detecting± 0.1 inches diametrical variations in nut
dimension.

4 Conclusion

In this paper, the design and fabrication of nut segregation and defect detection
machine are discussed in detail. For optimizing the design parameters of machine,
finite element simulations are performed using ANSYS software. Simulation results
suggest that the stationary components of the prototype are to be fabricated with
structural steel and moving parts with aluminum alloy. The working mechanism
is divided into three stages: (i) linearization, (ii) slot allocation, and (iii) image
processing. Linearization stage involves the use of two motors, i.e., servo motor and
DC-geared motor for vibrating horizontal and vertical shaking plate, respectively.
Speed of motors is controlled by an Arduino UNO controller. After linearization,
nuts are placed in a vacant slot of slotted disk. In the third stage, IR sensor is used to
detect the presence of nuts under the vicinity of the camera and send the feedback
signal to the camera for image capturing. Camera is mounted at a fixed location
over the slotted disk. The captured image is then processed using edge detection
and background subtraction algorithms implemented in Python software language.
Machine prototype developed is capable of detecting the diameter of the nut with a
tolerance± 0.1 inches. In future, accuracy and nut detection speed of machines will
be improved by adopting high resolution cameras and controllers.
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IR-Based V2V Communication System
to Aid People Suffering
from Photosensitive Epilepsy

B. Aadhi Aadhavan and Sumit Kumar Jindal

Abstract Photosensitive epilepsy refers to the condition, where a human, suffers
from seizures when exposed to flickering or flashing lights or when said lights
appear in a said pattern or such as stripes or bands. It is a well-known fact that
the conventional method of road signaling and communication between drivers of
non-automated cars is completely reliant on the use of visible lights. Every pattern or
position of light communicates a certain message to the drivers around the vehicle.
Evidently, we can conclude that the current system that is in place, which enables
road traffic to communicate, doesn’t take into account, the plight of the masses that
suffer from photosensitive epilepsy. This group of people, even though they are a
minority, suffers from a huge risk of being victim to a seizure while driving. Thus,
emerges the need, to create a new communication system that doesn’t work in the
region of visible light, but at the same time, is equally accurate and reliable. Thus,
this work proposes a method to replace/install a simple, cost-efficient way, to enable
photosensitive epilepsy friendly, vehicle-to-vehicle (V2V) communication, with the
use of modulated IR rays. This method is equally fast and reliable as the conventional
method which uses visible light.

Keywords IR communication · V2V communication · Photosensitive epilepsy ·
Serial communication · Signal modulation

1 Introduction

Photosensitive epilepsy refers to the triggering of seizures when the victim observes
flashing or patterns of light [1, 2]. These seizures may be mild, or might sometimes
even be fatal. If such a condition is being triggered while a person is driving, it
is certainty for an accident. A busy road is a place full of flashing and patterned
light, which are used by people for communicating between each other on the road
conventionally. This seemingly harmlessmode of communication poses a huge threat
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for those suffering from photosensitive epilepsy as it triggers seizures in them, which
will prove to be fatal in a busy road [3].

The laws related to photosensitive epilepsy are very hazy and doesn’t restrict them
from driving. Approximately, 1 in 4000 people has been diagnosed with photosen-
sitive epilepsy. That makes the global count 2.5 million cases. Thus, photosensitive
epilepsy isn’t a rare phenomenon either. So, it is not uncommon to see, photosensi-
tive epilepsy-related accidents. Research states that some countries prohibit people
who suffer from photosensitive epilepsy to drive after 6:00 PM. All these fatalities
and inconveniences can be avoided by re-inventing the traditional visible light-based
indication system [4] to an infrared-based (IR) system.

An IR-based systemnot only allows the victims of photosensitive epilepsy, to have
a safe and hassle-free travel but it also enables fast, secure, light-free communication
which prevents light-triggered migraines and as an added benefit, reduces sound
pollution. This will be a boon for those who suffer from photosensitive epilepsy, as
IR isn’t in the visible region of light.

Further, the use of an IR-based communication system allows us to use more
complex indication patterns; as the decoding and processing is done on the micro-
controller, the information can be passed to the driver’s dashboard [5]. This brings
about the end accidents related to misread and misunderstood road indications.

This highly effective, cost-efficient alternative to the conventional indication
system, not only enables an entire minority to have a safe travel but claims a higher
accuracy as compared to the conventional mode of visible light-based communi-
cation or the use of other sensors like light-dependent resistor (LDR) or ultrasonic
sensors [6]. The accuracy in an IR-based system is high because the use of IR elim-
inates human error and is advantageous over LDR which may cause problems due
to difference in luminous intensity.

The only limitation with IR-based V2V communication is the interference which
could be caused by other objects. This can be solved by modulating the transmitted
signal. This helps in reducing noise and interference. Further, a packet of data can be
transmitted, which contains ID of the transmitting vehicle, visual cues of transmit-
ting vehicle, and the message to be transmitted [7, 8]. This detailed information is
sufficient to prevent any indication-based accidents and would help people suffering
from photosensitive epilepsy.

Further, modulation increases range of communication. This is advantageous over
visible light-based communication because it can work even in places where there is
fog or rain, where visible light-based communicationmay fail due to loss of visibility.
This makes sure that their percentage of accidents that happen because of lack of
proper road communication decreases [9].

Additionally,modulation allowsmultiplexing and also helps in reducing the size of
the antenna and also enables multiplexing. This enables us to have multiple vehicles
communicating at the same time without experiencing cross-interference.
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2 Literature Survey

A combination of IR and RF can be used to replace the conventional signaling
system using horns to reduce noise pollution. The aim of the research was to get the
attention of the drivers around the given vehicle. The wirelessly transmitted message
was displayed on an LCD screen placed next to the driver which enables him to take
decisions based on the displayed message, which was transmitted by other drivers in
the vicinity. A TSHOP1738 IR receiver was used, and an IR transmitter controlled
by a PICmicrocontroller. The IR transmitter can be any universal transmitter. Here, a
TV remote was used as a transmitter as TV remotes use the same modulation, which
can be decoded by the TSHOP [10].

On studying into the accidents that take place in the highways, it can be understood
why they are referred to as ‘bottle necks’. Considering this, the employment of
ultrasonic sensors and IR sensors for object avoidance and detection was suggested.
Along with this, an anti-lane drift mechanism/algorithm was also introduced, which
prevents the user from switching lanes without proper indication. This was meant to
replace the auditory signaling system in everyday vehicles. Further, data security can
also be integrated so as to add themodel seamlessly to an IOV system. A comparative
study was drafted with multiple components and other literature [11].

Research into an automobile braking system using IR results in the conclusion
that they are sophisticated enough to replace the current ABS system which is in
place. The suggested system calculates the rate at which the distance between two
vehicles change. If there is a sudden decrease in the rate of decrease of distance, the
onboard SoC triggers the vehicles braking system. This causes the braking system to
come into picture and prevent the collision between the vehicles. Further, the vehicle
is integrated with traction control and a throttle system. This is kept in place so as to
automate throttling system after an emergency break. If the distance between the cars
increases again after an emergency brake, the vehicle powers up again and assists in
the throttling action [12].

An optical audio transmission system which is capable of converting audio
signals into IR pulses to orchestrate an optical wireless audio system was designed.
This model improves transmission distance and improves the transmission coverage
region as compared to conventional IR transmission. The low-cost factor involved in
making this model makes it suitable for everyday use. The device works by initially
amplifying the sound and then sampling it and converting it to IR pulses which is then
received by the receiver end. Here, the receiver decodes the incoming signals. This
is followed by another re-amplification process. This amplified signal is produced
as an output. This reduces the loss of data over transmission (attenuation) and also
increases the speed at which data are transferred [13].

On studying the working and efficiency of various V2V communication models,
we can conclude that V2Vmodels are ready to be adopted into everyday life. It can be
seen that the security of the model is of major concern and that serious development
should be introduced into the domain of security in V2V communication as the threat
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of data theft grows every day. V2V communication can take place under various
bandwidths, and the use of public key infrastructure (PKI) can be introduced [14].

The working of LDR and IR sensor was compared in the application of finding
parking spots and assisting in parking. The tests were conducted at different lumi-
nous intensities and also at different intensities. It was found that the LDR sensor
was too reliant on the luminous intensity of the environment. This introduced various
threshold values which increases the complexity of the code involved. Further,
the LDR gives false positives in the presence of shadows. It was proved experi-
mentally that the accuracy of IR far surpassed that of LDR by not being affected
by environmental factors, but it consumes more energy which makes it less cost-
effective as compared to LDR but definitely better than the existing camera and
image processing-based systems [15].

On viewing the performance of IR and ultrasonic sensor, side by side in the
application of obstacle navigation and detection/avoidance, it was proved that the
ultrasonic sensor was a better performer for specific kinds of obstacles, whereas the
IR sensor was more efficient and accurate for a specific set of materials. The ratio of
measured distance versus actual distance which was rendered from the sample data
procured by the set up was useful to chart the flexibility and use of the said sensors.
Further, the use of neural networks/deep learning or fuzzy logic can enhance the
quality of the above data by a huge magnitude [16].

On employing and understanding the accuracy and efficiency of IR sensors of
variable wavelength detection thresholds, it is evident that they are ideal for detecting
and assist the landing of airplanes in the presence of fog/mist. It was identified that
the usage of a sub-0.285-micron UV filter shows convincing proof that results are
affected by background light intensity and thus shows good results at all times of
the day. It was able to precisely deliver a visibility enhancement of 2400 RVR, with
high reproducibility, whereas the naked eye is capable of providing only provided a
visibility of 700 RVR, thus making this method almost 3.5 times more accurate than
the use of visual aid and also more precise than any conventional method [17].

To explore visible light communication, the use of rolling shutter CMOS sensors
was employed. Its results have been proven to be promising. The fundamentals of the
rolling shutter CMOS sensors were explained, and further, the results were analyzed,
keeping in mind, the factors of signal quality and data rate. A new measurement to
define the signal quality accurately was defined, and this was the signal interference
plus noise ratio. The equations necessary for calculating the data rate and the SINR
were defined, and further, based on these results; simulations were done to analyze
the output [18].

3 System Model

A. System Architecture

Figure 1 explains the basic system architecture involved in modeling the proposed



IR-Based V2V Communication System to Aid People Suffering … 265

Fig. 1 System architecture of V2V system using IR

system. The architecture was designed by considering constraints like reduced
latency, increased transmission distance, and low cost. The hardware choices were
also made with the above constraints in mind.

The system is activated when the microcontroller (here NodeMCU) detects an
input from the user. The input is the indication that the userwants to be communicated
across, to the receiver. The provided input is processed by the NodeMCU, and serial
communication is established with those receivers that are in the line of sight (LOS)
of the transmitter via which the NodeMCU communicates.

The serially transmitted information is received by the TSOP1738, and the data
are decoded. The decoded and processed data are then displayed on the receiving
end’s dashboard, thus enabling V2V communication via IR.

B. Flowchart

Figure 2 depicts the proposed system model. The model is initiated, when the
user/driver requires to communicate with his other fellow drivers on the road. This
is when he gives the manual input, which is his message to be transmitted. This will
be done in the form of a conventional indication lever or could be modified into a
button.
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Fig. 2 System implementation flowchart

This triggered input is received by themicrocontroller. Themicrocontroller builds
a data packet with information like the car’s registration plate and the vehicles color
so that the users who receive this data can easily, visually identify the transmitter.
This data packet is then modulated to 38 kHz. This is done, so as to increase the
transmission range and to further allow multiplexing.

This modulated signal is now ready for transmission. It is limited by the receiver’s
ability to decode only inverted messages. Thus, the transmission has to be inverted.
This is done with the aid of an n-p-n transistor. It is possible to implement inversion
with just the code/software, but it has proven to be more efficient and also reduces
latency if the inversion is donewith the hardware component. Thus, an inverter circuit
is designed before transmission. The data are now ready to be serially transmitted.

This transmitted data are now received and decoded by the receiver. The inverted
data are decoded/demodulated and then sent to themicrocontroller.Micro-controller,
then, displays this data in the dashboard of the receiver. This allows the receiver to
take a decision on whether to slow down or halt based on the incoming data.

As all the components used are low power consuming devices, the power can be
directly taken from the car alternator, which is in turn powered by the car’s kinetic
energy.

C. Hardware Specification and Implementation

C.1. Hardware Specifications
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• As seen in Fig. 3, the core of the proposed system is a NodeMCU. NodeMCU
is cost-efficient IOT development platform which is open sourced. Out of the
box, the firmware runs on the ESP8266 Wi-Fi SoC. The NodeMCU’s GPIO
pins are mapped as shown in Table 1.

• The TSOP receiver is used to detect and decode IR signals which are
modulated with up to 38 kHz. It operates at a very low current of 5 mA.

• The IR LED is basically a conventional LED which allows the emission of
rays with wavelength up to 940 nm. It has a viewing angle of 30 to 40 degrees
with a spectral bandwidth of 45 nm.

• TheBC547 is a versatile transistor. This has aDCcurrent gain of 800.And has
amaximum emitter base voltage of 6 V. Its base current is rated at a maximum
of 5 mA. An inverter circuit is designed with the BC 547 by providing the
base with a resistance of 1 K � and the collector with a resistance of 100 �

Fig. 3 Experimental setup
of the proposed model

Table 1 GPIO pins of
NodeMCU

I/O pin ESP8266 pin

0 GPIO 16

1 GPIO 5

2
3

GPIO 4
GPIO 0

4 GPIO 2

5 GPIO 14

6 GPIO12

7 GPIO 13

8 GPIO 15

9 GPIO 3

10
11
12

GPIO 1
GPIO 9
GPIO 10
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C.2. Hardware Implementation

The manual indication input in a real-life situation is simulated by software for
experimentation purposes. On entering the indication into the serial monitor, for a
dedicated NodeMCU, the information is first processed by NodeMCU. This data are
then made into a data packet, complete with a start bit and a stop bit. Further, the
license plate data and the vehicle color are also added so as to include visual aid to
the driver.

This data are then modulated to 38 kHz by the NodeMCU. This allows the
transmission to be resistant to external interference and also increases the range
of transmission. Moreover, it allows multiplexing too.

The modulated data then undergo inversion. To serve this purpose, a BC547 N-
P-N transistor has been used. It is used in its forward-biased configuration. The base
is provided with a resistance of 1 K � and a collector resistance of 100 �. Thus, an
inverter circuit is realized. The emitter is connected to the negative pin of the LED
and the collector to the positive pin. The inverter circuit helps in inverting the output
of the NodeMCU.

Themodulated, invertedoutput is then transmitted via the IRLED.The transmitted
signal is received by the TSOP 1738 IR receiver. The received signal is decoded by
the receiver and is sent to the NodeMCU. The NodeMCU converts the decoded data
into readable data and then displays it on the serial monitor.

4 Results and Discussion

The system has been designed with the help of NodeMCU, and its efficiency has
been studied. It was identified that there is seamless transmission of data with little
to 0 latency. Further, the latency remains the same for up to 10–15 m; even after
which, the rise in latency is very less.

The results are as follows:
Figure 4 shows the indication input that the driver will be providing through an

indication lever, or button is simulated via the IDE. Assuming the driver wishes to
take a ‘right’ turn, we simulate that by entering ‘right’ in the serial monitor. The
above data are now ready for serial transmission across the vehicles.

Figure 5 shows the output on the receiver end. It can be noted that the intention

Fig. 4 Input at the
transmitter’s end

Fig. 5 Transmitted input,
received at receiver’s end
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Fig. 6 Sample input 1 at
transmitter’s end

of the transmitter along with the license plate number and the color of the vehicle
is transmitted so as to provide visual assistance to the receiver to identify the trans-
mitter and act accordingly. This helps the driver to understand his surroundings
quicker and also in a more effective way as compared to simple visible light-based
communication.

A few more sample results are as follows:

a. Sample input

Figure 6 shows the simulation of another common road indication that has been
communicated serially via the proposed IR-based system.

Figure 7 depicts an input that cannot usually be communicated via visible light-
based systems. This is due to the complexity of light patters that would have to be
designed if different messages like these are transmitted. The use of IR eliminates
this forthcoming of the conventional system, due to the automation of decoding and
displaying of messages in the user’s dashboard.

b. Corresponding output

Figure 8 depicts the message that will be printed at the receiver’s dashboard after
successful transmission of the input show by Fig. 6.

Figure 9 shows how even unconventional, complex messages can be communi-
cated with ease with the help of IR bases V2V communication. Figure 9 depicts the
output associated with the input shown by Fig. 7.

IV.1 Comparative study with existing literature

Table 2 shows the comparative study of the proposed paper with existing literature.

Fig. 7 Sample input 2 at
transmitter’s end

Fig. 8 Sample output 1 at
receiver’s end

Fig. 9 Sample output 2 at
receiver’s end
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Table 2 Comparative study with existing literature

S. No Title Result Comparison

1 Vehicle-to-vehicle
communication using RF
and IR technology [10]

IR serial communication
was established using a
universal transmitter

A dedicated transmitter was
designed to establish
high-speed communication

2 Design and implementation
of infrared (IR)
communication system [11]

Implementation of optical
audio transmission system
with IR

The use of TSOP1738
prevents the need for signal
amplification

3 Performance study on IR
obstacle sensor for
automobile braking system
[12]

Implementation of
braking system with IR

IR is used to convey a
message rather than to
detect obstacles

4 Vehicle-to-vehicle
communication technology
[14]

The security threats in
V2V communication is
explored

The suggested application
doesn’t require privacy as
information is broadcasted

5 Conclusion

A V2V IR communication system has been implemented which can aid the people
suffering from photosensitive epilepsy. This system will allow those unfortunate, to
have hassle-free travel without endangering their own safety or that of their fellow
drivers.

Further, the modulation of the transmission to 38 kHz allows communication
without interference and also increases the effective range for which the message
can be transmitted. The proposed system can also help in communication in the case
of fog or bad weather.

The proposedmodel can be upgradedwith better components like IR lasers, which
could increase the distance forwhich themessage can be transmitter. Further, an array
of IR transmitters and receivers might be used, to enable a constant communication
system with the vehicles in the front and back, which can automatically detect and
inform the user, regarding unexpected indication less lane change or change in speed
etc.

Also, IR communication systems can be set all around the vehicle, thus allowing
the system to predict, from where the data are being transmitted from and can supply
the driver with that information as well.
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Experimental Design
and Implementation Model of a Cashless
Money Transfer Wristband

Yajat Grover and Sumit Kumar Jindal

Abstract In today’s era, traditionalmoney transfer systems aremore prone to attacks
like forging signatures, theft of debit cards, etc. However most of the debit cards
which are now being used are RFID-based Tap to Pay cards which therefore are more
vulnerable to security risks. Money Transfer Wristband offers a platform where the
chances of such attacks are minimized and money can be transferred easily from
one user to another at any time. This system contains a Fingerprint Sensor, LCD
display and a Serial Communication port for transferring data between any trusted
applications to the microcontroller. After linking microcontroller with the applica-
tion, wallet balance is displayed along with details which are entered by the user on
LCD for simple communication and after that registration of authenticated finger is
done. After entering amount and user ID, it again asks the user to place the finger for
initiating transaction and if the fingermatcheswith the finger previously stored, trans-
action is successful otherwise transaction fails. Thus, this work proposes a method
where the data is being transferred serially and is therefore faster as compared to
the data transmission over the Internet. The system designed is independent, cost
efficient and powerful which can perform most desired activities of a particular user.

Keywords Internet of Things · Arduino Uno · Fingerprint sensor · Digital
money · Electronic funds transfer

1 Introduction

Transfer of money for either paying electricity bills or for utility services is required
as there will always be the need for sending or receiving money from one person to
another to sustain in any environment [1]. A new technology of Electronic or Digital
money serves as a medium of exchange when it comes to transfer of money from
one user to another [2]. It will benefit the community only when people actually
start knowing about it and they start using it [3]. Most people generally carry cash
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when they go outside as they do not consider electronic money safe, reliable and
efficient. However, transactions done are protected from third party and are harder
to trace [4]. Sometimes people forget to carry cash and something comes up where
they have to send money to someone then E-money plays a powerful role [5]. It also
saves our time as when a large amount of money is involved, time which is needed
to count the cash also increases but with Digital payments, there is no need to count
the money [6]. With E-money you can deposit real money at one place and use it
anywhere. Nowadays, every other person is using E-money includingmedical Stores,
restaurants, schools, colleges, etc. which results in easy transfer of payments [7].
Some of the Applications which are widely used are GooglePay, PhonePe, BhimUPI,
PayTM and which are absolutely safe and does not store any personal data [8].
With electronic money, transferring amount is much easier without involving bank,
the amount simply deducts from user’s bank account and gets deposited in some
other account as this makes it easier for the user to send or receive money [9].
Electronic money enables digital payments which automatically reduce dependency
of people on cash andwith this, people can achieve broader range of financial services
especiallywhen it comes to big organizations as it offersmore opportunity for revenue
growth [10]. The size of the wearable would be very small and compact and will
therefore be easy for wear and tear and would hopefully attract more users [11].
Every single person is now paying money through UPI and usage of Cash has been
reduced exponentially in the last 4–5 years. This also saves government’s money for
printing cash [12]. With this, an emotion of not carrying cash should not be there
and people should feel free regarding the same [13]. It also saves time as compared
to the traditional systems where payments through cash was done [14, 15]. With
electronic money transfer, there would be no complexity and easy transfer of money
would take place [16]. This will help in creating awareness among people to switch
to new methods for their development [17]. Electronic money system is better for
growing and developing economy than the traditional systems [18–20]. Similarly,
implementation of Money Transfer Wristband is to ensure safe and easy payments
when people step outside. The system responses rapidly when addition or deletion
of user’s fingerprint is to be done.

2 Proposed System

A5V power supply has been given to the Arduino Uno as well as to the LCD display.
The Fingerprint Module is connected with Arduino Uno and the Serial Monitor is
used for taking the user’s input. LCDdisplaymakes it easier for the user to understand
the system and act accordingly (Fig. 1).
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Fig. 1 Block diagram of
proposed system

ARDUINO 
UNO

SERIAL 
MONITOR

LCD
DISPLAY

FINGERPRINT 
MODULE

POWER 
5V

Fingerprint ModuleLCD Display

Arduino UNO

Fig. 2 Experimental setup of proposed model

3 Experimental Setup

Systems which are used nowadays are mostly encrypted with biometrics (either Face
or Eye scanner or Fingerprint scanner). ArduinoUno andLCDkeeps the user updated
about the things which are to be done. The fingerprint sensor takes care about the
security of the system (Fig. 2).

4 Hardware Used

AnArduino Uno is used for communication between the system and the user. Finger-
print Module R307 has been used for authenticating the user while completing the
transaction thus ensuring full security.16× 2 LCDdisplay gives better understanding
of the system as all the instructions are displayed in front of the user.
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5 Results and Discussion

Figure 3 shows as soon as the connections are made and a 5 V power supply is given,
LCD display is turned on and displays a welcome message and the product name as
“Money Transfer Wristband”.

Figure 4 shows that finger print module is connected and is ready to register
user’s fingerprints. If it is not available then the LCD displays “Finger print sensor
not found”. This process is done twice so as to ensure proper security and storing
of fingerprint data. If the fingerprint stored is blurry or is not recorded due to some
error, the system displays the error whether it was due to blurry fingerprints or any
communication error.

Figure 5 shows successful registration of user’s fingerprint after placing the same
finger. If the second finger does not match with the first one, then the system displays
“Fingerprint did not match” on serial monitor rather than storing the identity of first
finger. This will maintain a level of security in the system.

In, Fig. 6 LCD displays the original balance which is there in user’s wallet. If the
user wishes to add more amount in the wallet, the same will be reflected on LCD
display.

Figure 7 shows that the system asks the user to type the recipients name for
initiating the transaction.

Figure 8 shows that the user has entered the recipient’s name and the transaction

Fig 3 Welcome message on
starting up the system

Fig. 4 Enrolling fingerprints
of the user
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Fig. 5 Fingerprint is
successfully registered

Fig. 6 Wallet balance

Fig. 7 Entering recipient
through serial monitor

has been initiated.
Figure 9 shows the amount being entered which is to be sent to the recipient typed

above. This typing of data is being done from users end, through serial monitor.
Alternatively, any communication type can be used for example, a Bluetooth

Module HC-05 or an application from which the user will be sending the data.
Figure 10 shows the amount entered by the user for the initiated transaction. Since
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Fig. 8 Recipient displayed
on LCD

Fig. 9 Entering amount
through serial monitor

Fig. 10 Amount that is to be
sent

the available balance is Rs. 1000, if the entered amount is greater than Rs. 1000, then
the system displays “Insufficient Funds” and the transaction fails.

Figure 11 shows the amount that the user entered and after typing in the amount,
authentication is required to complete the transaction.

Figure 12 shows that the user’s fingerprints are required for completing the trans-
action. When the fingerprints get matched with the fingerprints stored previously,
the transaction is successful.

Figure 13 shows the remaining balance in the wallet after a successful transaction.
Figure 14 shows that when the fingerprints does not match with the fingerprints

stored previously or the amount entered is greater than the available balance, LCD



Experimental Design and Implementation Model of a Cashless … 279

Fig. 11 Entered amount

Fig. 12 Authentication
successful

Fig. 13 Remaining balance

Fig. 14 Failed transaction
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displays “FAILED !!!” as the transaction fails. Since, in this system giving any input
to the microcontroller has been set to a delay of maximum of 3 s. If that time is
exceeded, it automatically fails resulting in a failed transaction. So, the scanning of
fingerprint at last step in order to complete the transaction has to be done within three
to four seconds otherwise the transaction would fail. This can be altered as per the
user’s need. After the process is completed, system goes back to the default page
waiting for the same user to initiate another transaction. If the user is changed then
system will start again and will ask the user to place fingerprints for registration and
the whole process is repeated.

6 Comparitive Study of the Proposed Model with Existing
Literature

S. No Title Result Comparison

1 Universal electronic cash
[10]

In this system, a smart card
is equipped with Rabin
scheme chip to store data on
the server

The proposed system uses
serial data transfer technique
which minimizes data traffic
and is comparatively faster

2 A secure and
privacy-preserving mobile
wallet with outsourced
verification in cloud
computing [11]

Reliable mobile wallet is
proposed using cloud
computing

This system does not involve
cloud and internet as due to
network traffic sometimes
the commands gets delayed
and system takes time to
respond

3 Embedding a Digital
Wallet to Pay with a Selfie
[14]

Payment is done using a face
scanner or a selfie

A little more time is
consumed using a face
scanner as compared with a
fingerprint scanner

4 Providing security for
e-wallet using e-cheque
[20]

Major concern is based on
potential security problem
regarding misuse of e-cash

The proposed system uses
electronic payment methods
(EPS) for transferring money
which is safe and secured
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7 Conclusion

The low-cost, reliable and efficient product has been designed and tested with soft-
ware and hardware debugging and the data being entered through serial monitor by
the user has been transmitted successfully. Placement of eachmodule and sensors has
been done carefully thus resulting in the best working of the product. Implementing
this system on a real network and platform can be done for future work. It is evident
from the comparative study that the proposedmethodologyminimizes network traffic
and is comparatively faster than the existing technologies. Many further improve-
ments can be made in this system such as adding sensors that would display the real
time temperature and weather on the LCD display and give alert when the weather
is not good. Quick payments can be done using this and when people step outside
to grab something. Using certain modules and libraries and growing technology, the
product has been successfully implemented.
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Smart Wheelchair Management System
for Disabled People

Ishan Patel, Krish Sethi, Simrit Kaul, Soumya, and Sumit Kumar Jindal

Abstract Over the recent years, the field of integrating human machine interface to
power wheelchairs for autonomous driving control has gained great attention by the
scientific and engineering communities. The fundamental objective of the human—
wheelchair interface is to permit the individual to control the versatility of the seat in
least exertion and with more vigour and security. A large variety of electric powered
wheelchairs do not meet the needs of a substantial proportion of users because of
requirement of muscle force and accuracy. An assistive component for executing
well-heeled wheelchair motion for seriously incapacitated individuals is introduced.
For making the lives of disabled people easier and less dependent, the wheelchair
has been incorporated with eye control interface for the movement and direction
control. For the safety of the patient, obstacle avoidance and fall alert mechanisms
have been included. Also, body temperature and heart rate are two parameters that
are considered for health monitoring of the patient.

Keywords Smart wheelchair · Eye control · Spinal cord injury · Human machine
interface · Internet of Things ·MEMS sensor

1 Introduction

From the insights of the on-going years, the quantity of paralytic residents is on
the ascent. As per the National Census 2011, in India out of 1.2 billion populace,
26.8 million individuals are ‘handicapped’ which is 2.21% of the absolute populace.
These people have either temporary or permanent disabilities due to illness or acci-
dents. It is realized that handicap power is higher in evolving countries. An enormous
segment of populace that falls into this category cannot resume normal life in light of
detachment to assistive gadgets. This ailment can frame an endless loop and a tiny bit
at a time can spoil the life of the person. Inability ought to be not any more an imped-
iment to individual and social improvement in this time. These disabled people must
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be offered with gadget whichmay equip them portability alongside some progressive
control attributes so theymayhave at least an average existence. Independentmobility
decreases reliance on guardians and relatives, increases vocational and educational
opportunities, and advances sentiments of confidence. For infants, self-reliant porta-
bility fills in as the establishment for early stage of learning. Youngsters without
protected and self-ambulation are denied basic learning opportunity which places
them at a formative disservice. For elders, unconstrained movement is a significant
device of confidence and takes on a vital job in settling with the age. For instance,
if more elder individuals think that its much hard to trundle themselves to the objec-
tions, they may dodge or do so less regularly. Versatility challenges are likewise, the
core contenders of activities of daily living (ADL) and instrumental ADL handicaps
due to the requirement tomove to achieve huge numbers of such pursuits. Despite the
fact that the requirements of several people with inabilities could be mollified with
conventional manual or steerable wheelchairs, a portion of the debilitated network
thinks that it is troublesome or strenuous to make use of wheelchairs freely. It is
critical to build up an intelligence driven wheelchair whose movement is interceded
by an electronic framework which knows about environment and can link with the
client to accomplish versatility objectives andmaintain a strategic distance from risky
circumstances [1–3]. This decreases the client’s human exertion to propel the wheels
of the wheelchair. Autarchic perception wheelchairs are regulated by the Human UI
where the human settles on choices at the most significant intensity of activity and
the shrewd control innovation makes the rest of the movement programmed [4, 5].
The insight is added to a wheelchair stage around client control regardless of their
incapacities, which makes the investigation of the human–machine interface (HMI)
between the client and the wheelchair a significant assistive automated branch of
knowledge [6].

2 Literature Review

A huge assortment of electric instigated wheelchairs that utilize distinctive human
machine interfaces (HMI), for example, sip and puff control, headmovement, speech
identification, jaw control andEEG signals have been incorporated since years. Rabhi
et al. [7] used fuzzy logic with Vector Field Histogram (VHF) algorithm to develop
joystick controlled wheelchair. The signal coming from the VFH refining algorithm
and the change in the action of the hands of the debilitatedwhich is identified from the
information received from the joystick is acknowledged by the fuzzy logic controller.
The fuzzy logic generates output in the form of signals that decide the speed and
angle of motor’s rotation. LIDAR sensor has been utilized to distinguish the deter-
rents before the wheelchair. TheVFH algorithm processes these signals fromLIDAR
and gives the input to the fuzzy algorithm which decides the direction to avoid colli-
sion from the object coming in path of the wheelchair. Abedan Kondori et al. [8]
have instigated an unmediated process for 3-D head pose estimation. The head devel-
opments are assessed from a grouping of profundity pictures obtained by Kinect. A
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succession of pictures are apprehended by Kinect which is put before the client.
Head restriction, head pose assessment and direct 3-D movement assessment are
finished. To distinguish and confine the client head, image sequence is then sent to
the system. Finally, the steer of thewheelchair is controlled bymapping the recovered
motion parameters onto the control commands of the wheelchair. Sivakumar et al. [9]
have presented voice controlled wheelchair. Speech customisation is used to prepare
the system to interpret signals from the sound commands. Voice capture module
records speech commands using the microphone found in the speech package. It
then transforms the received commands into binary codes, depending on the speaking
command frequency. Comparing the ported binary codes with the one stored in the
microcontroller is the responsibility of the Voice Recognition sub module. Then if
both are remarkably similar, it compares these commands. Achkar et al. [10] have
introducedMobile controlled wheelchair, which allows the clients to locate the posi-
tion of their wheelchairs and move them to the intended location through the use of
special android application. The router was used as a source of direct link between
the Mobile App, Arduino, and the relays in this project. An IP camera over the front
end of the wheelchair was incorporated to visualize the desired trajectory. The IP
camera analyses the data via its unique IP address provided by the router, in order
to trace and connect. The router will then send the information packets via Wi-Fi
or Internet to the user-installed android device. Thakur and Kulshrestha [11] have
presented eye controlled wheelchair. The system consists of a camera, a software
for image recognition and a motor controller to control a wheelchair. Shape-adjusted
mean shift algorithm is used as mapping algorithm in NI Vision assistant along with
NI Vision Acquisition and NI Laboratory View. The outcomes of eyeball monitoring
are then used to generate sufficient wheelchair movement. The Chin control inter-
face [12] uses a force-sensing joystick shaft that does not require any precise move-
ment of the face. The person needs to exert force using the neck muscle to provide
the input. The necessary force is usually between 0.09 and 0.3 kg. Only people who
possess significant strength in their neck muscles will embrace this technology. The
Sip-n-puff interface [13, 14] is regulated by the sipping (ingestion) and puffing (exha-
lation) commands on a pneumatic tube. Sharp sips and puffs are expected to change
the trajectory of the wheelchair whilst lower/softer tiers of sips and puffs can achieve
the steering. These instruments are mostly designed for speed control and each time
require tremendous precision in the sips and puffs. They are still constrained by the
fact that they need an external starting point. The tongue touch keypad (TTK) control
interface is the only language controller device currently available. It comprises of
switches that are installed into the dental mouthpiece and that fit into the mouth roof.
The big drawback of such a device is that they must be replaced regularly before
feeding and even drinking water.

3 System Overview

The control structure as represented in Fig. 1 for the smart wheelchair comprises the
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Fig. 1 System overview

following sub-blocks:

• Control Unit—Control unit consists of Arduino UNO. The control unit is
responsible for all the decisions and data processing.

• Wheelchair Power Motors—The movement of the wheelchair is controlled via
motor driver and DC motors.

• Wheelchair Control Interface—The eyeball control unit, the accelerometer
MEMS sensor, Ultrasonic sensor.

• Communication Subsystem—This consists of the GSM module, Wi-Fi module,
IoT platform.

A. Wheelchair Direction control

The wheelchair model is attached with wheels at both the ends and at the centre.
The DC motors are connected to the wheels that convert the electrical energy to
mechanical energy and help to rotate the wheels. DC motor driver drives the motors
by providing the necessary current to provide the torque. It uses L293D H-bridge
motor driver IC with Voltage regulator 7805. This IC provides a +5 V regulated
power supply with provisions to add a heat sink. They for the most part go about as
current amplifiers that acknowledge the low current signal from the controller and
convert it into a high current signal which assists with driving the motor.

Eye sensor (QTR-1RC) with an operating voltage of 5 V is mounted in front of
the patient’s eyes. The sensor consists of infrared transmitter and infrared receiver.
There is an angle of ±45° between the transmitter and receiver which acts as the
directivity of the sensor. The optimum sensing distance for this particular sensor is
3 mm and the maximum is 9.5 mm. The infrared transmitter continuously transmits
the infrared rays in the surrounding. When an object appears in front of the infrared
rays, it is mirrored backwards and processed by the infrared receiver. In this scenario,
when the eye sensor is kept in front of the eyes of the patient, the opening and closing
of eyes produce electrical signal of different intensity due to difference in amount of
reflected infrared rays. When the eye is open, the black ball in the eye absorbs some
amount of infrared rays and rest of the rays are reflected back to the receiver.Whereas,
when the eye is closed almost all of the emitted infrared rays are reflected back to the
transmitter. This change in the amount of intensity of infrared rays received by the
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Fig. 2 Wheelchair
movement control

receiver of the eye sensor [15, 16], produces a HIGH as well as LOW signal. Two
such sensors are used for each eye which produces for combinations of HIGH and
LOW signals which instructs the wheelchair for movements in four eye controlled
ways: FORWARD, LEFT, RIGHT and STOP. Inputs from both the eye sensors are
fed to the Arduino board. When both the eye sensors produce a LOW voltage signal,
thewheelchairmotor is given command to STOP.When the right eye sensor produces
a HIGH voltage signal whereas the left eye sensor produces a LOW voltage signal, a
command to turn towards RIGHT direction is given to the wheelchair motor. When
the left eye sensor produces a HIGH voltage signal whereas the right eye sensor
produces a LOW voltage signal, it turns LEFT.

The following flowchart in Fig. 2 shows the steps to determine the movement of
the wheelchair.

B. Obstacle Detection and Collision Avoidance

HC-SR04ultrasonic sensors are used to detect obstacle andmeasure the distance from
the obstacle. The operating voltage of this sensor is 5 V and its range is between
2 and 400 cm with a resolution of 0.3 cm. The sensor is attached in front of the
wheelchair which helps to identify any obstacle in the path. The transmitter (trig pin)
sends a 340 m/s output signal of high frequency in the local field. If the signal hits
an entity, it is mirrored, and it is received by the receiver (echo pin). The echo pin
provides the cumulative time of sound wave propagation. Since, the ECHO pin give
the total propagation time which includes the time taken by the sound wave to hit the
target and the time taken to reach the receiver. The distance considered is double the
actual distance between the ultrasonic sensor and the object. Therefore, the distance
of obstacle is:

d = speed of the soundwave× total propagation time

2

Buzzer alarms the patient if the distance of the object is less than 20 cm. The
patient is alarmed immediately so that he can stop or change the direction of the
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Fig. 3 Collision avoidance

wheelchair as soon as possible. This helps to avoid any collision between the patient
and the object. The following flowchart in Fig. 3 shows the steps to determine any
obstacle in the path of the wheelchair.

C. Health Monitoring

Body temperature and heartbeat of the patient is continuously monitored. LM35
temperature sensor and heart beat sensor measures the values and relay that in the
form of a signal to the Arduino UNO. The LM35 sensor has a wide range of−55 °C
to 150 °C with an operating range of 4 V to 30 V. The heart beat sensor operates at
100 mA and the heart beat detection is indicated by LED and Output High Pulse.
Wi-Fi module containing the ESP8266 module helps the controller connect to the
Internet [17]. It operates at 3.3 V and a baud rate of 9600. A serial connexion is
established between the Wi-Fi module and Arduino, as well as the Wi-Fi module
and the data storage platform for Internet. This data is sent to the cloud by theArduino
which is assisted by the Wi-Fi Module. These data can be retrieved even in the form
of graph for statistical analysis. The following flowchart in Fig. 4 shows the steps to
monitor the health of the patient.

Fig. 4 Health monitoring
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Fig. 5 Fall detection

D. Fall Detection

The accelerometer sensor measures the orientation [18] of the wheelchair. It operates
within the range of 3–6 V (DC) and provides an analogue output. It has a measuring
range of ±3 g. For a negative value of X-axis, the wheelchair is considered to be
fallen. In this case, the GSM module decides to send an alert message on mobile to
the caretaker. The mobile number of the caretaker is provided in the Arduino code.
This helps to provide the patient immediate help. If all the three axes values are
positive, the wheelchair is considered to be stable and thus, no action is taken. The
following flowchart in Fig. 5 shows the steps to detect the fall of the patient.
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E. Technical Specifications

The section below discusses all the technical aspects of the sensors and actuators
used in the wheelchair model.

4 Results and Discussion

Figure 6a and b present the hardware setup for the proposed design.

(a) The wheelchair direction control is controlled by the eyes. The wheelchair
moves forward, left, right and stops according to the input from the eye sensor.
When a HIGH signal is received from both the eyes then the wheelchair moves
forward. When a HIGH signal is received from only left eye, the wheelchair

Fig. 6 a Control unit b
Complete device
arrangement

 
(b)

(a)
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turns left. When a HIGH signal is received from the right eye, the wheelchair
turns right. Finally, if LOWsignal is received fromboth the eyes, thewheelchair
STOPS.

(b) When an obstacle comes in the way of wheelchair, the patient is alarmed by the
buzzer. The ultrasonic sensor successfully detects the presence of any small
object in front of it in the range of 2–400 cm with a resolution of 0.3 cm. Thus,
obstacle avoidance subsystem works efficiently.

(c) The temperature and heart beat of the patient is continuously measured. The
values are displayed on the serial monitor of the Arduino IDE as shown in
Fig. 7. This data is successfully uploaded on the Internet and displayed in the
form of a graph for data visualization. This can be seen in Fig. 8. Also, the data
is updated time to time to keep a hold of the real time data.

(d) The caretaker is informed if the wheelchair is detected to be fallen. The
accelerometer sensor measures the x-orientation of the wheelchair. The GSM
module is connected to a 4G mobile network. It sends SMS message, as repre-
sented in Fig. 9 immediately to the registered phone number so that the patient
can get aid from the caretaker.

Fig. 7 Fall detection on
serial monitor

Fig. 8 Bar Graph showing
temperature and heart beat
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Fig. 9 Alert SMS to
caretaker

5 Comparative Study

The proposed work is compared with the existing literature in the tabular format
given below (Table 1).

The proposed work focuses on distraction free movement of the wheelchair
ensuring more safety than the works suggested in the literature survey. The constant
monitoring of the temperature and pulse rate and simultaneous uploading of data
to the internet proves to be an additional feature. Automatic communication of a
distress signal when a fall is detected evinces an auxiliary functionality.

Table 1 Functional comparison for different features of the electric powered wheelchair (EPW)

Wheelchair type Features

Multimodular Wheelchair (Ben et al. [1]) HMI to control the movement of EPW by gaze
tracking technique using a webcam

Electric Wheelchair for Paralyzed Users
(Arai et al. [19])

EPW movement is strictly controlled by motion of
the eye using a camera attached on the patient’s
glasses

Electric Wheelchair control using head
gesture (Ohtsuka et al. [2])

The motion of the wheelchair is based on the gestures
of the head which is detected by the depth sensor

Touchscreen-based multifunctional
wheelchair (Makwana et al. [3])

The portability of the wheelchair can be directed by
one finger touch along with obstacle detection

Smart Wheelchair Management System
[Proposed Work]

EPW movement is guided using the eye sensor in
company with obstacle detection and health
monitoring system
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6 Conclusion

This mechanism provides an assistive method for the introduction of secure
wheelchair motility for chronically disabled individuals. Eye controls four motion
of the wheelchair, i.e. FORWARD, LEFT, RIGHT and STOP. Accelerometer sensor
detects the orientation of the wheelchair and informs the caretaker immediately using
GSMmodule in case the person falls from thewheelchair.Ultrasonic sensormeasures
the distance of the obstacle and alarms the personwhen its distance is less than 20 cm.
It continuously monitors health of the patient. The temperature and heart beat sensor
upload continuously the data on the Internet through Wi-Fi module for statistical
analysis.
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A 2–10 GHz Common Gate UWB Low
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Abstract The enormous demand for low power devices with low noise invites
tremendous research in the last decade. One of the key devices which is in
great demand is a low noise amplifier. In this paper, a UWB LNA has been
proposed using a cascaded common source and common drain configuration. There
has been goodmatching of input common gate stagewith antenna and able to produce
the S11 below−20 dB and outputmatcheswith common drain outputwith S22 below
−10 dB. The common source configurations have provided a gain of 8.7299 dB.
There is excellent reverse isolation of −90 dB, and the noise figure varies between
5 and 10 dB within the targeted frequency range. The 1 dB compression point of
the LNA is −27 dBm and has the IIP3 (input third intercept point) as 4.3 dBm at
7.747 GHz at the input voltage of 1 V.

Keywords Common gate · Common source · Common drain · UWB · Low noise
amplifier (LNA)

A. Anand (B)
Department of Electronics and Communication Engineering, Presidency University, Rajankunte,
Bengaluru, Karnataka 560064, India
e-mail: ashunitjsr@gmail.com

S. K. Dash · K. Datta · S. Pal · V. Nath
VLSI Design Group, Department of ECE, B.I.T. Mesra, Ranchi, JH 835215, India
e-mail: spal@bitmesra.ac.in

V. Nath
e-mail: vijaynath@bitmesra.ac.in

D. Prasad
Department of Electronics and Communication Engineering, Sarla Birla University, Ranchi, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
V. Nath and J. K. Mandal (eds.), Microelectronics, Communication Systems, Machine
Learning and Internet of Things, Lecture Notes in Electrical Engineering 887,
https://doi.org/10.1007/978-981-19-1906-0_27

295

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1906-0_27&domain=pdf
mailto:ashunitjsr@gmail.com
mailto:spal@bitmesra.ac.in
mailto:vijaynath@bitmesra.ac.in
https://doi.org/10.1007/978-981-19-1906-0_27


296 A. Anand et al.

1 Introduction

The high demand for devices that can process data at a higher speed in the recent past
increases the demand of the receivers’ needs with large bandwidth and high sensi-
tivity, making high-speed wireless communication possible. The main challenge
is maintaining the tradeoff between different performance parameters while main-
taining the small size for the wideband topology of LNA. The different performance
parameter is gain, noise, bandwidth linearity, power consumption and stability.Many
researchers over last decade tried to work on these tradeoffs between these parame-
ters and presented various designs and topologies for LNAwith improved bandwidth
[1–5]. A low noise amplifier (LNA) is a part of RF device that can amplify the low
power signals without degrading the signal to noise ratio (S/N ratio). The primary
function of LNA is to amplify the feeble signals that are just above the noise floor
[3, 6].

NF reciever = NFlna + NF rest − 1

Glna
(1)

Here noise figure, gain and initial noise figure are given by NF, G and NFrest,

respectively. The effect of noise can be greatly reduced from the subsequent stages
of the receiver chain when LNA is used close to the signal source. This happens
because of signal gain created by LNA.

The NF of LNAmostly dominates the NF of the receiver system. The noise figure
of subsequent stages can be greatly reduced because of the high gain of LNA. The
linearity property of LNA controls the sensitivity of the receiver. These are some
of the reasons which promotes the designing of LNA. Equation (1) which is Friss’s
formula, can easily prove all the above-discussed points. A good LNA should have
low NF and high gain with large intermodulation and compression points (IIP3 and
P1dB). It also must have good impedance matching.

Figure 1 shows some of different types of distributed amplifier for the wide input
matching characteristics [7–9]. All these distributed amplifiers have high power
consumption, low gain and have a larger fabrication area. Chen et al. [10] designed
a UWB LNA with the input network embedded in 3 section Chebyshev filter. This
helped it to achieve good gain, linearity, low noise with good wideband performance.
It has the large chip area. Luo et al. [11] designed a 0.2–2.5 GHz active resistive
negative feedback LNA using cascade of two different topologies (Fig. 2).

Inductive degenerated common source topology (IDCS) and Common gate (CG)
topology of LNA are the most widely used topologies for wideband applications.
There are numerous pieces of literature where the design of LNA is based on IDCS
[12, 13] and common gate [14] as core topologies. The CG configurations have better
noise performance than IDCS configurations at higher frequencies, whereas IDCS
performs better at lower frequencies. IDCS also has better gain performance than CG
configuration because of better amplification due to input matching network [15].
The source impedance matching of IDCS is done by the method of series matching,
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Fig. 1 Fundamental Topologies of LNA: (1) Shunt Series Feedback Common Source (2) Resistive
Termination Common Source (3) Common Gate (4) Inductive Degeneration Common Source (5)
Cascode Inductor. Source Degeneration

Fig. 2 Schematic diagram of the proposed LNA
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whereas in the case pf CG, this is done by the parallel resonance method [15, 16].
Since the quality factor in case of series resonance is more than one, it increases the
input transconductance of the transistors. On the other hand, the quality factor for
CG topology is equal to one at its resonance. IDCS is more sensitive to the variation
in different process and parasitic network, despite the higher value of the quality
factor and better input matching network [17]. In case of the CG topology, most of
the parasitic inputs get absorbed in the structure and thus reduce its effect on the
circuit performance.

The organization of the paper is as follows. Section 2 discusses about the proposed
low noise amplifier. The result and discussion of the simulated data is presented in
Section 3. Finally at the end conclusion of the present study is discussed along with
its comparison with the available literature.

2 Design of Proposed LNA

In this paper, the LNA is designed and proposed using the Cadence Virtuoso UMC
90 nm technology. The proposed LNA have three different stages of operation as
shown in Fig. 1. The first stage is common gate stage (CG), which provides the
input matching for wideband frequency range. The common source stage (CS) is
the second stage which gives the good gain for the LNA. The third and last stage
of the proposed LNA is common drain stage (CD) which is also known as source
follower stage. This stage acts as a buffer and gives the matching with the output that
is output reflection coefficient S22. The input matching filter consists of capacitor
C1, inductor Ls1 and resistor R1, and it provides the maximum flow. Series LC filter
is in the output matching filter, which mainly consist of inductor L0 and capacitor
C2.

In the proposed LNA, CG amplifier has been used in the first stage instead of
CS amplifier because the CG amplifier has the lower QF than that of CS amplifier
[18–21]. This helps in achieving the wideband input matching. Another advantage of
CG amplifier is that it requires fewer number of passive element than to CS amplifier
to achieve same bandwidth. Another important parameter is gain of the amplifier.
Since the gain of the CG amplifier is generally low and it is difficult to achieve the
high gain with CG configuration. So, CS stage is used in the second stage of the
proposed LNA, hence the overall gain can be increased.

3 Results and Discussion

The CMOS 90 nm technology has been used to analyses the proposed LNA design.
The proposed LNA is designed by cascading the common gate and common source
stage, since CG stage performs better at low frequencies and the performance of CS
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Fig. 3 Variation of S11 with frequency

is better at high frequencies. Therefore, the cascading of these stages with proper
interstate matching, helps in acquiring the properties of both of stages.

The input reflection coefficient (S11) of the proposed designed LNA is shown
in Fig. 3. It may be observed from the Fig. 3 that the value of S11 is well below
−10 dB in the required frequency bandwidth of 3.40476–23.366422 GHz. S11 has
the minimum value of −25.45 dB at frequency 7.78461 GHz.

The variation of output reflection coefficient (S22) at different values of frequen-
cies is shown in Fig. 4. It may be observed from Fig. 4 that the value of output
reflection coefficient is well below −10 dB in the frequency range of 2–9.16 GHz.

The gain performance of the designed low noise amplifier is shown in Fig. 5. It
can be observed from the figure that the designed amplifier has the good gain in
the frequency range of 2–9.65 GHz. It produces the maximum gain of 8.73 dB at
4.5 GHz.

The variation of reverse isolation (S12) of the proposed LNA is shown in Fig. 6.
It may be observed that the value of S12 is below−85 dB in the discussed frequency
band.

The variation of reverse isolation (S12) of the proposed LNA is shown in Fig. 6.
It may be observed that the value of S12 is below−85 dB in the discussed frequency
band.

Figure 7 shows the variation of the noise figure (NF)with frequency. Theminimum
value of theNF is 5.89 dBat 6.96GHz. TheNFvaries from5 to 10 dB in the frequency
range of 2–10 GHz.

The variation of the stability factors K f and B1 f with frequency is shown in
Figs. 8 and 9, respectively. It can be observed from the figures that the K f > 1 in the
whole frequency domain, whereas B1 f < 1 in the frequency range of 4.3–30 GHz.

The properties and characteristics of linearity of the designed LNA is shown in
Figs. 10 and 11. The 1 dB compression point (P1) of designed LNA is−27 dBm. The
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Fig. 4 Variation of output reflection coefficients (S22) with frequency

Fig. 5 Variation of gain
(S21) with frequency

Fig. 6 Variation of reverse
isolation (S12) with
frequency
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Fig. 7 Variation of noise figure with frequency

Fig. 8 Variation of stability factor (K f ) with frequency (GHz)

Fig. 9 The stabilty factor (B1 f ) at different frequencies (GHz)
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Fig. 10 1 dB compression point (P1 dB) with input power (dBm)

Fig. 11 Input third intercept point (IIP3) with input power (dBm)

input third intercept point (IIP3) is 4.3 dBm while keeping the 10 MHz frequency
difference between 1st and 3rd order.

Finally, the present work has been compared with the existing literatures, which
is shown in Table 1.
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4 Conclusion

In this paper, a UWB band LNA has been proposed using the Cadence UMC 90 nm
technology. The LNA has been designed using CG, CS and CD cascaded one after
the other, each stage fulfilling its characteristic properties. The input common gate
stage gives good input match with the antenna, i.e., S11 below −20 dB and the
common drain provides the output match, i.e., S22 below −10 dB. The common
source provides the gain of 8.7299 dB. The reverse isolation is below −90 dB and
the range of NF is from 5 to 10 dB in the discussed frequency range. The 1 dB
compression point of the designed LNA is −27 dBm and the input third intercept
point (IIP3) of LNA is 4.3 dBm at 7.747 GHz.

References

1. Ballweber BM, Gupta R, Allstot DJ (2000) A fully integrated 0.5–5.5-GHz CMOS distributed
amplifier. IEEE J Solid-State Circuits 35:231–239

2. Idris MI, Yusop N, Chachuli SAM, Ismail MM (2014) Design and analysis of low noise
amplifier using cadence. J Theor Appl Inf Technol 69(1):151–160

3. Friis HT (1944) Noise figures of radio receivers. Proc IRE 32(7):419–422
4. Sreekumar R, Nasrollahpour M, Hamedi-Hagh S (2017) Cascode stage based LNA for blue-

tooth applications in 45 nm CMOS technology. In: 2017 new generation of CAS (NGCAS).
IEEE, pp 145–148

5. Wang J-J, Chen D-Y (2016) LNA with wide range of gain control and wideband interference
rejection. Int J Electron 103(10):1748–1758

6. Pandey S, Gawande T, Inge S, Pathak A, Kondekar PN (2018) Design and analysis of wide-
band low-power LNA for improved RF performance with compact chip area. IET Microwaves
Antennas Propag 12(11):1816–1820

7. Ghadimipoor F, Garakani HG (2011) A noise-canceling CMOS low-noise amplifier for
WiMAX. In: 2011 international conference on electronic devices, systems and applications
(ICEDSA). IEEE, pp 165–169

8. Qin P, Xue Q (2017) Design of wideband LNA employing cascaded complimentary common
gate and common source stages. IEEE Microwave Wirel Compon Lett 27(6):587–589

9. Axholt A, Ahmad W, Sjoland H (2008) A 90nm CMOS UWB LNA. In: 2008 NORCHIP,
IEEE, pp 25–28

10. Chen K-H, Lu J-H, Chen B-J, Liu S-I (2007) An ultra-wide-band 0.4–10-GHz LNA in 0.18um
CMOS. IEEE Trans Circuits Systems II: Express Briefs 54(3):217–221

11. Luo L, Li Z, Cheng G, He X, He B (2017) A 0.2–2.5 GHz resistive feedback LNAwith current
reuse transconductance boosting technique in 0.18-µm CMOS. In: 2017 IEEE 15th student
conference on research and development (SCOReD). IEEE, pp 424–427

12. Weng R-M, Liu C-Y, Lin P-C (2010) A low-power full-band low-noise amplifier for ultra-
wideband receivers. IEEE Trans Microw Theory Tech 58(8):2077–2083

13. Toteva I, Andonova A, Simulation of LNA in 0.18 µm CMOS technology
14. LoY-T, Kiang J-F (2011) Design of wideband LNAs using parallel-to-series resonant matching

network between common-gate and common-source stages. IEEE Trans Microw Theory Tech
59(9):2285–2294

15. Heydari P (2007) Design and analysis of performance-optimized CMOS UWB distributed
LNA. IEEE J Solid-State Circuits 42(9):1892–1905

16. Zhang F, Kinget PR (2006) Low-power programmable gain CMOS distributed LNA. IEEE J
Solid State Circuits 41(6):1333–1343



A 2–10 GHz Common Gate UWB Low Noise Amplifier … 305

17. Liu R, Lin C, Deng K et al (2003) A 0.5–14 GHz 10.6-dB CMOS cascade distributed amplifier.
In: VLSI circuits Symp, vol. 17. Digest, Kyoto, Japan, June 2003, pp 139–140

18. Bevilacqua A, Niknejad AM (2004) An ultra-wide band CMOS low-noise amplifier 3.1–10.6-
GHz wireless receivers. IEEE J Solid-State Circuit 39(12):2258–2268

19. Kim CW, Kang MS, Anh PT et al (2005) An ultra-wideband CMOS low noise amplifier for
3–5 GHz UWB system. IEEE J Solid State Circuits 40(2):544–547

20. Li Z, Wang Z, Zhang M et al., A 2.4 GHz ultra-low-power current-reuse CG-LNA with active
gm-boosting technique. IEEE Microw Wirel Compon

21. Lin YS, Chen CZ, YangHY et al (2010) Analysis and design of a CMOSUWBLNAwith dual-
RLC-branch wideband input matching network. IEEE Trans Microw Theory Tech 57(2):287–
296



Graphene FET and MESFET
for Opto-Electronic Applications

Jaya V. Gaitonde and Rajesh B. Lohani

Abstract Graphene and other 2-Dmaterials are emerging alternatives to the existing
semiconductors for electronic and opto-electronic applications. In this paper, we
present a brief review of the graphene-based photodetectors to enlighten the basic
knowledge on graphene-based photodetector and the scope for opto-electronic appli-
cations. Further, we provide a comparative analysis of thewell-known graphene Field
Effect Transistor (FET) and the novel graphene-based Metal–Semiconductor Field
Effect Transistor (MESFET) over a discrete set of dimensions and carrier mobilities
for photodetector, optically-controlled amplifier, and terahertz modulator applica-
tions. The simulations have been carried out in MATLAB Software using a theoret-
ical drift–diffusion model developed elsewhere under dark and optical illumination.
The simulations reveal that graphene FET exhibits a larger photo and almost the
same amplification responses at lower doping levels at mid-infrared wavelengths,
whereas the graphene MESFET shows superior photovoltaic and terahertz modula-
tion responses at higher doping levels. The responsivities span between two to six
orders of magnitude, whereas RC-limited bandwidths range from tens of gigahertz
to terahertz frequencies. The amplification bandwidths are in the sixties of giga-
hertz to terahertz range. The devices will greatly contribute toward opto-electronic
applications.
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1 Introduction

Graphene has been an excellent topic of interest in the recent years. It has outstanding
properties such as good mechanical resilience, high optical transparency, excellent
physical/chemical steadiness, low sheet resistance, and bias-dependent tunability of
the Fermi level [1]. But in the intrinsic form, the lack of bandgap hinders its applica-
tion to various fields. The tailoring of the bandgap can be achieved either by chemical
modification of graphene, using bilayer graphene under applied bias, or coercing
graphene in single dimensions developing quantum dots or graphene nanoribbons
[2, 3]. Graphene can act either as a transparent electrode or semiconductor material
for photodetectors. Graphene is composed of a honey-comb lattice of carbon atoms.
The band structure exhibits linear dispersion with intrinsic graphene showing zero
bandgap at the Dirac point and linearly dispersing conduction and valence bands
away from the Dirac point. Due to its excellent properties and its robustness, it is
also useful in harsh environments. Graphene is a 2-D material but can be made 3-D
by stacking more layers of graphene.

With graphene as a transparent gate electrode, the Schottky junctions in GaN and
GaAs Optical Field Effect Transistors (OPFETs) show significant photoresponses
[4, 5].

Graphene forms a high speed photodetector (PD) due to its ultrafast dynamics
such as short recombination and relaxation times (picoseconds to nanoseconds),
ultrahigh carriermobility (~10,000 cm2/V s) and high Fermi velocity (~106 m/s). The
graphene PDs also show broadband absorption from Ultraviolet (UV) to Terahertz
(THz) wavelengths.

Although significant research has been administered in standalone graphene-
based transistor photodetectors [6–11] in the UV, visible, terahertz and infrared
ranges, the responsivity is limited to 980 A/W. This limits its use in practical
high gain applications, although the communication bandwidths achievable using
graphene Field Effect Transistors (FETs) span from tens of gigahertz to far giga-
hertz ranges. To overcome this issue, the authors first, investigated the graphene FET
photoconductive characteristics at the optimum wavelength of operation, i.e., the
wavelength at which there is resonance effect induced by the optical phonon emis-
sion (6.3 µm) [12]. This ensured that the maximum photogeneration was obtained
to give maximum output. Secondly, the device was biased close to the Dirac point to
minimize the dark current and prevent quenching of inter-band absorption, which led
to a significant enhancement of photocurrent. Further, the device characteristics could
be modulated by varying the device dimensions and considering different mobility
samples. However, a trade-off is expected between the gain, bandwidth, unity-gain
cut-off frequency, and dark current. This paper, adopts structural and mobility-based
optimization to enhance the device gain-bandwidth performance without creating
excessive dark current.

Recently, the authors have reported the characteristics of novel graphene-
based Metal–Semiconductor Field Effect Transistor (MESFET) (Fig. 1) for use
as a photodetector and terahertz modulator along with comparative analysis with
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Fig. 1 Schematic sketch of
graphene MESFET
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graphene FET showing superior performance of graphene FET as a photodetector,
whereas the grapheneMESFET acting as a good terahertz modulator [13]. The struc-
tural and mobility-based optimization specified in the previous paragraph is repeated
for graphene MESFET. Graphene MESFET creates greater potential and conduc-
tivity gradients between gate-contacted and free space graphene than graphene FET.
This is because the dipole capacitance between gate and graphene in the MESFET
structure is higher than the oxide capacitance in the FET configuration [13]. Thus,
it is expected that the graphene MESFET would produce larger photovoltaic current
than graphene FET because it relies on the strength of the built-in electric field at the
junction of gate-covered and uncovered graphene when the illumination is allowed
to fall within the junction and other factors kept constant. This fact led to the investi-
gation of the factor by which the photovoltaic current in MESFET differs from that
in the FET which is the second contribution to the proposed research.

2 Review

A. Detection mechanisms in graphene photodetectors

Photovoltaic effect, photoconductive effect, photo-induced thermoelectric effect,
field effect doping, and bolometric effect are the various sensing mechanisms in
graphene-based photodetectors.

1. Photovoltaic effect

The photovoltaic effect results from the generation of photocurrents in the vicinity
of metal contact with graphene or in the junctions created by p- and n-regions of
graphene [14, 15]. These photocurrents are produced from the generation of excitons
in graphene when exposed to light, and the separation of electrons and holes by the
built-in electric fields near the junctions.

2. Photoconductive effect
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This effect contributes due to the inter-band absorption of the photons with energy
greater than twice that of the Fermi level resulting in the generation of electron–hole
pairs in the neutral region of graphene rather than in junctions [12]. The generated
carriers produce a photocurrent depending upon the bias applied to the source and
drain contacts of graphene FETs.

3. Photothermoelectric effect

The photothermoelectric effect emanates from the induction of temperature differ-
ence when exposed to light, eventually leading to a thermoelectric voltage [16, 17].
Hot carriers are generated upon illumination to form a hot Fermion distribution on
account of the slow relaxation of electrons and lattice in graphene and the thermal
decoupling of photo-carriers from the crystal lattice. The photothermoelectric voltage
occurs in the junction of regions with different Seebeck coefficients [17, 18].

4. Field effect Doping

This effect occurs in gated photodetectors such as graphene FETs. The gate voltage-
induced variation of the channel current and the trapping of charges at certain inter-
faces due to this variation is called as field effect doping. Under light exposure, the
trapping of some of the photo-carriers in the channel or at interfaces will lead to
electrostatic production of free carriers in graphene. There is a horizontal shift of the
transfer curve on account of the change of the effective gate voltage [19].

5. Bolometric effect

This effect occurs through thermally induced heating of the active element under
illumination, which alters the resistance of the active element depending upon the
temperature [20].

B. The State-of-Art

Photodetectors based on traditional semiconductors such as Si and InGaAs suffer
from low transmittance, non-resilience, limited spectrum, low resolution, and
CMOS-inconsistency. The excellent optical and electronic properties, mechanical
resilience, andwafer-scale development and consolidation of 2-Dmaterials viz. Tran-
sition metal dichalcogenides (TMDs), graphene, and their unified systems can over-
come the above limitations. 2-D heterostructure photodiodes provide ultrafast and
broad visible to infrared response. Ultrasensitiveness and broadband photodetection
can be registered using 2-D hybrid systems-based phototransistors when integrated
with other systems such as perovskites, quantum dots, plasmonic nanostructures, or
organic materials. Further, integration of 2-D PDs with Si and CMOS-based systems
can lead to high performance, broadband detection, low cost, and imagingmodalities
[21].

Photodetectors can be classified as photodiodes, photoconductors, and phototran-
sistors. Photodiode either administers the built-in electric field via a p–n junction
or a metal–semiconductor Schottky junction. Ultrahigh mobility of graphene leads
to ultrafast response from picoseconds to nanoseconds, and high bandwidth in the
GHz range [7] in graphene photodiodes. However, the External Quantum Efficiency
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(EQE) of photodiodes is below 100% except in Avalanche photodiodes (APDs),
wherein impact ionization occurs near breakdown resulting in multiplication gain,
but at the expense of high voltages of 50–100 V. 2-D materials viz. MoS2, InSe,
and BP-based APDs offer multiplication gains of 100–1000 [22]. Photoconductors
provide gain by themovement of photoexcited electrons or holes several times across
the source and drain ohmic electrodes before their recombination when an external
field is applied across the electrodes with the gain defined by the ratio of carrier
lifetime to the transit time. While the prolonged lifetime of one type of carriers due
to the trapped sites results in high gain, this conversely degrades the temporal and
frequency response.

There exist noise-related issues in photodiodes and photoconductors. To address
these issues as well as provide high gain and simultaneous large bandwidth, photo-
transistors are employed. As an extension of the photoconductor, the phototransistor
consists of a third gate terminal, wherein a thin dielectric electrically isolates the gate
from the channel in 2-D material-based photodetectors [23]. The charge density can
be controlled and varied by the gate bias through the field effect and the dark current
can be restrained using depletion mode operation.

The 2-D photodetectors without gain can be classified into 2-D PDs with photo-
induced bolometric and thermoelectric effects and 2-D photodiodes in heterostruc-
ture configuration based on photovoltaic effect. Carrier transport in graphene being
dominated by hot carriers and the electron–electron interactions being strong, the
photothermoelectric effect is exhibited by p-n junctions in graphene [24]. Certain
PDs in metal-graphene-metal (MGM) configuration reported dominance by photo-
voltaic effect [25]. Graphene photothermoelectric detectors showed high bandwidth
of 40 GHz, but limited responsivity of 6.1 mA/W on account of the low absorption
and non-existence of gain [7]. Graphenewith its feeble phonon-electron coupling and
small electronic heat capacity when incorporated in bolometers as bilayer graphene
exhibited high sensitivity (33 fWHz−1/2) at 5 K and (>1 GHz) very fast speeds at
10K [26]. 2-Dheterojunction photodiodes are grown either by locally doping through
chemical modifications or electrostatic interactions or by using transfer processes in
both planar and orthogonal directions. These devices are characterized by ultrafast
response but without gain. The sandwich structures based on Gr-TMD-Gr out-of-
plane configurations were investigated for use as a photodetector. Graphene served as
transparent electrode in the top and bottom positions for extracting charges, whereas
the TMD absorbed photons and assisted in the transport of carriers. The advantages
of the materials utilized were the capability of TMDs of strong interactions between
light and matter and the possibility of tuning the Fermi level of graphene based on
the bias applied. For example, Gr-Ws2-Gr structure showed good performance with
sensitivity of 0.1 A/W and EQE above 30% [27].

Since the earlier type of PDs showed limited responsivities and gains, 2-D hybrid
PDs were demonstrated. The photoresponse depends on the photoconductive gain
from the difference between themajority carrier electron transit time and theminority
carrier whole lifetime. For further enhancement of photoresponse, techniques such
as surface doping, sensitizations with quantum dots (QDs), perovskites or metal
nanostructures were employed. The cost of photoconductive gain is the 1 kHz order



312 J. V. Gaitonde and R. B. Lohani

or lower bandwidth. These types of PDs suffice for steady state spectroscopy, sensing,
and video imaging applications. The photogating effect in graphene detectors can
be enhanced using the combination of optical waveguides, optical microcavities,
and the plasmonic field proliferation. Other methods are sensitizing graphene hybrid
phototransistors with colloidal quantum dots (CQDs), other 2-D materials, organic
materials, perovskites, etc.

Graphene FETs (GFETs) act as excellent transducers on account of the very
sensitive channel currents to variations in potential and charge densities at graphene
channel or interfaces. This feature is enabled by the shift in the Dirac point depending
upon the gate and graphene work function difference, charge density and type at the
graphene-substrate interface, and the level of impurity doping [2]. The ultrahigh
mobility of graphene results in high speed operation of GFET photodetectors, which
outperform Si MOSFETs and exhibit comparable performance to the InP or GaAs
HEMTs in terms of cut-off frequency.

3 Results and Discussion

We simulated the Graphene FET (GFET) and Graphene MESFET (GMESFET)
devices with drift–diffusion approach and under optical stimulation [12, 28] using
MATLAB software. The gold (Au) metal gate is considered to be optically trans-
parent. The gate voltage applied is 0.15 V. The drain bias is varied between 0 and
1 V. The optical wavelength under consideration is 6.3 µm. The device is studied
under radiation field of 1 kV/m and at room temperature of 300 K. The parameters
used in calculation are presented in Table 1.

The photoconductive characteristics have been evaluated for both the devices as
shown in Fig. 2 along with the dark current for the dimensions of gate length (1µm),
gate width (1 µm), and carrier mobility (0.5 m2/(V s)). The graphs clearly contrast

Table 1 Parameters used in calculation

Para-meter Name Value Unit

μ Low field electron mobility (0.5–1.5) (m2/V s)

�m Gate work function (Au) (5.54) (eV)

�g Graphene work function (4.5) (eV)

εox Oxide dielectric constant (4) –

L Gate length (0.1–1) (µm)

Z Gate width (1–100) (µm)

dox Oxide thickness 0.3 (µm)

vF Fermi velocity 1 × 106 (m/s)

Cit Interface trap capacitance 1 × 10–3 (F/m2)

deq Equilibrium separation distance between Au and graphene 0.331 (nm)
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Table 2 Structural and mobility optimization results for GMESFET

Device
dimensions
and mobility

Bandwidth (Hz) f T (Hz) Responsivity (A/W) Photovoltaic
current (A)

Dark
current (A)

W = 1 µm,
L = 1 µm,
μ = 0.5
m2/(V s)

319.3 GHz 72.4 GHz 654.3 A/W 0.11 nA 1.83 µA

W = 10 µm,
L = 0.5 µm,
μ = 0.5
m2/(V s)

63.86 GHz 289.6 GHz 2.62 × 103 A/W 2.17 nA 36.67 µA

W = 1 µm,
L = 0.5 µm,
μ = 0.5
m2/(V s)

638.6 GHz 289.6 GHz 2.62 × 103 A/W 0.217 nA 3.67 µA

W = 1 µm,
L = 1 µm,
μ = 1
m2/(V s)

319.3 GHz 144.8 GHz 1.31 × 103 A/W 78.31 pA 3.67 µA

W =
100 µm, L
= 0.5 µm,
μ = 1
m2/(V s)

6.386 GHz 579.3 GHz 5.13 × 103 A/W 15.6 nA 0.73 mA

W = 40 µm,
L = 0.1 µm,
μ = 1
m2/(V s)

79.83 GHz 14.5 THz 1.31 × 105 A/W 31.3 nA 1.46 mA

W = 40 µm,
L = 0.1 µm,
μ = 1.5
m2/(V s)

79.83 GHz 21.7 THz 1.96 × 105 A/W 11.1 nA 2.2 mA

W = 60 µm,
L = 0.5 µm,
μ = 1.5
m2/(V s)

10.64 GHz 868.9 GHz 7.85 × 103 A/W 3.32 nA 0.66 mA

W = 60 µm,
L = 0.1 µm,
μ = 1.5
m2/(V s)

53.2 GHz 21.7 THz 1.96 × 105 A/W 16.6 nA 3.3 mA

Significance of bold values are optimum results
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Table 3 Structural and mobility optimization results for GFET

Device
dimensions
and mobility

Bandwidth (Hz) f T (Hz) Responsivity (A/W) Photovoltaic
current (A)

Dark
current (A)

W = 1 µm, L
= 1 µm, μ =
0.5 m2/(V s)

27.2 THz 72.3 GHz 2.9 × 104 A/W 0.11 nA 44.65 µA

W = 10 µm,
L = 0.5 µm,
μ = 0.5
m2/(V s)

5.45 THz 289.3 GHz 1.16 × 105 A/W 2.22 nA 0.89 mA

W = 1 µm,
L = 0.5 µm,
μ =
0.5 m2/(V s)

54.5 THz 289.3 GHz 1.16 × 105 A/W 0.22 nA 89.3 µA

W = 1 µm,
L = 1 µm, μ
= 1 m2/(V s)

27.2 THz 144.6 GHz 5.8 × 104 A/W 84.8 pA 89.3 µA

W =
100 µm, L =
0.5 µm, μ =
1 m2/(V.s)

545.1 GHz 578.5 GHz 2.32 × 105 A/W 16.9 nA 17.86 mA

W = 40 µm,
L = 0.1 µm,
μ =
1 m2/(V s)

6.81 THz 14.46 THz 5.8 × 106 A/W 33.9 nA 37.7 mA

W = 40 µm,
L = 0.1 µm,
μ =
1.5 m2/(V s)

6.81 THz 21.7 THz 8.7 × 106 A/W 15.3 nA 53.6 mA

W = 60 µm,
L = 0.5 µm,
μ = 1.5
m2/(V s)

908.5 GHz 867.8 GHz 3.48 × 105 A/W 4.6 nA 16.07 mA

W = 60 µm,
L = 0.1 µm,
μ = 1.5
m2/(V s)

4.54 THz 21.7 THz 8.7 × 106 A/W 22.97 nA 80.37 mA

Significance of bold values are optimum results

the performance of both the devices. The dark current is in the lower regime for
GMESFET as compared to that for GFET. Note that the devices are biased close to
theDirac point (0.133V) for suppression of dark current. Hence, the Fermi levels and
carrier densities are maintained relatively at the lowest level in both cases. Further,
the dipole capacitance in GMESFET is much higher than that of the oxide capac-
itance in GFET, which implies that the diffusion component of current dominates
the drift component which suppresses the dark current and vice versa for GFET.
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Fig. 2 I-V Characteristics of
the GFET and GMESFET
devices under dark and
illumination

Although the devices are biased close to the Dirac point, the large difference in
the said capacitances leads to higher dark electron density in the GMESFET. Thus,
under illumination the inter-band absorption is higher in GFET resulting in more
photogenerated carriers producing larger photoconductive current. The graphs also
depict that high sensitivities are attained in both devices. Another reason for this is
that the operating wavelength of 6.3 µm corresponds to the optical phonon emission
resonance, at which the photon and phonon absorption and emission processes are
exactly balanced at higher quasi Fermi levels.

Further, we calculated the RC-limited photoconductive bandwidth, amplification
bandwidth (f T ), photoconductive responsivity, photovoltaic current, and the dark
current for both devices over a discrete set of dimensions and mobilities as depicted
in Tables 2 and 3 at a drain voltage of 1 V. The RC-limited bandwidth is calcu-
lated at a matched load resistance (RL) of 50 ohms and is given by (1/(2πRLCG)),
where CG is the gate capacitance. Note that the gate capacitance depends upon the
quantum capacitance, dipole/oxide capacitance, and the interface trap capacitance. In
the present work, the interface trap capacitance is maintained constant. The quantum
capacitance in both cases exhibit similar values due to the compensation effects of
higher dark carrier density and lower photoconductive effect in GMESFET with the
lower dark carrier density and higher photoconductive effect in GFET. Thus, the gate
capacitance value is decided by the dipole/oxide capacitance which is larger in the
GMESFET thus increasing the gate capacitance. Thus, for similar dimensions and
mobilities, the bandwidth is larger in GFET.

The unity-gain cut-off frequency (f T ) is maintained at the same level in both
devices since under the present operating conditions, the channel capacitance which
gives the transconductance cancels out the effect of gate capacitance due to domi-
nance of the quantum capacitance over interface trap capacitance. This implies that
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the f T value is dependent upon only the dimensions, mobility, and the drain voltage
which causes same values for both devices.

The responsivities are comparatively larger in the GFET devices due to larger
photoconductive currents. The photovoltaic currents are comparable due to the
compensation effects as discussed earlier for quantum capacitance which create
similar built-in electric fields. The dark currents are much smaller in the case of
GMESFET which is the major advantage of the device over GFET when biased
close to the Dirac point.

Apart from the above observations, the other observations are that the optimum
dimensions and mobility for GMESFET as detector-cum-amplifier with low dark
currents areW = 1µm, L= 0.5µm,μ= 0.5m2/(V s) wherein it exhibits a detection-
cum-amplification bandwidth of 289.6 GHz, a responsivity of 2.62 × 103 A/W, and
a dark current of 3.67 µA. On the other hand, the GFET shows optimum bandwidth
of 867.8 GHz, a responsivity of 3.48 × 105 A/W, and a dark current of 16.07 mA at
the dimensions and mobility of W = 60 µm, L = 0.5 µm, μ = 1.5 m2/(V s).

To indicate the terahertz modulation-cum-detection capability of the two devices,
the devices were studied at an operating wavelength of 80 µm and at a gate bias of
0.6V.At thiswavelength, themajor contribution to optical conductivity inGMESFET
is from the intra-band absorption when the gate bias is high so that a large number
of free carriers are available for excitation to higher energy bands and the inter-
band absorption is quenched. In GFET, the inter-band conductivity is significantly
degraded due to comparatively higher electrostatic doping, which in turn, increases
the intra-band conductivity but not to match that of the GMESFET. Although the
amount of photogenerated carriers generated are lesser at this wavelength, a signif-
icant photoconductive responsivity is still registered in GFET. Table 4 depicts the
photovoltaic responsivities (as a function of dimensions in both devices) and the

Table 4 Photovoltaic and Intra-band Performance Comparison of GFET and GMESFET at a gate
bias of 0.6 V and a wavelength of 80 µm

Device
dimensions and
mobility

GFET GMESFET

Photovoltaic
current (A)

Responsivity (A/W) Photovoltaic
current (A)

Responsivity (A/W)

W = 1 µm, L =
0.5 µm, μ = 0.5
m2/(V s)

0.22 nA 0.33 A/W 0.474 nA 0.357 A/W

W = 100 µm, L
= 0.5 µm, μ =
1 m2/(V s)

23.5 nA 0.35 A/W 0.3 µA 4.6 A/W

W = 60 µm, L
= 0.5 µm, μ =
1.5 m2/(V.s)

12.56 nA 0.315 A/W 0.326 µA 8.19 A/W

Intra-band Conductivity (S) Intra-band Conductivity (S)

7.86 µS 146.5 µS

Significance of bold values are optimum results
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Table 5 Comparative study of the State-of-Art GFET PDs with the present work

Device Wavelength (m) Responsivity (A/W) Bandwidth (Hz)/Time
constant (s)

Ref

Mechanically
exfoliated FLG
or SLG

1.55 µm ~0.5 mA/W 40 GHz [6]

Mechanically
exfoliated BLG

300 nm-6 µm ~6.1 mA/W 16 GHz [7]

Mechanically
exfoliated BLG
or SLG

1.3–17 µm 0.05 A/W ~18 GHz [8]

3D Graphene
FETs

UV–Visible > 1 A/W > 1 MHz [9]

GFET 532 nm 980 A/W – [10]

GFET (0.1–10) THz – < 1 ns [11]

GFET 6.3 µm 3.48 × 105 A/W 908.5 GHz/0.175 ps This
Work

Significance of bold values are optimum results

intra-band conductivities. It can be observed that the responsivities, in overall, are
more than one order magnitude higher in the GMESFET for the same set of dimen-
sions and mobility. This show the higher strength of the built-in electric field created
at the junction of gate-covered and uncovered graphene by the high gate voltage
of 0.6 V. This all comes at the expense of much higher dark current (~750 mA).
The significant boosting of the dark current is attributed to the higher dark electron
density and the enhancement of the Fermi level. The intra-band conductivities are
much higher in GMESFET as opposed to GFET as stated earlier and can be tuned
to the desired level by the variation of gate voltage as reported in [12]. Thus, the
devices can be switched from photoconductive detection-cum-amplification mode
at low bias levels and mid-infrared wavelengths to modulation-cum-photovoltaic
detection mode at high biases and terahertz wavelengths.

Table 5 presents the performance comparison of the State-of-Art standalone
graphene FET photodetectors with the present work. Although this is a theoret-
ical work and most of the reported works are based on experiments, the much higher
gain and bandwidth of the presently investigated GFET in the theoretical limit as
compared to the reported work means that our device can still surpass the state-of-art
photodetectors.

4 Conclusion

We presented a brief review of graphene as a photodetector with consideration of the
detection mechanisms of graphene PDs, and the state-of-art. This will enlighten its
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scope for opto-electronic applications. Further, the GFET and GMESFET devices
were modeled using drift–diffusion approach under dark and optical illumination.
The GFET emerges as a high performance photoconductive detector-cum-amplifier
when biased close to the Dirac point at mod-infrared wavelengths. The GMESFET
also showed significant sensitivity. The structural and mobility optimization of the
two deviceswere carried out to feature the optimumdimensions andmobility keeping
the dark current to low values. At high bias levels, the GMESFET showed superior
terahertz modulation and photovoltaic detection capability but at the cost of high
dark current. The analysis was carried out based on the Fermi level modulation with
gate bias, the various capacitances involved, the dark current, the photogenerated
dark carrier density, and the built-in electric field. The devices show good prospects
toward opto-electronic applications.
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Design of CMOS Low Noise Amplifier

Shubham Kumar, Shubham Kumar, Avinash Singh, K. Sai Nischay,
Sainnudeep Reddy Nayini, Deril Raju, Soumendra Dash, Ravi Teja,
and Vijay Nath

Abstract This paper is discussed the design of CMOS Low Noise Amplifier. This
paper has used different techniques for improving the performance of the LNAs.
These techniques are evolved in steps and are still being evolved to improve the
characteristics further. We will further see the trade-offs done in LNA between their
various parameters to improve the other as required to do so.

Keywords Conversion gain (CG) · Input intercept point (IIP) ·Mixer ·
Unbalanced base-band signal (UBBBS) · Local oscillator (LOSC) ·
Radio-frequency (RF) · Differential balanced signal (DBS)

1 Introduction

Low noise amplifiers (LNAs) are the system devices that can amplify enormously
poor signals without decreasing their signal to noise ratio whilst also providing
voltage levels adequate for analogue to digital conversion or subsequent analogue
processing. Amplifiers will increase the power level of both the signal and noise
existing at its input. But furthermore it introduces some noise. Therefore our aim
is to minimise noise level without degrading other parameters like bandwidth, gain,
chip area, linearity, etc. [1–4]. They are used in a variety of applications involving
low-amplitude sources, such as transducers and antennas. When interacting with
poor sources, the noise and the gain generated by the very first stage dominate the
measuring system’s performance.As a result, choosing the right LNA is important for
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the successful operation of the experimental setup. This note gives a quick overview
of LNAs to help you grasp their basic characteristics and select the right device [5].
Take a look at a real-world amplifier with gain of G. The intended signal is Si and an
undesirable input noise is Ni comprise the input from such an amplifier. Combined
signals will be amplified by a factor of G at the output. Nevertheless, there is another
source of noise. Due to the obvious noisemade by the device’s electrical components,
Nampl was created. To correctly amplify a low-level signal, noble LNAs must have
high gain and a little inner noise Nampl [7].

Ordinary amplifiers have same parameters as LNAs. Nonetheless, because they
are designed to offer extremely high gains whilst adding very little noise to the input
signal, the users should concentrate on the amplifier’s noise response parameters.The
noise factor (F) associates an amplifier’s noise yield with that of an ideal noiseless
device. Because electrical components inherently generate noise, every amplifier’s
noise factor is always greater than one. The noise figure (NF) is a related metric that
is noise factor in decibel notation, i.e. the noise spectral density (NSD) is the arrange-
ment of the amplifier’s inherent noise power throughout its bandwidth. Though it is
commonly stated as the corresponding input noise (Nampl/G) for a better contrast
with noise of input signal, it correlates to Nampl in the image above [6]. The NSD is
included. The capacity of an LNA to amplify a signal without distortion is measured
by its linearity. Linear device means output power in decibel (db) is sum of the input
power and the gain of the device. But in reality during amplification it introduces
some noise which distorts the signal. Now behaviour of LNA is no longer linear.

2 Various Techniques Used for Improving Performance
of LNAs

Main goal behind any improvement idea of the LNAs is to fulfil two purposes in them
(i) Increase the Bandwidth of the circuit. And second one is (ii) Noise reduction. All
the efforts made are driven by these two motivations only. Now various techniques
such as current reuse technique, use of common gate arrays, distributed amplifier
configuration, use of differential cascode structure, addition of RLC networks are
used to solve the two problems which we discussed in Fig. 1. Every technique that
we used had some advantages and disadvantages of their own and is used separately
for different purposes [7].

Distributed amplifier configuration gives good linearity in the device character-
istics and good input output matching with ultrawide bandwidth and low noise but
suffers from higher power consumption as sequential classes have been used there.

So a degenerative feedback technique using active/passive elements is commonly
used technique in wide band amplifiers. But this technique failed to explain noise
and power simultaneously.

Uses of resistive feedback gain to improve the noise cancellation technique which
is shown in Fig. 2. Initially, we were using inductor in a circuit which improve the
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Fig. 1 Conventional CMOS LNA circuit

Fig. 2 Proposed CMOS low noise amplifier

bandwidth, linearity and impedance matching but consume more power and more
chip area because inductor is bulky in nature. So designer introduced a new methods
using resistive shunt feedback technology. Since no inductors are used here so chip
area will minimise and also reduces power consumption but degrades noise figure.
This can be used if noise figure is not an issue (Fig. 3).

Common Gate arrays are used that overcome the trade-off between noise and
power without reducing its stability. So we use noise cancellation techniques which
introduce noise in several pathways that are out of phase and by adding this output
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Fig. 3 Proposed CMOS UWB—LNA noise cancellation and current reuse techniques

noise will be attenuated. To cover up problem of the high power consumption current
reuse technique is utilised. This exploits low input impedance to achieve lower power
consumed in the device [3].

Differential cascode CG structures are used with calculated transconductance
values to internally cancel out the noises by perfectly calculating the required Gm
values for the various transistors used in the structures. The use of input inductors in
this configuration excludes parasitic capacitance and increases the bandwidth of the
circuit, but it has a high noise figure attributed to the combination of four inductors
and transistors, which is improved by some additions to the configuration and finally
achieves the desired performance [4].

Current reusing is a low power consumption strategy, although it struggles from
the input impedance matching. A WB balun LNA is used with a well-balanced
output which is shown in Fig. 4. Noise and the distortion caused by the input of
the transistor are reduced utilising noise cancelling techniques for improved noise
performance. The main principle is that the input transistor is the main source of
noise, so a node is identified where the signal would seem in the opposite sign whilst
noise of input of the transistor would seem in the similar sign, and when the gain of
the device is doubled whereas the noise is rescinded, but we need large Gm values
for that which means only high power applications. This drawback is also removed
by further modifications in the circuit [8–16].

Current reuse with CG-LNA boosting technique—initially we were using current
reuse technique to improve although it has a low power consumption; it suffers from
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Fig. 4 CMOS low noise amplifier circuit [17]

poor noise figure. Therefore a gm-boosting strategy to further reduce power usage
and enhance noise figure has been presented.

Passive implementation of gm-boosting technique only reduce half of operating
current but here noise figure is greater than 1 so we further improve our circuit and
introduce active implementation of the gm-boosting technique to improve noise,
bandwidth and gain of circuit but it suffers from high power which further improved
using impedance matching technique.

In this circuit (Fig. 4) which we have taken as our reference a voltage divider
circuit is used in which passive elements are used so for our improvement we will
change this into a voltage divider such that it comprises active devices, i.e. we are
going to use MOSFETs as the resistors in the voltage divider circuit.

Now there are different combinations which we are going to use here, i.e. we will
not just change all the resistors in to the MOSFETs rather we are going to separately
change the resistors separately one by one, i.e. first we will replace the R1 with a
PMOS and keep the R2 intact. In the next step we will change the R2 with PMOS
and keep R1 intact.

In further steps we will change both the R1 and R2 with the PMOS and use the
simulation using the LT spice tools. Replacement of R1 from Fig. 4 and its responses
are shown in Figs. 5 and 6. First we will simulate our reference circuit and find the
noise at the output port and also the output voltage.

Circuit of Fig. 7 responses are shown in Figs. 8 and 9.
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Fig. 5 Simulation results of Fig. 4 in reference Vout with frequency using LTSPICE

Fig. 6 Reference noise with frequency of Fig. 4

Fig. 7 Replacement of R1 with PMOS
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Fig. 8 Vout with frequency after replacement of R1 with PMOS of Fig. 7

Fig. 9 Noise at the output after replacement of R1 of Fig. 7

Similarly for the other improvements we also need to change the resistors first and
then do the simulation using the same LT spice tool and observe the same parameters
and finally do a comparison and status check to see if the final circuit performance
is improved in comparison with the reference circuit.

Circuit of Fig. 10 it responses are shown in Figs. 11 and 12.

Fig. 10 Replacement of R2 with 2 PMOS in series
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Fig. 11 Vout after replacing R2 with 2 series connected PMOS of Fig. 10

Fig. 12 Noise at the output after replacement of R1 of Fig. 10

In the circuit (Fig. 10) as a change we will replace the R2 with 2 PMOS connected
in series whilst keeping the R1 intact, this circuit we will implement and simulate as
a next change and next step in our research work. The voltage output for this one we
can see that is deteriorated from the earlier case and also the noise value is increased
at the output port. This means that this change is making the performance of our
circuit degrade not only compared to the reference circuit but also in comparison to
the last circuit which we implemented as a change in which removed R1 and replaced
that with a PMOS.

So as a comparison between these two circuits we can conclude that this change
is more effective and more helpful in our way to gain a circuit with more idealistic
nature as compared to the earlier circuit.

In this circuit we have replaced R2 with two PMOS connected in series because
if we see in the reference circuit R2 is almost equal to 2x of R1 that’s why we are
using 2 PMOS in series so that the effective resistance of the new circuit follows the
earlier relation. Simulation results for this circuit are as follows:

As we can clearly see that after replacement of R1 the Vout and noise at the output
both are changed significantly so, we will continue with the next change in the circuit
where R2 is replaced with 2 PMOS connected in series and observe the simulation
results for these [18].
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As a last change in our reference circuit we have made these replacements to get
the following simulation results. We can clearly see the changes we have made with
respect to the earlier circuits. Both of the resistors are removed and in their places
PMOS are placed but one thing which we can see are that the R1 is replaced by one
PMOS, whereas the R2 is replaced by two PMOS which is shown in Fig. 13. Circuit
of Fig. 13 output responses are shown in Figs. 14 and 15. There is a reason behind
this difference which is that in the reference circuit we can see that the value of R1 is
almost half of R2 and the resistance of theMOSFET is dependent on the length of the
MOS thus the resistance are used in series to incorporate the effect of the resistance
values also. There is also a tank circuit used in this device which is basically used for
determining the frequency of operation of the device and changing the value of any
one of the L or C will affect the operating frequency of the device so it is basically
used to control the frequency [19].

Fig. 13 Replacement of both R1 and R2 by PMOS

Fig. 14 Vout after replacement of both R1 and R2 with PMOS
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Fig. 15 Noise at the output after replacement of both R1 and R2 with PMOS [20]

3 Conclusions

After reviewing all the papers it can be concluded that large number of efforts are
made to reduce noise and increase the bandwidth of the device but there is possibility
of many further improvements in terms of low power dissipation and improving
noise figure by making some new improvements in upcoming future. This change
is giving the results almost same as the reference circuit whereas other two changes
either improve the performance or degrade it.
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Design of Unmanned All-Terrain Spy Bot
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Divya Sharma, T. Snehitha Reddy, Bhagwan Singh, Deepika Kotwar,
and Vijay Nath

Abstract In the advancement of technological era, the military forces are utilizing
these modern technologies to mitigate the risks of casualties and can keep an eye on
the enemy.With the development of sophisticated technology, robotics iswidely used
in disastermanagement rescue operations and for spy purpose and surveillance inwar
field. In order to make the bots effective and efficient for war field and disaster-prone
areas, several research on different aspect is examined to do the jobs autonomously,
without any human intervention. Latest technologies in terms of software and hard-
ware are investigated and implemented to have intelligent and advance robots for
different operations in the disaster-prone areas and war field. This paper proposed
the robotic technologies being used in disaster management and war field spying.
Our robot is equipped metal detector, fire sensor, gas sensor as well as a camera for
live streaming and still capture. The robot is controlled manually with the self-design
controller wirelessly. In the proposed scheme, the robot will continuously send the
GPS coordinates to authenticate mobile phone via SMS. The warning SMS will be
sent if metal, fire, or gas are detected along with their coordinates. The camera data
are very much secured as it has the password to access the camera network and a
particular IP to access the data. The major focus of this proposed paper is on the uses
of robot for spying purpose in war field and help NDRF team in the disaster-prone
areas and provide a positive impact on the society.
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1 Introduction

Every day in the world, many incidents are taking place which are risky and poses
life-threatening consequences in case of human intervention. In the proposed scheme,
the main aim is to build a robot spy bot which will be useful for disaster management
and war field spying. The robot is equipped with a camera which will give real-
time video streaming along with still capture. The robot consists various sensors
like metal detector, fire sensor, and gas sensor. It can send real-time coordinates to
the phone at regular interval of time. The bot will be controlled wirelessly from a
remote distance. The spying bot as its name suggests is the one used for the purpose
of spying on enemy territories and NDRF team to help the people who are stuck
in disaster-prone areas. The plan of action and strategy can be made easily on the
basis of the information send by the robot. The wireless communication is done with
the help of NRF24L01 module. The robot will serve as an appropriate machine for
the defense and rescue sector to reduce the loss of human life and will also prevent
illegal activities. The robot consists of two part: payloads and transmitter–receiver
unit.

2 Methodology

In the proposed scheme, the robot is designed in two parts; first is payload, and the
other one is transmitter and receiver unit. The payload consists of metal detector,
fire sensor, and gas sensor along with GPS tracker and GSM sim900A module. The
camera plays a very important role in spying purpose. The communication between
transmitter and receiver is done via nrf24l01 which operates on 2.4 GHz ISM band
and requires very low power, i.e., 3.3 V. The trans-receiver can operate with signaling
rate 250 kbps to 2 Mbps. The communication module can use 125 different channels
which gives a network of 125 independently working modems in one place.

3 Payloads

The payloads include camera, metal detector, fire sensor, gas sensor, GPS tracker,
and GSM module as shown in Fig. 1. The GPS tracker will continuously track the
robot and send the real-time coordinates to the phone via GSM module at regular
interval of time (3 s). In case any of the sensor detect the signal, the GSM module
will send the emergency message along with the coordinates. The camera module
will give the live video streaming and can take still capture and store the data on a
secured network at a particular IP. The flowchart payload is shown in Fig. 2.
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Fig. 1 Block diagram of payload

Fig. 2 Flow diagram of payload

4 Receiver and Transmitter

The transmitter consists of amicrocontroller, nrf24l01, joysticks, and a potentiometer
as shown in Fig. 3. The inputs are fed to the microcontroller through joysticks and
potentiometer. Then, the signals are sent through nrf24l01 module to the receiver
side. The motors (wheels) of the robot are controlled by joysticks, and the movement
of camera is controlled by the potentiometer.

The receiver consists of a microcontroller, nrf24l01, motor driver, DC motors,
and servo-motors as shown in Fig. 3. On receiving the signal from transmitter, the
controller will give the command to the motor driver to drive the motor according to
the signal which is generated by the movement of joysticks. The movement servo-
motor is responsible for the angular movement of camera. This movement is due
to the change in the resistance in the potentiometer on the transmitter hand side as
shown in Fig. 4.
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Fig. 3 Block diagram of transmitter and receiver

Fig. 4 Flow diagram of transmitter and receiver

5 Result and Conclusion

The GPS will continuously sent the data to the phone, as shown in the serial monitor
in Fig. 5. Using the proposed design, a person would be monitored very easily. Such
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Fig. 5 Screenshot of serial monitor

designs can be highly useful in defense system, military purpose, disaster-prone
areas.

The message with warning alert along with the coordinates is sent to the mobile
phone as shown in Fig. 6.

Fig. 6 Screenshot of mobile
phone which shows warning
message along with
coordinates
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Design and Implementation of IoT-Based
Medicine Dispensary Box

Disha Agarwal, Rajat Agarwal, Dilip Kumar Choubey, and Vaibhav Shukla

Abstract The health industry and wellness sector are very crucial for the human
beings and as this should be one of the important and early sectors to receive
the advances of emerging technologies in the field of IoT. In the current health
industry, the use of Internet of Things (IoT) makes the whole system more conve-
nient. The Internet of Medical Things (IoMT) is also connected to IoT networks in
this scenario to monitor the patients’ daily activities and to record them for future
analysis. Recently, there have been many attempts to design an entirely new smart
medical device which can monitor the medications of the patient and help elderly
people for a better life. In this paper, we proposed an improved version of IoT-based
medical medicine dispensary box. Basically, we have developed a Host Manage-
ment System (HMS) which is an efficient of cloud-based installation and monitoring
that stores and controls the MEDIBOX functionality for further analysis and future
modification in design aspects.

Keywords IoT · IoMT ·MEDIBOX · Portable ·Monitor · Dispensary box ·
Medicine

1 Introduction

Today, there are more than a million devices available in to the market which monitor
the health issues in different body parts of a person. The Internet of Medical Things
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refers to that sector which connects these devices and cloud system which gives a
proper connectivity between network and devices. In present days, the health and
fitness are the biggest concern for humans, and if anyone has any kind of health
issue, then it needs medicines to treat them, and here, we come up with our idea.
Presently, there is no proper management or any device to monitor the medicines for
a particular patient. There are some users who do not have the knowledge like where
the medicines, their expiry date quality, or which medicine to take at what time.
So, to avoid such situations which may lead to serious issues medicine monitoring
model is used. The system is administered by the Raspberry Pi which utilized the
IoT and RFID technology. Presently, there are no device which can be installed at
home for a particular patient and monitor. In today’s world, the health and wellness
sector is very important for the human, and this sector should be one of the most
prioritized to receive the all advantages of any upcoming skills and advances in IoT.
The few Internet of Medical Things (IoMT) are also attached with various such
kinds of networks to monitor and observe the everyday activities of patients using
the dispensary box. In recent times, there have also been several attempts that can be
used to take care of all the medications and also in helping of aged and old people
who cannot take care of their own medication to lead a better and healthy life. In this
paper, we have made such an attempt to architect a multipurpose, easy to carry and a
very smart device namedmedicine dispensary box which will help the user/patient to
take their medication at the right time and have it regularly and keep a record of their
dosage. This smart box is very efficient, and it will help monitor the temperature,
humidity, and a lot of factors inside the box. Even while traveling we can ensure that
the desired environment of the box can be maintained so that the medicines are kept
in good condition. In addition to this, we have also worked on the IoT cloud-based
systems where all the patient data has been stored into the cloud system. So that
all the data is stored in one place and all the records are easily maintained. This
also helps in maintaining the suitable environment of the box, and it contains all the
records of the patient in one place for easy accessibility and ease of use.

Today, there are more than amillion devices available into themarket that monitor
the health issues in different body parts of a person. The Internet of Medical Things
refers to those sectors which connect these devices and cloud system and gives
a proper connectivity between network and devices. In present days, environment
health and fitness are the biggest concern of human, and if anyone has any kind
of health issue, then it required a proper medical treatment, and here, we come up
with our idea. Presently, there is no such mechanism or any device by which we can
monitor that the patients take their medicines regularly or not. There are some users
who do not have the knowledge about the medicines, their expiry date, quality, or
which medicine to take at what time. So to avoid such situations which may lead to
serious issues, medicine monitoring model is used. In this architecture, we will make
use of Raspberry Pi which will administrate the whole system, and it uses the IoT
and RFID technology. Presently, there are no device which can be installed at home
for a particular patient and monitor.
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The rest of the research paper is arranged as follows: Motivation has been intro-
duced in Sect. 2, Literature Review has been discussed in Sect. 3, Proposed Method-
ology has been presented in Sect. 4, Experimental Details and Implementation are
presented in Sect. 5, and Sect. 6 has been committed to Discussion and Future
Directions.

2 Motivation

The motivation to develop a box using IoT and cloud came from a lot of factors.
But, the most important factor is the dependency of a family or patients on a nurse or
caretaker to take medications regularly. Elder age patients generally have problem
of remembering which medicine to take on what time and at what dose. This makes
them dependent on a nurse or a caretaker which a family has to appoint. This requires
a constantmonitoring on the patient. There are different kinds ofmedicine dispensing
systems used in hospitals, but the idea of getting a medicine dispensing box at home
will take the safety and health benefits to a greater level. It assures the patient take
theirmedicines on time and on proper dose aswell as gives them the power tomonitor
and to control their inventory. In case, if a patient forgets to take their medication,
then we can check on what date the patient did not take their medicine and make
a proper record on cloud and properly coordinate with doctor for further treatment.
The family/hospital which is currently taking care of the patient can immediately
take actions when the box is empty. Moreover, the doctors would know if the patient
is taking the medicines on time or not, and this would in turn help the patients to be
healthy on time.

The proposed box or system is very convenient and helpful for the customers.
The health care industry is expanding every day, and people are now busy with their
daily routines. At this stage, everything that deduces concern about something can
be regarded as a boon and the system plays along exactly the same lines. Patients
who have already been discharged from the hospitals require the same level of care
as those who are admitted in the hospital. It can reduce the concern of the family
members to great extent.

3 Literature Review

Moen et al. [1] have used a convectional analysis method to carry out a survey, and
they have used a semi-structured focus group algorithm to complete the analysis on
different category of groups. The main focus of this paper was to get information
about the people of different age, culture think and get their perception on having
multiple dosages of medicine.

Cartwright [2] has divided the work in three categories; the first category gives
the readers an idea on the relation between aging, health, medicine consumption, and
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consultation rates. This paper then gives us an idea on how senior citizen is getting
less care and attention or supervision in comparison to what they need.

Pound et al. [3] have given an idea on studies on experiences of medicine taking,
and this paper has revealed the importance for taking proper and correct medicines
and the authors also highlighted the lay habit of testing pills which mainly focuses
on its side effects.

Williams and Manias [4] used patients whose age is greater than eighteen years
andwhohas a diabetic condition,CKD, and systolic hypertension. This paper focused
on these types of patients who have either of above stated conditions to carry out
the research, most of the patients were gathered from hospitals in Australia from
the year 2008–2009. This paper tires to highlight and research the motivation and
confidence of the suffering patients from the above stated conditions and how they
take their prescribed medication.

Tordoff et al. [5] have done a research on New Zealand has old people taking care
of their medication themselves, and it further discusses the issues old people face
due to missing out on medication.

Elliott et al. [6], their study suggests to help people having medical conditions
related to mental health, dementia so that they do not skip their medication and take
is at the right time, to lead a more peaceful life.

Orlu-Gul et al. [7] have focused on how to make the lives of the older people
better so that they do not skip medication.

Rogers et al. [9] developed an vacuum-based system for dispensing tablets of oral
hard medicine from a big container as storage to the user or patient, in which the
medicine is dispensed with the help of a computer controlled system, and the amount
or number and category is pre-decided by the user itself.

Ostergaard et al. [10] have done a research on the current technologies and science
which is related to developing machines to dispense proper dosages of medicine to
the consumer, and this paper particularly deals about medical dispensary machine
which has a storage box for storing the medicines into the medicine dispensary box,
a medicine segregation area in the box, a system which will pack the medication
in a predefined dosages given by the user, it also has a central medication database
system and a system in a form of box which will have all these objects.

Zamjahn [12] has developed a calculated medicine dose dispensing machine
which consists of a medicine bottle and a calculated dose medicine dispenser area for
individualmedicine.The calculateddosemedicine dispenser provides amedicine box
and a system for determining dosage for prescriptive and over the counter medication
as well as for providing the proper dose to the patient.

Ratnakar [13] has developed a smart medical dispenser machine which automat-
ically dispenses medicines at particular time intervals and consist of a pill recovery
system.

Shepherd et al. [15] have developed a machine which gives dosages of medicine
according to a pre-decided scheduled which is also decided by the user, and it also
has a container through which plurality of medicine will be provided and accessible
to the user.
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Hafner [16] has developed a system which stores the medicine and dispense them
on the basis of a time-regulated algorithm, and it consist of medicine box which acts
as a container which is connected to a secured connection with a signal generator
that is active according to the time algorithm.

Braun et al. [8] have designed a system,method, apparatus, and computer program
product are provided for detecting that an object has been accessed using tags.

Walker et al. [19], we have studied their articles and reports and found out that
in the first section of their study they have discussed about two apparatus, where
they take care of taking medicines timely. In the first section, they have discussed
whether at least two of the medications were being able to be communicated and
dispensed properly, and being able to perform according to the patient needs and
dispensing medication according to the information provided to them. Choubey et al.
[20] have used IoT and cloud computing approach to enhance the productivity of
crop production. The IoT and cloud computing approach have been applied on image
dataset. Kumar et al. [21] have utilized IoT and machine learning for the predictions
of the cardiac arrest through heart variability analysis.

Table 1 briefly summarizes the existing works, hardware used, advantages, and
issues on existing articles.

4 Proposed Methodology

The proposed architecture of our methodology is shown in Fig. 1. It shows the design
model of IoT-based medicine dispensary which is efficient and reliable.

Here, we have discussed proposed algorithm which is noted below.

4.1 Proposed Algorithm

Step 1. Define the servomotor, temperature sensor, ultrasonic sensor, LCD,Wi-Fi
module, and GSM Module.
Step 2. Check the amount of medicine present in the medicine dispensary box
using the ultrasonic sensor, as soon as the level drops low send an alert message.
Step 3. Keep recording and storing the data to the cloud so that all the details are
maintained and can be accessed at any point of time by the doctor or the patient.
Step 4. Keep track of the temperature. If it falls low or higher than the desired
temperature required, notify by sending an SMS.
Step 5. When RFID tags are tapped, the medicine should be dispensed depending
on which RFID tag is tapped. A message stating that the medicine is taken is sent.

All the details are stored on the cloud for maintaining the record and for easy
access in the future.
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Table 1 Summary existing work on IoT-based dispensary box

Ref. No. Work done Hardware used Advantages Issues

[1] A study on 12
particular focused
groups consisting of
29 men and 30
women which are
from a age gap of
65-years or even
more, more than
five prescribed
medication were
studied qualitatively

… Various age groups
are present

Only five samples
are used

[3] In this study, the
data is collected and
analyzed. A data set
was taken from
January 1, 1992, to
December 31, 2001

… Proper data analysis
is done on the bases
of medicines

Only a data set of
10 years was used

[4] In this paper, there
was a study done on
Australian patients
that were hired from
outpatient hospitals.
They are minors
with diseases like
diabetes

… Various age groups
and different
medically ill
patients were used
as the sample data
set

Only focused on a
particular area and
with only 1 year
sample cases

[9] A vacuum operated
system for
individually
dispensing
medicine from
storage to a user

Several motors,
containers, display,
keyboard

It dispenses
medicines for every
individual using ID
password

Security breaches

[10] A research on the
current
technologies and
science which is
related to
developing
machines to
dispense proper
dosages of
medicine to the
consumer, and the
authors has also
developed a
dispensary machine

Several motors,
containers, GSM,
SMS technologies

It has memory for
storing data on the
machine, and this
whole system also
consists of a central
medication database
for getting the
maximum efficiency

Proper network is
required

(continued)
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Table 1 (continued)

Ref. No. Work done Hardware used Advantages Issues

[11] A simple device
which holds a
week’s supply of
medication and
dispenses it at
timed increments
during the day to
remind the user to
take the medicine

Electric motors,
containers, driving
gear

Works automatically
according to time
for a single user

Can hold medical
supplies only up to
a 1 week’s supply

[12] A calculated dose
medicine dispenser
which determines
dosage for
prescriptive and
over the counter
medication as well
as for providing the
proper dose to the
patient

Several motors,
containers, wires

It calculates dosage
or amount of
medication required
for every medication

Calculation of
dosage was not
accurate

[13] Automatically
dispensing
medicines at
particular time
intervals and
consist of a pill
recovery system

Belts, several
motors, containers,
wires

Dispenses
medicines on the
basis of time

Automatic system
is always not
helpful

[14] A medication
dispensing machine
which is
tamper-proof and is
controlled through
microprocessor, and
dispenses
medication for a
plurality of days, as
well as at a plurality
of times per day

Several motors,
belts, containers,
microprocessor,
wires

Use of
microcontroller
makes the system
more efficient

Implementation of
microprocessor is
tough

[15] In this study,
information was
already stored and
the dispensary just
dispensed the
desired medication
according to
whatever
information was
provided

Several motors,
containers, display,
keyboard, speakers

Works on a
predetermined
medication schedule

Requires a proper a
medication
program

(continued)
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Table 1 (continued)

Ref. No. Work done Hardware used Advantages Issues

[16] Device for storing
drugs and giving
signals to the
patient at particular
intervals of time

Several motors,
containers, display,
keyboard, speakers

Gives notification
for taking medicine

Signal should be
reached to the user

[17] The system has a
disposable canister
for storing drugs
and delivering the
drugs to a medicine
delivery device
including a
medicine
dispensing device
for manually or
automatically
dispensing
medicine upon a
command

Belts, several
motors, containers,
wires

This system enables
a pharmacist to
provide a complete
prescription in a cost
efficient manner
without manually
handling the drugs

Requires many
commands to
operate

[18] Using RFID to
detect that an object
has been accessed

RFID, scanners RFID provides easy
detection

–

[19] It maintains two
containers and
ensures that the
communication
between the two
containers is
maintained. So that
wirelessly after the
first medicine is
dispensed the
second is ready

Several motors,
several containers,
communication
modules

Wireless
communication for
achieving adaptive
storing of medicines
between two
machines

Requires a proper
communication
path to function

5 Experimental Details and Implementation

We are proposing a system that consists of advanced sensors such as to monitor the
MEDIBOX. The sensors such as temperature, humidity, motion, fire. The stock of
the medicine can be easily updated using RFID system. In this proposed system, we
are using PIC controller as the prime which controls the actuators. Here, we are using
various sensors such as temperature sensor, RFID reader and tag. The temperature
sensor senses the temperature of theMEDIBOX and PIR sensor senses the motion of
the person, whenever the patient wants medicine he has to show the RFID tag. After
showing the card, all the data will be displayed on the LCD. The each medicine will
have tag after showing the card medicine remaining medicine present will displayed.
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Fig. 1 Architecture of
IoT-based medicine
dispensary box

Humidity sensor senses the humidity value of the MEDIBOX. The current sensor
senses the current value of the power given. All the values are updated to the IOT
and displayed on the LCD. It is like a vending machine just the difference is instead
of money we scan our RFID tag.

After development, remodeling and testing the project in different situations and
conditions, detailed system-wise results are provided. Comments on obtained data,
observed behavior, working accuracy, and reliability are also incorporated.

(i) Reminder System
It shows the data obtained through an SMS alert seen by the patient and the
caretaker.

(ii) Patient Monitoring System
This is a real-time cloud environment in which the data is uploaded and
monitored by the caretaker and the doctor.

(iii) Inventory System
This mechanism notifies the patient to restock the medicine supply before
they run out. It is done in advance to make sure that there is adequate time to
check the availability of medicines in the market and purchase them.

Figure 2 shows a snapshot of the Arduino IDE where we tried to implement the
proposed algorithm to make the medical dispensary box.

Figure 3 shows the demonstration of the proposed architecture. It is a prototype
model of the project design and implementation of smart medicine dispensary box:
IoT.



348 D. Agarwal et al.

Fig. 2 Arduino IDE—code snapshot

Fig. 3 Implementation of medicine dispensary box

6 Discussion and Future Directions

This paper explains and describes a MEDIBOX which can be used to help patients
adhere to their meds on a daily basis. It is intended for senior people and those
who have difficulty remembering medicine quantities and times. All of these issues
are handled with the use of a variety of sensors, IoT, and cloud services. For data
collection, the box contains a temperature module and an ultrasonic sensor. These
sensors are mounted to the box and are used to detect whether it is open or closed.
All of the collected data is sent to the cloud server using ESP8266 Wi-Fi module



Design and Implementation of IoT-Based Medicine Dispensary Box 349

as a mode of connectivity. All of the collected data is then stored on a cloud server
that can be accessed by the caretaker and the doctor to monitor the medications of
the patient in real time. SMS alerts are sent to the patient and caretaker using the
SIM800C GSM module. Depending on the action, it sends a SMS to the patient’s
mobile phone. Then, an SMS alert is also sent to the caretaker regarding if the patient
really took the medication. An alarm is sent to the caretaker when the box is opened.
The GSMmodule can also transmit a warning to the patient when the drug supply in
the compartment or box is running low. When the ultrasonic detects a critically low
level of medication, it triggers I/O and an SMS alert is sent to the patient, so that we
can refill the supply of medicines.

The future work of this study is to create a box which can be utilized to enhance
the comfort of a patient on a daily basis. It aims at elderly patients and also those
who have problems with remembering which medicine to take at what time and
at what quantity. All these problems are addressed using sensors, IoT, and cloud
service. It should also send an SMS to the mobile number of the patient depending
upon the action and also to the caretaker regarding if the patient really consumed
the medication. The box should also send an alert to the patient when the supply
of medications is low in the compartment. This project will drastically reduce the
occurrence of a patient missing his medications. This in turn improves the efficiency
of the effect of medicine on the disease. Therefore, after a lot of research work the
researchers can say that this medical dispensary box will help us avoid unwanted
medical complications caused due to untimely medication and due to any sort of
medical negligence.

Here, for future directions inmore elaborations authors have also reviewed several
existing research papers and patents on IoT-based medicine dispensary box.

Table 2 summarizes future work over existing work for IoT-based medicine
dispensary box.

Based on Table 2 and our experimental study, the future work of this research
article is to design a multipurpose portable intelligent device in an efficient and
effectivewaywhichwill also helpmaintain the potency of themedicines. Themedical
dispensary box can be used for monitoring stores and controlling the functionality
of the box for further analysis. This will in turn help in reducing the occurrence
of a patient missing his medication which improves the efficiency of the effect of
medicine on the disease.
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Table 2 Summary of future work over existing work

Ref. No. Existing work Future work

[1] This study focuses on several groups and
did a study on them using medicines and
qualitative analysis was done

Number of groups and sample cases can
be increased for better and accurate
results

[3] In this study, the data is collected and
analyzed. A data set was taken from
January 1, 1992, to December 31, 2001.
(A data set of 10 years is used)

Time span of data set can be increased to
have better results

[9] A vacuum operated system for
individually dispensing medicine from
storage to a user

Instead of ID password a user can provide
other login credentials like fingerprint
scanner or face recognition

[12] A calculated dose medicine dispenser
which determines dosage for prescriptive
and over the counter medication as well
as for providing the proper dose to the
patient

For calculating, the dosage of medicine
many different techniques can be used,
and for example, a user can provide
relevant data to help system calculate the
dosage

[13] Automatically dispensing medicines at
particular time intervals and consist of a
pill recovery system

After dispensing the medicine, the user
can receive a notification alarm to take
the medicine

[15] In this study, information was already
stored and the dispensary just dispensed
the desired medication according to
whatever information was provided

User interface for adding the
predetermined medication can be
improved and can be made more efficient
and user friendly

[19] It maintains two containers and ensures
that the communication between the two
containers is maintained. So that
wirelessly after the first medicine is
dispensed the second is ready

Better communication modules can be
used to communicate between the
containers
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1 Introduction

Since the principal industrial revolution, ensuing insurgencies have brought about
extremist adjustments in assembling, from water and steam-controlled machines to
electrical and advanced computerized creation. Assembling techniques have end
up increasingly confounded, mechanized, and maintainable, which potential people
can work machines basically, practically, and constantly [1–4]. India is amped up
for getting Industry 4.0 and has taken a couple of exercises. According to IBEF, the
Government of India plans to fabricate the responsibility of gathering region to 25%
of gross domestic product (GDP) by 2025, from the current element of 16%. India is
furthermore organized to defy overall test by accepted the Make in India programs.
It is a great idea to go to lead the world with smart manufacturing. Regardless, with
the presenting of monetary changes and the opening up of the Indian market, the
circumstance has changed definitely. Head executive Mr. Narendra Modi has laid
boost in collecting lead improvement, in his fight to increment manufacturing region
“Make in India.”

The points of the mission are as follows:

• To intensify fabricating region blast to 12–14% per annum over the medium term.
• To augment in the portion of assembling in the country’s GDP from 16 to 25%

with the guide of 2022, to make 100million extra positions with the guide of 2022
in assembling area.

• To make beautiful ability sets among country travelers and the metropolitan
negative for comprehensive development.

• To intensify home estimation expansion and innovative profundity in assembling.
• To enrich the global seriousness of the Indian assembling area.

While India’s administration area has developed unmistakably over the excess few
decades, most assembling areas are still stayedwith innovation, hardware, and cycles
from the Industry 2.0 phase, for example, guide inputs, absence of ICT combination
in assembling, and essential holes in ability. The “Make in India” crusade desires to
increment fabricating capacity andmechanical skill up degree. India’s rising interest,
great arrangement, and the opportunity to arrangement minimal expense plants are
bringing Multi National Company) (MNCs), which will make a commitment to the
expansion in fabricating area. In excess of 250 worldwide OEMs like GM, Renault
Nissan, Boeing, GE, Daimler, and so forth have their exploration and improvement
in India, and the full-size achievement of the IT region has made India pertinent to
be an assembling center of the world [5–9].

These issues power the improvement of mechanical applied sciences for bringing
down the workforce, shorting the developing season of the item, utilizing assets
productively, etc., of which the cyber-physical system (CPS) and IoT are two super
present day applied sciences progressed inside the leftover decade.

The improvement toward Industry 4.0 has these days an immense impact on
the assembling business. It depends on the foundation of shrewd manufacturing
plants, sharp product, and brilliant contributions installed in a trap of issue and of
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administrations also known as modern Web [10]. Moreover, new and troublesome
undertaking models are advancing around these Industry 4.0 components [11].

With the improvement of these advancements, another idea, Industry 4.0,was once
conveyed viaGerman at some stage in theHannover Fair match in 2011, which repre-
sents the building up of the fourth mechanical insurgency [12]. Since its first distri-
bution, numerous European assembling query organizations and gatherings have
delivered work on this subject, which underscores that under Industry 4.0, assem-
bling will comprise of traded records and oversaw machines and creation devices
showing up self-ruling and keenly in interoperable. Be that as it may, analysts hold
various assessments of the particular prerequisites of Industry 4.0 and its achieve-
ment, performing on their number of mechanical innovative expertise capacities [13,
14]. It is evident that contemporary assembling is a summed up subject, which is
explained in multi-fields. Hence, the contemporary comprehension of Industry 4.0
can’t announce the standards. Likewise, the assembling still up in the air for a progres-
sive strategy for innovative skill application, which will direct individuals to satisfy
Industry 4.0.

Explaining industrial upheavals and future perspective on Industry 4.0 sees the
presentation of troublesome new advancements, the cutting edge patterns of mech-
anization, and records substitute that is opening to show in assembling innovations.
This incorporates cyber-actual systems, the Internet of Things (IoT), data analytics,
cloud computing, and artificial intelligence (AI). Industry four is much of the time
alluded to as the “fourth modern upset” and is set to in a general sense adjust the way
we live, work, and identify with each other. Execution will propose fundamentally
changing the records structure and business venture cycles of your whole activity
[15].

2 Modern Manufacturing and Industry 4.0

The savvy plant and a portion of its crucial elements: availability, streamlining,
straightforwardness, proactivity, and deftness. Every one of these angles can play
a capacity in empowering decisions that are more proficient and can help associa-
tions upgrade the assembling system. Know that no two sharp industrial facilities
will probably appear to be something very similar, and makers can focus on the
number regions and elements generally pertinent to their specific necessities. The
worldview of Industry 4.0 is in truth illustrated through three measurements [16–
18], level mix all through the whole expense creation organization, start to finish
designing across the whole item ways of life cycle, as appropriately as vertical coor-
dination and arranged assembling frameworks. The level reconciliation all through
the entire expense creation network portrays the cross-organization and friend’s inte-
rior keen cross-connecting anddigitalizationof significantworth appearancemodules
during the expense chain of an item ways of life cycle and between esteem chains of
bordering item ways of life cycles [19]. The start to finish designing all through the
total item life cycle depicts the savvy cross-connecting and digitalization over the
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span of all periods of an item ways of life cycle: from the uncooked texture procure-
ment to assembling framework, item use, and the item end of life [20]. The perceptive
cross-connecting and digitalization covers the utilization of a start to finish answer
the utilization of realities and correspondence applied sciences, which are installed
in a cloud.

In an assembling framework, the clever cross-connecting is acknowledged via
the utility of supposed cyber-physical frameworks (CPS), which are running in a
self-coordinated and decentralized way [21, 22]. They are fundamentally founded on
installedmechatronic perspectives, i.e., applied sensor frameworks for gathering data
as appropriately as actuator frameworks for affecting actual techniques [23]. CPS
is wisely connected with one another and is ceaselessly exchanging information
by means of virtual organizations like a cloud continuously. The actual cloud is
executed in the net of things and administrations [24]. Being part of a sociotechnical
framework, CPS is the utilization of human–machine interfaces for cooperating with
the administrator.

2.1 Industrial Internet of Things

Perhaps, the most hugest assortments of science that will make commitments to
Industry 4.0 and smart assembling are the Industrial Internet of Things (IoT). The
IoT is another transformation coming about because of the assembly of mechanical
frameworkswith cutting edgefiguring, sensors, and pervasive correspondence frame-
works. It is an extraordinary competition where incalculable mechanical gadgets,
each noteworthy and new, are starting to utilize Internet protocol (IP) verbal trade
advances [25].

The Industrial Internet of Things is a subset of what we have come to perceive
as the Internet of Things (IoT). The IoT is a synopsis idea that catches a movement
that began when we began coordinating processing and correspondence innovation
into a significant number of the “things” that we use at homegrown and work. It
started with the considering labeling and checking “things” with low-value sensor
innovations, for example, radio recurrence recognizable proof (RFID) gadgets. In any
case, the outlook changed as the market started giving over economical processing
and Internet-based correspondence advances, at the same time with the vertical push
of the omnipresent cell phone. This powerful coincidence of low charge figuring and
unavoidable broadband systems administration has permitted the IoT to advance.
Presently, the IoT comprises of a wide range of devices going from home machines,
gentle bulbs, robotization frameworks, watches, to even our vehicles and trucks. In
fact talking, the IoT is a progression of actual ancient rarities that involve implanted
designs of electrical, mechanical, figuring, and correspondence components that
empower Internet-based discussion and records trade.

The Industrial IoT follows a similar center meaning of the IoT, yet the issue and
wants of the Industrial IoT are normally unique. A few instances of the “things” of the
Industrial IoT incorporate gadgets like sensors, actuators, robots, fabricating units
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like processing machines, 3D-printers, and meeting line parts, synthetic blending
tanks,motors,medical services gadgets, for example, insulin and imbuement siphons,
and even planes, prepares, and vehicles. Surely, it is a huge range of gadgets.

Another term every now and again utilized while examining the Industrial IoT is
functional innovation. Functional innovation (OT) alludes to the normal equipment,
and programming frameworks found inside mechanical conditions. A few models
incorporate programmable sound judgment regulators (PLC), disseminated control
structures (DCS), and human–machine interfaces (HMI). These constructions are
furthermore viewed as industrial control systems (ICSs) since they “control” the
different cycles that occur inside a modern climate. These customary control struc-
tures are quickly starting to utilize Internet-based verbal trade advancements, so they
can be incorporated into assembling associations’ data innovation (IT) constructions
and frameworks. This OT/IT incorporation development is as of now occurring in
enormous scope across various businesses, and it offers a mechanical arrangement
with the requirements of future brilliant assembling frameworks and Industry 4.0
[26–28].

2.2 Cloud-Based Manufacturing

Cloud-based assembling (CBM) is each other rising worldview that will make
commitments radically to the accomplishment of Industry 4.0. CBMcan be portrayed
as an arranged assembling life-sized model that endeavors on-request admittance to
a common assortment of different and apportioned assembling assets to shape transi-
tory, reconfigurable digital actual creation lineswhich enhance proficiency, limit item
lifecycle costs, and take into consideration most gainful valuable asset distribution
because of variable-request buyer produced entrusting [29, 30]. Attributes of CBM
include organized assembling, versatility, nimbleness, universal access, multi-tenure
and virtualization, gigantic records and the IoT, everything-as-a-administration
(e.g., foundation as-a-administration, stage as-a-administration, equipment as-a-
administration, and programming as-a-administration), adaptability, and helpful
asset pooling.

A comparable worldview to CBM has become perceived as cloud-based plan and
assembling (CBDM) [31]. CBDM alludes to a more complete perspective on the
item acknowledgment strategy, whereby the qualified components of the ordinary
machine of plan and assembling assets are incorporated into distributed computing
model. CBDM used to be toward the start characterized through Priyadarshi et al.
[32] as follows: “Cloud-based design and manufacturing alludes to an item advance-
ment model that empowers aggregate open development and fast item improvement
with negligible expenses through long-range informal communication and publicly
supporting constructions combined with shared help pools of plan and assembling
resources and parts.” Essentially, CBDM looks to enliven cloud-based assembling
through incorporating it with cloud-based plan alongside the possibility of social
item improvement.
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2.3 The Perception and Methodology of Industry 4.0

There is an essential agreement among numerous analysts that the modern amend-
ments require a long-term time of improvement and cowl the accompanying four
viewpoints, considered as the future assembling dreams.

Factory, as one of the fundamental parts of Industry 4.0, the future plant will
include a new integrative, where presently not just all assembling sources (sensors,
actuators, machines, robots, transports, and so on) are associated and exchange infor-
mation consequently, yet in addition, the plant will end up being careful and cunning
adequate to anticipate and hold the machines, to deal with the creation interac-
tion, and to control the assembling office framework. What is more, many assem-
bling measures, for example, item plan, creation arranging, fabricating designing
and creation, and administrations, will be mimicked as particular, and afterward
connected intently start to finish, which implies these methods are not exclusively
told with the guide of a decentralized gadget yet in addition oversaw reliantly. This
assortment of future assembling office is recognized as a smart factory [33].

• Business andmanagement, Industry 4.0 infers an entire correspondence organiza-
tion will exist between a scope of organizations, production lines, provider, coor-
dination’s, assets, clients, and so forth. Each segment streamlines their arrange-
ment progressively depending on the requests and acclaim of related areas in the
organization, which makes the greatest pay for all cooperatives with the confined
sharing assets. Moreover, the expenses and contamination, crude materials, CO2

discharges, and so forth will be diminished. As such, the future business endeavor
network is impacted through each participating segment, which could accomplish
a self-coordinating status and communicate the constant reactions [34].

• Products, benefitting from Industry 4.0, will be another kind of item created in
assembling that of shrewd items. These are stock inserted with sensors, recogniz-
able parts, and processors which convey data and mastery to convey the useful
direction the clients and communicates the utilizations criticism to the assembling
framework. With these components, many capacities might need to be conveyed
to the items, for instance, estimating the nation of product or clients, conveying
this data, following the items, and examining the outcomes relying upon the data.
Furthermore, a full creation data log can be installed with item helping item
designer in streamlining the plan, the forecast, and the protection [35].

• Consumer, customers will likewise have a ton of benefits under Industry 4.0.
Another buying strategy will be given to clients. It grants clients to arrange what-
ever components of items, with any assortment regardless of whether just one
is. Furthermore, clients could trade their request and thoughts whenever during
assembling even at a definitive moment with no charge. On the distinctive hand,
the advantage from the savvy items empowers the customer not exclusively to
know the creation realities of the item yet moreover to obtain the exhortation of
usage relying upon their own practices [36]. Other than these arranged dreams
of assembling, numerous scientists and organizations have been chipping away
at Industry 4.0 in many fields around these standards [37]. Two average models
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display the improvement of the Industry 4.0; which is fabricating line exhibition
and shrewd items.

3 The Next Generation of Manufacturing Industry in India

In themost recent surveys presented outwith the guide of rumored associations, India
has demonstrated predictable upgrade in scores concerning fabricating skills just as
various variables. For instance, India’s evaluating among the world’s 10 biggest
assembling global nations has stretched out through three spots to 6th situation in
2015.

3.1 The Area of Market

India’s assembling region can possibly contact US$1 trillion through 2025. Business
specifications in the Indian assembling district continue to keep on being positive.
While foundation and efficiency stay the key concerns, the accessibility of qualified
gathering of laborers is a significant resource for India. Almost, 60% of its early
stages in the age gathering of 18–35 ensures a segment profit for India, which if
appropriately utilized, can launch India’s assembling to more prominent statures
[38].

As indicated by the World Economic Forum record in November 2016, India
has hopped sixteen areas in the World Economic Forum’s worldwide intensity posi-
tioning, an outcome of the brilliant way, in which the contemporary government is
considered through financial backers. India positions 39 out of 138 nations. Israel
positions 24. This is a far reaching get some answers concerning with a scope of
columns like framework, governance, education, and so forth.

These outcomes are generally because of the new drives dispatched by present
government. The previously mentioned report by WEF states that the most
outstanding upgrades in India are in the fundamental drivers of seriousness looks
good for the future, particularly for the improvement of assembling area [39].

3.2 Procedure for Robust Accomplishment

As indicated by a new article by Mr Arun Maira, ex Planning Commission Member,
India will take a gander at following a three-pronged procedure to quicklymove from
Industry 2.0 to Industry 4.0.

• Strategy to further develop the business climate for assembling: The Make in
India program looks to welcome Foreign Direct Investment in manufacturing to
give this region a basic lift.
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• Strategy to update human resource abilities and catch the “Segment Dividend:”
preparing and skilling of employable workforce in the entwining of advanced and
assembling regions is basic.

• Strategy of guaranteeing expedient execution: A policy is just comparable to its
execution. India will try to jump the following upset of industrialization.

3.3 Government Administration Initiative

Depending on India’s power in Information Technology and an enormous labor force
of IT experts, the groundbreaking ride of assembling by means of Industry 4.0 has
effectively started in the country. Under the Government of India’s “Savvy Cities
Mission,” the errands to fabricate 100 shrewd urban areas across India are being
promoted as the trailblazers of the Industry 4.0 climate. With quick improvement in
the fields of realities science and equipment, the world is going to observe a fourth
modern unrest. The thought of “Industry 4.0” will change the manner in which India
makes, plans, and repairs the items. Driven with the guide of the force of huge
information, exorbitant registering limit, man-made brainpower and investigation,
Industry 4.0 targets to totally digitize the assembling quarter [5]. The Department of
Heavy Industry, Govt. of India is releasing many projects among industry groups,
the scholarly community industry coordinated effort, just as supporting irreplaceable
innovative ability intercessions through industry to produce ahead of its rivals.

As indicated by a document by the India Brand Equity Foundation (IBEF), the
Government of India has an eager organization to make locally, upward of 181
product. The pass could help framework areas like force, oil and gas, and vehicle
producing that require monster capital use and resuscitate the Rs. 185,000 crore
(US$27.42 billion) Indian capital things business. With impulse on creating mechan-
ical hallways and shrewd urban communities, the public authority aspirations to
ensure comprehensive improvement of the country. The hallways would comparably
help in incorporating, checking, and making favorable environmental elements for
the mechanical improvement and will advance foster practices in assembling.

4 An Absolute Structure of Manufacturing for Industry 4.0
and Beyond

Modern groups, whether topographical or area explicit, are critical to speed up the
R&D and Innovation. Bunches not just work with various partner collaboration, they
additionally quick track the wide basing of development among the SME, which is
the driving force of development in any country. Mechanical bunches in India are
not overseen viably; however, numerous urban areas, for example, Pune, Bangalore,
and Chennai do have phenomenal accumulation of organizations, exploration, and
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scholastic establishments. Most bunches are, best case scenario, a land recommenda-
tion that are run and overseen by private designers, and thus, R&D is certifiably not
a focal component in the whole scene. Draconian work laws and an incredibly bulky
land procurement framework renders up scaling of industries in India an unviable
suggestion.

5 Conclusions and Suggestion

The arising economies need to use their endowments, for example, a bigger work-
force, enormousbusiness sectors, quickly developing economies, andbeneficial spec-
ifications for assembling. A truly spread out technique, enunciation of the National
Agenda for Manufacturing on a mission mode, assistance of biological system that
speed up Innovation and R&D too, and quick execution of the instruments hence
perceived will be very imperative in the new worldview. On the homegrown front,
every one of us should recognize and focus on the couple of spaces of assembling
where it enjoys an essential benefit and point of convergence on utilizing this addition
on the worldwide stage. For instance, India’s imposing achievement in the product
business can be utilized to viably find its angle in computerized fabricating. The
significant partners from academia, industry, government, labor force, and multi-
pliers should be added by and large on a stage, and their commitments and action
items really depicted to make new collusions with key accomplices from various
worldwide areas should be fashioned. Mechanical and advancement bunches that
speed up assembling abilities in all cases should be set up and sustained. Government
wishes to make an empowering structure for industry to develop and work freedoms
to prosper. At long last, creating with the guide of dominating and sharing is uncom-
monly significant. Systems administration structures both broadly and worldwide
can be exceptionally helpful in encouraging world discourse.

This paper centers around the charm of Industry 4.0 in a creation framework
and presents the normal assessments of Industry 4.0 and producing. Summing up in
excess of a couple of viewpoints, the dominating standards of future assembling have
been recognized to advise the exploration point. In the same manner as the whole
business, there is an enormous hole between current industry and the satisfaction
of Industry 4.0, which has been in actuality perceived in this paper. Likewise, a
structure of Industry 4.0 is introduced, which distinguishes how explicit knowledge
level advancements are acted inside three computerization of creation frameworks;
from the system, it is obvious that the eventual fate of present day producing is filling
toward Industry 4.0.
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GIS-Based Rain Water Harvest
Considering Population as a Function

Pranab Hazra, Payel Mukherjee, Archishman Nath, Manish Kumar,
Isha Bhattacharjee, and Sinthia Mukherjee

Abstract Purewater is theworld’s first and foremostmedicine. So, if crisis happens,
our society will be destroyed because a drop of water is more important than a sack
of gold for a thirsty man. Not only drinking, but, water is also used day-to-day life in
household as well as outdoor field work and various domestic works. InWest Bengal,
water is very essential in agricultural field. Here, ground water is limited, and now,
the water level is gradually decreasing with the increasing of the population. Ground
water is the one and only source of our drinking water. For preserving our ground
water for the near future, the best alternative way is to utilize our monsoon season
and store rain water as much as we can. If rain water is harvested properly, then
it can be used in agricultural field as well as many household works so that usage
of ground water decreases. There is a large variation in the amount of rainfall in
the different parts of West Bengal annually. This is where the concept of rainwater
harvesting comes into effect. In this paper, we describe the actual rain fall scenario
in monsoon season (including pre- and post-monsoon) ofWest Bengal with compare
to population which shows the requirement of water district wise. From this concept,
we will be able to understand how much rain water harvesting is required and why it
is so important? Using remote sensing and QGIS technique, we analyze district-wise
rainfall data of West Bengal for a particular period of time (2002–2010). We also
observed the population scenario of every district for the same period of time. For
both the cases, we prepare a thematic maps. Efforts are given to make observation
from the thematic that how much this process is beneficial for the society.
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1 Introduction

Water is the main driving force of our nature. The primary source of water in the
dry areas and deserts and even in the semi-dry regions is ground water because of
its ability of getting less affected by pollution compared to the surface water in most
of the areas of West Bengal [1]. The climatic condition of West Bengal ranges from
savannah (usually warm climatic condition with temperature from twenty degree to
thirty degree) to mid subtropical climate (i.e., summer and winter) [2]. The rainy
season in West Bengal is from July to the end of September. The annual rainfall
differs in different parts of the state where the highest rainfall of 200 to 400 cm is
received by the North Bengal; almost, 200 cm is poured in the coastal area in the
Ganga plain, and the middle or the central part of the state receives a rainfall of about
150–200 cm, and an amount of 100–125 cm of rainfall is experienced by the western
plateau region [3]. The importance of rainwater harvesting can be understood from
the increasing demand for irrigation and the unsustainable practices of groundwater
utilization. It has been found that the farmers of the Bankura and Purulia districts
would face a difficult problem in the upcoming years due to the scarcity of water,
and the only remedy to this major problem is the utilization of rainwater.

In this way, the drops of rain are collected and stored it for the purpose of future
uses instead of wasting. Water harvesting is an important factor to preserve the
natural resources [4]. The case study in Soankhad, Punjab water shed used GIS
to find the appropriate place for water harvesting. The usage of thematic maps,
hydrological maps were done for selecting appropriate site to construct the water
harvesting structures [4]. The ideal places are rivers or roofs fromwhere rainwater can
be collected easily, and it can be stored in deep well, any reservoir, shaft, or in aquifer
[5, 6]. The rooftop rainwater harvesting has already gain much popularity in India
and has been inbuilt in many housing complexes or institutes to recharge the aquifers.
It is done to maintain the water balance by precipitation and evapotranspiration [7].
We can use this water for gardening purposes, for domestic use after some treatment,
heating purpose for houses, etc. [5, 6]. For drinking purpose, the harvested water
can also be used (after purification) [5]. It is a very judicious process of rainwater
utilization.

Making available the harvested rainwater in the dry season plays a major role for
agricultural purposes and livelihood of mankind [8]. It enables the farmers to grow a
type of crop called Rabi crop during winter season [8]. The funding by MGNREGS
focused on the design of hapas to cover 5% of the land to provide irrigation to paddy
crops in kharif season as the SC and ST depended on the rain fed agriculture [8].

Ground water is a disguised natural resource [9]. However, to achieve accurate
results, integrated studies using satellite image data and geographical information
system (GIS) tools are used [9]. Previously, many researches have been done their
work regarding remote sensing and GIS tools to define spatial distribution of ground
water potential zones on the basis of various parameters [9].
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In urban areas, rainwater is collected in paved areas and at the top of the roof
[10]. With the expanding population, the freshwater demand is also increased day
by day. Only, groundwater source cannot fulfill public demand on regular basis.
So, the metropolitan cities specially faced some deficit of ground water supply [10].
Seasonal fluctuations, which is the most common, also affect sometimes [10]. A case
study in Tamil Nadu, India shows the benefits of tank system to harvest rainwater
through the earthen embankments called bunds [11]. It provides environmental as
well as economical benefits to farmers [11].

2 Study Methods

We are using geographical information system (GIS) technique for this project.
This technique is very helpful and has many advantages. It helps in producing and
providing information in spatial and temporal domains which is very much impor-
tant and essential for getting accurate result and analysis [12]. It is such a tool which
works with different types of data and combines them to work into a single domain
so as to analyze and solve the problems and get perfect correct result and observation
[13]. The remote sensing technique helps us to improve the characteristics of the land
surface to increase the hydrological studies and advancement of remote sensing [14].

2.1 Study Area

West Bengal lies in between 85° 55′ and 89° 55′ E and 20° 25′ and 27° 13′ N [15].

2.2 Representation

See Fig. 1.
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Fig. 1 Study area of India
[marked as yellow]

West Bengal

2.3 Workflow of Study

See Table 1.
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Table 1 District-wise
population data [16, 17]

S. No. Dist. Population

1 Bankura 3,596,292

2 Bardhhaman 7,723,663

3 Birbhum 3,502,387

4 Kolkata 4,486,679

5 Darjeeling 1,842,034

6 Haora 4,841,638

7 Hooghly 5,520,389

8 Jalpaiguri 3,869,675

9 Coach Bihar 2,822,780

10 Malda 3,997,970

11 Purba Medinipur 5,094,238

12 Paschim Medinipur 5,943,300

13 Murshidabad 7,102,430

14 Nadia 5,168,488

15 North 24 Parganas 10,082,852

16 Puruliya 2,927,965

17 South 24 Parganas 8,153,176

18 Uttar Dinajpur 3,000,849

19 Dakshin Dinajpur 1,670,931

2.4 Thematic Map of Population

See Fig. 2.

2.5 Thematic Map of Total Rainfall

See Fig. 3.

3 Observation

As we know that population increasing rapidly, so the use of water consumption is
also increasing.

As per the availability and reliability of the information, we have taken into
consideration the years from 2002 up to 2010 and hence analyzed the data.

Finally, we have plotted the values of rainfall in millimeter for each district (from
Table 2). From there, we have found that population of many districts are very high,
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Fig. 2 District-wise population in West Bengal

but rainfall in that particular district is inadequate to fulfill the daily requirement;
therefore, people are facingmany problems in their daily livelihood instead of having
ground water because it is not possible for all specially in remote village to use the
ground water. Again, we have got the information from both the tables (Tables 3 and
4) that in some district, population is low, and rainfall amount is high.

Weknow that groundwater level is decreasing rapidly due to highpressure of popu-
lation and industrialization. So, people are facing the problems of water shortage for
their daily requirements. So, we can try to overcome their problems by proper main-
tenance of water using rainwater harvesting technique and collecting and supplying
excess amount of water from one district to the other district where water is inad-
equate. In this way it could be maintained a proper balancing of water in the West
Bengal districts. We must distribute excess amount of water from one water surplus
district to a water deficient district.

We have found that the North 24 Parganas and South 24 Parganas are highly
populated districts in West Bengal (from Table 3), and from Table 4, it is found that
rainfall in that districts is inadequate to fulfill the daily necessities of the residents.
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Fig. 3 District-wise rainfall in West Bengal (in normalized condition)

We also found that many districts like Birbhum,Murshidabad, Hooghly, Bankura,
Nadia, Puruliya have population much less than the North 24 Parganas and South
24 Parganas (from Table 4), and the rainwater amount in that districts is much
higher than North 24 Parganas and South 24 Parganas (from Table 3). So, we can
supply excess amount of water from the abovementioned districts to the North 24
and South 24 Parganas for the better daily livelihood. We are also considering the
neighboring districts and comparing the water data and population data of the neigh-
boring districts, and also, we can supply extra amount of water from one district to
the district which are facing problems of availability of water which will very fruitful
for West Bengal population. We also observed that the population of Kolkata is also
high (from Table 4), but there is lack of rainfall amount in Kolkata (from Table 3);
the water table shows that there is a water shortage problems arising in Kolkata, so
we will do supply of water from neighboring district to Kolkata so that this district
can also sustain their livelihood without facing the problems regarding water.

Comparing the population and rainfall in Kolkata (refer to Tables 3 and 4), we
find that the rainfall in Kolkata is too less compared to the population density. Hence,
the neighboring district Howrah can supply water to Kolkata during its need.

Again, we can see Birbhum hasmuch higher amount of rainfall (fromTable 3), but
its population density is not much (from Table 4 and Fig. 2), so it may supply water
to its neighboring districts like Murshidabad and Bardhhaman. But again, these two
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Table 2 District-wise
rainfall data [16–19]

S. No. Dist. Total rain fall (in
mm)

Normalized rain
fall

1 Bankura 10,273.01 7.321

2 Bardhhaman 14,492.6 10

3 Birbhum 12,262.8 8.584

4 Kolkata 317.04 1

5 Darjeeling 1191.77 1.555

6 Howrah 2005.86 2.072

7 Hooghly 9184.04 6.629

8 Jalpaiguri 3313.83 2.902

9 Coach Bihar 2256.5 2.231

10 Malda 5973.5 4.591

11 Purba
Medinipur

6504.06 4.928

12 Paschim
Medinipur

7534.08 5.582

13 Murshidabad 10,862 7.695

14 Nadia 6862.37 5.156

15 North 24
Parganas

6530.59 4.944

16 Puruliya 8475.01 6.179

17 South 24
Parganas

5825.08 4.497

18 Uttar
Dinajpur

1476.15 1.736

19 Dakshin
Dinajpur

1820.46 1.954

districts get good rainfall, so the excess water stored by Birbhum can be supplied to
farther districts like Malda.

4 Discussion and Calculation

Throughout our study, we have calculated the total population of each and every
district of West Bengal (Fig. 2), plotted them (using QGIS software), and also, the
total rainfall of West Bengal’s 19 districts has been estimated (Fig. 3). The popu-
lation density chart is as follows in decreasing order—North 24 Parganas, South
24 Parganas, Bardhhaman, Murshidabad, Paschim Medinipur, Hugli, Nadia, Purba
Medinipur, Haora, Kolkata, Malda, Jalpaiguri, Bankura, Birbhum, Uttar Dinajpur,
Puruliya, Koch Bihar, Darjeeling, Dakshin Dinajpur (as per Table 4). Hence, we
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Table 3 District-wise
rainfall

S. No. District-wise descending order rainfall

1 Bardhhaman

2 Birbhum

3 Murshidabad

4 Bankura

5 Hugli

6 Puruliya

7 Paschim Medinipur

8 Nadia

9 North 24 Parganas

10 Purba Medinipur

11 Malda

12 South 24 Parganas

13 Jalpaiguri

14 Koch Bihar

15 Haora

16 Dakshin Dinajpur

17 Uttar Dinajpur

18 Darjiling

19 Kolkata

observe that Dakshin Dinajpur has the least population among all the districts, and
North 24 Parganas has the highest population (from Table 4).

Following that we gathered data on rainfall in all of West Bengal’s districts. We
have calculated the total rainfall in each district. Then, we have normalized the
data in a range of 1–10 (refer to Fig. 3) and arranged sequentially in Table 3. The
normalization is done and applied in the data using Nx

Nx = a + (x − A)(b − a)

(B − A)

A Smallest value in dataset (here A = 317.04)
B Largest value in dataset (here B = 14,492.6)
a Normalized scale minimum (here a = 1)
b Normalized scale maximum (here b = 10)
x Any number from the dataset whose value needs to be normalized
Nx Normalized value

Based on the data in Tables 1 and 2, we have enlisted the rainfall received by
the districts in descending order against the descending order arrangement of the
districts in terms of population density.
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Table 4 Mapping of
population

District-wise descending order population

North 24 Parganas

South 24 Parganas

Bardhhaman

Murshidabad

Paschim Medinipur

Hugli

Nadia

Purba Medinipur

Haora

Kolkata

Malda

Jalpaiguri

Bankura

Birbhum

Uttar Dinajpur

Puruliya

Koch Bihar

Darjiling

Dakshin Dinajpur

5 Result

The process by which we can take our decision which district is most appropriate
for harvesting. The rain water is cost-effectively which is shown in Fig. 4.

6 Conclusion

From our observation, it can be said that higher the population density greater is
the water demand. Again, a high-water demand and less rainfall may lead to water
scarcity. Similarly, a high rainfall and less population imply an areawith surpluswater
availability. The excess water that is harvested can be collected and transported to
those areas suffering fromwater scarcity. Hence, it can provide an independent water
supply during regional water restrictions like drought. It can mitigate flooding of low
lands. It will help in flourishing of agricultural lands and reduce the crisis of potable
water during summer. It will help to sustain ground water levels and thus ensure
availability of potable water, clean, and free from salinity.

Our paper is demanding a high-value publication because we are considering the
approach of demand side and supply side and also some factors (average rainfall,
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Fig. 4 Process for taking decision to supply harvested rainwater in crisis area

population, and distance between the districts) which are very much important for
determining the volume of rainwater storage tanks with optimum capacity at viable
cost.

Rainwater harvesting and distribution of harvested rainwater considering popu-
lation density and rainfall as its key factor is our prime area of concern in this paper.
It is very important to glance a light on population while attempting to rainwater
harvesting. If we don’t consider population, then the crisis and demand of water in
an area cannot be judged properly. Hence, this comparative study of rainfall with
population contributes an uniqueness to this article.

7 Future Scope

As a future prospect, we have thought of supplying excess water to the neighboring
region during urgent need such as drought and flood.

There are many districts in West Bengal such as Dakshin Dinajpur which suffer
from lacking of fresh water sometimes, mainly during flood, when the sea water
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percolates the soil and mixes with the ground water and thus making it unsuitable
for human consumption. Then, the harvested rain water will provide some relief.

Again, there are districts having large agricultural fields like Bankura, Purulia,
Nadia, Birbhum, and West Bardhaman, but the farmers living there may also suffer
fromwater deficiency during summer. Here, also, harvested rain water will give them
some relief.

Now, in the further advancements, we will consider the fresh water bodies present
in the districts—be it river or lake, and the ground water level and modify our distri-
bution system of the harvested rainwater accordingly. As we know, the population
across the world is increasing with great rate, and it affects the whole availability of
rainwater and groundwater on the earth surface [20]. It affects the area of aridity and
semi-aridity and the farmers in regions where annual rainfall is relatively low. Also,
in this region, the soil moisture is not good for growth of crops and plants [20]. In this
region, we can also use the method of rainwater harvesting, based on groundwater
recharge, for storage of water [20].

Further, this system of harvesting and inter-district distribution of harvested rain-
water will prove highly useful to states like Tamil Nadu. As we all know, Tamil
Nadu receives rainfall only twice a year [21]. So, in order to augment ground water
resource, it has beenmademandatory to provide rainwater harvesting structures in its
buildings. In Tamil Nadu, out of 2,392,475 buildings in Town Panchayat, 2,294,342
buildings have been provided with rainwater harvesting facilities [21]. In addition
to it, if the proper authority incorporates our technique of rainwater harvesting and
distribution from one water surplus district to another water deficient district, then
they will be able to combat the problem of water scarcity more efficiently.

Acknowledgements The authors thankfully acknowledge the support of the Narula Institute of
Technology, Agarpara, and Kolkata-700109, India in carrying out this work. Authors are also
grateful to the respected editor and anonymous reviewer of this paper for their valuables comments
and suggestions; the inclusion of those has sufficiently improved this revised version.

References

1. Mondal I, Bandyopadhyay J, Chowdhury P (2018) AGIS basedDRASTICmodel for assessing
groundwater vulnerability in Jangalmahal area, West Bengal, India. Springer International
Publishing AG, part of Springer Nature

2. Climate (2006) West Bengal: land. Suni System (P) Ltd. 2006-09-05
3. Baisakhi K (2006) Glossary of meteorology. Am Meteorol Soc
4. Singh JP, Singh D, Litoria PK (2009) Selection of suitable sites for water harvesting structures

in Soankhad watershed, Punjab using remote sensing and geographical information system
(RS & GIS) approach—a case study. J Indian Soc Remote Sens 37:21–35

5. Eccles A (2017) Rainwater harvesting for livestock
6. Uddipta G, Ranajit BK (2016) Study on scope of roof top water harvesting for recharging

ground water for combating excess ground water withdrawal for rice cultivation in the district
of Nadia in West Bengal 9(6):987–993



GIS-Based Rain Water Harvest Considering Population as a Function 377

7. Jasrotia AS, Majhi A, Singh S (2009) Water balance approach for rainwater harvesting using
remote sensing and GIS techniques, Jammu Himalaya, India. Water Resour Manage 23:3035–
3055

8. Agricultural water management learning and discussion (2012)
9. Gouri BS, Sailesh S, Dilip PK, Babita P (2012) Assessment of ground water potential zone in

Paschim Medinipur district, west Bengal—a Meso-scale study using GIS and remote sensing
approach 2(5)

10. Sen P (2012) Implementing rainwater harvesting methods—a study in Baishnabghata-Patuli,
Kolkata, India 5(1):01–05

11. Bitterman P, Tate E, Meter KJV, Basu NB (2016) Water security and rainwater harvesting: a
conceptual framework and candidate indicators. Appl Geogr 75–84

12. Thapa R, Gupta S, Kaur H (2017) Delineation of potential fluoride contamination zones in
Birbhum, West Bengal, India, using remote sensing and GIS techniques. Arab J Geosci 10:527

13. Mondal D, Pal S (2015) A multi-parametric spatial modeling of vulnerability due to arsenic
pollution in Murshidabad district of West Bengal, India. Saudi Soc Geosci

14. Fenta AA, Kifle A, Gebreyohannes T, Hailu G (2015) Spatial analysis of groundwater potential
using remote sensing andGIS-basedmulti-criteria evaluation inRayaValley, northern Ethiopia.
Hydrogeol J 23:195–206

15. Groundwater arsenic contamination in west Bengal—India. School of Environmental Studies,
Jadavpur University (2006)

16. india.gov.in.
17. data.gov.in.
18. http://cgwb.gov.in/GW-data-access.html
19. https://www.researchgate.net/
20. Rajasekhar M, Gadhiraju SR, Kadam A, Bhagat V (2020) Identification of groundwater

recharge-based potential rainwater harvesting sites for sustainable development of a semi-
arid region of southern India using geospatial, AHP, and SCS-CN approach. Arab J Geosci
13:24

21. Sarkar AB, Sarkar B, Sengupta K (2020) Madhyamik geography and environment

http://cgwb.gov.in/GW-data-access.html
https://www.researchgate.net/


Motion Correction of MR Images Using
Cross-Guided Bilateral Filter

Shiju Samuel, Rohini S. Ochawar, and M. S. S. Rukmini

Abstract Motion artifact has been the foremost concern in the field of medical
imaging (MI). These artifacts compromise image quality and interfere in image inter-
pretation, especially in MRI applications with low signal-to-noise ratio. In motion
artifact removal process, the most demanding problem is to protect the data bearing
structures such as edges and surfaces to get good visual quality while enhancing
peak signal-to-noise ratio (PSNR). Application of filters on these motion artifact
affected MRI signals yields better performance in terms of removal of artifact and
consequently correct interpretation by the radiologist. The paper presents the analysis
on the use of various filters/techniques for motion artifact removal. Motion artifact
removal using cross-guided bilateral filter (CGBF) is experimented, and the results
are discussed with various evaluation parameters. Motion correction using CGBF is
compared with the existing techniques, and the performance of CGBF is found to be
superior.

Keywords Magnetic resonance imaging · Motion artifact · Medical imaging ·
Filter techniques

1 Introduction

Different kinds of imaging techniques are introduced in healthcare sector, and
therefore, implementation of various methods of image processing algorithms on
these biomedical images for both diagnostic and research purpose offers guid-
ance to physicians in personalized care [1]. The techniques used in the healthcare
sector to capture the internal structures of the human body are positron emission
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tomography–computed tomography (PET-CT), photo-acoustic imaging, molecular
imaging, computed tomography, magnetic resonance imaging (MRI), ultrasound,
and fluoroscopy. Among all imaging techniques, MRI is preferred for capturing the
physiological function and anatomical structure, and also it has the benefit of being
non-ionizing and non-invasive technique; therefore, while taking MRI, the health
of the patient is not affected [2, 3]. Magnetic resonance imaging (MRI) has the
capability to visualize the detailed internal structure of the human body [4].

Moreover, the capability of MRI is excellent in visualizing the structure of soft
tissues; hence, it is used to analyze the cardiac function, angiography, and brain
function too. Likewise, it can deliver the detailed image of bones, human organs,
and all other internal body structures [5]. Any abnormality in human body caused
due to bone problems can be investigated with the MRI technique along with other
imaging methods [6, 7]. The quality of MRI images is affected by various noise
sources, for instance, receiver bandwidth, the presence of background tissue, RF
coil in MRI scanning machine, breathing motion, ambient noise from the environ-
ment, recording medium, transmission medium, measurement errors, acquisition
noise from the equipment, body fat, patient motion, RF pulses, and field strength [8].
From the above-mentioned artifacts, motion artifact is considered as the most poten-
tial artifact in various applications that can reduce the image quality [9]. Blurring of
the image content and aliasing along the phase-encoding direction have been expe-
rienced during the long MR examination time because of the physiological behavior
and patient motion. Therefore, the reconstruction is vital inMRI to reduce the artifact
caused by motion [10]. At present, various de-noising methods are implemented on
MRI to enhance both the signal-to-noise ratio (SNR) and image quality [11, 12].

Motion artifact deals with image resolution and reframing, mainly in applications
of magnetic resonance imaging (MRI) with small signal-to-noise ratio (SNR) such
as diffusion tensor imaging or MRI. High resolution image has high tendency to
motion artifact, and scan time repeatedly provokes motion artifacts. Throughout the
scan time of high-speed imaging techniques and its progression patient positioning,
recipient coils and proper indication can reducemotion artifacts. Physical noise origin
is due to motion from inhalation, movement, and pulse, from the devouring reflex
and small unplanned head activity.

Motion artifacts for logical MR imaging can be considered with two impor-
tant categories: macroscopic motion and microscopic motion. Microscopic includes
blood circulation and water dispersing like MR in angiography and dispersing MR
imaging.Macroscopic refers to patient motion associated withmotion of the imaging
object (if this involves extremities, head) or physical movement induced by simple
functions of body.

Motion for fetal and neonatal MRI is expected due to maternal respiratory motion
and unpredictable due to fetal circulation in uterus or neonatal head circulation.
Motion may remain and continue during the MR imaging acquisition (example
directionless neonate), periodic (example respiratory motion), or irregular (example
produced by MRI scanner aural noisy). In MRI motion, neonatal and fetal brain is
considered to be rigid body, with nominal or no disfigure and with all measurements
of the imaging aim being conserved. Motion can be constricted in a 2D field with
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revolving and interpreting possible different divisions. Motion is the most difficult
to recompense. The fetal and neonatal motion (through amplitude in few centimeter)
can be rather greater than that of adults (through amplitude in few millimeter) and
scaling better than the original dimensions from the anatomy of interest, and its
results on particular image standard are harmful.

2 Generalized Analysis on Different Motion Artifact

Some of the recently published work related to the reduction of motion artifact in
MRI is listed below:

In MRI, patient motion is utmost the origin of artifacts. Image blurring caused
by patient motion frequently leads to limit MRI image quality. Head movement has
become a controlling factor inMR neuroimaging approach. The bodymotion correc-
tion problem is studied by Johnson and Drangova [13] using conditional generative
adversarial network (CGAN). The objective is to improve the MRI image quality
and to compare with motion artifact affected images. In order to remove the effect
of motion in MR images, it is suggested that a set of gray hidden layer with three-
dimensional feature vector must be applied on the MRI image patches (example: 3
× 3 × 3 brain image). This coding system consists of three-dimensional convolu-
tional network (example: 3 × 3 × 3 filter) with the three-dimensional maxpooling
algorithm; after applying the convolution with up-sampling algorithm, the received
MRI image can run with concatenate algorithm; finally once again applying the
three-dimensional convolution algorithm (example: 4 × 4 × 4 filter), the data is
experimented with the CGAN network.

Saladi and Amutha Prabha [14] conducted a survey of applying de-noise filter
algorithms on MRI images. Various de-noising filter algorithms are implemented by
researchers like non-localmean, principle component analysis, bilateral, and spatially
adaptive non-local means (SANLM) filters. Modified survey of all mentioned algo-
rithm was conducted with the performance evaluation with various metrics like
signal-to-noise ratio (SNR), peak signal-to-noise ratio (PSNR), mean squared error
(MSE), root mean squared error (RMSE), and structure similarity (SSIM). This eval-
uation exhibits that SANLMde-noise algorithmgives the finest presentation of PSNR
and SSIM.

Middlebrooks et al. [15] analyzedmotion artifacts and its noise removalwith inde-
pendent component analysis (ICA). The motivation of this analysis was to estimate
the results of data de-noising with independent component analysis in MR images
of the patients for preoperative analysis of glioma. FMRI results for preoperative
analysis of images related with glioma patients resulted in decreased false positives
and widening of true positives.

Haskell et al. [16] have introduced and validated retrospective motion adjustment
algorithm for brain MRI images that includes a motion affected image which is
reconstructed through multi-coil data. Motion artifact removing algorithm consists
various steps like (a) both real component and imaginary component (two-channel
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complex MRI image) to be applied on motion detected CNN, (b) the uniformity data
error reduction from the CNN image using complex voxel, and (c) reconstruction of
the complete image data with position coordinates and multi-coil data model. The
image creation integrates the motion restriction in a CNN-based model.

Chang et al. [17] designed a parallel computing-based algorithm for brain MR
images using bilateral filtering method. This paper addresses an optimization tech-
nique to speed up calculation in either memory resources or thrust usages. A fully
computerized and restriction-free revamp frame for the speedup bilateral filter related
to ANNs is organized. At last, a vast variety of brain MR images are exploited to
confirm the noise removal performance of proposed filtering method.

The strategies such as collection of imaging sequences, tracking of motion by
sensors like cameras [18], implementation of various algorithms as well as recon-
struction techniques [19], prospectively corrected acquisitions as fast pulse sequence
designs, applying compressed sensing theory, parallel imaging, motion-resolved
imaging and application of motion-robust acquisition schemes, respiratory belts,
and MR navigators are mostly applied to correct and reduce the source of motion
artifacts [20]. Among those strategies, reconstruction techniques using various algo-
rithms are mostly preferred to reduce themotion artifact [21]. Today, various regular-
ization constraints are combined with the many optimization-based algorithms, for
example, sparse a priori in a certain transform domain and total variation (TV). The
reconstruction techniques are the most efficient methods than the various interpola-
tion methods; however, the images obtained from the reconstruction techniques have
some deterioration at under sampling rates. In augmentation method, a nonlinear
revamp algorithm should be stable with acquired data in k-space in opposition to the
scattered in the modification domain [22, 23]. Determination of transform domain
and appropriate regularization is difficult in the optimization-based methods which
are also affected by the time-consuming iterations; therefore, those methods are
non-suitable for clinical application. To eliminate the above-mentioned drawbacks,
bilateral filtering techniques are well recognized in motion artifact removal of MRI.
Optimal parameter tuning of bilateral filtering through bio-inspired optimization
techniques delivers the finest way to enhance the convergence of motion correction
methods and reduce the computation time [24, 25]. Table 1 summarizes the various
algorithms/techniques experimented by the researchers for motion artifact removal.
The performance is also enlisted with the help of various evaluation parameters.

3 Summary of Various Techniques Used for Motion
Artifact Removal

See Table 1.
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Table 1 Analysis on the techniques used for motion artifact removal

Ref. Technique PSNR SSIM/MSSIM RMSE NRMSE EME

[3] LPA-ICI filter using
generic algorithm

19.5934 0.44871 26.7221 – –

[5] Multimodal
fusion—combination
of stationary wavelet
transform
(SWT)—principal
component analysis
(PCA) and
non-subsampled
contourlet transform
(NSCT) domains

39.5643 0.8867 – – 24.7221

[9] Higher-order
singular value
decomposition
(HOSVD-R)
recursive algorithm

30.53 0.887 – – –

[19] DNN architecture for
ROI MRI
reconstruction
(ROIRecNet)

32.17 0.901 – – –

[24] DL algorithm for
retrospective MRI
motion correction

– 0.846 – 0.11 –

[13] Conditional
generative
adversarial network

36.0 0.91 – – –

[14] CNN-based
reduction of motion
artifacts (MARC)

37.2451 0.9014 3.0025 –

[15] Independent
component analysis

– – – – –

[16] CNN-network
accelerated motion
estimation and
reduction

17.7

[17] Bilateral filter and
back propagation
network (BPN)

30.36—(for
9% noise)
31.46—(for
7% noise)

76.0538—(PCA)
35.8323—(T-test)

PSNR Peak signal-to-noise ratio
SSIM Structure similarity
MSSIM Minimum structure similarity
RMSE Root mean squared error
NRMSE Normalized root mean squared error
EME Measure of enhancement
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4 Generalized Filtering Techniques for Removal of Artifact

Many researchers focused their work on the removal of motion artifact with filtering
techniques. Analysis on application of filtering methods on motion artifact affected
MR images resulted in summarizing the following, which one has to consider during
implementation.

1. Variation filters: This filter is used for reconstruction of MRI image from
noisy MRI image by reducing the noise with the help of de-noising algorithm.
It presents an upgraded non-local mean variation in MRI image ‘u’ by [26]

min||Su||1 + β||u − Qu||22.

Here Q indicates value of the non-central pixel of the chosen window, and
S indicates set of perpendicular and parallel operators.

2. Filters based on non-local means: This filter regenerates same patches. The
non-local mean filter preserves the MRI image edges, and it replaces noise
pixels with weighted pixels of Gaussian neighbors and uses it in the fixing
method [26]. The de-noise value of pixel is:

X [ f ](l) =
∑

l∈O
T (z, l) f (l)

Here X is an evaluated value, f is the discrete noise image, f = {d(l)|zεO},

and T is weights
(∑

j T (z, l) = 1
)
as:

T (z, l) = 1

z(i)
e
−(∣∣∣∣d(Ni ) − d

(
N j

)∣∣∣∣2
2 · σ

)

h2

where
(∣∣∣∣d(Ni ) − d

(
N j

)∣∣∣∣2
2 · σ

)
is the value of Euclidean distance, σ is stan-

dard deviation, N is a fix neighborhood window, h is the stage of the filter, and
z(i) is constant.

3. Wavelet filters: Incorrect scaling and thresholding parameter chosen with
wavelet filter may create artifact in image. The approximate coefficient needs
to be considered; otherwise, it may result in information loss.

4. Filters based on anisotropic diffusion: This filter reduces image noise and
preserves edges and controls the flatten process for little and high thresholds.
The anisotropic diffusion [26] is given below:

ft = div(I · p(||∇ f || · ∇ f )), I = 1 − ∇Gσ ∗ p( f )

Here, p: diffusion coefficient, I: spatially adaptive phrase, andGσ : Gaussian
kernel.
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5. Filters based on partial differential equation: This filter is used to enhance
and preserve the edge and remove the noise by reducing the Laplacian image’s
value. It also reduces the blocky artifacts and resolves the ramp edge artifacts
[26].

ft = −
(

β
fxx∣∣∇2k

∣∣
ε

)

xx

−
(

β
fxy∣∣∇2k

∣∣
ε

)

yx

−
(

β
fyx∣∣∇2k

∣∣
ε

)

xy

−
(

β
fyy∣∣∇2k

∣∣
ε

)

yy

−λ(k − f0)

Here, k: input image and ε: small positive parameter(∣∣∇2k
∣∣
ε
= √|(∇2k

)|2 + ε
)
.

Diffusivity function (β) = 1
(1+h|∇G∗ f0|2) where h: threshold variable andG:

Gaussian value.
6. Morphological filters: Morphological operations are nonlinear, and it does

not consist of analytical values. The morphological operation consists of
three steps: (i) finds the corrupted pixels in the chosen window; (ii) finds the
corrupted pixels with the borders; and (iii) combines morphological parameter
of dilation and erosion with a standardized factor of 3 × 3.

7. Convolutional neural network-based filters: It is a deep and feed forward
artificial neural networks (FFANN) which uses a variation of multilayer
perceptrons and preprocessing.

yt = yt−1 −
((

Qk∑
i=1

Ri ∗ φt
i (Ci ∗ yt−1) + β t (yt−1 − 1)

))
.

Here, y: noise image, Ri : set of linear filters, Qk : number of filters, β t : force
weight phase implementation,Ci : convolution kernel (rotates 180° inCi), and
φt
i : radial basis functions.

8. Filters based on singularity function: This method subdivides the source
image into various sub-image and regenerate by two-dimensional singularity
function analysis (DSFA).

9. Curvelet filters: Its concept is based on multiscale geometry (like direction,
scale, and position). Its performance is studied with induced curvelet artifact
production and smooth area.

10. Contourlet filters: In both directional and spatial resolutions, this filter gives
sparse representation. It elevates computational complexity. It is used to acquire
the number of scales and directions and also apply inverse contourlet transform
to obtain de-noised image [26].

11. Bilateral filter: This filter is used for edge preservation, the corrupted pixels
are restored with average of Gaussian neighboring pixels, and it also reduces
blurring. The bilateral filter
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f (i) = 1

(2R + 1)2
∑

j∈{−RR}2
f (i − j)

Here, R: controls the measure of smoothing.

5 Experimentation with Cross-Guided Bilateral Filter
(CGBF)

Cross-bilateral filter uses one image for finding the kernel and other to filter, and
vice versa. In order to form the filter kernel and filter the other image, CBF considers
both gray-level similarities and the geometric closeness of neighboring pixels in
one image [27]. In guided bilateral filter [28], similar pixels of an image in each
neighborhood are indicated by the guide image G. If similar pixels are present,
then they are substituted. The link with robust estimation is lost because of this
substitution. To re-establish this link, it is proposed to retain wp and to introduce the
guide imageG into a third weight, wg . Weight wg like spatial weight is an indication
of similarity and not a photometric weight. The guide image can be indeed seen as a
label image that defines the arrangement of comparable pixels in each neighborhood.
This is named as the guided bilateral filter. The hybrid of cross-bilateral filter (CBF)
[27] and guided bilateral filter (GBF) [28] called cross-guided bilateral filter (CGBF)
and is used to remove MRI motion artifact (Fig. 1).

1. Study and analysis of motion artifact affected image: The motion artifact is
a blend of both blur and hazy images. With the assistance of radiologist, we
can recognize the motion artifact affected MR images. These images need to be
analyzed before processing in order to understand the artifacts present in image.

Study & analysis MR 
image database related 

to motion artifact 

Study of 
various 

parameters 
associated 
with Cross 

Guided 
Bilateral Filter

Application 
of CGB 

filtering on 
MR image

Removal of 
motion 

artifact from 
MRI

Evaluation 
Parameter 
selection to 
judge algorithm 
performance 

Fig. 1 Block schematic for the application of CGBF filter on motion artifact affected MRI
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2. Selection of various parameters in CGBF filter design: Parameter selection
associated with CGBF design is very important in order to process artifact
affected MRI image.

3. Performance evaluation of CGBF algorithm: In order to evaluate the perfor-
mance of algorithm, the parameters like MSE, PSNR, SSIM, etc., are required
to judge the efficiency of the technique.

CGBF Algorithm:

Step: 1 Select and read the input image.
Seep: 2 Covert the input image into gray.
Step: 3 Resize the input image into 240 ×240.
Step: 4 Apply cross-guided bilateral filter by changing the kernel and sigma
values.
Step: 5CGBF performance is evaluated with PSNR, RMSE, SSIM, and VRMSE.

6 Result and Discussion

After application of CGBF filter on to these motion affected MR images of four
patients, the results are obtained as shown in Figs. 2, 3, 4, 5. Figure 2a indicates
sagittal view of the spinal cord MR image of patient 1, and Fig. 2b indicates its
CGB filtered output. Figure 3a represents axial view of the spinal cord MR image
of patient 2, and Fig. 3b indicates its CGB filtered output. Similarly, Figs. 4a and 5a
indicate the axial view of motion affectedMR images of patient 3 and 4, respectively.
Figures 4b and 5b represent the CGB filtered output for those corresponding patient
3 and 4, respectively. After CGB filter application on to these motion artifact affected

(a) (b) 

Fig. 2 a Sagittal view of spinal cord image of patient 1, b CGB filtered image
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(a) (b) 

Fig. 3 a Axial view of spinal cord image of patient 2, b CGB filtered image

(a) (b) 

Fig. 4 a Axial view of spinal cord image of patient 3, b CGB filtered image

(a) (b) 

Fig. 5 a Axial view of spinal cord image of patient 4, b CGB filtered image
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Table 2 Various MRI spinal images showing their PSNR, RMSE, SSIM, and VRMSE values

Spinal cord MR image PSNR RMSE SSIM VRMSE

Sagittal view of patient 1 49.336 0.0010 0.989 0.7532

Axial view of patient 2 48.170 0.0012 0.970 0.9815

Axial view of patient 3 45.838 0.0016 0.9130 1.6739

Axial view of patient 4 48.824 0.0011 0.981 0.839

Table 3 Performance parameters of existing methods and proposed method

METHODS PSNR RMSE SSIM VRMSE

Proposed CGBF 48.042 0.00122 0.96325 1.0619

BF-GA 30.0996 0.0020 0.8827 3.45

DCT-ACO 34.63 0.0017 0.997 3.1

DF-MFF 46.22 0.0015 0.9989 1.18

images, the CGB filtered images are analyzed visually by various human observers,
and the artifact is seen to be removed. The algorithm performance is evaluated with
the help of evaluation parameters like MSE, PSNR, SSIM, and VRMSE, and their
corresponding results are presented in Table 2.

Table 3 gives the performance parameter values in terms of PSNR, RMSE,
VRMSE, and SSIM of various existing methods and proposed method. Figure 6
depicts the evaluation of our proposed method with the existing method for motion
artifacts reduction, in terms of PSNR, SSIM, RMSE and VRMSE. Here, the existing
methods considered are bilateral filter-genetic algorithm (BF-GA) [29], discrete
cosine transform-ant colony optimization (DCT-ACO) [30], and dragonfly-modified
firefly (DF-MFF) [31]. Figure 6a indicates the PSNR estimation of various methods.
PSNRvalue indicates the quality of an image, a higher PSNR indicates a good quality
images, and our proposed system shows higher PSNR compared with the existing
methods, which means our method removes all the motion artifacts. Figure 6b and
c demonstrates the RMSE and VRMSE values, and an image with low value of
RMSE and VRMSE gives low-error rate. Figure 6d explains the SSIM comparison
of proposed method with the existing methods. Our proposed method achieved high
SSIM, which means our filtered output is a good quality image.

7 Conclusion and Future Direction

In this paper, we proposed cross-guided bilateral filter (CGBF) for MRI motion
artifact affected image. Here, we applied CGBF and compared with other existing
method like BF-GA, DCT-ACO, and DF-MFF. The proposed system achieved better
result in terms ofVRMSE, PSNR,RMSE, and SSIM.The proposedmethod increases
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Fig. 6 a PSNR comparison of various methods, b RMSE comparison of various methods, c
VRMSE comparison of various methods, d SSIM comparison of various methods

the quality of the image. In artifact removal process, proper method selection is very
important in order to obtain the expected results. Experimentation with MR images
of four patients yields average PSNR value of approximately 48 and average SSIM
value of 0.96 indicating the better performance of CGBF technique. In the future
work, using bald eagle search method and salp swarm optimization method, the
parameters of CGBF can be optimized. Thus, the proposed work can be extended
for the better diagnosis of motion artifact affected images.
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Assessment of Transformer Fault
Diagnosis and Condition Monitoring
Methods

Nasir ul Islam Wani, Anupama Prakash, and Pallavi Choudekar

Abstract Power transformer provides an essential element for transmission and
distribution of electrical energy. Such static devices are prone to many harsh condi-
tions during their operation and hence has a maximum chance of deterioration. Since
transformers are one of the costly equipment’s of a transmission system, their failure
can lead to huge losses. If transformers are regularly monitored their failure can be
prevented. This results in efficient utilizations of resources. This paper incorporates
various monitoring techniques which can be used for fault detection of transformers.

Keywords Condition monitoring · Power transformer · Faults

1 Introduction

Power transformers provide an essential element for the generation and distribution
of electrical energy [1]. They form an important component of power system. Such
static devices are subjected to harsh operating conditions and hence has a maximum
chance of decline in their performance. Thus, their better performance implies high
power system efficiency.

Transformer faults are classified as Internal and External faults [2]. Internal faults
can be active or incipient in nature. Active faults are solid faults that appear on
wending of transformer. It may be phase to phase or phase to ground. These faults
lead to insulation breakdown. Incipient faults are thermal or electrical. The paper
discusses various types of monitoring techniques for fault detection.
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The conditionmonitoring technique of power transformer has been translated into
practice in the space of few years. It caters largely for diagnosis of internal faults
in transformers caused due to aging and degradation [1]. The condition monitoring
allows early identification of developing faults before any failure. Condition moni-
toring is aimed for not only the detection of fault at early state but also reduces the
maintenance cost for transformer.

2 Condition Monitoring Techniques

2.1 Chemical Techniques

It involves Dissolve Gas Analysis and Partial Discharge Analysis.

2.1.1 Dissolve Gas Analysis

It is used to know the condition of an oil immersed transformer [2]. The concentration
and production rate of the generated gases is used for various faults detection.

• Arcing fault can be detected by the analysis of H2, C2H2 gases in the oil.
• Corona effect can be analyzed by monitoring the production of carbon monoxide

in the transformer oil.
• Sparking can be detected by monitoring the level of methane in the transformer

oil.

The Dissolve Gas Analysis is performed by carrying out the gas chromatography
in the oil samples taken from the main oil stream to measure the concentration and
production of various gases. The process of Dissolve Gas Analysis is shown in Fig. 1.

Fig. 1 Process of dissolve
gas analysis

Gas 
chromatography

Oil sampling

Gas extraction
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Fig. 2 Different techniques
of partial discharge
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2.1.2 Partial Discharge Analysis

Partial discharge analysis has evolved as a crucial, unobjectionable, quick and robust
diagnostic utility and contains a substantial amount of insulation state statistics of
power transformer [3]. All the Ultra-high frequency Partial discharge signals of
different frequency band components are recorded and used formaking the frequency
matrix and then feasible signal region is developed using multidimensional energy
parameter and multi dimension sample entropy parameters [4].

The techniques involved in partial discharge are (Fig. 2).

• Piezoelectric Acoustic Emission: In this, the acoustic sensors which converts
discharge acoustic emission signal to electrical signal are placed on the exper-
imental transformer tank. These sensors help in identifying source of Partial
Discharge within the transformer.

• Ultra-high Frequency Sensor: Detection of any partial discharge activity is an
indication of insulation defect. Once detected analysis of data is carried out to
identify the type and location of defect.

• Fiber optic sensor: It can detect acoustic pressure and detect partial discharge in
small voids and then transmit the information from high voltage equipment to
monitoring equipment for analysis.

2.2 Electrical Techniques

It involves following methods.

2.2.1 Vibration Analysis

It is an effectivemethod for detecting internal fault in transformers. There are different
types of vibrations associated with transformers.

• Winding vibration: The electric forces that are caused due to interaction between
circulating currents in winding and leakage flux associated to the winding. Such
forces are generated both in axial and radial direction.

• Core vibration: These vibrations are caused by magneto restriction and magnetic
forces. The magnetic force changes the dimension of objects.
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Fig. 3 Different methods of
thermal analysis
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The accelerometer is placed in the vicinity of transformer to capture these vibra-
tions. The vibrations are converted into electrical signals [3]. The frequency spectrum
is plotted and is compared with the reference spectrum for detection of any unusual
vibration.

2.2.2 Thermal Analysis

Thermal analysis allows study of heat distribution in the transformer at different
operating conditions [5]. It is seen that 80% of failures occur due to coil insulation
break downwhich is as an outcome of hotspots in thewinding. It has been established
that an increase in theworking temperature rangeof the transformer by10Kdecreases
it average lifetime by 2.5% [6]. The thermal analysis is carried by following methods
as in Fig. 3 are:

• Markov Process: This process forms a probabilistic approach where the transit
plausibility can be determined from existing data base [7]. This method is thus
used to optimize periodic inspection so that the cost is minimized, and availability
of transformer is maximized.

• Hot-spot Temperature: Hot-spot temperature is one of the most important param-
eters when defining thermal condition and overloading capacity. The abnormal
condition is detected by analyzing Hot-spot temperature [8]. In order to measure
the hot-spot temperature, the thermal sensors is placed between the winding and
is attached to the optical fiber. The signals are transmitted via optical fiber to the
control center.

2.2.3 Winding Movement and Deformation

The transformer winding and deformation are mainly caused due to short circuit
event caused in transformers. The high current interacts with leakage flux density
and result in extreme force to act on winding (F = L*I*B) [9]. These forces have
radial and axial components thus leads to both radial and axial deformation.

Axial deformation (Fy) = [50.8 ∗ S]/[Z ∗ H ∗ f ]
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Fig. 4 Methods for
detecting winding
movements
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Radial deformation (Fx ) = [μNI2/H ][∗π ∗ D]

where

F Force on winding.
L length of the conductor.
B Flux Density.
S Rated power per limb in kVA.
Z Impedance in per unit.
H Height of winding in meters.
f Frequency (Hz).
μ Absolute permeability.
NI Ampere turns.
D Mean diameter.

These deformations not only reduce the short circuit withstand capacity of the
transformer but also ruptures the insulation.

Winding movement [10] and deformation analysis is done by different methods
as mentioned in Fig. 4:

• Frequency Response Analysis (FRA): This is an effective characteristic technique
extensively used for recognition of lateral faults [9]. FrequencyResponseAnalysis
is an offline approach where an AC signal with low voltage is introduced to the
terminal ofwinding and reaction is recorded at the other terminal [11]. The transfer
function, impedance or admittance of winding is measured over a frequency range
and these are used for fault diagnosis. The faults diagnosed by FRA are:

Mechanical faults.

(a) Winding deformation
(b) Core displacement

Electrical Faults.

(a) Short circuit or open circuit
(b) Bad ground connection

• Low Voltage Impulse: Low voltage impulse is sensitive technique for
detecting winding movement and deformation in transformer caused due
to short circuit or short low voltage impulse (300 V) [2]. The impulse is
applied, and the coupled currents are recorded. The FFT is carried out on



398 N. u. I. Wani et al.

the recorded waveforms and compared with results of the transformer of
same type or previously recorded data on same transformer to identify the
faults.

2.2.4 On Load Tap Changing(OLTC)

On load tap changers are responsible for voltage regulation in transmission system
[12]. They are mainly connected to transformer for maintaining voltage levels under
variable loads. The OLTC leads to change in turns ratio and thus level of output
voltage. There are primarily two OLTC designs:

• Diverter Design: This is mainly employed for value of high voltage and power.
This type ofDiverter consists of a separate tap selector to select taps in transformer
tank and a separate diverter switch. To switch the load current.

• Non-Diverter Design: This is mainly employed for low values of voltage and
combines function of diverter switch and tap selector.

Most of the transformer’s failures are associated to tap changing. Thus, we need
to carefully review and watch their operating conditions. The methods used for on
load tap changing are [2]:

• Winding Resistance: The resistance at various connections are measured and this
is compared with the values of factory and any variation from these values are
recorded.

• TorqueMeasurement: This method uses motor parameter for finding any problem
due to any mechanical defect due to aging.

• GasAnalysis: In thismethod the concentrationof gas is determined in tap changing
compartment. The variation in gas level indicates any abnormal behavior.

2.3 Soft Computing Methods

This methods incorporates approximations to any problem followed by learning and
optimization [13] two processes:

2.3.1 Artificial Neural Network

Artificial neural network is an information processing paradigm that is inspired by
biological nervous system in human brains. Neural network provides an advantage
in following ways:

(a) Adaptive learning: The capability of performing the given piece of work based
on information it receives.

(b) Self-organization: They capability to arrange the information it receives during
learning time.
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(c) Real time operation: Artificial neural network computation are done in a
coordinated and special hardware device.

Neural network base algorithm for fault detection in transformers: The artificial
neural network consists of three operating layers: the input layer, the output layer
and the hidden layer [14]. The neural network is used in following procedure:

(a) The neural network is provided with data to train it.
(b) The output is checked and compared with the actual output.
(c) Then the neural network is trained, and the weights and bias are changed.

Some of the neural networks used for fault detection are [15]:

• Multilayer perceptron: In a multilayer perceptron there can be more than one
layers. It is a feed forward network consisting of several fully connected layers
where the parameters of each unit are independent of rest of units in the layer.

• Back propagation: The back propagation algorithm is the basic method for weight
updating. In this gradient-descent method is used to give the error back to the
hidden layer.

The different faults techniques in which artificial neural network can be used are:

(a) Dissolved gas analysis
(b) Partial discharge analysis.

2.3.2 Fuzzy logic

The fuzzy logic is a contemporary technique of determining imprecision and unpre-
dictability in information. In fuzzy logic a declaration has certain level of association
varying from totally legitimate through partial legitimacy to totally inaccurate which
differs from the traditional method [16].

The fuzzy logic analysis consists of three parts:

(a) Fuzzification: It is a method of converting a systematic data set into classes of
fuzzy set. This process converts numerical values into linguistic sets and then
assigns amembership function value. The Fuzzifier is used to covert systematic
data in fuzzy variables.

(b) Fuzzy inference system: The fuzzy inference system is responsible for drawing
conclusion from the knowledge-based fuzzy rule set of if–then linguistic.

(c) Defuzzification: It is a process of converting the fuzzy output values back to
crisp values. Defuzzification is a process of converting output fuzzy variable
into a unique number. Defuzzification methods include

• Max-membership principle
• Centroid method
• Weighted average method
• Mean-max membership.

The different fault analysis techniques developed on fuzzy logic are [13]:
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• Fuzzy Roger’s ratio: This includes calculation of different gas ratio codes which
are given as input and classified as low, high, medium, very high. Themembership
boundaries are introduced for gas ratio and if–then rule system is applied.

• Fuzzy IEC ratio: The gas ratios are classified as low, medium and high. The
membership function is introduced, and fuzzy rules are defined on type of fault.

• Fuzzy dual triangle: The three gases are converted into fuzzy logic controller with
three input and each output with some membership function.

• The fuzzy based monitoring of transformer [17] is a developing field and many
works are being carried out to find the techniques controlled by fuzzy systems for
transformer condition supervision.

3 Results

The overall transformer management consists of the techniques of condition moni-
toring, maintenance plans and aging. The overall condition monitoring technique as
shown in Fig. 5 are used detection of faults at early stages and hence reduce the
overall maintenance cost of the transformers.

For monitoring the transformer the position of PDwrt to phase angle is important.
It is noticed that PD pulse has 90° phase angle in positive half cycle and nearly 270°
phase angle in negative half cycle of the 5 kV applied voltage which is shown in
Fig. 6. The nether voltage rate between the test object is not enough to cause field
intensity within the void in excess of PD inception strength. Therefore, PDs are
mostly appearing at 90° phase angle and 270° phase angle of the applied voltage
where the maximum amplitude of the applied voltage is reached.

Table 1 depicts the level p of the different gases. Level 1 corresponds to the range
of normal operation of the transformers and Level 2 corresponds to the abnormal
conditions where the excessive decomposition of insulator and oil has occurred in
gas analysis. The Level 2 depicts that if operation of transformer will be continued
their may be the failure of transformer.

Table 2 shows that any variation of frequency exceeding in range of +3 to −3db
the fault has occurred and the range of frequency also shows the type of fault. The
traces are to compare with the baseline for diagnosis and if the deviations occur it
shows the fault has occurred and transformer requires attention.

4 Conclusion

The survey provides an insight to various fault detection and monitoring techniques
for the transformer faults. The paper discusses themajor techniques such as Electrical
techniques, Chemical techniques, Soft computing techniques for monitoring of the
transformer faults. These techniques help in life estimation, reducing maintenance
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Fig. 5 Overall condition monitoring techniques

cost, enhancing life span and the services of device. Table 3 shows the various
methods and the faults diagnosed by them.

There are many researches undergoing on these condition monitoring techniques.
Major focus in on development of techniques which can predict any abnormality in
transformer before it occurs so that preventive measures can be taken.
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Fig. 6 PD pulse observed at 5 kV voltage

Table 1 Concentration of
gases normal and fault
operation

Gas Level 1(ppm) Level 2(ppm)

Hydrogen 100 > 1700

Ethylene 45 > 195

Carbon monoxide 320 > 1375

Methane 110 > 985

Table 2 Detection of fault in
terms of their frequency
variations in FRA

Frequency range Change in frequency
(db)

Fault observed

5 Hz–2 kHz > 6 Open circuit

50 Hz–20 kHz > 6 Bulk winding
movement

500 Hz–2 MHz > 6 Deformation in
winding

25 Hz–10 MHz > 6 Winding leads
problem
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Table 3 Various methods and fault diagnosed by the method

S. No Method Diagnosis

1 Dissolve gas analysis Arcing faults, sparking, corona effect

2 Partial discharge gas analysis Short circuit, insulation failure due to overvoltage

3 Vibration analysis Partial looseness of windings, Winding deformation

4 Thermal analysis Insulation breakdown due to excess heating

5 OLTC Tap changing fault troubleshooting
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Use of Deep Neural Networks
in Detecting Breast Cancer Lesion

S. Muthumanickam, R. Saranya, N. M. Perezhil, K. Sangeetha,
and S. Vinisha

Abstract This paper presents a deep neural networkmodule for breast cancer lesion
detection which is trained and tested over 569 datasets. The model produces an
accuracy of 0.95 in predicting the benign and malignant lesions in the breast. This
model gives high accuracy to few advancement in technology with multiple input
views and optimised amongst many choices. A thorough analysis of the model’s
performance on various populations is conducted. The python code used in themodel
uses tensor flow library and a seaborn visualisation library. The data sets used in the
code are segregated as training and testing datasets. Training sets contain 80% of
data and testing sets contain 20% of data. Histogram images are created to view all
the parameters separately for training and testing. Later the accuracy and cost are
found so that it can be implemented in real-world applications without any wrong
predictions.

Keywords Breast cancer · Deep learning · Breast screening ·Mammography ·
Neural networks

1 Introduction

Cancer is an abnormal cell growth with the potential to attack or spread to other parts
of the body. Breast tissues contain fat and connective tissues, lymph’s nodes and
blood vessels. Breast cancer is the 2nd highest cause of death amongst women. The
various diagnostic methods for breast cancer are Mammogram, Digital Mammog-
raphy, Computer-Aided Detection (CAD), Biopsy, Microwave Imaging and Breast
Magnetic Resonance Imaging. Mammography is an X-ray of the breast which
aids in the early detection and diagnosis of breast carcinoma in women. This is
the most commonly used diagnostic method at present. There are seven stages of
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Fig. 1 Craniocaudal and
mediolateral mammographic
images of malignant, benign
and normal lesions in order

Breast Imaging—Reporting and Data System (Bi-Rads). Stage 0 indicates incom-
plete mammogram, Stage 1 indicates Negative—No cancer cells detected, Stage 2
indicates the presence of benign cyst (Fibroademonas), Stage 3 indicates represents
grey zone which says 2% chance of cancer, Stage 4 indicates suspicious case—needs
a biopsy, Stage 5 indicates highly suspicious malignant case and Stage 6 indicates a
fatal case of cancer. The report is examined manually with the help of CAD which
differentiates and indicates the lesions from the normal cells. The disadvantage of
the above approach is that it is time-consuming and sometimes detected incorrectly.

The proposed system uses a deep neural network to detect the type of cancer. To
make the detection automated, python code is written using deep learning technique.
The datasets are fed into the code where 80% of them are trained and the remaining
20% is used for testing the trained module. The accuracy of the model is found. The
goal of this paper is to develop neural networks which help radiologists interpret
breast cancer screening exams in a better and efficient way (Fig. 1).

2 Material and Methodology

The dataset used in this model is theWisconsin datasets. The mammographic images
are analysed and converted to.csv files that consist of numerical parameters taken
from the image. A total of 569 datasets out of which 212 cases are malignant and
357 datasets are benign. The model trains 80% of the total datasets and uses the



Use of Deep Neural Networks in Detecting Breast Cancer Lesion 407

Table 1 Number of datasets
with malignant and benign
findings extracted from the
mammographic image report
and the number of trained
datasets and tested datasets

Malignant Benign

Training 169 285

Testing 43 72

Total 212 357

Fig. 2 Scatter plot of the data set considering the parameter, radius

remaining 20% for testing purposes, i.e. 456 of the total 569 datasets are trained and
113 are tested (Table 1; Fig. 2).

Here the radius of the benign cases is less when compared to malignant cases. The
benign cases are noted in blue and the malignant cases are noted in orange colour.
There is a notable difference in values for malignant and benign cases. Themalignant
case starts from 358 and so there is a difference in radius for benign and malignant
cases (Table 2; Fig. 3).

Table 2 Parameters used

Radius Sum of the distance between midpoint to point on the boundary

Texture The standard deviation of grey-scale values

Perimeter The length measured between the snake points

Area Total pixel number on the interior of the snake and add half of the pixel in
the perimeter

Smoothness Local variation in radius length

Compactness Perimeter2/ area—1.0

Concavity Acerbity of the concave portions of the Contour

Symmetry The difference in length between lines perpendicular to the major axis to
the cell boundary in both directions

Fractal Dimensions Coastline approximation-1
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Fig. 3 Scatter plot of the datasets considering the parameter, concavity

The range of values is greatly varied for malignant and benign cases for the
concavity in the image. The malignant cases will have the greater concavity since
the damage is more in malignant cases. The benign cases are noted in blue and the
malignant cases are noted in orange colour. There is a notable difference in values
for malignant and benign cases. The lesion will be more deeper in case of malignant
whereas it will be less deeper in case of benign cases (Figs. 4 and 5).

For malignant cases, the compactness will be higher in some cases since the
perimeter of the image taken will be greater. But in benign cases the compactness is
not that high when compared to malignant cases. The benign cases are noted in blue
and the malignant cases are noted in orange colour.

There is a notable difference in values for malignant and benign cases. Compact-
ness is basically defined as (Fig. 6)

Fig. 4 Scatter plot of the datasets considering the parameter, compactness
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Fig. 5 Architecture of the model

Fig. 6 Flow diagram on
processing of dataset

Compactness = (Perimeter)2/Area− 1.0

The dataset used in this model is openly available and was created by Dr.
WilliamH.Wolberg, a physician at the University ofWisconsin Hospital atMadison,
Wisconsin, USA. He took samples from patients who possess solid breast masses. He
used a convenient graphical computer programme called Xcyt, which analyses the
cytological features based on a digital scan used to create this dataset. The programme
uses a curve-fitting algorithm, which enumerates ten features from each one of the
cells in the sample, then it determines the mean value, standard error of each feature
for the image, extreme value and, returning a 30 real-valued vector. After the data
is being examined, the missing or null point data sets are removed if any using the
pandas library.

Categorical data are variables that contain label values. The number of possible
values is generally limited to an established set. Then the data used is split into
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Fig. 7 Epoch values

training and testing sets. The output is known in the training set and so the model
learns from this data and later the same outputs are generalised to other datas also.
The test dataset (or subset) is in order to test the model’s prediction on this subset.

Training set 80% Testing set 20%

Now the datasets will have features with highly varying magnitudes, units and
range. So using scaling, the data sets are brought to the approximately equal magni-
tude level and transformed to fit a specific scale (0–100 or 0–1). There are only two
sets of values that are either malignant or benign. So the classification algorithm of
supervised learning is used. This classification algorithm is used to categorise values.
Then Logistic Regression is used as the method of model selection. Now the testing
set results are predicted along with accuracy of each model (Figs. 7 and 8).

Accuracy = number of correct predictions

Total number of predictions made
= 92.3666

3 Comparison

This module uses a Logistic Regression Algorithm and Ski Kit Learn as a library.
The compared project uses the Resnet Algorithm. For the accuracy check, the impor-
tation of confusion matrix method of metrics is done. When the number of mis-
classifications is calculated, then it is called a confusion matrix. It is the number
of predicted classes which ended up in a wrong classification bin based on the true
classes. This model has an accuracy of 0.95 and the compared model has an accuracy
of 0.895. Using machine learning algorithms for breast cancer risk predictions and
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Fig. 8 Accuracy and cost chart

Table 3 Comparison of various models

Parameters Detection of breast cancer
lesions using deep neural
networks

Deep neural networks
improve radiologists
performance in breast
cancer screening

Using machine learning
algorithms for breast
cancer risk predictions
and diagnosis

Algorithm Logistic regression ResNet algorithm Support vector machine

Accuracy 0.95% 0.85% 0.99%

Requirements Adam optimizer Import the confusion
matrix method of
metrics class

Standardisation is
needed for high accuracy

Time Less More More

diagnosis paper uses support vector machine algorithms. But actually to get high
accuracy using this algorithm it should be standardised which adds an extra step.
This algorithm uses supervised learning. The image fed should be clear enough for
further processing. It then maximises the distance of each class from the hyperplane.
This avoids overfitting and undercutting using k-fold cross validation (Table 3).

4 Conclusion and Discussion

Themodel helps in the automatic detection of breast cancer lesions since the existing
method is manual, time-consuming and has chances of incorrect detection. Deep
neural network technique proves to be effective in training the datasets as the accuracy
is almost around 95%. Thework of the radiologists will be less as the software defines
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the type of cancer observed in the image fed. In existingmethods, biopsy tests have to
be done to find the type of cancer which involves incision in the skin which is kind of
a complicated method. Another method is giving contrast in IV to find the difference
in colour of the tissue which is identified as defected to assure 100% whether it is a
cancerous cell or not. So comparatively this automatic detection helps in reducing
the risk of the patients. Yet, the model is simple and not clinically implemented. The
future development of this project is to classify the type of cancer using BI-RADS
classification and proper implementation in real life.
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Predicting Breast Cancer Using
Changing Parameters of Machine
Learning Model

Shivam Bagri, Manish Pandey, and Santosh K. Sahu

Abstract Breast cancer is the most common type of fatal ailment seen in females
in the world. There are many types of cancer, one of which is breast cancer. Several
types of breast cancer are found in women that affecting their lives across the world.
Several types include “lobular carcinoma in situ (LCIS), ductal carcinoma in situ
(DCIS), invasive ductal carcinoma (IDC), invasive lobular carcinoma (ILC).” How
many people are dying due to cancer today, and one of the main reasons is not
known in time. Generally, breast cancer may be a malignant neoplasm that begins
within the cell of the breast and eventually spreads to the encompassing tissue. Due
to breast cancer, a lot of death is happening. The death rate can be reduced by
using machine learning techniques. Mammography is a good and effective modality
that is used in the detection of breast cancer in today’s time. In this paper, we used
different machine learning algorithms like Naïve Bayes, k-nearest neighbors, logistic
regression, support vector machine, decision tree, and convolution neural network.
After changing the unique hyperparameter of each model, find the better accuracy
within the model and also do the comparison between models. The performance of
convolution neural network is found maximum accuracy with minimum loss. The
accuracy achieved by convolution neural network is 99.05%.

Keywords Breast cancer · Support vector machine (SVM) · k-nearest neighbor
(KNN) · Naive Bayes · Logistic regression · Decision tree · Convolution neural
network
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1 Introduction

Breast cancer is cancer that forms in the breast cells. Breast cancer mainly occurs
in women. The death rate can be reduced by detecting the disease in an earlier
stage. There are mainly three different stages of severity of cancer. This is possible
only when patient performing various tests like biopsy, ultrasound, mammography,
and MRI. Cancer cells travel to other parts of the body through our bloodstream or
lymphatic system. The lymph nodes are also an important carrier of cancer cells. The
cancer cells capture and infect other healthy breast tissue. Then, they travel to the
lymph nodes under the arms and cause the cancer to spread [1]. This causes rapid
growth in cancer cells, and our objective is to identify themalignant tumors in breasts
and stop their spread to different parts of body and save the patient.

According to National Cancer Information, there are 90% of women survive to
5 years in breast cancer. Cancer treatment depends on the stage of the cancer. If the
cancer detected earlier stage, then 90% chance to patient survive more than 5 years.

Supervised and unsupervised machine learning algorithms that are used to solve
a complex problem in the medical field by using machine learning algorithms build
a very accurate prediction in the medical field. Machine learning techniques helps to
detect the cancer in an earlier stage.

2 Dataset

In these studies, dataset is taken from the breast cancer Wisconsin dataset. There
are two classes in this dataset such as malignant and benign. Our dataset has 569
instances. The dataset has computed 30 features with the help of fine-needles aspirate
(FNA) of breast mass. Generally, cancer datasets are in the form of images. In our
dataset, the features are computed using a digitized image of FNA of a breast mass.
These features describe the different characteristics of the nuclei of cells in the image.
Ten real-valued features are extracted from the image for each cell nucleus. These
features are described below:

(i) Radius which is the mean of distances from center to points on the perimeter
(ii) Texture that is standard deviation of the grayscale values in the image
(iii) Area of the segmented cells
(iv) Perimeter of the segmented cells
(v) Compactness whose formula is perimeterˆ2/area—1.0
(vi) The number of concave portions of the contour
(vii) Concavity that is the severity of concave portions of the contour
(viii) Smoothness that is local variation in radius lengths
(ix) Symmetry in the images
(x) Fractal dimension which is “coastline approximation”—1.
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3 Machine Learning Technique

Our target is to predict the tumor is benign or malignant. We came up with a model
that compares with other models. We will find out the numerical results we get from
the algorithms. We read the various paper for breast cancer including six algorithms:
SVM, KNN, Naive Bayes, logistic regression, decision tree, and convolution neural
network.

3.1 Naïve Bayes

Naïve Bayes classifiers are a group that are quite similar to the linear models. They
tend to be even faster in training. A classifier under supervised machine learning
group is based on the probabilistic logic. Each attribute from each set is the user’s
probability to make the prediction. Naïve assumption makes feature. Naïve Bayes
algorithm is a very strong prediction. Naive Bayes is the mainly classification
algorithms. Naïve Bayes classifier is used to conditional probability [2].

P(C |A) = P(C) ∗ P(A|C)

P(A)
(1)

where P(C |A) is posterior probability, P(C) is prior probability, P(A|C) is
likelihood probability, and P(A) is evidence probability.

3.2 K-Nearest Neighbor

The k-nearest neighbor algorithm is a very simple technique that is used for both
regression and classification. KNN algorithm takes input to k nearest in the training
set. TheKNN is a nonparametricmodel that is describing the instance-based learning.
In the KNN algorithm, select the k number of the training datasets and find the k
number of nearest neighbors of the sample space that we want to classify and then
assign the class label with the help of majority votes. KNN is the memory-based
approach that means required to store K values is that classifier immediately adopts
as we collect new training data [3].

Euclidean De =
√
√
√
√

k
∑

i=i

(xi − yi )
2 (1)

Manhattan Dm =
k

∑

i=1

|xi − yi | (2)
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Fig. 1 Logistic regression

Minkowski D =
(

k
∑

i=1

(|xi − yi )
q

) 1
q

(3)

3.3 Logistic Regression

Logistic regression is one of the most important techniques to predict tumor malig-
nant (1) or not (0). Logistic regression can be used for the binary classification that
produces two outcomes: for example, “spam” versus “not spam.” The output is typi-
cally coded as “1” or “0,” if the output is “1” that means the prediction is correct.
The logistic function changes the real-value input to outputs 0 and 1 [4] (Fig. 1).

3.4 Decision Tree

Decision trees are widely used in classification and regression tasks. They learn
a hierarchy of if/else questions, leading to a choice [5]. We use real systems for
mentioning qualities as the source or within a center point. As ought to be clear from
that decision tree manages the sum of product structure which is generally called
disjunctive normal form. Decision tree classifier is very attractive model as the name
suggests that decision tree breaks down our data by making decision based on asking
a series of question. In decision tree, each internal node represents as the test and
branch of the tree represent as the outcomeof the test. The three impurity performance
measures that commonly used binary decision tree is entropy, Gini index, and the
classification error (Fig. 2).
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Fig. 2 Decision tree

3.5 Support Vector Machine (SVM)

The SVM is very powerful and popular algorithms used for both supervised tasks:
classification and regression. Support vector machine is optimize the objective to
maximize the margin. Margin in SVM is the distance between the two hyperplanes,
and the support vector is closest to this hyperplane. The main reason why SVM is so
popular because it also solves nonlinear classification problem by using kernel SVM
[6] (Fig. 3).

SVMmainly focuses onfinding the hyperplane bydividing the region into separate
classes. Hyperplane equation is as follows:

Fig. 3 Linear SVM
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w · x + b = 0 (1)

where W is take the weight vector, X is take the input vector, and b is take the bias.
With help of above equation, we can write:

w · x + b ≥ 0 for di = +1 (2)

w · x + b < 0 for di = −1 (3)

where di is the margin of separation.

3.6 Convolutional Neural Network (CNN)

Deep learning is an advanced version of a machine learning algorithm. A CNN is a
deep learning technique that solves the nonlinear property of a neural network. CNN
is used for image classification. In our model, CNN has one input layer, two hidden
layers, and one output layer. Backpropagation algorithms are used to train the neural
network, and theAdamgradient descent cost function is used for optimization. ReLU
activation function is used in the different hidden layers. Sigmoid activation function
is used to convert output into two classes for output layer.

4 Performance Evaluation Results

The experiment has been performed on Google Colab Notebook. In our experiment,
import varies library function such as NumPy use for array, and perform the matric
operation; Pandas is used to analyze the data; Matplotlib is used for plotting the
graphs; TensorFlow and Keras are used for training and testing the model.

Performance of the machine learning models can measure with the help of accu-
racy (AC), precision (PR), recall (RE), and F1-score(F1) in the term of positive and
negative.

AC = (TP + TN) ∗ 100

TP + FP + FN + TN
(4)

PR = TP ∗ 100

TP + FP
(5)

RE = TP ∗ 100

TP + FN
(6)
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Table 1 Performance evaluation of Naïve Bayes

Precision Recall F1-score Support

0 87.21 93.23 91.12 63

1 96.13 93.65 94.32 108

Table 2 Accuracy of KNN
with changing parameter K

Neighbors K = 1 K = 3 K = 5

Accuracy 92.13 94.75 95.64

F1 = 2 ∗ 100 ∗ Recall*Precision

Recall + Precision
(7)

Here

TN True negative
TP True positive
FP False positive
FN False negative.

4.1 Naïve Bayes

Our experiment Bernoulli Naive Bayes classifier used and found the accuracy is 93%.
Table 1 shows the performance evaluation of the Bernoulli Naïve Bayes.

4.2 K-Nearest Neighbor

K-nearest neighbor has been performing with three different values of K show in
Table 2. Found the maximum accuracy at K = 5.

Figure 4 shows the distribution of a class of begin and malignant class on the train
and test subset and predicts the result with help of the majority voting system.

Table 3 shows the performance evaluation of KNN with value of K = 3.

4.3 Logistic Regression

An experiment perform for three regularization hyperparameter C is shown in
Table 4. Found best accuracy at C = 100.

Figure 5 shows the coefficient learned by logistic regression with penalty
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Fig. 4 Class distribution

Table 3 Performance evolution of KNN

Precision Recall F1-score Support

0 98.12 91.34 95.76 47

1 94.32 99.65 96.87 67

Table 4 Accuracy for
logistic regression with
different regularization
parameter

Regularization hyperparameter C = 0.01 C = 2 C = 100

Accuracy 93.13 95.54 96.27

parameters for different values of C.
Table 5 shows the precision, recall and F1-score for logistic regression with

regularization parameter C = 100.

4.4 Decision Tree

The decision tree applied for two different depths is shown in Table 6 and found the
best accuracy at depth is 4.

Table 7 shows the performance evaluation of the decision tree with max_depth =
4.



Predicting Breast Cancer Using Changing Parameters … 423

Fig. 5 A graph between coefficient magnitude and feature

Table 5 Performance evaluation of logistic regression

Precision Recall F1-score support

0 91.23 97.54 94.65 63

1 98.54 94.34 96.87 108

Table 6 Accuracy of decision tree

Depth Max_Depth = 2 Max_Depth = 4

Accuracy 90.96 95.71

Table 7 Performance evaluation of decision tree

Precision Recall F1-score Support

0 94.54 92.76 93.87 53

1 96.43 97.98 96.65 90



424 S. Bagri et al.

Table 8 Result of different parameter C

Parameter C = 1 C = 10 C = 100

Accuracy 92.96 93.78 94.79

Table 9 Performance evaluation of SVM

Precision Recall F1-Score Support

0 96.32 91.54 93.76 97

1 94.12 97.43 96.45 67

Table 10 Accuracy and loss for epoch 1–100

Epoch Epoch = 1 Epoch = 100

Accuracy 60.28 99.05

Loss 79.47 2.88

Table 11 Performance evaluation of CNN

Precision Recall F1-score Support

0 1 94.87 97.98 47

1 96.76 1 98.67 67

4.5 Support Vector Machine (SVM)

The performance of SVM has been evaluating for different regularize parameter C
is shown in Table 8 with redial basis function and found the best accuracy at C =
100.

Table 9 shows the performance evaluation of SVM with regularization parameter
value C = 100.

4.6 Convolutional Neural Network

CNN has been done for different number of epoch. Our experiment convolutional
neural network trains from epoch= 1 to 100 to maximize the accuracy and minimize
the loss is shown in Table 10.

Table 11 shows the performance of CNN.
Figures 6 and 7 show the accuracy and loss model.
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Fig. 6 Accuracy model

Fig. 7 Loss model
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5 Conclusion

In this paper, the performance of six different machine learning classification models
is evaluated for the Wisconsin breast cancer dataset. The best accuracy is obtained
using the convolutional neural network with the help of Adam optimization algo-
rithm. The accuracywe get using CNN is 99.05%.Medical images play a very impor-
tant role in breast cancer classification. Hyperparameter tuning on deep learning
models and CNN gives us very good result on our dataset and can be used in other
medical image classification tasks.
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Extended Kalman Filter-Based Position
Estimation in Autonomous Vehicle
Applications

Manjari Singh, Shikha Lakra, Subhranil Das, Sudhansu Kumar Mishra,
Ajit Kumar Sahoo, and Bibhudendra Acharya

Abstract As there is great demand in self-operating driving cars, probabilistic-based
model is one of the emerging areas while considering the estimation of position of
vehicles. In this paper, two probabilistic models are implemented in application to
autonomous ground vehicles. Bayesian-state estimator has been repeatedly used for
estimating the position as well as state of the vehicle. In this paper, simulation results
are executed for Kalman filter (KF), extended Kalman filter (EKF) for predicting the
positions of vehicle. A brief description on improvement of each method is being
discussed by drawing comparison table.

Keywords Bayesian estimation · EKF · UKF · SLAM

1 Introduction

An autonomous ground vehicle is defined as intelligent vehicle without any involve-
ment of human operators in all types of situations. For avoidance of any obstacles, a
defined path is being formulated where navigation plays an important role. Consid-
ering the safety of passengers, the only goal is to reach the destination point without
making any collisions. As a result, a number ofmethods have been applied by various
researchers for controlling themotion of vehicle [1]. Planning of path aswell as taking
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decisions for autonomous vehicle have been regarded as formidable tasks where high
level defines as long horizon controls and low level defines as short horizon controls
[2]. The algorithms related to AGV implementation pose a great challenge in actual
scenario in real world in controlling vehicle. The positioning system is one of the
vital components in navigation system is constructed by DSONational Laboratories.
In order to track the position of the vehicle in the real time, navigation system plays
an important role [3].

Autonomous ground vehicle (AGV) has been grabbing much attention toward
safety and proper path deployment. Autonomous navigation system has three basic
modules which are: sensing and perception, planning, and controlling [4]. Here, the
function of path followingwhich lies in the controlmodule is themost basic rule. This
specifies that the vehicle will follow the designed path without any parameterization
[5].

In autonomous ground vehicle, path planning has taken a great amount of atten-
tion for researchers across the world. For defining the path, a vehicle should orga-
nize its own path and without confronting obstacles in its path. AGV should be
intelligent enough while traversing the path from its initial position to final posi-
tion. There were many previous approaches, where the constrained optimization has
been utilized. Finite number of optimal points are taken where these points have been
proved to be an effective one.While designing any algorithm, there are some inherent
noises, uncertainties, disturbances, errors in model, etc., that results in inaccuracies
in path definition. Therefore, it is foremost thing to include all of the uncertainties
for ameliorating the path accuracy [1].

Since conventional constrained optimizations approach is more difficult to imple-
ment, probabilistic-based approach has provided an alternative solution for handling
uncertainties in an easier way where it utilizes random learning as well as query
method [6].

In probabilistic-based approach, the very first step is to constitute information
in the form of probability densities. Second step for explaining the idea is though
perceptionwhere sensors sense the data. Last, decisions are to be taken by the process
of action [7].

Currently, linear chance constraints are being developed while designing succes-
sion of continuous inputs of control signals that are applicable mainly on predictive
control of probabilistic models [8]. Therefore, linear constraints work in tandemwith
definite set of probabilities. For detecting any kind of irregularities in the defined
trajectory, Campo et al. used the Kalman filter [10] for this purpose. Filter banks are
used for complicated dynamic systems and were included in system module.

In previous 30 years, there have been considerable amount of research taken place
on AGVs. Considering these successes, it can be estimated that there will be a fully
automated vehicle introduced that may replace the human drivers. At present, there
are various assistance systems that help the driver in better driving and increase the
overall safety. These assistance systems are, namely (a) collision avoidance, (b) lane
departure warning, and (c) blind spot detection [11]. Pagac et al. [12] have applied the
theory of evidence in their work of map building for the operation of the autonomous
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vehicle. The uncertainties of the environment were captured by the ultrasonic sensors
installed in the autonomous vehicle.

The intention for the origination of AGVs is to improve the efficiency of trans-
portation, utilization, and road security. This is a rapidly changing and complex envi-
ronment, and AGVs need to have high dependability, efficiency along with robust-
ness [13]. Path tracking is among the most important objectives for the control of
the motion of the AGVs. This helps the vehicle to commute on the path desired by
the path planner with undefined disturbances, model uncertainties, and unavoidable
physical factors [14]. Most effective path-tracking feedback control method mainly
depends on the measured state of the vehicle [15]. It is hard to obtain the state of the
vehicle with low-cost sensors. For this state measurement, we employ some filters,
namely: KF, EKF, and UKF that are used frequently to estimate the state of the
vehicle. Moreover, sometimes, probabilistic-based optimization techniques such as
SLAM are used.

Estimation techniques used for estimating the state of the vehicle can be classified
under two categories, i.e., filter-based approach and optimization-based approach as
shown in Fig. 1.

On the basis of different methods used in probabilistic measurement, we have
shown mathematical equations of Kalman filter, extended Kalman filter, and
unscentedKalmanfilter in next sections. Simulation studies of abovementionedfilters
have been carried out, and position error and position accuracy are tabulated.

Fig. 1 Classification of
estimation techniques used
in autonomous vehicle
navigation
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filter based 
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Kalman Filter

informa�on 
filter

par�cle filter
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based approach

bundle 
adjustment

SLAM
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2 Related Works

2.1 Kalman Filter (KF)

KF was proposed by a scientist named Kalman in the year 1960. KF is a tool that is
used to predict a value using some sets of equations taking into assumption that the
data being used are in the form of a Gaussian distribution. There is a need to apply a
set of linear equations to this Gaussian distribution. Traditional KF depends on the
precise vehicle model, and it is assumed that the model and errors or the calculated
noise are the Gaussian white noise with its mean value being numerically zero [15].
Its primary objective is to keep record of the dynamic changes in the presence of
noise and incomplete values. KF is applied to predict the state, and then, using those
predicted measurements, it updates the predictions.

Linear discrete Kalman filter for state dynamic and measurement models:

zk = Hkxk + vk (1)

xk is the (n× 1) state vector, ∅k is the (n× n) transition matrix, zk is the observation
vector, and Hk is the observation matrix. wk and vk are white noises with its mean
and covariance as following.

E{wk} = E{vk} = 0 (2)

E
{
wkv

T
k

} = 0 (3)

E
{
wkw

T
k

} =
{
Qk, (i = k)
0, (i �= k)

. (4)

E
{
vkv

T
k

} =
{
Rk, (i = k)
0, (i �= k)

. (5)

E{.} is the expected operator. The Q and R are the covariance matrix of the process
noise and the measurement error, respectively.

KF state prediction and state covariance prediction are as follows:

xk = ∅k−1xk−1
∧

(6)

Pk = ∅k P̂k−1∅T
k−1 + Qk−1 (7)
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x̂k denotes the estimated state vector, xk is the predicted state vector for the next
epoch, P̂k estimated state covariance matrix, and Pk is the predicted state covariance
matrix.

The Kalman filter updates are as follows:

Kk = PkH
T
k

(
Hk PkH

T
k + Rk

)×−1 (8)

vk = zk − Hkxk (9)

x̂k = xk + Kkvk (10)

P̂k = (I − KkHk)Pk (11)

Kk Kalman gain, used to update the predicted value and error in prediction value
obtained previously from the dynamic model of the system.

However, KF had some shortcomings. It needs a pre-plannedmathematical model
and statistical properties of the desired system. It is difficult to achieve in this complex
and dynamic environment [16]. To get over the difficulties of KF, adaptive Kalman
filter (AKF) is developed by researches [17]. It uses the measured values to do
the recursive filtering along with constantly estimating and modifying the model
parameter along with its noise covariance matrix to reduce the error. It makes the
system divergence small from the desired system performance [17]. It was seen
that the basic Kalman filter and these modifications gave high performance only for
the liner system. Since the actual system is highly complex and nonlinear, further
modifications in its algorithm are needed.

It has been seen that the autonomous vehicle needs more than one method to
perform a single task, for example, its positioning. Shoval et al. [18], in their paper,
presented the implementation of Kalman filter for the fusion of the data by equip-
ping various sensors in the autonomous vehicle. It is seen that the filter detected and
corrected the position (lateral as well as angular) error and disturbances in a radius
of 15 cm within 3–4 s. Sensitivity analysis showed that the error increased linearly
with speed. Based on these analysis, vehicle speed and the layout of the landmark
are determined in accordance to the process specification, and finally, the sensors
data are used by the filter [18]. Sasiadek et al. [19] proposed a method of data fusion
based on the adaptive fuzzy Kalman filtering (AFKF). These data were collected
using sensors. This method is enforced to combine the position signals from the
GPS and INS which is the inertial navigation system. Fuzzy logic adaptive system
(FLAS) is implemented for the prevention of the system from divergence. Tang
et al. [20] presented the use of multi-model adaptive system (MMAS) unmanned
vehicles, where multiple Kalman filter was run in parallel using different dynamic
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models in GPS-integrated system navigation as the traditional KF has many limita-
tions in the GPS-integrated navigations. Compared to the traditional KF algorithm,
their newly developed algorithm had better position and velocity accuracy. Despite
recent advancements in the autonomous vehicles, it is still a challenging task to keep
the vehicle model in the right lane using the image sensing. Reyes et al. proposed an
algorithm that could be tested on the GPS-denied environments or where the envi-
ronment did not change rapidly [21]. This algorithm is tested in the model designed
in the University of Berlin. This model used sensors and processors, such as gyro-
scopes, accelerometers, motor encoders, camera pointing to the front of the vehicle,
one fish eye camera pointed to the roof, an Odriod XU-4 companion computer, and
an Arduino nano.

2.2 EKF and UKF

Traditional KF is used for linear systems. However, in real-world scenario, nonlinear
systems have to be handle that need to apply nonlinear equations. The EKF uses
Taylor series or Jacobian matrix to approximate a nonlinear system linearly around
the mean of the Gaussian. Then, it predicts the values. EKF is the most favorable
estimation method for the nonlinear systems [22]. Estimation of the state of the
nonlinear dynamic system also includes parameter identification and dual estimation
in which both state and parameter are simultaneously estimated [23]. For strong
nonlinear systems, it is very complicated to compute the Jacobi matrix. UKF was
proposed to overcome this difficulty.

State estimation: EKF involved estimating state in the discrete time nonlinear system

xk+1 = F(xk, vk) (12)

yk = H(xk, nk) (13)

where xk is unobserved state of the system, yk is the observed signal, vk is process
noise which drives the dynamic system, and nk is the observation noise. F andH are
system dynamic models which are the assumed knowns parameters.

Parameter estimation: It involves determination of a nonlinear mapping.

yk = G(xk, w) (14)

where xk is the input, yk is the output, and the vector w parameterizes the nonlinear
map G.

A training set is provided with pairs of samples containing known inputs and
desire outputs, xk, dk . The error is defined as:
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ek = dk − G(xk, w) (15)

The new state space representation:

wk = wk−1 + uk (16)

yk = G(xk, wk) + ek (17)

where wk is a stationary process with identity state transition matrix, and uk is the
process noise.

Dual estimation

xk+1 = F(xk, vk, w). (18)

yk = H(xk, nk, w). (19)

where the system state ‘xk’ and the set of model parameters ‘w’ for the dynamic
system are calculated simultaneously from the observed noise signal yk .

However, it is seen that the increasing amount of nonlinearity andwrongmodeling
of the system greatly affected the performance of the EKF, and it diverged from the
true desired dynamics.

Jetto et al. [24] presented in their paper a new method for the accurate local-
ization of the automatic vehicle. Here, the data provided by the sonar sensors and
the odometer are combined together though EKF to approximate the position of
the vehicle. The newly developed algorithm improved the filter performance, by
an online adjustment of the inputs and the measured noise covariance. Adaptive
mechanism is provided to minimize the divergence of the system and cope with the
realistic environment. The study of the literature by Julier et al. [25] concludes that
the vehiclemodel plays a significant role in the performance of the sensor-based navi-
gation system of the autonomous vehicle. The KF and the EKF are the most widely
used localization methods for the autonomous vehicle. Since the control system uses
a prior information for the online localization, the accuracy of the vehicle model
can determine how the initial information is utilized effectively. Rusdinar et al. have
proposed localization and navigation of the automatic vehicle based on the EKF
and real-time image processing [26]. They proposed the distinguishable landmark
recognition using image processing and navigation algorithms. It used only odometer
sensors and a low-cost camera for the indoor environment. Any disturbance from
static or dynamic obstacle is eliminated using ceiling landmarks.

Almeida et al. have developed autonomous navigation system for the small-scale
vehicle whose sensory system comprised of a low-cost inertial measuring unit and
a standard GPS receiver. Onboard processor send data to the ground control station
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(GCS) from the onboard sensors, and vehicle then receives commands for navigation
from it. The GCS software used EKF for combining the sensor data [27].

UKF is one of the well-known filter used in countless practical systems where
some of the states of the system cannot be evaluated, achieved, or measured. Missing
status of the state can be estimated with the help of state observer. The fact that this
filter requires a prior knowledge of the noise covariance is its major drawback [28].
It is based on unscented transform theory and statistical linearization techniques.
It is used for linearization of nonlinear function of a non-specific variable through
a linear regression between n points taken from the previous distribution of the
random variable [29]. In terms of speed of convergence and its robustness, UKF is
preferable than EKF [30]. It has been seen that UKF has better accuracy than EKF
at the same level of complexity. The information about the vehicle’s state plays a
very important role in the vehicles active safety system. In the paper by Ren et al.
[22], the simulation results were compared to the numerical results using the Carsim
software, which concluded that the UKF estimates the information of the state of the
vehicle more accurately and in real time.

Qasem and Reindl [30] in their study analyzed the algorithms and mathematical
modeling of the EKF and the UKF. The results showed that the UKF is more accu-
rate and reliable than the EKF whose implementation is easier when it had better
prior information of the estimate of the vehicle. These algorithms were programmed
in MATLAB. This concluded that UKF should be preferred in the nonlinear and
dynamic environment.

3 Simulation Results

For understanding the performance of Kalman filter and extended Kalman filter,
a short simulation study is carried out by taking the required number of sample
observations for estimating the positions of vehicle. For measuring the positions of
next time, i.e., (t + 1) interval, the previous position of vehicle is governed by a set
of equations which has been previously described above. A sample set of next 30
positions has been considered for execution as displayed in Fig. 2.

From the above figure, there difference is observed between the actual position and
predicted positions of vehicle measurement. There are certain positions in vehicle
where measurements are accurately being measured. Difference in positions of error
is displayed in Fig. 3.

In this figure, error is largely fluctuating with respect to position. For reducing
error while predicting the next positions of vehicle, extended Kalman filter (EKF) is
applied which is shown in (Fig. 4).

In this figure, the variations occurred in different positions of vehicle positions
in next time (t + 1) position are very small as compared to Kalman filter. The error
measured between actual position and predicted position is being shown in Fig. 5.
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Fig. 2 Position estimation by Kalman filter

In order to sum up, various simulations executed by Kalman filter and extended
Kalman filter (EKF), EKF has produced better accuracy position results and low error
minimization while finding the next position of vehicle. The comparison between
the different filters is explained in (Table 1).

4 Discussion

In this section, the major outcomes of work done are highlighted. Firstly, vehicle
localization methods apply Kalman filter for estimating the location of the vehicle
using local sensors or the GPS, which can estimate the probabilistic distribution over
the possible locations. Secondly, the estimated value of the disturbance is determined.
Lastly, the desired level of change in the planning of the path can be successfully
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Fig. 3 Error estimation by Kalman filter

specified, by stipulating the probability of the plan being successfully executed. Also,
we have executed a sample test on 50 next positions of vehicle. From this simulation
study, it is observed that extendedKalman filter (EKF)made better approximations in
position accuracy as well as reduction in error variations. EKF is found to have high
efficiency but only for the linear systems. To increase the efficiency and accuracy
in linear system, combination of EKF and Kalman filter is used. When compared at
the same level of complexity, it is observed that the EKF proved to be more efficient
than KF.

5 Conclusion

In this paper, three different algorithms, such as Kalman filter and extended Kalman
filter, are quite influential in estimating the states in controlling the position. It
has been concluded that the extended Kalman filter results are most apprising one
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Fig. 4 Position estimation by EKF

and better performance while comparing with the output obtained from Kalman
filter. Apart from these three important probabilistic approaches, some of the recent
machine learning techniquesmaybehybridizedwith themand canbe suitably applied
to the challenging field of autonomous vehicles. These hybridized techniques will
not increase the accuracy but also reduction in calculation of error applicable to the
field of autonomous vehicles.
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Fig. 5 Error estimation by EKF

Table 1 Comparison of
position error and accuracy
with other filters

Filter Position error percentage Position accuracy
percentage

KF 65 63

UKF 60 32

EKF 15 17
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Abstract In the presented paper, the narrative automatic brain tumor detection and
segmentation technique utilizing T1-weighted MR image is presented. Sobel filter
is used to avoid the effects of disturbance through noise, and it will help to intensify
quality of brain image. Fractional Sobel filter gives supplementary versatility in
overhauling the segment results. The feature extraction organizes upon pixels power
initial weights of mean, median filter and open–close morphological operation, then
the extents of the component space is declined with the help of PCA. Then, the self-
organizing map neural network assembles component space, after that the clustering
output is utilized as the introduction of an edge detector prompting an edge map.
At last, watershed transform on the edge map gives the segmentation result, and
the tumor area of the segmented image is obtained by region of interest. Simulation
is practiced on the pictures, taken from BRATS-2013 database, execution criteria,
for example accuracy, sensitivity and specificity estimation at α = 0.3 is calculated.
The simulation output displays the exhibition of the propounded plans relates to the
closest plans analyzed.
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1 Introduction

Brain tumor plays significant role in medical imaging field. Tumor is a prompt
differentiation development of irregular cells in human mind. Brain tumor consists
of two categories which are recognized as benign and malignant tumors. MRI is the
clinical picturing method, which helps in equipping the demonstrating anomalies
in tissues at high goals, furthermore, more prominent differentiation pictures of the
cerebrum and carcinogenic tissues. Subsequently, MRI assumes a persuasive job in
finding of mind tumors [1–3].

The Brain Tumor division summons [4] center on empowering advancement
of cutting-edge procedures for tumor division through giving an enormous infor-
mational index of commented on LG and HG. For every patient, there are four
types of MR images. The images are as follows: T1-weighted, a T2-weighted, a
post-differentiate T1-weighted, and a fluid attenuated inversion recovery MRI was
provided. Because of some complications in segmentation and detection of tumors
through magnetic resonance imaging, automatic brain tumor division has created a
region of dynamic research [5].

Yang et al. [6] proposed awavelet-vitality formofmethodology formindmagnetic
resonance image characterization. 2D DWT has been utilized by them for feature
extraction. SVM classifier was utilized for brain image classification, and for stream-
lining the loads (weight), BBO strategy was utilized. The researchers saw that the
KSVM, PSO-KSVM, and BPNN were at the lower level from the plan given by
them. Selvaraj et al. [7] recommended the brain magnetic resonance image char-
acterization framework. Numerous classifiers have been utilized by them for char-
acterization; for example, neural classifier, SVM classifier, and statistical classifier.
LS-support vector machines outflanked 98% accomplishment standard from all the
classifiers which were utilized. El-Dahshan et al. [8] recommended strategy which
includes three phases that are feature extraction, feature reduction, and classification.
The feature extraction is reviewed for the estimation sub-band of discrete wavelet
transform. The feature decrease utilizes PCA. FP-ANN and k-NN were used as clas-
sifier for the characterization, and they attained 97% and 98% accuracy, respectively.
The texture gradient-based watershed transform has been accounted for [9] utilizing
image segmentation algorithm. Pereira et al. [10] play out a customized division
methodology taking into account convolution neural system, exploring minimal 3
parts. These system create discrete systems for dividing LG as well as HG glioblas-
tomas. Four layers of convolutional, trailed by two thick and a classification network
are comprised by LG network. Seven convolutional layers are made out of HG
network, by utilizing 2D convolutions.

Not a bit of plan for segmentation of cerebrum tumorwith the help ofMR imaging,
a hybrid technique utilizing fractional Sobel filter and self-organizingmap,watershed
transform has been accounted for. Hence, in this paper, another plan of segmenting
of cerebrum tumor from MR imaging with the help of fractional Sobel filter, SOM
neural network through watershed transform is proposed.



Automatic Brain Tumor Detection and Segmentation … 443

Firstly, direct and non-straight noise removes, and the feature extraction orga-
nizes upon pixels power, nearby initial weights of mean, median filter, and open–
close morphological activity. Consequently, element of feature space is diminished
utilizing PCA [18].

At that point, self-learning network, i.e., self-organizing map network clusters
feature space. Following to this part, it contains the introduction of an edge locator
prompting an edge map which is utilized by the clustering output. At last, the clus-
tering output is introduced on the edge map by watershed transform and obtained
segmented image of tumor. Fractional-order Sobel filter produce more keen inclined
magnitude picture, reason being the Sobel filter improves the moderate frequency
quality attributes and not so much as delicate to clamor. Simulation aftereffects of
the propounded scheme are likewise contrasted with [11] and show the efficiency of
the plan.

A remnant part of the paper presented is sort out as accompanied by: area II
portrays the Material and Procedure, a propounded technique is portrayed in Area
III, the simulation outputs are introduced in Area IV, and finally, in Area V, there is
an introduction of conclusion.

2 Materials and Procedure

2.1 Morphological Activity

The morphological reconstruction is trailed by erosion and dilation individually.
Erosion expels little articles in morphological opening, and the resulting dilation
will in general reestablish the state of the items. Dilation also performs the same
procedure as the erosion in morphological closing activity [5]. The morphological
reconstruction by opening and closing of a picture I utilizing structuring component
S is characterized by RI (Iθ S) and RI (I ⊕ S), respectively.

2.2 Watershed Transform

Watershed transform division is a substantial unaided instrument for morphological
picture division.Watershed transform is very well may be checked on as a geological
area developing strategy. The geographical model of a landscape, where the pixel
esteem is indicated by the height of the point is designed by the dark scale picture
[12].

Since the reason of the executing watershed transform is to place picture objects
into catchment bowls [13], edge identification appears, by all accounts, to be a smart
thought to assist watershed with doing this activity. We engage in the precipitation
reenactment to be carried out on the edge-detected image.
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Picture slope closely resembles the slopes and troughs of a scene; the relationship
is proceeded by envisioning precipitation streaming upon the scene, where the water
pouring over the scene will drift toward the base. Consequently, the scene will have
the drenching recreation where the water will overflow from drainage bowls as the
height arrives at the nearby most extreme. When two floods beginning from various
catchment bowls meet, a dam subsequently works to keep the bowls from joining
[14].

The precipitation with a sharp drop is applied utilizing the 3 × 3 window fixated
at every pixel in the angle map. The sharp slope course from the eight associated
neighboring pixels is figured. The neighboring pixel with the sharp drop bearing is
checked, and then the window moves along that heading. Until the way reaches the
base, the procedure of checking pixels and moving window is replicated. The way
which is established by the pixels embraces the name of the base. The precipitation
reenactment is duplicated as it follows the way of the sharp plunge of the pixels
which are non-labeled.

The ways coming toward typical least receive a similar name as that base and
establish a catchment bowl, which alludes to a segment in the picture. At long last,
it must be referenced that not at all like watershed-based segmentation calculations,
for example, [2, 3, 8], a locale merger is not used in our methodology.

The two categories of watershed transformation:

• Distance transformation based on watershed transformation and
• Fractional gradient based on watershed transformation [9].

2.3 Fractional-Order Sobel Filter

The fractional-order derivative is utilized to locate the maximal point in gradient-
based detection techniques by the virtue of the assistance of first-order derivative
[3]. The image with the gradient of an image G (p, q) on the position (p, q) based on
first-order derivative is characterized by

∇G(p,q) =
√
G2

p + G2
q (1)

Here, Gp and Gq represent the gradient magnitude in p and q direction,
respectively.

Here, Grunwald–Letnikov (G-L) definition of fractional-order Sobel filter is
utilized. A fractional-order Sobel filter can be obtained from the first-order Sobel
filter as

Gα
p = 1

2

(
∂αG(p + 1, q − 1)

∂pα
+ 2

∂αG(p + 1, q)

∂pα
+ ∂αG(p + 1, q + 1)

∂pα

)
(2)

Gα
q = 1

2

(
∂αG(p − 1, q + 1)

∂qα
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∂αG(p, q + 1)

∂qα
+ ∂αG(p + 1, q + 1)

∂qα

)
(3)
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Fig. 1 a, b Fractional Sobel filter

Here,α is the order of fractional-order Sobel filter.With the assistance of fractional
gradient derivatives, fractional-order Sobel convolution filter portrayed as follows
(Fig. 1).

Here,

Cα
k =

∣∣(α + 1)∣∣(k + 1)
∣∣(α − k + 1)

(4)

where | is the gamma function and k = 0, 1, 2, 3….

2.4 SOM

Kohonen’s self-organizing map is a self-learning network emulative neural system.
The surmised horizontal neural connection utilizes the local communication set, then
it covers up the information to find the topological structure for seeing the showcase
in a couple of dimensional space. SOM have two layers; the first one is the input
layer, and second one is the output layer or the feature map. In Fig. 2 self-organizing
map network topology is appeared.

Let Z be the input vector for training the SOM network, for example,
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Fig. 2 The SOM network
topology

Z = [Z1, Z2, . . . , Zi , . . . , Zr ]
T (5)

where Zi is the component vector which is accompanied by P × Q components. The
Euclidean distance among Z, the weight vectorwi relating to the ith neuron is figured
in every iteration of the preparation procedure, for example,

‖Z − wi‖ = {
(Z1 − wi1)

2 + (Z2 − wi2)
2 + (Z3 − wi3)

2 + · · · + (Zn − win)
2
}
(6)

The winner neuron V has the weight vector Wv is the nearest to Z,

‖Z − wv‖ = argmin
i

{‖Z − wi‖} (7)

The winner neuron’s weights and all of its nearby Nv are refreshed by accompa-
nying preparing rule:

wi (r + 1) =
⎧
⎨
⎩

wi (r) + α(r)[Z(r) − wi (r)] if i ∈ Nv, i = v

wi (r) + β (r)[Z(r) − wi (r)] if i ∈ Nv, i �= v

wi (r) if i ∈ Nv

where α(r) and β(r) decide the preparation learning rate parameters for the winner
neuron and its neighbors in the rth iteration, i.e., α(r) greater than zero and β(r) less
than one. The above parameters could be linear, exponential, or inversely proportional
to r.

3 The Proposed Work

In the suggested segment, brain tumor segmentation plan dependent on fractional-
order Sobel Filter as well as SOM utilizing watershed transformation is introduced.
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Fig. 3 Flowchart of the suggested conspire

In Fig. 3, the block diagram is appeared of the suggested scheme. Because of less
calculation intricacy, 3 × 3 fractional Sobel Filter for k = 2 (shown in Fig. 1) is
utilized; this α represents the fractional order.

In T1-weighted MRI mind picture tissues, for example, cerebrospinal liquid, fat,
irritation (edema, localized necrosis, and sore) speak to high power (splendid), and
white matter, moving blood and bones speak to less power (dull) [9].

However, the tumor is additionally having high power (intensity), in thisway,most
extreme attribute is utilized for distinguishing the tumor aswell as help in discovering
greatest powerful region for utilizing to find the tumor area. Morphological activities
make maximum level inside every locale of cerebrum picture.

Intensity standardization needs quantitative surface examination. The plan,
histogram standardization strategy will utilize that will in general move and stretch
the separated picture histogram for incorporating entire dark level qualities which
are present in picture [15].

Originally, morphological opening is put in to the T1-weighted magnetic reso-
nance image with the help of recreation activity. In the morphological opening,
erosion trails morphological reformation. The structuring element (SE) helps in
choosing the dimensions of erosion. The dimensions of the structuring component
choose the experimentation for accomplishing upgraded outcomes. In the presented
activity, the finer outcomes are obtained by utilization of disk-shaped structuring
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element of size 1. The restrictive dilation activity helps in the performance of the
morphological recreation until there is no requirement of the alteration in the recon-
struction of the picture. The restrictive dilation has a combining feature of dilation
with genuine filter picture by utilizing reasoning operation [5]. Furthermore,morpho-
logical closingwith the help of remaking is done on the subsequent imagewith similar
dimensions of structuring component. The above activities are utilized to evacuate
splendid and dull articles that are littler than the structuring component; they likewise
expel the impulse noise.

Now, we will concentrate our technique of extracting features from magnetic
resonance imaging. It consists the following-initial weights of mean, median filter,
and open–close morphological activity when distinctive neighborhood dimensions
and extraction of feature is prominent on picture element intensity. Thereafter, the
feature space size is decreased utilizing PCA [18].

At that point, the SOMsystemclusters the feature space. In thewake of completing
the preparation step, prepared SOM system could be utilized into the test stage for
clustering test pictures. SOMcharacterized in two phases, where the nine neurons are
comprised in the principal stage, and the subsequent stage comprises four neurons.
The principal stage carries out featuremapping to a lowermeasurement, while subse-
quent one decides the yield cluster. Following to this magnetic resonance imaging,
includes the bone, delicate tissue, fat, and foundation, the yield stage utilizes four
neurons for every class [18]. The cluster is determined from the winner neuron
in the second SOM. After clustering, iterative median filtering is used for slightly
improving the outcome. In our work, topology is utilized hex top and for compute
good ways from a home neuron to its neighbors are utilized dist methodology. In the
following portion, the section of an edge identifier utilizes the clustering outcome
for prompting an edge map.

At long last, watershed transformon the edgemap delivers the clustering outcome.
Edge recognition is utilized on the self-organizing map clustering outcome.

The segmentation of tumor locale is carried out by putting in marker form
watershed transformation with respect to altered edge detection picture. Altered
edge picture is contributed to the watershed transformation. A topographical plane
observes a picture in slope-based watershed transform within which gradient
magnitude indicates peak power edges, and markers are the short power esteem.

The segmented marked picture is the result of the watershed transformation and
the tumor area of the segmented image is obtained by region of interest.

The summed up stages of the proposed conspire are:-

Stage 1: First, T1-weighted MRI Brain picture is drawn for filtration by fractional
Sobel filtration.

Stage 2: Filtered image is intensity standardization and finding the fringe.
Stage 3: Now, features are extracted from the MRI picture (mean, median, and

morphological features extracted).
Stage 4: Dimension reduction using PCA.
Stage 5: The feature is clustered by SOMNN.
Stage 6: Edge identification is then utilized on the SOMNN result.
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Stage 7: Watershed transform is utilized on the edge identification result.
Stage 8: Finally, segmented tumor image obtained.

4 Simulation Results

MATLAB toolbox is utilized for implementation of the suggested plans for simula-
tion results. T1-weighted brain magnetic resonance imaging of brain patients 006,
009, 015, and 024 with HGG is taken from BRATS-2013 database. The suggested
conspire is contrasted with [11, 16, 17], and for estimation of α at 0.3, the execu-
tion parameters like accuracy, sensitivity, and specificity are assessed. Ground truth
recommended image are likewise extracted by similar informational index.

Sensitivity = (TP)

(TP + FN)
× 100% (9)

Specificity = (TN)

(FP + TN)
× 100% (10)

Accuracy = (TN + TP)

(FP + TP + FN + TN)
× 100% (11)

where true positives (TP), true negatives (TN), false negatives (FN), and false posi-
tives (FP) are known as truly characterized positive pixels, truly arranged negative
pixels, falsely arranged positive pixels, and erroneously grouped negative pixels,
respectively.

Prime T1-weightedMRI brain images for patient 006, 024, 009, 015 are appeared
in Figs. 4a, 5a, 6a, and 7a, respectively. Fractional Sobel filter of size 3 * 3 and
fractional orders α = 0.3 are applied on the prime image appeared in Figs. 4b and
5b. Intensity standardization images are appeared in Figs. 4c and 5c. Figures 4d and
5d show searching the fringe of the brain image, which is acquired by erosion and
subtraction. Figures 4e and 5e show the 9*9 SOM feature map for the primary SOM
systems. Feature space is clustered by two-phase SOM network, i.e., 300 epochs
for training the first SOM and 200 epochs for the second one have been considered;
the SOM clustering results are appeared in Figs. 4f and 5f. Figures 4g and 5g show
the edge identification image. Figures 4h and 5h show the segmented image after
watershed transform and Figs. 4i, 5i, and 6b and 7b show the segmented color image
after watershed transform. Figures 4j, 5j, 6c, and 7c show the segmented image of
tumor, and Figs. 4k, 5k, 6d, and 7d show the ground truth image.

Table 1 shows the exhibition analysis on BRATS database with various existing
techniques and proposed strategy at α = 0.3. The proposed strategy accomplishes
preferable exhibition over the current technique. In this paper, we take randomly four
images from BRATS 2013 dataset, comparing the parameter of accuracy, sensitivity,
and specificity with [11, 16, 17] existing method (Fig. 8).
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Fig. 4 Patient 006 T1-weighted MRI image, a prime MRI image, b fractional Sobel filter image,
c intensity standardization image, d searching the fringe (border), e 9 × 9 SOM feature map, f
SOM clustering result, g edge identification image, h segmented image after watershed transform, i
segmented color image after watershed transform, j segmented image of tumor, and k ground truth
image

5 Conclusion

The presented paper introduce a fractional Sobel filter as well as SOMNN with
watershed transformation which is build up on a hybrid tumor segmentation scheme
complex T1-weighted brain magnetic resonance imaging. The simulation results
exhibit the efficiency in the suggested plan. The fractional-order α in fractional
Sobel filter give extra level of opportunity in enhancements of results; for example,
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(j) (k)

(g) (h) (i)

(d) (e) (f)

(a) (b) (c)

Fig. 5 Patient 024 T1-weighted MRI image, a prime MRI image, b fractional Sobel filter image,
c intensity standardization image, d searching the fringe (border), e 9 × 9 SOM feature map, f
SOM clustering result, g edge identification image, h segmented image after watershed transform, i
segmented color image after watershed transform, j segmented image of tumor, and k ground truth
image
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(a) (b) (c) (d)

Fig. 6 Patient 009 T1-weighted MRI image, a prime MRI image, b segmented color image after
watershed transform, c segmented image of tumor, and d ground truth image

(a) (b) (c) (d)

Fig. 7 Patient 015 T1-weighted MRI image, a prime MRI image, b segmented color image after
watershed transform, c segmented image of tumor, ground truth image

Table 1 Contrasting of
execution parameters at α =
0.3 with [11, 16, 17]

Patient Accuracy Sensitivity Specificity

006 99.64 94.34 99.82

009 99.80 95.96 99.85

015 99.21 70.37 99.99

024 99.79 97.89 99.82

[16] 99.19 69.91 99.92

[17] 98.48 83.84 99.34

[11] 96 ± 0.7 94 ± 0.3 95 ± 0.3

Fig. 8 Scatter diagram of
comparison of performance
parameters of the BRATS
2013 dataset
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fractional Sobel filter gives various decisions to pick the request to get the almost
exact aftereffect of tumor segment. Suggested plan could likewise be utilized for
segmenting another kind of tumors (malignancy) and computed tomography pictures.
Various performance parameters feature space is set up, in view of neighborhood
initial weights of mean, median filter, and open–closemorphological activity. Conse-
quently, size and shape of the feature space is decreased with the help of principal
component analysis. Self-organizingmap clustering is utilized on to the feature space.
The clustering result determines the edge map. At long last, watershed transform on
the edge map delivers the segmentation output, and the tumor area of the segmented
image is obtained by region of interest.
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Image Sensor—CCD and CMOS

R. Tejas, Pavan Macherla, and N. Shylashree

Abstract In recent times, the image sensor has become a crucial part of smart-
phones and have always been critical part of professional cameras, telescopes used
in the astronomical observatory and space telescopes. The development of the images
sensor in the present day is much particular to the application which it is used for.
The image sensor are of two types CCD image sensor and CMOS image sensor. The
CMOS image sensor is favoured over the CCD sensor due to the increased speed
of processing and comparatively, good pixel size the CMOS sensor is having a fill
factor of 30–60% with HDR capabilities and 0.37–0.4 µm technology. The below
paper gives the types of an image sensor, the individual architecture of the image
sensor and the applications.

Keywords Charge-coupled devices (CCD) · Complementary metal-oxide
semiconductors (CMOS) · Active pixel sensor (APS) · Dynamic range · Power
consumption ·Metal-oxide semiconductor capacitors (MOSCAP) · Pixel ·
Photodiode

1 Introduction

This section gives the introduction to the image sensor and explains the types of
image sensor by giving the history of the image sensors along with the pros and cons
of the image sensor.
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Fig. 1 Basic components of image sensor

1.1 Introduction of Image Sensors

An image sensor is an electronic device that captures the light falling on its pixel layer
and conveys them for processing ultimately tomake an image. It captures the different
amounts of lights falling on its pixels and converts them into equivalent current values
and processing them to produce an image as seen through the lens. Basic structure
of image sensor consists of microlenses, colour filters and photodiodes as shown in
Fig. 1.

• Microlenses: Lenses are placed accordingly to concentrate and focus the light in
a proper way.

• Colour filters: These are used to filter out the RGB lights.
• Photodiode: These are the devices which capture the light for further processing.

1.2 Types of Image Sensor

There are two types of image sensors—charge-coupled device (CCD) and comple-
mentary metal-oxide semiconductor (CMOS). Both of them use metal-oxide semi-
conductors, but CMOS is based on MOSFET amplifiers whereas CCD is based on
MOS capacitors and both of them use different processing methods.

CCD sensor: Photons are captured in each pixel. After the exposure time, the charge
moves to the amplifier located at the end of the sensor. Externally analogue signals
are converted to digital form and stored in memory.

CMOS sensor: Every pixel has its circuitry. Each pixel can modify the data right in
the sensor. Every pixel can be accessed individually.
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Table 1 Characteristic
comparison of CMOS and
CCD sensor

Characteristics CCD CMOS

Fill factor High Low

Dynamic range High Moderate

System complexity High Low

Speed Moderate High

Power consumption Moderate to high Low

Clocking More voltage Less voltage

1.3 Pros and Cons of Image Sensor

CCD image sensors have high sensitivity and lower noise due to the enhanced surface
use of the pixels [1]. As CCD is based on MOSCAP it has simpler structure and thus
fewer defective pixels. The centralized A/D converter gives better image homo-
geneity. CCD sensors are used for their better image quality and can reduce the SNR
in the sensor. Although even with these advantages the CCD has disadvantages, the
centralized ADC causes the readout to slow down and the readout method does not
give direct access to the pixels. The camera is muchmore expensive due to the higher
cost of electronics and supporting equipments. Also, the energy consumption of the
CCD image sensor is muchmore as the working is based on the charge accumulation.
Due to overexposure of the CCD image sensor while readout can cause smearing
and blooming effect which is to be overcome using post processing methods.

CMOS image sensors consume very less power. They work on low voltage value,
and need 1/4th of the supply required for CCD [2]. CMOS image sensors support on-
chip functionalities.Many fabrication techniquesmake it possible to have supporting
circuits for image processing on a single chip, thismakes the processing of the images
very fast [3]. CMOS image sensor allows different ways of selection of the pixels
which makes the processing of the image easy. These image sensors avoid blooming
(charge leaking of a pixel to neighbour pixels) and smearing effects which are the
major disadvantages of the CCD sensor [3]. Although it has so many advantages,
CMOS image sensors have disadvantages like noise, dynamic range, etc. CMOS
image sensors have lower fill factor, thus have less efficiency. These image sensors
produce a lower quality image compared to the CCD image sensors. It is always a
trade-off between quality of image and image processing time. Table 1 shows the
characteristics in a comparative way.

1.4 History of Image Sensors

Earlier, films were used for photography. In the late 1880s, Kodak produced the first
film and made photography available to the people. Since then many new methods
for capturing pictures and manufacturing cameras came into existence.
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1.4.1 History of CCD Image Sensor

The sensorwas invented in the year 1969 byWillardBoyle andGeorge E. Smith at the
AT&T Bell Labs. The charge-coupled device is a planar collection of capacitors that
are etched into a silicon surface which forms an integrated circuit with light-sensitive
elements [4]. This forms a pixel that is used to acquire the light source. In the year
1980, Nobukazu Teranishi, working at the NEC institution of Japan who also created
the pinned photodiode. This invention made it possible to increase the resolution
of the image and improve its quality by improving the signal-to-noise ratio. Even
though theCCDwas invented for a different purpose for the use in computermemory.
Before the year of 1970 the relays, delay lines, vacuum tubes, ferrite cores, tapes and
magnetic drums were used in the computing circuits for storage of data. Until the
1970s, theRAM-based on the use of semiconductors for the circuits developmentwas
not a common practice. Before the invention of the CCD’s, the Bell Labs wanted
to develop for the purpose of memory circuits [5] as per the purpose in the year
1966 Bell Labs engineer Andrew H. Bobeck invented the magnetic bubble memory.
Shortly after that George Smith, Willard Boyle had the purpose of developing the
kind of bubble memory which is much cheaper and easier to manufacture also more
easily integrated into circuits than the magnetic bubble memory. All these led to the
development of the charged-coupled device and that can also be used in the image
sensor.

1.4.2 History of CMOS Image Sensor

First, CMOS imager came into existence in late 60s, but due to large pixel size and
poor performance, it could not compete with the CCDswhich had lower fixed pattern
noise (FPN) and high dynamic range [6]. Research was carried on and because of
advantages like high-speed imaging and avoid blooming effects, they emerged back
in the 90s. Passive pixels were first introduced and with improvements to reduce
noise using amplifiers, a second generation of pixels, called active pixel sensors
were introduced [7]. These pixels have high readout, lower noise levels compared to
passive pixels.

As APS has shown better performance, research has been done, mainly in this
area. Several improvements like larger fill factor and high dynamic range have been
done. New applications have emerged and accordingly different architectures of APS
have been proposed to meet the requirements.

2 Charge-Coupled Device (CCD) Image Sensor

Charge-coupled devices use the main pixel elements as the MOSCAP, and light is
stored as the charge in the capacitors. The below section gives different types of
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architecture of CCD, pixel of CCD along with the device enhancements and channel
types.

2.1 Architecture

CCD sensor has an architecture made of semiconductor where the charge transfers
happen through the storage areas. The CCD architecture is used for the transfer
of charge vie storage area by many sensors which lie in the visible region. The
three basic operations that the CCD architecture sensors follow is—charge collection
that happens when exposed to light source, charge transfer that happens within the
sensor, at last converting the acquired charge into a voltage that can be measured for
interpretations in digital form.

The charges which are created in a single pixel of the CCD array is proportional
to the incident light source levels which it is exposed to. The MOS capacitors are the
technology that are used in the CCD sensor [8].

The photoelectric effect is the cause for generating the charges as shown in Fig. 2
at the MOS gate also known as the “photogate”. The charges are generated by the
photodiodes for the systems such as interline-transfer structure. Once the charge is
generated it is transferred to the conversion node that occur within the MOSCAP for
all systems; i.e. conversion of charge to voltages occurs here. The CCD has different
types of architecture those include—full frame CCD sensor, frame transfer sensor
and interline-transfer CCD [8]. The general frame structure of CCD is as shown in
Fig. 3 with a centralized amplifier.

Full frame CCD—it is a form of sensor where the incoming light source comprising
the photos fall onto the fully light-sensitive array of the sensor [11]. The accumulated
charges are vertically shifted for readout and this is done row by row into the serial
output register, and then horizontal shifting is done; this is known as “progressive
scan”. The structure is as shown in Fig. 4 for full frame CCD.

Frame transfer CCD—this is a two-part type of architecture sensor where one of
the halves is the array of pixels (as shown in Fig. 5) used for storage of charges,
and this is the region which is protected from light using the reflective materials like

Fig. 2 Energy bands in silicon CCD pixel [9]



460 R. Tejas et al.

Fig. 3 General frame structure of CCD [10]

Fig. 4 Full frame structure
for CCD [12]

aluminium [13]. The part of the sensor which is not covered by the reflective surface
is the part which is exposed for charge accumulation, and then it is rapidly shifted
into the masked storage area. Simultaneously when the charge is being shifted, the
part of the CCD is still exposed for charge accumulation, and this is done so that
there is no delay in successive exposures.

Interline architecture—this architecture extends the concept of the frame transfer
architecture, and it covers every alternative column of the image sensor which acts
as the storage for charge that are shifted from the exposed part of CCD as shown in
Fig. 6 as in this architecture, there is only shifting of one pixel for storage so it is
faster the frame transfer [13].
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Fig. 5 Frame transfer CCD
[13]

Fig. 6 Interline architecture
of CCD [13]

2.2 Pixel of CCD

The CCD sensor technology is based on the MOS capacitors as shown in Fig. 7.
The electron–hole pair is created when a photon energy exceeds a energy gap which
is absorbed in the depletion zone. Earth electrode attracts the hole towards it while
the electron remains in the depletion zone [14]. The voltage applied to the sensor,
oxide thickness and the surface of the gate electrode is proportional to the amount



462 R. Tejas et al.

Fig. 7 MOS gate of silicon [14]

of negative charge. The photons are absorbed at the increasing depths when the
wavelength increases.

Figure 8 shows the working of the CCD charge transfer between gates (a) shows
the overlap of depletion zones. The charge transfer can occur only when the gradients
of depletion zones overlap. The photo electrons are collected at Well1 when the
voltage is applied at Gate1 (b). The electrons move to Well2 similar to a waterfall as
soon as the voltage is applied to Gate2 (c). The charge balances rapidly between the
two wells as the process is fast (d). The electron flow cascades into Well2 as well as
the potential well decrease due to the reduction of voltage at Gate1 (e). At last all
electrons are in Well2 when the voltage applied at Gate2 approaches nil (f).

The charge transferred across all shift registers by repeating the above process
several times until the completion of shifting. The voltage levels of the gate determine
the behaviour when the voltage is low, it acts as barrier and when it is high, charge
can be stored.

Fig. 8 Charge transfer between gates [14]
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2.3 Device Operation and Enhancements

CCDs operate in a state referred to as the deep depletion since, after initial biasing,
the holes are forced to move farther towards the substrate while no free electrons
are at or close to the silicon surface [15]. Operation in the deep depletion region
is necessary since it might take up to one hour in some devices (such as CCDs in
high-end scientific cameras) to reach the thermal equilibrium required for strong
inversion [16]. A comparison between an ideal and non-ideal NMOS photogates is
shown in Fig. 9, whereas the effect of the gap between gate electrodes on the charge
transfer process is illustrated in Fig. 10.

Fig. 9 Electric fields in NMOS photogates [17]

Fig. 10 Effect of shortening the gap between two adjacent gate electrodes [17]
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Fig. 11 Cross-sectional view of a storage site of buried channel CCD [18]

Buried channel CCD—the surface channel/thin oxide interface layer usually suffers
from crystal defects that may trap charges, resulting in charge losses and image
smearing effects when charge packets are transferred along with this interface. In
buried channel CCDs, a layer of n-doped silicon over the p-doped silicon layer with
a voltage bias applied between them, as illustrated in Fig. 11, the charge storage
region is buried within the depletion region.

Backside-illuminated CCD—illuminating the CCD from its backside will allow
light to strike the photocathode layer without passing through the electrodes and
wiring layer therefore avoiding losses. Backside illumination involves thinning the
CCD, either by dry or by wet etching, to about 15 microns. In a back-illuminated
CCD (Fig. 12), the wiring is oriented behind the photocathode layer by performing
backside etching of the silicon wafer during the fabrication process so that incident
light can strike the photocathode layer without passing across the electrodes and
wiring layer.

2.4 CCD Processing Unit

Due to the way the CCD image sensor stores the image, while the sensor or the object
is in motion, it can have smearing and blooming effect caused due to the charge
accumulation delay in capacitors [20]. The processing chip is used to compensate
for the effects of the delay for getting better images.
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Fig. 12 Cross-sectional view of a backside-illuminated thinned CCD [19]

3 Complementary Metal-Oxide Semiconductors (CMOS)
Image Sensor

CMOS image sensor uses MOS gates transistors circuits to store the light from the
source/object in its pixels. This section demonstrates the working of CMOS images
sensor using a generalized architecture, pixel circuits, types of pixels and another
supporting circuitry for the CMOS image sensor.

There are many technologies which are used in the manufacturing of CMOS
image sensor. Newer CMOS image sensor uses backside illumination (BSI) which is
an alternative to frontside illumination (FSI) as shown in Fig. 13 [21]. In this method,
the sensor is turned upside down and microlenses are attached at the backside of the

Fig. 13 Frontside illumination versus backside illumination
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Fig. 14 Flow diagram of manufacturing BSI image sensor [21]

structure. Sensors manufactured using BSI technology offer higher quantum effi-
ciency and less crosstalk. These sensors are especially used in the low light applica-
tions as the backside illumination sensors can capture more light. The general flow
of the backside illumination CMOS image sensor in shown in Fig. 14 [21].

3.1 Architecture

When the sensor is exposed to the light source or subject, pixels capture the light.
The accumulated photons in pixels are read in a manner similar to that of reading
data present at a point in 2D coordinate system. Each pixel is represented as a (x,
y) coordinate. A row selector is used to pass “y” value, and a column selector is
used to pass “x” value. CMOS fabrication techniques allow the image sensor to be a
single-integrated chip.Many supporting circuits, like control circuit for pixel (charge
reset, signal readout and charge integration), memory components, bias generators,
signal processing unit, etc. can be integrated [22]. Recent chips come with on-chip
A/D converters and noise suppression modules which helps in realizing a full digital
interface and it also gives lownoise performance.Architecture of the sensor depicting
row selector, column selector and pixel array is shown in Fig. 15.

There are a variety of signal processing architectures possible for CMOS
image sensors [22]. Three types of on-chip architectures are shown in Fig. 16 [22, 23].

Figure 16a shows an architecture where signal processing is done at the chip level.
This signal processing architecture is called serial type architecture. The required
bandwidth for processing is the product of the number of vertical pixels, number
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Fig. 15 CMOS image sensor

Fig. 16 Three signal processing architectures, a serial, b column parallel and c pixel parallel
processing architecture [22]

of horizontal pixels and the frame rate. As pixels do not have the processing circuit
inside them, these types of sensors are desirable for small pixel CMOS image sensors.

Another type of architecture, known as column parallel architecture as (shown
in Fig. 16b) performs signal processing based on the rows in the pixel array. One
row at a time is processed. The required bandwidth for processing depends only on
the frame rate and number of vertical pixels. Compared to the serial architecture,
the processing bandwidth is reduced by a factor N, where N represents the number
of horizontal pixels. For medium size sensors, the processing circuit is arranged as
a single-pixel pitch, but for small CMOS image sensors, it is arranged in multiple
pixel pitches.
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The last type of architecture is called pixel parallel architecture as shown in
Fig. 16c. In this type of architecture, signal processing is done inside the pixel itself
all over the pixel array. There is a trade-off in these types of CMOS image sensors.
It offers high processing throughput, but as the pixel size becomes large, this
architecture may not be useful for the high-resolution CMOS imagers.

3.2 Pixel

A simple pixel is made up of a photodiode and a transistor for switching. A pixel can
have more transistors based on the design of the pixel, the application of the sensor
and many other factors. The pixels for CMOS image sensor can be categorized into
two types: active pixel sensor (APS) and passive pixel sensor (PPS). Conceptual
diagram is shown in Fig. 17 [22] (Fig. 18).

Earlier CCD and CMOS image sensor had “Passive pixel” as they did not have
internal amplification in contrast of “Active pixel” used in the modern CMOS image
sensor [25].Active pixel sensor uses source followerwhich increases the performance
of pixels. Active pixel sensor gives higher SNR [26]. A fixed pattern noise (FPN)
suppression circuit is used to negate the noise generated due to varying threshold
voltages. The working of a passive pixel [24, 27]:

1. The reverse diode photodiode is set to a high voltage, before exposing the pixel
to light.

2. During the time of exposure, the incoming photons decrease the voltage of the
photodiode.

3. The voltage across the diode is measured at the end of the exposure time, the
difference between this value and original value gives the number of photos
falling during exposure time on the diode.

4. The photodiode has to be reset for a new exposure cycle.

Fig. 17 Conceptual diagram of a PPS and b APS [22]
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Fig. 18 Basic passive pixel and active pixel structure [24]

Fill factor of a pixel is the ratio of diode area to the total pixel area. Passive pixels
have a large fill factor but because of mismatch in the large bus capacitance and small
pixel capacitance, passive pixels suffer with a large noise level.

To overcome this capacitance mismatch problem, modern passive pixel sensors
use a charge integration amplifier (CIA) at the end of each column bus alongwith one
access transistor as shown in Fig. 19 [28, 29]. This version of PPS still suffers from
FPN and speed issues, but it gives the highest fill factor for a given pixel size, leading
to very high quantum efficiency. Quantum efficiency tells the number of electrons
collected per photon incident [29].

To improve the noise performance, an active pixel is introduced [24, 30]. The
working of an active pixel:

Fig. 19 Passive pixel sensor
with charge integration
amplifier [29]
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1. The reverse diode photodiode is set to a high voltage, before exposing the pixel
to light.

2. During the time of exposure, the incoming photons decrease the voltage of the
photodiode.

3. Using pixel address, voltage across the diode is drawn using a source follower
circuit at the end of the exposure.

4. Photodiode is reset for a new cycle.

Active pixel sensor uses MOS buffer amplifier to use the voltage sensing mode
for signal readout. Buffer amplifier is used as a source follower in the pixel. The
use of a buffer amplifier gives higher readout speed and lower noise level. Power
dissipation is minimum in active pixels as amplifiers are switched on during readout.
Modern active pixel sensors have managed to reduce the variation and fixed pattern
noise [29, 31].

(a) Three transistor APS: As shown in Fig. 20, with one photodiode and three
transistors readout circuit, 3T pixel is the most used form in present day
CMOS active pixel sensor [29]. The three transistors are row-select (M1),
source follower (M2) and reset transistor (M3). Light intensity is determined
by double sample circuitry. Due to the fact that temporal noise in 3T APS is
high, double sampling actually increases the noise power. Yet it is majorly used
APS because of its reasonable fill factor (around 30%).

(b) Four transistor APS: An additional transistor called transfer gate (TG) is
added between diode and the reset transistor (M3) as shown in Fig. 21. It helps
in clearing the dark current charge and leakage current [29]. The voltage is
subtracted from reset value using correlated double sampling [29, 32].

(c) Pinned photodiode pixel: Though these pixels and its different versions
reduces noise level, the KTC noise component is still present [24, 33]. To
overcome this issue, an improvement in-pixel sensor is done using the pinned
photodiode principle and pinned photodiode pixel (PPD) was introduced as
shown in Fig. 22 [24]. It has a diode that is fully depleted with mobile charges
[29, 34]. It has several features like:

Fig. 20 Three transistor
APS
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Fig. 21 Four transistor APS

Fig. 22 CMOS imager pixel with pinned photodiode [24]

1. kTCnoise is completely cancelled bymeans of correlated double sampling
[35].

2. The intrinsic charge storage capacitance is higher because of (p+)−n and
n-p substrate junction, which also provides large dynamic range.

3. The intrinsic charge storage capacitance is higher which gives a large
dynamic range.

(d) Other pixels: Depending on the application, there are various other pixel struc-
tures like for high dynamic range, logarithmic APS is suitable as shown in
Fig. 23.
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Fig. 23 Logarithmic APS
schematic

3.3 Signal Processor

This block on the chip carries circuits which help in improving functionality of the
CMOS image sensors. This addition of signal processing circuitry on-chip helps in
reducing both fixed pattern noise and temporal noise; e.g. correlated double sampling
negates the FPN. It does the analogue to digital conversion and also helps in providing
higher SNR. It may contain additional circuitry based on the application like circuitry
for motion detection, compression, etc.

4 Developments in Sensor

Each of the image sensor types have developed from the time to time, since they
were created. The below section gives some of the improved versions of these image
sensors.

4.1 Developments in CCD Image Sensor

CCD image sensor is one of the earliest step towards image sensor developments,
capturing and storing images in digital formats. These image sensor are evenpreferred
today for scientific equipments (like microscope, telescope) due to their high spatial
resolution and high sensitivity with low SNR. CCD image sensor have improved a lot
in terms of material, fabrication technology and device design. They have decreased
in dark current, power reduction in pixels and improved in quantum efficiency along
with improved signal handling. The skipper CCD image sensor is one of such devel-
opment made to improve Charge Transfer efficiency (CTE). The design shows
the output region and the floating gate electrode used to detect signal charge in the
channel near the end of a three-phase horizontal register shown in Fig. 24. CCD image
sensor requires a bias to transfer charge packets. This increases the overall noise floor,
this noise is higher than that from the amplifiers on chip causing lower efficiency of
charger transfer. The CCD Skipper was invented to circumvent the 1/f noise problem
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Fig. 24 Design layout of a Skipper CCD [36]

and realize a square root reduction in noise with increasing sample time thereby
allowing sub-electron noise floors to be achieved. Figure 24 shows the design layout
of the skipper that was fabricated in Ford Aerospace.

The design illustrates the output region and the floating gate electrode used
to detect signal charge in the channel near the end of a three-phase horizontal
register. The Quantum efficiency (QE) is one of the main feature where CCD
image sensor is improving in present time to reduce the loss. The increase in QE can
be achieved by thinning CCD for use in back side illuminated mode. The methods
used to improve QE of back illuminated CCDs are to reduce reflection losses by
the deposition of backside thin film coatings, several aspects of device packaging
and surface charging to eliminate the backside potential well [37]. Similarly specific
features are required to be more accurate than the other based on requirements.

4.2 Developments in CMOS Image Sensor

Every application has different requirements. Based on the requirements, one feature
will have more priority than the other. Research has been mainly on features like
high dynamic range, reducing noise and accordingly different sensor architectures
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Fig. 25 CMOS image sensor for high dynamic range [39]

are proposed. Following the sensor architectures proposed for a specific application
improving a particular feature.

High dynamic range (HDR)—dynamic range is a ratio of two signals of a certain
quality. Definition of dynamic range changes from the factor to factor like audio,
video, etc. In the case of photography, it is the ratio of saturation signal-to-noise
floor. Dynamic range plays a crucial role in scientific imaging applications. A CMOS
imager architecture for scientific application is shown in Fig. 25, which provides high
dynamic range. This architecture uses combined linear-log technique [38] which
improves the readout operation. Linear-log switching is used which reduces post-
signal processing [39]. This image sensor is suited for scientific imaging which
requires detection of low light scattering.

Noise—the normal readout architecture and use of correlated double sampling
reduces the kTC noise, but it also brings out the effect of random telegraph signal
noise (RTS noise) [40] which is a main issue in low light applications. As shown in
Fig. 26b, a, readout circuit is proposed which reduces the RTS noise [41]. The prin-
ciple is to switch an nMOS transistor from accumulation mode to inversion mode.
This switch biasing technique is the main principle in this circuit. It decreases noisy
pixels without affecting output readout speed.
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Fig. 26 (a)General architecture of image sensor, (b) architecture of image sensor with new readout
circuitry for reducing RTS noise [41]

5 Applications

CMOS image sensors are used in a wide-range of application areas. Due to its
various advantages and features, it is suitable for digital photography and medical
applications. CCD image sensor is used for cameras that are used in the field of
astronomy, colour cameras which have more clarity than CMOS for static objects
[42]. The application of the image sensor is understood by the outcomes from the
recent developments in the field. Few of the papers along with their outcomes are
shown in Table 2.

The biological laboratories are using the CCD camera for imaging methods for
its resolution, ease of using and flexibility. For making a best choice of the CCD to
be used for an application, it requires the basic knowledge of the parameters that
affects the performance.

5.1 Photography

From consumer electronics to security purposes, cameras are used everywhere.
CMOS image sensors play a major role in many applications like portable
cameras, camcorders, surveillance cameras [43], etc. From the invention of CMOS
image sensors till now, there has been much improvement in CMOS image sensors.
Various resolutions of cameras are coming into market with many new image
correcting algorithms for a high resolution, proper and sharp image. Most of the
mobile phones use CMOS image sensors in their camera system.
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Table 2 Comparison table

References Paper title Outcome

[1] e2v new CCD and CMOS technology
developments for astronomical
sensors
SPIE digital library

• Methods to manufacture high
performance sensor for astronomical
and scientific use

• Use of sensor in space technologies.
Novel CCD and CMOS design for low
noise and high sensitivity

• Back-thinned CMOS sensor for
astronomy

[2] CMOS image sensors:
ECLIPSING CCDs in visual
information

• Effects of development in CMOS
image sensor

• Comparison of CMOS and CCD
image sensors

[3] High-speed camera system using a
CMOS image sensor

• Camera system for high-speed
imaging is presented which is capable
of recording images with a resolution
of 256 × 256 pixels and frame rates in
excess of 1000 frames per second

• Uses an image sensor with on-chip
electronic shutter

• The camera system contains an image
memory for sequence recording and
does not require external processing,
provides fast interface between image
acquisition and image processing unit

[6] Charge-coupled semiconductor
devices

• Describes the CCD semiconductor
concept which consists of storing
charge in potential wells created at the
surface of a semiconductor and
moving the charge

• Minority carrier charge storage at the
SiSiO2 interface of a MOS capacitor

[18] A review of charge-coupled device
image sensors

• Gives the overview of the
charge-coupled devices used as image
sensor

• Physical principles, device operation,
enhancements and performance of the
CCD

[22] High-resolution CMOS video image
sensors

The basics of complementary
metal-oxide semiconductor (CMOS)
image sensors and the
architectures/technologies used to obtain
such high resolutions, and frame rates
are reviewed and the technologies to
obtain the highest possible quality video
images are explained

(continued)
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Table 2 (continued)

References Paper title Outcome

[23] Architectures for focal-plane image
processing

• On-chip image pre-processing for
solid-state imagers using analogue
CCD circuits is described for low,
medium and high-density detector
arrays

A spatially parallel architecture for low
density, high throughput applications is
described

[24] CMOS image sensors: state-of-the-art Overview of CMOS image sensor. main
focus on shrinkage of pixels. Along with
comparison of CCD and CMOS
technology

[27] A random-access photodiode array
for intelligent image capture

• The basic requirements of the chip
which random access and separation
that exists between reading and
sampling process are shown

• The chip includes an 80*80 matrix of
basic cells

• Each cell consists of two stages: the
first is based on a switch, while the
second includes a buffer

[29] CMOS image sensors: recent
innovations in image technology

The earlier designs of pixels with CIA
suffer from high parasitic capacitance
which results in lower output. Modern
pixels use column-wise CIA along with
access transistor which improves the
performance and leads to high quantum
efficiency. Discuss the development,
design and working of typical 4T APS

[39] A high dynamic range CMOS image
sensor for scientific imaging
applications

A CMOS sensor is proposed which uses
linear-logarithmic readout scheme. This
scheme helps in operating each
individual pixel based on the input
levels. This scheme uses switching point
detection for the application. The
readout architecture is designed using
0.5um CMOS technology, and the sensor
contains 7 T pixel array. Dynamic range
of 121 dB has been observed on
evaluating the sensor chip

[41] Novel readout circuit architecture for
CMOS image sensors minimizing
RTS noise

To reduce random telegraph signal (RTS)
noise in pixels, a readout architecture
and readout sequence for CISs is
proposed. The proposed architectures
reduce the noise effect without much
reduction in performance of the pixels.
0.35um CIS technology image sensor is
used in the work

(continued)
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Table 2 (continued)

References Paper title Outcome

[43] Review of CMOS image sensors • This gives the use of CMOS image
sensor compared to the CCD sensor

• Gives the noise and sensitivity which
are the key factors for the sensor.
Types of CMOS sensor along with the
applications

[44] A smart CMOS image sensor with
on-chip hot pixel correcting readout
circuit for biomedical applications

A detection function with correlated
double sampling is used in single slope
A/D convertor. While saving image
sharpness, peak signal-to-noise ratio
generated is about 30 dB for a hot pixel
density as high as 10%

[21] Device reliability for CMOS image
sensors with backside through-silicon
vias

This study uses backside illumination
(BSI) CIS to characterize the device
reliability and explains about backside
process optimization to maintain the
required device reliability. Frontside
illumination is used in early days of
CMOS image sensor; however, as BSI
provides high quantum efficiency and
high sensitivity, it replaced the FSI
technology used for image sensors.
0.18um CMOS image sensors are used
to show the reliability of image sensor
with BSI technology

5.2 Space Applications

Space science includes study of bodies such as planets and stars. Observing them
carefully is a very important task. Image sensors play a crucial role in space tech-
nology for different applications. CMOS image sensors are used in space technology
because of its various advantages. From navigation cameras, lander and rover image
cameras to star tracking, constellations cameras, they are used everywhere. CMOS
image sensors with some specific changes are very tolerant to radiation which makes
it a very preferable device in space technology [45].

In case of the CCD images sensor in the space application [46] is vital due to
the feature of absorbing more amount of light source especially static objects. The
two capabilities which make most of the CCD sensor much versatile for scientific
imaging is binning and subarray. Properties like readout speed increases, reduces the
exposure time, i.e. the total information that has to be transferred to computer.
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5.3 Medical Applications

CMOS image sensors are used in radiology, 3-D X-ray microtomographic system,
X-ray imaging and X-ray imaging Spectroscopy. A bio-sensor employs CMOS
image sensor for extracting information about molecular transformations [44].
CMOS image sensor can also be used to derive blood velocity.

5.4 Automobile Applications

CMOS image sensors are also used in automobile industries [47]. They are used
from navigation, object detection, airbag system, crash sensing system and vision
system for low light or night driving cases.

5.5 Military Applications

The CCD is used in a special technique to reduce the SNR value of the image so
that there is more image quality [48]. Military uses this for remotely piloted vehi-
cles (RPV) [49], aircraft imaging systems, high-resolution camera systems, missile
guidance systems and multispectral scanner systems [50].

6 Methodology

Steps for manufacturing image sensors is as follows - first, a metal pad is framed over
a semiconductor substrate. Next, a film is formed over the semiconductor substrate
for protection and the metal pad. At that point, the protection film is specifically
taken out to uncover a surface of the metal pad. Next, a first planarization film is
framed over the protection film. At that point, a colour filter layer is formed over the
planarization film formed initially. Next, a subsequent planarization layer is framed
over the colour filter layer. At that point, a first material layer is framed throughout
the subsequent planarization layer. Next, a subsequent material layer is shaped over
the material layer formed initially. At that point, a microlens is shaped out of the first
and second material layers.

In CCD image sensors, a majority of metal-oxide silicon (MOS) capacitors is
situated neighbouring one another. Charge transporters can be put away in every
capacitor and moved to its adjoining neighbours (Fig. 27).
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Fig. 27 Image sensor
manufacturing flowchart

7 Results and Discussion

Performance of various CMOS image sensors Table 3 here, the types of CMOS
sensor is given along with the fill factor, pixel size, dynamic range and transistor per
pixel value of each of them are 20–60%, 10–30, 96–140 dB and 4–18 respectively.
Performance ofCMOS image sensors is evaluated under various factors like fill factor
and dynamic range. It is observed that stepped reset-gate CMOS image sensor has
higher fill factor, whereas linear-logarithmic CMOS image sensor has high dynamic
range. Image sensors are developing to get much better imaging at lower lighting
conditions as well as to get much better video recording through those image sensors.

8 Conclusion

The CMOS image sensor is favoured over the CCD sensor due to the increased speed
of processing, and comparatively, good pixel size. The CMOS sensor is having a
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Table 3 Performance of various CMOS image sensors

CMOS
type

Stepped
reset-gate
CMOS

CMOS
with
logarithmic
switch
points

Snapshot
CMOS

Linear-logarithmic
CMOS

Linear-logarithmic
CMOS

With
injected
charge
signal

With
in-pixel
noise
reduction

Technology
(um)

0.8 0.5 0.35 0.18 0.35 0.25

Pixel size – 23.4 ×
27.15

18 × 18 5.6 × 5.6 7.5 × 7.5 10 × 10

Pixel level
transistor

4 7 18 7 4 5

Fill factor
(%)

49 24.56 15 33 37 60

Dynamic
range (dB)

96 121 97 143 124 140

HDR
technique

Well
capacity
adjustment

Combined
linear log

Multiple
reset

Combined linear
log

Combined
linear log

Logarithmic

fill factor of 30–60% with HDR capabilities and 0.37–0.4 µm technology. Charge-
coupled device (CCD) and complementary metal-oxide semiconductor (CMOS)
devices are the two main categories of image sensors. CCD sensors are the devices
where all pixels data is collected and processed at the end, whereas in CMOS sensors,
each pixel has its circuitry for processing. Each of them has its own advantages and
disadvantages. Based onmany factors like noise, power consumption, voltage opera-
tion and sensitivity, these advantages are focused. This paper starts with the history of
images sensors, which demonstrates the early inventions of CCD and CMOS image
sensors. Following, this paper explains the architecture of each sensor, their pixel
designs and factors affecting their performance. This paper demonstrates how image
sensors have developed over years and their importance in different application areas.
In some cases, CMOS image sensors are preferred over CCD image sensors because
of their fast processing nature, especially in daily life photography as CMOS imagers
are good at negating the blooming and smearing effect. CCD image sensors have
their own predominating applications like military, space applications and profes-
sional camera because of its better image quality. This paper also demonstrates the
latest image sensor architectures for negating and getting a better output based on a
particular feature.

Recent image sensors have established their position in applications like high-
resolution image capturing, producing sharper and low noise images. However, there
are still issues to improve on. CMOS image sensor for high dynamic range, presented
in this paper, reduced the complexity of post-processing signal, but it is also observed
that due to smaller voltage input to the sensor, the FPN noise is larger compared
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to the sensor used for traditional consumer application. Image sensors are having
wider application in many fields due to the wide variety of environmental conditions
in which all these image sensors are exposed so the pixels which are used in the
CCD and CMOS have to maintained in certain conditions for better SNR and good
quality images so the development of the pixel which can be used in wide variety of
conditions is one of the major scope of development. The development of the image
sensor which has high zoom capability without losing the quality of the image to be
captured.
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Swift Double-Tail Dynamic Comparator

K. B. Sowmya and Meghashree Doddamani

Abstract The requirement for analog to digital with radical less power, more speed
and limited area requirement has made the converters to move in the direction of the
use of dynamic regenerative comparators in order to increase the power efficiency
and the throughput. In the work, a study has been carried out on the delay and
utilization of power in dynamic comparators. Designers will acquire an insight of the
key suppliers to the comparator delay from the analytical expressions and thoroughly
explore the trade-offs in dynamic comparator design. A novel dynamic comparator
has been proposed based on the presented research, in which the predictable double-
tailed comparator circuit is optimized for fast operation and lower power even in low
supplies. Without obscuring the process by adding limited transistors resulting in
substantially reduced delay time and applying domino logic technique at the output
nodes to reduce the power. It is shown that both the delay time and power intake are
reduced considerably in the proposed dynamic comparator. The Cadence virtuoso
tool is used to design the comparator.

Keywords Comparator · Dynamic comparator · Domino logic · Double-tail
dynamic comparator (DTDC) · High-speed ADCs

1 Introduction

Comparators are the basic constructing blocks of maximum digital circuits that
require small chip area with low-power, high-speed comparators. CMOS devices
suffer from low supply voltages. Hence, they move to the FinFET devices, a low-cost
and high-performance transistor. Instead of conventional flat design, it uses a fin-like
structure, which may allow engineers to more compact circuits and build faster oper-
ation and computer chips. The word “FINFET” represents a non-planar, double-gate
transistor based on the design of a single-gate transistor, designed on anSOI substrate.
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Hence, it is more difficult to build high-speed comparators with less supply voltage.
In other words, to attain more speed in a specified technology, superior transistors
are prerequisite to recompense for the reduction in supplies. This indicates that there
is an additional power and die space. In addition, lower-voltage process results in
restricted input assortment for common mode, which is essential in countless higher
speed ADC architectures, and example is flash ADCs. Different techniques are like
body-driven transistors [1, 2] techniques, supply boosting methods [3, 4], current-
mode strategy [5] and dual-oxide progressions. In spite of the advantages, very less
trans-conductance will be suffered from the body-driven transistor (which is equal
to the transistor’s gmb) related to its gate-driven counterpart, whereas distinct manu-
facturing processes, like deep n-well, require equally nMOS transistors and pMOS
transistors to work in body-driven conformation. In the proposed comparator circuit,
static power dissipation is abridged. The static power obtained is minimal so that
the circuit becomes more effective and takes a smaller amount of power and energy.
Compared to existing comparators, the performance of output swing in the proposed
comparator is high. For dual-rail comparator, common mode (Cm) voltage is high
due to dual rail property; simulation result shows differences in the value of delay
and in the value of average power considering input voltage in common mode. In the
work of comparator, it is seen that comparatively the digitized output is high. There
are two Voltage+ and Voltage− input terminals and single digitized V o output. The
output V o equation is depicted in Eq. (1).

Vo

{
1, if V+ > V−
0, if V+ < V−

(1)

2 Swift Double-Tail Dynamic (DTD) Comparator

The application of comparator is most commonly found in real-time applications
which require low voltage. Hence, the design of proposed comparator is done using
double-tail module. The proposed comparator’s significant notion is to advance the
limitation �V fn/fp to advance the velocity of latch renaissance. In a cross-coupling
manner, two control MOS transistors (MC1 along with MC2) were connected to the
first stage in equivalent to M3 along with M4 MOS transistors.

During the reset process, it is necessary to set CLK as low, Mtail1 and Mtail2
as low to avoid static power. By doing this procedure, MOS transistor M3 along
with MOS transistor M4 pulls altogether fn node and fp node to high voltage and
then the MC1 MOS transistor and MC2 MOS transistor goes to low state. The in-
between stage transistors, MOS-MR1 and MOS-MR2 rearrange all latch outputs
to ground. Transistors M3 and M4 switch off during executive process (clock is
considered to be VDD, and Mtail1 and Mtail2 are taken to VDD). Turning on tran-
sistor as long as fn continues to fall, pulling fp node back to the VDD; an additional
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switch MOS transistor MC2 halts off letting fn designate completely discharged.
Distinct from conventional DTDC, a function �V fn/fp of input MOS transistor the
trans-conductance and the change in input voltage, a PMOS transistor-MC1 switches
on, dragging the additional node fp hindmost to the upper voltage; in the modified
structure as soon as the comparator senses, the node fn discharges faster, for example.
Therefore, as time goes by, the difference between fn and fp (�V fn/fp) increases expo-
nentially, leading to a decrease in latch revival time [6–10]. Regarding the efficiency
of the modified concept, one of the points to note is that in this circuit, when anyone
of the control MOS transistors (e.g., MOS-MC1) switches on, a VDD is haggard to
the ground through contribution transistor and extremity transistor (e.g., MOS-MC1,
MOS-M1 and MOS-Mtail1); consequentially, it results in static power congestion.
To overawe this problem, two NMOS switches are cast off under the [Msw1 and
Msw2] contribution transistors, as shown in Fig. 1. Due to the fact that both fn and
fp nodes were pre-loaded to VDD (during the reset process) at the beginning of the
decision-making process, both MOS switches that are closed and fn and fp begin
falling with unlike discharge rates. The instant the comparator senses that one of
the fn/fp nodes discharges more quickly, the control transistors will behave in a way
that increases their difference in voltage. The conventional DTC can be adapted as
proposed DTD comparator. Figure 1 shows the proposed DTDC. The proposed DTD
comparator is faster than the other conventional comparators and consumes a less
power [11–20].

Applying domino logic at the output of the comparator which reduces the power
consumptions, two PMOS transistors are used at the latch block which provide better
results in terms of output swing to the circuit.

Fig. 1 Swift DTDC
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At the output side, two PMOS transistors give better amplification of the output
signal. If MR1 is high, then MR2 is low due to pairing in block, then MR4 is pulled
to the ground and OUTp to VDD and OUTn to low as MR3 is in off state.

3 Simulation and Results

To compare performance of the proposed DTDC with the conventional dynamic
comparator and modified dynamic comparator, the proposed DTD comparator is
simulated in the Cadence virtuoso using 18 nm technology and FinFET device with
supply voltage 0.8 V.

Figure 2 shows the transient response of the proposed DTD comparator. Here, the
output nodes OUTp and OUTn show the result of the proposed DTD comparator.
Where INP is high, the OUTp node starts to charging, and where INN is high, the
OUTn node starts to charging. The operation is happened only when there is high
clock input.

Table 1 shows the performance of the different comparator. Here, it shows the
delay and power consumption of the different comparators. By the analysis and simu-
lated result of different comparators, it demonstrates that the proposed comparator
is efficient and reliable for low-power and high-speed applications.

Fig. 2 Transient response of proposed DTDC at VDD = 0.8 V
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Table 1 Performance comparison of the comparators

Comparators Delay (ps) Power (us)

Dynamic comparator 117.6 254

Double-tail dynamic comparator 78.064 115

Modified double-tail dynamic comparator (main) 70.9 50.26

Modified double-tail dynamic comparator (final) 60.23 43.6

Swift double-tail dynamic comparator 51.55 11.47

4 Conclusion

This paper presented the delay and power analysis of the various comparators and
which one is the better performance compare to the other comparators. The conven-
tional dynamic comparator has more delay compare to the double-tail comparator.
For increasing the power efficiency, it introduced modified comparator. For reducing
the power and to increase the speed reduction of the comparator, this paper has imple-
mented new comparator using FinFET. Using Domino logic to reduce the leakage
power, FinFET devices take less supply voltage.
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Role of Thermal Sensor in Detection
of Early Stage of COVID-19

Deepak Prasad, Sanjay Kumar Surshetty, Vidushi Goel, and Vijay Nath

Abstract COVID-19 is the common enemy of all of us in this world. It created
lot of deaths, loss of economy and many more. The pandemic has created a lot of
innovation to bring solutions in helping fight the spread of novel coronavirus and
other diseases. In this paper, various thermal sensors for detection of COVID-19 in
early stage are discussed.

Keywords Thermal detection · IR detection · Smart camera · Artificial
intelligence · Sensors

1 Introduction

Nowadays, this pandemic has become the common topic of research interests, and
it also became very challenging to find a way to get out of it [1]. In this paper,
some sensors were discussed which help in detecting if a person becomes victim of
COVID-19. This helps in resuming our work in daily life without risk after a long
gap.

Three non-invasive techniques have been emerged for this purpose like we can
do analysis of air, waste water samples and temperature sensors (Fig. 1).

2 Methodology

The various ways of detection include.
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Fig. 1 Ways of detection of
COVID-19

2.1 Analysis of Air

Formeasuring concentration of virus floating in air, optical biosensors are in develop-
ment stage [2]. This work on two affects mainly optical and thermal one. Generally,
this works on basis of specific RNA structure with respect to virus. Its detection
is similar to analogy of two complementary objects inserted to become one full
object. Same technique was used before in pollution detection devices [3]. Once this
is completely developed, it could be used in detection of future pandemics well in
advanced [4].

2.2 Analysis of Waste Water Samples

This helpswhether particular area is safe are not but cannot point out particular person
specifically who is infected with virus [5]. This works based on speed with which
wastewater moves and gives snapshot of actual viral content in sewer community
showing large group of people who are infectious [6–9].

2.3 Thermal Sensors

This is deployed near various workplaces, airports, shopping malls, industries,
general stores, etc. nowadays. There aremanyways to check temperaturewith various
devices, but, however, WHO has warned that although temperature measurement
does not completely detect COVID-19, fever is not only major symptom but also can
cause pneumonia, etc. [10]. Also, temperature measured should be accurate. There
are also some limitations. There are non-contact sensors which are safe even for staff.

Non-contact sensors include infrared spot sensors, thermal camera sensors.
Contact type are thermometers whichwe generally keep inmouth tomeasure temper-
ature, but it requires continuous cleaning which is not possible during this pandemic
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due to large group of people. Actually, pandemic could have been prevented if we
have replaced sensors planted near borders which were installed 10 years back. As
we know, everything is smart nowadays, the requirements of accurate AI-driven
cameras need to be installed wherever required [11]. By combining various sensor
outputs, we can detect various other symptoms beyond temperature. There is elevated
skin temperature (EST) which is outer temperature of body. Generally, outer skin
temperature is lesser than inner body temperature.

2.3.1 Infrared Spot Sensor

This does notwork on all individuals at a timebutwork on every individual separately.
It is non-contact type which compares EST with threshold temperature and responds
with green or red signal. These devices are added with additional compensation
circuitry to account the effect of room/surrounding air temperature. Also, thermal
infrared cameras are developed which are more accurate. These thermal sensors can
scan large group of people and also detect temperatures of them individually [12].

2.3.2 Smart Cameras

As contact sensors require manpower involved at various places, it is quite difficult
to find those many workers. So, equipment which cannot work without manpower is
useless. So, AI-driven automated cameras which also connect to cloud help in remote
monitoring without manpower required. These sensors also monitor various persons
at a time. It is cost-effective, easy to operate and also helps in tracking the person
who is infected. This also helps in reduction of human error due to lack of attention.
As it can be connected to cloud, information can be easily shared and controlled
from command center itself. These devices are also well trained to detect sneezing
and coughing. But, whatever info we get is not sufficient; also, the suspected victim
should be sent to authorities [13]. If there are smart connected cities, that would also
help in tracking individuals who were in contact with infected victim. Some places
are also installed with thermal station in which person is required to enter the station.
These stations also give alarm signals if any part of the system is damaged [14].
Some sensors are developed like which can scan large group of people at a time and
then can mark as green or red. Then, this data can be linked to map to be able to track
individuals and can also trigger alarms if person tracked with green is found near
person tracked with red. There is limited accuracy and data privacy concern also.
Accuracy is highly important despite of urgency during this pandemic. If people
detected incorrectly for fever, then there is more requirement of staff and testing kits.
If people are missed in detection, then it is a hazard for future COVID-19 attacks.
Also, there is more requirement of training and cleaning of rectal thermometers,
etc. more often. So, thermal cameras are being installed everywhere. Some of the
limitations include that temperature of whole body is not uniform. Also, person
forehead temperature can vary due to outside climate which could cause incorrect
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detection. The most accurate temperature can be recorded if the camera can focus on
inner corner of the eye. Since small change in angle could cause much variation, it is
difficult to be measured. Privacy is a concern because whatever information they get
by scanning a person should be stored in highly protected place. Those who do not
comply with rules laid by ISO should be discarded. These is vast area of development
being done to detect like accuracy, speed, number of people scanned at a time and
their distance from equipment.

3 Conclusion/Remarks

Here, various ways of detection of COVID-19 are discussed. But, still these do not
guarantee 100% accuracy as already said, fever is not the only symptom of this
virus. So, there is still development going on to overcome challenges for making
better world for future as well as present.
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Generative Adversarial Network-Based
Satellite Image Enhancement

Rudra Narayan Pandey, Shreyas Shubhankar, Bibhudendra Acharya,
and Sudhansu Kumar Mishra

Abstract In recent times, satellite images are gaining popularity in the monitoring
of agricultural fields, forest ranges, surveillance, and public commute convenience.
In many places, it is difficult to implant cameras; thus in that scenario, satellite
images establish to be very helpful. However, the raw image taken by the satellite
needs to be preprocessed to remove cloud cover, improve contrast, perform color
correction, and improve inter-image contrast. In this paper, a method is devised
to remove cloud cover and improve inter-image contrast. Since deep learning is
gaining immensepopularity, a deep learning approachutilizinggenerative adversarial
networks (GANs) has been used for the enhancement of satellite images. To improve
inter-image contrast, histogram matching technique has been used. The technique
proposed in this paper has been investigated by considering the satellite images
collected from SKYMAP Global.

Keywords Convolutional neural network (CNN) · Generative adversarial networks
(GANs) · Spatial–temporal–spectral (STS)

1 Introduction

Several emerging applications utilize satellite images to solve problems ranging
from monitoring of agricultural fields [1] to public navigation systems [2]. Satel-
lite images play an important role in meteorology [3], remote sensing, and remote
surveillance. These applications take the help of computer vision, remote sensing
techniques to create clear images required for further processing. Satellite images
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are usually composed of various channels that extend beyond the visible band of light.
Three common categories of satellite images are infrared, visible, and water vapor
images. Visible imagery is used for applications like monitoring of forest ranges,
infrared imagery is used for meteorology, and water vapor imagery is mostly applied
for thunderstorm prediction. Some satellites are capable of capturing multiple bands
of light simultaneously, and satellite images, hence, captured are referred to as multi-
spectral images. They are generally composed of four different channels: blue, green,
red, and infrared channels. The composition of the channels varies according to the
intended application of the satellite imagery and may include bands, such as radio,
near-infrared, and microwave.

There are many hindrances encountered before using satellite images for terres-
trial analysis. Aerosol present in the atmosphere scatters light along with the oceans’
surface and makes the analysis of subsurface oceans difficult [4]. The presence of
clouds in the imageobscures the surface andmakes it difficult to observe the terrestrial
features. Thick cloud cover completely covers the surface and may require different
electromagnetic bands to extract limited terrestrial features. In contrast, thin cloud
cover poses a smaller difficulty and can recover most surface features using mathe-
matical and artificial intelligence techniques. Satellite images usually only capture a
small amount of surface at a time, and these images need to be stitched together to
form an image mosaic that can be used for analysis. These mosaics generally suffer
from color differences among different images, and a clear boundary between two
images is sometimes visible. These color differences usually result from different
sunlight reflectance of surfaces, atmospheric scattering, and temporal differences
(Table 1).

Many of the problems discussed above are solvable in some aspects, and possible
solutions of cloud cover along with inter-image contrast enhancement will be briefly
touched here before being fully discussed in the upcoming sections. QingCheng et al.
[6] proposed a technique to substitute missing pixels with the help of neighboring
pixels using Markov random fields (MRF) global function to remove cloud cover.
Aldo Maalouf et al. [7] used Bandelet transform and the multiscale geometrical
grouping to perform cloud removal. Martinuzzi et al. [8] proposed a method in
which cloudy images are detected and substituted with images of the same place
clicked on a different date without any cloud cover. In the artificial intelligence
domain, Kenji Enomoto et al. [11] proposed a technique to generate RGB images
from multispectral images with no clouds. Praveer Singh and Nikos Komodak in
[12] used a technique called Cloud-GAN that learns the relationship between cloudy
and non-cloudy images using the adversarial loss to constrain the distribution.

Two images taken side by side can have color differences which will result in a
visible boundary where one image ends, and the other begin. Hence, the removal of
this difference is essential before creating an image mosaic. Histogram matching is
a popular technique, whereby the histogram of the query image is made to match the
histogram of the reference image [5]. In the field of artificial intelligence, Guo et al.
[13] proposed a variant of CNN that was used for contrast enhancement by extracting
multiscale features from the intermediate layers of the CNNmodel. The cost function
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Table 1 Comparative study of different papers

Reference No. Applied methodology

Cloud removal techniques

[5] Cloud-free images were constructed by using image mosaic techniques on
multitemporal images

[6] Substituted missing pixels with the help of neighboring pixels using Markov
random fields (MRF) global function

[7] Used Bandelet transform and multiscale geometrical grouping to perform cloud
removal

[8] Cloudy images were detected and substituted with images of the same place
clicked on a different date without any cloud cover

[11] Generated RGB images from multispectral images with no clouds

[12] Used a technique called Cloud-GAN that learns the relationship between cloudy
and non-cloudy images using the adversarial loss to constrain the distribution

[14] Performed an analysis of visible band space characterization to rectify the RGB
band of cloudy Landsat images using haze-optimized transformation (HOT)

[15] Used shortwave infrared imagery to dehaze visible bands of image

[16] Restored Landsat ETM+ images via data captured by MODIS

[17] Proposed a method to fill gaps in data using neighborhood similar pixel
interpolator (NSPI) technique

[20] Proposed a spectral–spatial–temporal technique which used the spatial
correlations to non-local regions from local regions for the restoration of
satellite images

[21] Used CNN to remove cloud cover from an image using a different temporal
image

Color correction techniques

[1] Aims to correct the color using a reference image to join adjacent images to
make a mosaic

[13] A variant of CNN was used for contrast enhancement by extracting multiscale
features from the intermediate layers of the CNN model

was calculated by using Wasserstein distance to measure the inconsistency between
two color distributions.

In this paper, a generative adversarial network (GAN) and histogram matching-
based technique has been proposed for satellite image enhancement. Also, several
techniques have been investigated and compared, which are being used to solve the
problem of cloud removal and inter-image contrast enhancement to obtain cloud-free
and even-colored stitched images. The advantages and disadvantages of different
techniques are also discussed. This paper dives in depth in the recent advancement
of artificial intelligence techniques that claim to solve the issues found in satellite
imagery. The satellite image has been collected from SKYMAP Global.
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2 Cloud Removal

2.1 Broad Cloud Removal Approaches

Removal of clouds is basically a reconstruction process of images and the approaches
for the same can be categorized into four parts:

(1) Non-complementation Approaches

The remotely sensed image is used to reconstruct cloud contamination region infor-
mation by utilizing the remaining image sections without the help of any comple-
mentary data. A typical technique in this approach is missing pixel interpolation. It
should be noted that interpolation works best only for small pixel gaps and is not
suitable for huge data gaps caused by the presence of a cloud. New techniques that
have emerged in this approach are geometry wavelet, patch filling, and maximum a
posteriori.

The above techniques reconstruct missing regions by using the geometrical struc-
ture of the remaining image sections around the image sections. Radiometric infor-
mation gathered from the satellite along with the image can be used to synthesize
more realistic results to generate cloud-free images.

(2) Multispectral Complementation

In this approach, multispectral image data is used for image reconstruction. Since
clouds block visible band of light, the relationship between visible and auxiliary
bands can be used to reconstruct missing regions in the visible band. Zhang et al.
[14] performed an analysis of visible band space characterization to rectify the RGB
band of cloudy Landsat images using haze-optimized transformation (HOT)method.
They selected a spectral space containing spectral response of different land cover
types in a clear atmosphere which they claimed to be highly correlated. The resultant
surface response vector was termed as ‘clear line.’ The direction of clear line can be
showed in terms of its slope angles α, and HOT can be expressed as:

HOT = B1 sin(α) − B3 cos(α) (1)

where B1 and B3 are the digital numbers (DNs) of the pixel’s bands 1 and 3,
respectively.

Their method cannot be used in absolute sense since absolute information over
many scenes will be unavailable. Therefore, ‘α’ must be approximated form clearest
scenes with ‘α’ varying from scene to scene. Li et al. [15] used shortwave infrared
imagery in their method to dehaze visible bands of image. Similarly, a method to
use data captured by MODIS to restore Landsat ETM+ images is proposed by Roy
et al. [16]. These techniques work only for thin cloud cover and face difficulties when
thick clouds are present.
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(3) Multitemporal Complementation

This technique is more robust than the above-mentioned techniques and is able to
remove thick cloud covers from the image. It is easier to obtainmultitemporal images
since the satellites are capable of acquiring images of same area multiple times a day.
In this method, cloud-free sections of the image from a certain time can be used to
fill in the lost data from the image section taken at a different time.

Cloud-free images can also be constructed by using image mosaic techniques
on multitemporal images (Helmer and Ruefenacht [5]). Chen et al. [17] proposed a
method to fill gaps in data induced by the Scan Line Corrector (SLC)-off problem and
Landsat ETMusing neighborhood similar pixel interpolator (NSPI) technique. Thick
cloud coverwas removed by using amodifiedNSPI approach. Other techniques, such
as the local linear histogram matching (LLHM) approach (Scaramuzzaet al. [18])
and the weighted linear regression (WLR) approach (Zeng et al. [19]) were also
developed to tackle the problem. With these methods, spatial discrepancies may
arise in the reconstructed image since it is not possible to accurately substitute the
missing pixels.

(4) Multispatial–Temporal–Spectral Complementation

In this method, a combination of spatial, temporal, and spectral data is used to
recover missing information from the image. Li et al. [20] proposed a spectral–
spatial–temporal technique which used the spatial correlations to non-local regions
from local regions for the restoration of satellite images. The concept of CNN can
also be used for recovering degraded image. This technique is further described in
the next sub-section.

2.2 Convolutional Neural Network Approach

Convolutional neural network orCNN is the combination of convolutional processing
and fully connected artificial neural network. The convolutional part of CNN
comprises of convolutional, max pooling and activation layer. The output of convo-
lutional layer passes through activation, and then max/average pooling layer. The
convolutional part gets repeated, and after some repetition, the output of convolu-
tional part is made to pass through a fully connected layer which itself consists of
input, hidden, and output layer. In convolutional layers, kernels are used to extract
useful information needed formapping input to output.Most commonkernel sizes are
3× 3, 5× 5, and 7× 7 grid pixels.ManyCNN structures have already been proposed
that were designed for specific applications. Some of the examples are AlexNet,
ResNet, and InceptionNet and can also be used in the cloud removal application
(Figs. 1, 2 and 3).

Zhang et al. [21] have used CNN to remove cloud cover from an image using a
different temporal image. Their method learns the complex non-linear relationship
between input× 1 representing spatial datawith gaps and temporal data, respectively.
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Fig. 1 The conv structure

Fig. 2 Skip connection structure as proposed by Zhang et al. [21] for multiscale convolution and
dilated convolution, respectively

As explained above, spectral and temporal data can vastly enhance the precision
of the reconstruction as the image data usually has a high degree of correlation with
the missing regions in the surface features. In their method, they have taken two
images as input, one in which cloud is present and one in which cloud is absent.
Both the images are passed through a layer of convolutional operation with a 3 × 3
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Fig. 3 Flowchart for
generative adversarial
network

kernel size generating an output of 30 feature maps. The output of both images when
concatenated results in 60 feature maps. This output was then passed to 3 × 3, 5 ×
5, and 7 × 7 kernels simultaneously to extract multi-context information, and then,
the output of all these kernels were concatenated. Also, convolution parameters can
be introduced by increasing the kernel filter size, which can increase the complexity
of the training model. Dilated convolutions are being used to solve this issue. The
common convolution receptive field and the layer depth has a linear correlation,
where the receptive field size is Fdepth-j = (2j + 1) * (2j + 1). The dilated convolution
receptive field and the layer depth has an exponential correlation, which is equal to

Fdepth− j = (2 j+1 − 1) ∗ (2 j+1 − 1) (2)

Further, they have defined residual mapping, i.e.,

r j = y j − x j (3)

where x j and y j (the input 1 in Fig. 4) are the original undamped image and the image
with missing data, respectively. Residual mapping results in a decreased training loss
by employing a more effective learning status when passed through a multi-layer
network. If the number of layers in CNN is increased, then more features can be
extracted, but it also results in gradient vanishing or exploding problem. So, in order
to mitigate this problem, skip connection was employed as it maintains the image
details while passing the feature information of previous layer to its posterior layer.



504 R. N. Pandey et al.

Fig. 4 GANs framework for cloud removal proposed by Enomoto et al. [11]

2.3 Generative Adversarial Network

Cloud removal employs deep learning to generate images free of cloud. CNN requires
labelled data, while GAN does not need any cloud-free images to train the network.
In deep learning, there are basically two methods to generate new images: varia-
tional auto encoder (VAE) [9] and generative adversarial networks (GANs). Gener-
ally, GANs are used because they are very robust way of creating artificial images
that closely mimic the desired image [10]. There are many variations of GANs
which are used for generating images, and hence, GANs find its application in
cloud removal. Kenji Enomoto et al. [11] proposed a technique to generate RGB
images from multispectral images with no clouds. Singh and Komodakis [12] have
used a technique called Cloud-GAN that learns the relationship between cloudy and
non-cloudy images using adversarial loss to constrain the distribution.

Enomoto et al. [11] have taken two different band of image as input: RGB and
infrared image. Infrared light can penetrate inside thin cloud covers, and hence, it is
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Fig. 5 CNN model structure proposed by Guo et al. [13]

used in this method. In GANs, there are two networks discriminator and generator.
The generator generates fake images, and the discriminator rejects those images
unless a similar image to the input of discriminator is generated. In GAN, two loss
functions as mentioned in Eqs. 4 and 5 are optimized simultaneously to reach a Nash
equilibrium (Fig. 5).

At discriminator D,

D_lossreal = log(D(x))

D_lossfake = log(1 − D(G(z)))

D_loss = D_lossreal + D_lossfake
D_loss = log(D(x)) + log(1 − D(G(z)))

The total cost is
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At generator G,
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3 Inter- and Intra-Image Enhancement

There are multiple variations of this technique used by researchers. One of the tech-
niques used byBurgan et al. [1] is referred to as ImageMatch, aims to correct the color
using a reference image to join adjacent images to make a mosaic. Their histogram
matching technique works by comparing cumulative distribution functions. Their
method used only image overlap areas to create a lookup table, and the histogram
matching required no scaling. Their methodology requires no manual interpretation;
however, it depends on finding overlap regions which may not be present in many
cases and recreating images of the overlap region may result in loss of data.

In [13], the authors have used Wasserstein CNN to output histograms or distribu-
tions by analyzing the input images. Reference images were used only for training,
and not to create corrected images after the model was successfully trained. After
obtaining the required histogram, histogram matching is performed to obtain the
output image. This method does not require any reference image to create color
corrected image, and hence, this technique shows promise in removing atmospheric
scattering-related digital value variation and obtaining color-corrected image.

Guo et al. [13] have developed a CNN model that uses Wasserstein distance as a
loss function, and to reducememory and computational complexity,modified version
of SqueezeNet is used. SqueezeNet is a lightweight CNN, and consists of two basic
modules: squeeze layer and expand layer. In squeeze layer, 1 × 1 size kernel is used
while 3× 3 size kernel is used as an unexpanded layer. Thismodel is computationally
efficient since it helps to reduce the overfitting problem. They have removed final
global average pooling and SoftMax layer of SqueezeNet, and the rest part has
been utilized to extract useful information from the raw image. The authors have
avoided overfitting and color discrepancy problem by employing data augmentation
on the original input. Three augmentation operations are: random cropping, random
flipping, and random color augmentation. In random cropping, they have extracted
an image patch of random size from the original image. In random flipping, each
patch is randomly flipped vertically or horizontally. In random color augmentation,
brightness, saturation, and gamma values of the patch are changed randomly.

4 Simulation Result

Specification of the system on which tests were executed is Dell Inc. Inspiron 7560;
×64 based Windows 10 operating system; Intel(R) Core (TM) i5-7200U CPU @
2.50 GHz, 2701 MHz, 2 Core(s), 4 logical processors; 8 GB RAM; 250 GB SSD;
and GeForce 940MX 4 GB graphics card.

To evaluate the proposed method, experimental results are listed and discussed in
this section. From the experimental results, it is shown that the GANs can improve
visibility by cloud removal with RGB and NIR satellite images, and the ability of
histogram matching to improve inter- and intra-image contrast has been shown. An
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image is split into four parts. One of the parts is used as reference (first image in row
1) of Fig. 6. The other three parts aremanipulated to synthesize fake contrast changed
images. The four images are joined and illustrated in Fig. 7. Synthetic cloud is then
generated by using Perlin algorithm and then added to the four images using alpha
blending and has been illustrated in Fig. 8. Clouds are then removed using GAN
model of the four images individually. These images then pass through a histogram
matching algorithm which uses the reference image to correct the three images.
These images have then been combined to form Fig. 9. This Fig. 9 is then compared
with Fig. 10, using different image evaluation metrics as shown in Table 2. Sample
results of the synthesized cloud-obscured images are shown in Fig. 6. The columns
represent the NIR images, synthesized cloud-obscured RGB images, RGB images
predicted by GANs, and the mask images of the clouds predicted by GANs, from
left to right.

The final corrected image is very similar to the original imagewhich can be proved
by the metrics shown in Table 2.

Fig. 6 Prediction results by GANs with the synthesized cloud images
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Fig. 7 Synthesized contrasted image

Fig. 8 Synthesized cloud image
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Fig. 9 Corrected image

Fig. 10 Reference image
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Table 2 Image evaluation metrics comparing Figs. 7, 8, 9, and 10 (PSNR: higher is better, SSIM:
higher is better (max value is 1), and MSE: lower is better)

Reference image Compared image PSNR SSIM MSE

Original image Contrast-manipulated image 17.28 0.872 1216.35

Original image Contrast-manipulated image + cloud-added image 11.36 0.58 4752.08

Original image Final corrected image 25.58 0.97 179.56

5 Conclusion

Great progress has beenmade in cloud removal and contrast enhancement of satellite
images over the years. Earlier rigorous mathematical computations were needed
to be performed for cloud removal, but since the advent of neural networks, the
computational complexity has decreased that led to the increase in efficiency of
the models. CNN was earlier used to remove cloud cover, but they need a training
batch consisting of images having cloud cover and no cloud cover. But, GANs have
addressed this problem by only utilizing cloud cover images in the training period.
GANs have shown promise in solving this problem, but they require large training
time and tuning of hyperparameters by trial and error.

In this paper, a method to remove thin clouds from satellite images formed using
visible light by extending GANs to multispectral images has been used. The dataset
for training networks was constructed by synthesizing simulated clouds with Perlin
noise over images without clouds, whichmade it possible to generate cloud-obscured
training images and ground truth of the same area. In addition, to avoid overfitting
to certain categories caused by biased datasets, t-SNE has been used to sample
images uniformly in each category. Finally, the experimental results evaluated on
the constructed data prove that the clouds in the visible light images can be removed
if they are penetrated in NIR images. In other words, NIR images should not have
clouds if this model is to be used.

Histogram matching technique has also been applied to improve inter-image
contrast using a popular and efficient algorithm. Two variants were tested, one in
which a different image was used as a reference and the other in which an image of
the same area captured at a different time was used. The latter variant produces better
images but require an image captured before time while the former variant produces
slightly worse result but does not require any prior image.

In the future, a different band of image could be used instead of NIR which can
penetrate thicker clouds so that the fourth channel could capture cloudless images
albeit without color. Also, the GAN model would be able to provide better accuracy
if it is trained with more real images. So, expanding the dataset is of paramount
importance and could be done in the future.
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Accident Avoidance and Detection
on Highways

Deepak Prasad, Ashutosh Anand, Vishnu Anugrahith Sateesh,
Sanjay Kumar Surshetty, and Vijay Nath

Abstract Methods and technologies to monitor fatigue levels of driver are being
developed, tested and implemented. This project makes use of such technologies
which make the car more intelligent, thereby preventing road accidents. There are
very few systems existing that record and process data related to the human behavior,
and even fewer that are implemented in commercial vehicles. In the current article,
a real-time speed regulator in which the vehicle speed is a function of driver fatigue
levels, location of the vehicle and its surrounding environment have been proposed.
The proposedmodel uses an advancedmethod to identify signs of tiredness in drivers
and adjust the vehicle speed accordingly to evade road accidents. The key apparatuses
of the system consist of real-time sensors like gas sensors, eye blink sensors, blood
alcohol level sensors, fuel gauges, impact sensors and a software interface with
GPS for finding the location. The proposed project is an attempt to take a step
toward safe vehicle navigation. The system automatically senses certain predefined
zones and signboards, like school zone, residential zone, Ghat section, blind turn,
sharp curve etc. For example, drivers usually over-speed on hilly roads, causing
inconvenience and danger to the oncoming vehicles. Though there are safety signs
along the road, they are violated by the vehicle drivers. This objective is achieved by
using embedded systems to design a vehicle controller that controls speed by sensing
the different zones or by defining specific color stripes for different zones andmaking
use of a color sensor to sense the respective zones. The project comprises of the
transmitter unit and the receiver unit. The transmitter unit is fitted with a transducer
that senses the zone in which the vehicle is present. It then sends this zone status to
the receiver unit. The receiver unit is fitted with a microcontroller for the embedded
system implementation that takes the zone status from the transmitter and sends out
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a warning signal to the driver. After a few seconds, if the vehicle speed persists
above a set threshold, the receiver unit adjusts the vehicle speed accordingly. Speed
control is the need of the hour due to the increased rate of accidents reported every
day. Road accidents can be reduced by taking measures like improved road traffic
control andmanagement, making the quality of road infrastructure better andmaking
use of safer vehicles. The current safety systems are not sufficient to decrease the
number of road crashes. It is necessary to make use of smart speed control in which
vehicle speed limit is set by vehicle itself, based on zones, traffic density, etc. In
case the color sensor is used, the developed system detects color of specific intensity
and accordingly activates/deactivates the speed control system inside the color strips
marked on the road. When the vehicle enters roads where the speed is required to be
limited, the automobile transducer detects the color and the position of throttle/fuel
pump/engine valve which determines vehicle speed control within the established
limit is adjusted accordingly. When the system is triggered, the vehicle is controlled
within that limiting speed and until the next color strip is crossed. Both the methods
have their own advantages and disadvantages. The embedded system approach is
futuristic but difficult to implement while the color strip approach is simple and
economical. The systems can also be used to alert traffic authorities if rash driving
persists, which can be deduced by analyzing the speed control system operation data.
The existing devices can only detect rash driving on highways but cannot control
it. Also, they involve a lot of human effort, which makes them inaccurate. In this
paper, we design a system that not only detects but also regulates dangerous vehicle
driving patterns. With the quick development of automobile industry, road safety
is becoming a serious problem in recent decades. Major accident-prone areas are
sharp turnings, steep slopes, pot-holes, a concealed crossroads, covered safety signs
or conditions where the oncoming traffic is obscured. However, it is difficult to find
a perfect solution to the problem as a vast majority of vehicles are manned, not
automated. Driver weariness is a major reason behind a most accidents. Majority of
the traffic accidents occur due to human error and can be avoided by the use of the
above-mentioned systems.

Keywords Accident avoidance · Speed limit sensor · Color sensor · Curve
detection · Auto braking

1 Introduction

Reckless driving is the root of many road crashes all over the world. A total of about
five lakh accidents were recorded in 2001 in India. The traffic populace has risen
considerably in India and the existing systems can only monitor the speed of vehicles
but cannot control it. The project presented automatically senses the areas like school
zone, highway, steep slope or curve zone. The system developed senses traffic signs
and sign boards and accordingly assists the driver in controlling the vehicle. The
proposed project consists of mainly two units: zone unit and vehicle unit [1]. These
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special designed zones indicated on road sign boards. For example, near blind turns,
the sign board displays “Curve Ahead-Go Slow”. Driver goes at very high speed
as usual near the curve causing accidents. As a result, the purpose of displaying
warning sign on the roadside boards is defeated. The proposed system automatically
senses such traffic signs and accordingly informs the driver. Added features like anti-
collision, auto braking with curve detection, Driver fatigue detection system and auto
speed limit sensor can be integrated with this system.

This method is very effective in sensing and control of overspeeding. Accidents
are not always caused by drunk driving. Even a sober person can drive in a reckless
manner. Accidents not only cause a serious damage to the driver but also pose a threat
to the surrounding vehicles and people. The current methods of detection by traffic
patrols lack efficiency. This is because the patrol officer strength is not sufficient to
monitor all the driveways. Moreover, monitoring the roads at night time or in bad
weather conditions becomes tough and the proposed technology assists in providing
a better alternative to reduce accidents. Additional features like anti-collision, auto
braking with curve detection, driver fatigue detection system and auto speed limit
sensor can be integrated with this system.

Accidents not only cause a serious damage to the driver but also pose a threat
to the surrounding vehicles and people. The current methods of detection by traffic
patrols lack efficiency [2]. This is because the patrol officer strength is not sufficient
to monitor all the driveways. Moreover, monitoring the roads at night or in poor
weather becomes even more difficult. Currently, the police use a potable radar gun
and point at the vehicle to note its speed. If the vehicle speed exceeds the speed
limit, the nearest traffic check post is alerted to stop the vehicle. This methods proves
to be ineffective as a lot of time is wasted between detection and control of the
overspeeding vehicle. With the regular increase in road traffic, this method becomes
futile and fails to protect the lives of people [3].

Although the suggested model can also be designed using a microcontroller, the
drawback of high complex and cost is more than overcome by the efficient way in
which the speed of vehicle is controlled [4]. A wide range of sensors can be used,
such as inductive loops, video recorders, ultrasonic and microwave transducers and
radar-centered sensors. The improvement of the suggested system over conventional
cautionary method is that it will help highway traffic police monitor vehicular speed
but also regulates it in accordance with the set speed limit. This model can be further
developed in future during the introduction of commercial self-driving cars to ensure
the safety of the passengers (Fig. 1).

Research is being done tomake fully automated roadway system across the world.
But will take up to two decades for the full-fledged implementation of these major
technological systems on the highways. These systems efficiently control vehicle
speeds and movements in order to avoid accidents and utilize sophisticated features
built into the roadway and vehicle which are currently not feasible. Rash driving,
collision due to obstacles and overspeeding are just some causes of accidents. For the
prevention of accidents, government made traffic rules which have to be followed at
all times.
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Fig. 1 Road accident deaths by type of vehicle [5]

Statistics show that 1200 deaths and 76,000 injuries annually are caused due
to fatigue-related crashes [6]. Developing technologies to detect or prevent sleep
drowsiness is a major challenge in designing accident prevention systems. The
various ways to detect the tiredness of a person are by measuring the pulse, brain
activities, eye movements, etc. This will require several transducers attached to the
driver, therebymaking driving uncomfortable. Themonitoring of the eyemovements
can sense the driver’s weariness to a considerable extent. Fatigue detection involves
a sequence of images and observation of eye movements and intermittent patterns.
The study of images of the eyes helps perceive if the eyes are shut or not and thus
senses tiredness. MATLAB and OpenCV-Python can be used for image processing.
MATLAB will be able to capture 2–4 frames per second, while OpenCV-Python
will be able to capture 8–10 frames per second, thereby leading to more precise and
accurate results [7].
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2 Existing System

One of the biggest hazards to safety is on the roads. A mishap occurs every 18 s, and
about 20 lakh of them cause temporary or permanent disability. One severe injury
could change your life, and it becomes difficult to recover from the post-accident
traumatic stress (PATS). Before a new carmodel can be sold to the public, it must first
be tested to ensure it is safe and reliable to drive on the roads. The main components
of the vehicle are manufactured by the same automobile companies to ensure that
they meet specific performance standards, fuel economy, reliability and comfort, but
all of those tests certify the vehicle to be safe presuming that the driver operated the
vehicle in a proper manner (Fig. 2).

From the above chart, we can conclude that the major causes of road crashes
are carelessness, overtaking and consumption of alcohol among others, which are
associated with the driver. The main reason to drive while being intoxicated is that
road police cannot test all vehicles circulating on the roads. So we need an effective
system to control drunk drivers.

Existing Advance Technological Systems Found in High-End Cars

• ABS (Anti-Locking Braking System):

An anti-lock braking system or anti-skid braking system (ABS) is an automotive
safety system that allows motor vehicle’s wheels to maintain contact with the road
while braking, inhibitingwheels lock, therebypreventing uncontrolled slippage.ABS
automatically pumps the normal braking system instead of manual brake pumps to
inhibit wheel lock. This helps the driver focus on safety in case of a mishap [9].

Fig. 2 Causes of road accidents [8]
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• EBD (Electronic-brake-force-distribution):

It is an automotive braking technology that automatically changes the applied force
to each of the vehicle’s brakes, depending on condition of the roads, speed and load
together with the ABS system. Generally, the front-end supports more weight and
EBD distributes less braking pressure to the rear brakes so that rear brakes do not
clog and cause slippage.

• SRS Air Bags (Supplemental Restraint System Air Bags):

An airbag is a vehicle safety equipment. It consists of an elastic casing designed to
swell quickly during a crash to prevent occupants from hitting internal objects such as
a steering wheel or a window by restraining their movement. Sensors may distribute
one or more airbags at different speeds depending on the type and seriousness of
impact. The airbag inflates only in case of mediocre to severe accident.

• Immobilizer:

An immobilizer is an electronic device installed in a car to prevent the engine from
operating unless the correct key is present.

• Parking Sensors:

Parking sensors are proximity sensors that alert the driver about hidden obstacles
while parking the vehicle. Parking sensors are of two types—electromagnetic parking
sensors and ultrasonic parking sensors—and are predominantly fitted at the back of
the vehicle. They also come with a video display in the rearview mirror to assist in
parking the vehicle.

• Cruise Control:

Cruise control is a system that automatically controls the speed of a motor vehicle.
The system controls the car accelerator to maintain a constant speed as determined
by the driver.

Existing System and its Drawback

After studying the statistical data pertaining to accidents, it can be concluded that
majority of the accidents take place due to unsafe driving. Drunk driving is the cause
of about one-third of all road accidents, and there is not much the existing safety
systems can do to control the driver. This is because none of the existing systems
detect driver or passenger misconduct, the driver’s skill to judge distances, reaction
times, decision-making and vision. They can monitor or at the most assist the driver
in avoiding accidents but cannot forcibly take control of the vehicle to drive it to
safety (Fig. 3).
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Fig. 3 Reckless driving as a
cause for road accident
deaths [10]

3 Proposed System

Here, particular zone is detected by system, and accordingly, actions are carried out.
The project proposed here consists of zone unit and vehicle unit. Based on traffic
sign, zone unit transmits the signal and the appropriate action is done by vehicle unit.
In this way, speed of the vehicle is controlled, and accident is prevented. The system
includes auto braking, auto speed limit control and curve detection (Figs. 4 and 5).

Establishment of wireless communication by RF transmitter and receiver, overall
functioning and controlling bymicrocontroller, vehicle control system formovement
controller, IR trans receiver and sensor for avoidance of collision. RF receivermodule
and DC motors in microcontroller control whole system. It verifies the data with
program in it and according required actions are taken. Transmitted signal controls
the vehicle speed, i.e., speed of vehicle decreases by some cut-off and maintained
constant until vehicle is in transmitter zone [11].
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Fig. 4 Speed reduction and curve detection

Fig. 5 Collision avoidance
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Fig. 6 Proposed system block diagram (CAR unit)

Selection of Color Sensor

Here, color is identified by color sensor and gives corresponding serial output (RBG
value). It can identify many color shades giving corresponding RGB value. The
detected color is identified as these primary colors (red, blue and green)with accuracy
of 8 bit for each primary color. Separation and combination of these colors can be
done by RBG values.

Intelligent systems are used in all aspects of the system, CARs are a system that
dealswith human lives and reality. This includes systembehavior, behavioral analysis
and coordination. The flashing sensor and the detection of alcohol are important to
ensure human life (Fig. 6).

4 Potential Future System

Hardware Description

The microcontroller that accesses data is the heart of the system. The ARM driver
is used here. The temperature of the car is measured by the temperature sensor. The
signal is transformed into electrical form by conditioning the signal. The conversion
from analog to digital is via ADC. Since the ARM processor has an embedded ADC,
the signal conditioning unit output is connected to the ARM processor. The LPG
gas sensor is connected to the ARM processor by the signal conditioning unit. The
temperature indicator helps to keep track of engine temperature. If an overheating
occurs, a warning is issued as a beep. RPM controller is used to measure distance
and speed. Due to advancement of technology, the new methods are being invented.
Mechanical speedometer which is based on digital technique is used in vehicle.
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Fig. 7 Block diagram of
base unit

The speed is expressed in km/h. The disc rotates through the optical array having
a phototransistor and infrared LED. RPM and speed of vehicle are derived from
pulses generated by optical assembly. Gas detector keeps track of gas leakage; if
any leakage is detected, then alert is given in form of buzzer. If alcohol is found in
the driver’s breath, he notes it and then turns it off, and then avoids the possibility
of an accident. If driver is found to consume alcohol, then it turns ignition off. If
decrease in eye blink count is detected by eye blink sensor, then it implies driver is
sleepy, and alert is given in form of buzzer. Impact sensors are used to find out place
at which impact occurs in case accident is taken place. After complete collection of
information, data is stored in internal memory, and by using GSM, message is sent
to surveillance unit. This data is now stored in EEPROM. When the switch on car is
pushed, then this data is displayed (Fig. 7).

Software Overview

The mainstay of entire project is software overview. Software improvement deals
with programs written for microcontroller’s interfacing for ADC, keyboard and
mobile interface. The best explanation of microcontroller codes can be done by using
flowcharts. Next to software and hardware, rudiments of system software program-
ming is incorporated to achieve a given task. When the microcontroller performs
calculations or control, its data and display should be easily understood by humans.
So, firstly, main program is to divide into subroutines which is further divided to sub-
sub routines. After complete assembling of PCB is finished, then software part occurs
where C language and assembly language are used. ARM controller performs many
operations. The coding is basically divided into modules and sub-modules. Modules
deals with initialization of all ports, whereas sub-modules deals with initialization
of ADC, LDC, inscription and reading of memory. GPRS helps to locate area of the
accident, and message to relatives is sent by GSM.

Rash driving causes much hindrance for people. So, detection of it is neces-
sary which is done by highway speed checker circuit which uses counters, timer,
7-segment display, etc. Working of this circuit is shown in the below diagram. The
additional logicmodule includes timers,NANDports and ten-year counters.Aphoto-
diode (sensor) is a type of photodetector capable of converting the light into current
or voltage, depending on the operating mode. Photodiodes use PIN junction rather
than PN junction, unlike semiconductors. Photon strikes the diode with energy suffi-
cient to excite electron, thereby creating a hole and mobile electron. The carriers
are thrown away from depletion region by built-in-potential if absorption occurs in
depletion region of junction or one diffusion length away from it. Therefore, the
holes move to the anode, electrons toward the cathode and a photocurrent produced
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Fig. 8 Block diagram of vehicle speed detector using timer

goes to the timer. Here, we use 555 IC Timer, which is an integrated circuit that
implements a diversity of multiple vibrator applications (Fig. 8).

5 Methodology

Rash driving is the main reason for occurring of accidents. The reasons may be
poor judgment on part of the driver or poor driving by the driver. After losing the
control, it is difficult to drive the vehicle. So speed control of vehicle should be the
responsibility of government. Some safety system is needed for prevention of loss
of valuable property (which is permanent solution for above problems). Innovative
concept is suggested in which speed of vehicle can be controlled automatically at a
given limit at particular distance. The proposed concept has potential to control the
problems related to traffic. The proposed system here is based on color strips marked
on highway.

Operating Principle

Activation or deactivation of speed control is done by color detecting sensor of
specific intensity. Accurate speed measurement of the car can be measured with the
Hall Effect sensors positioned on the wheels of the vehicle. The longitudinal speed
of the vehicle can be controlled with the help of sensor fusion, which applies to
information received from subsystems. In practice, the color sensor in vehicle detects
the color of the strips on the road which activates the system by sending signals to
the MCU whenever a vehicle enters the road with a speed of around 80 km/h. MCU
controls the position of the throttle valve which results in engine speed control at
the conventional limit. When the system is initiated, the vehicle is controlled at a
certain speed or below that limit until it crosses another color strip on the road. Now,
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in this system, when driver wants to exit from highway to off-road, this speed limit
is taken out, the system is deactivated and the vehicle runs under complete control
of the driver. RF transmitter units with unique identity code are fitted in monitoring
zones for prevention of accidents in smart zone sensing system. Vehicle’s number
plate should contain RF receiver and respective circuitry. Alert messages sent by
zone transmitters will be displayed on dash board.

Transmission of zone code to receiving units is done by radio frequency trans-
mitter. The transmitted zone code signal is received by radio frequency receiver.
Based upon the frequency of transmitter, the output pins of transmitter go high. The
produced output is fed to buffer. By passing relay for further feeding unit, gain ampli-
fication is produced. This gets the status of speed limit and drives two more blocks.
If the construction system contains IR transmitters and two receivers, then vehicle
can stop automatically if any obstacle comes in front of it. This implies that ignition
key of vehicle should be in series with power supply line, and when rider switches
on ignition key, vehicle starts.

6 Implementation

MQ-3gas-sensor:

The MQ-3 gas sensor offers good resistance to distribution of gasoline, smoke and
vapor. It also has high sensitivity toward alcohol. Percentage of alcohol consumed
by the driver can be detected using this sensor; the sensor also has a wide range of
applications and is relatively cheaper. Another advantage is that it has a simple drive
circuit and has a long lifetime.

MQ-6gas-sensor:

MQ-6 responds to and detects natural gas, LPG, butane and propane. The sensor is
of low cost and can be used to detect combustible gases like methane.

GPS Receiver:

The GPS smart receiver consists of 16 channel. The GPS receiver provided is
completely enabled to provide excellent sensitivity along with tracking capabili-
ties. Along with that, the receiver provides accurate velocity and time accuracy
performances.

Benefits to User:

(1) Very low power consumption
(2) Easy installation
(3) Superior urban canyon performance
(4) Financially feasible and high performance.
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This device works ideally when we assume that the maximum speed on the high-
ways is around 60 kmph. To ensure that the power supply output is correct, a multi-
meter must be used before we start utilizing the system. If the multiplier verifies
proper output, switch the supply on. Two photo diodes are utilized here, which are
connected with the help of long wires. The speed limit can be selected using the
switch SI. As soon as the vehicle crosses the first IR diode, the first photo diode will
trigger IC-1. The IC-output is high for the time set to cross the 100 m with the speed
that is selected. During this period, the first LED glows. Upon crossing the second
IR diode, the output of IC-2 is high, making the second LED glow. The piezo-buzzer
sets off an alarmwhenever the vehicle crosses the selected speed over given distance.
As soon as the first IR diode is intercepted, the counter starts counting, and it comes
to a stop after the second IR diode is intercepted. The time taken by the vehicle to
cross both the IR diode beams is given by a seven segment display. For example, if
the selected speed is 40 kmph, the timer is set at 100 Hz, and if the display count
does not exceed 400, it means that the vehicle’s speed has exceeded the speed limit.
This is accompanied by the buzzer’s sound. The circuit is reset for the next passing
vehicle. The system is efficient because it utilizes two LDR sensor pairs, which are
installed 100 m apart on the highway; each LDR sensor pair on the opposite side of
the road.

7 Results

In this project, the speed of a vehicle was controlled whenever it entered a school
zone, work zone, curve zone, highway or a U-turn. Accidents on the road can be
prevented by detecting the collision distance and speed using an IR sensor. Various
parameters of the vehicle such as the engine temperature and steering positions were
monitored. As soon as the car was impacted, the impact sensors came into the picture.
All of the data is stored in a component known as the µC. If traces of alcohol are
detected in the breath of a driver, he/she is immediately warned by the sensor which
turns the ignition off. We have designed also an eye blink sensor, and it helps in
monitoring the number of times the driver’s eye blinks. If the number of eye blinks
decreases, it implies that the driver is sleepy, and in that case, a buzzer is operated.
In case an accident does occur, impact sensors were utilized to find out where the
impact occurred. The information is sent to a surveillance unit or a base through an
SMS from theµC component, which uses a GSMmodem to accomplish this. On the
base side, data such as the engine temperature, eye blink status and level of alcohol is
received. The GPS coordinates are updated to the online Google Maps. The reasons
of crash or accident can be better understood by the analyst with the help of the PC
unit, which has an online VB software. The software displays all of the data and has
a feature to show information graphically.

Vehicles on the highway must not exceed the speed limit. However, in spite of all
the restrictions, accidents frequently keep occurring because the drivers trust their
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instinct and reduce/increase speeds according to their will, without paying heed to
the rules.

The systemwas subjected to different conditions. Efficiency at different conditions
is calculated. The test is conducted for duration of 60 s to detect the eyes in opened
state. The numbers of frames in which eyes are found to be open in this duration are
noted. Thus, the efficiency is calculated. The system is tested on different ambient
lighting conditions with different users. The system gives accurate result on ideal
lighting conditions. The systemworked effectivelywhen testedwith users of different
eyes structure at preferred lighting conditions. The system works efficiently at all
lighting conditions except for dark or very little lighting. In low lighting conditions,
once the face is detected, eyes are detected with 43% accuracy. The performance
is not degraded even when there is slight head movement. But the heavy constant
head movement results an accuracy of 47%. The major drawback is when the users
wear spectacles which results in multiple reflections on the camera and thus degrades
the performance. The system for users with anti-reflective spectacles or spectacles
with very little reflections gives an accuracy of 52%. The system does not work for
users wearing eyes shades since it is not possible to detect the eyes, resulting in 0%
accuracy. The system fails to detect the face if the user is beyond the distance of
40–50 cm. The alarm is triggered instantly without any delay once the drowsiness
is detected. It is made sure that alarm is triggered only if both the eyes are closed.
Hence, the system works accurately and precisely with 98.5% accuracy at optimum
lighting conditions when the driver is at a considerable distance from the camera.
The accuracy of the algorithm is checked with different eye lengths to find out the
optimum value. It has been found that for eye lengths less than 3, the accuracy will be
less, and it will detect eye for only good lighting conditions. The value of eye length
with 3 and more will result in the detection of eye status under other conditions like
bad lighting, constant head movement and wearing spectacles. It has been found that
efficiency gradually increases as per the increase in the value of eye length.

Comparison is carried out based on the metrics like part used to measure drowsi-
ness, technique(s) used for detection, the feature extraction mechanisms, algorithms
used for classification and themaximum possible accuracy obtained from the various
techniques. It shows the accuracy (i.e., efficiency) of the different techniques utilized
to detect the drowsiness status of the driver while they are on the wheel.

Benefits and limitations

Benefits

The eye detection mainly depends on the quality of the camera that is being used.
The system gives appropriate results even under low-lighting conditions. Expected
results are achieved even when the face is about 40 cm away from the camera. The
system works fine even when there are slight head movements, which is a major
advantage when the driver is driving the vehicle, considering the road conditions.
Capturing of frames form the video and further processing of the frames to detect
the status of the eyes are very fast. No delay is incurred to on the alarm when fatigue
is detected.
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Limitations

The major limitation of all eye detection systems is when the user is wearing spec-
tacles. Although the FDAS provides much resistance to this limitation, the result is
found to be inefficient. The system fails to detect the face when the face is very much
titled from the vertical axis. Therefore, the eyes cannot be detected. System cannot
work under dark or very little lighting conditions.

8 Conclusion

In this project, heavy traffic zone accident prevention techniques are presented, and
their feasibility in the real world is discussed. It has been mainly designed in order
to avoid accidents and to alert the drivers about the speed limits for safe traveling.
These systems can be used in a variety of areas, such as roads with sudden sharp
and high curves, thus preventing accidents in Ghats sector and on old bridges. These
systems are also used to regulate and control the speed of the vehicle in hospital,
school and work zones. Thus, accidents caused by the negligence of drivers can
be easily prevented. These systems put emphasis on controlling the vehicle speed
automatically without the help of the driver. At the same time, it detects obstacle and
stops the vehicle so that accidents can be prevented.

A driver’s fatigue is the primary reason for the numerous accidents taking place
on highways. We can also see that the rate of traffic accidents keeps alarmingly
increasing every year. This project showcases the new fatigue detection algorithms
and new systems that use alcohol and eye blink sensors. Fatigue can be detected
immediately and regularly alarms the driver and third party. By themeans of research
presented in this report, we can propose a system to prevent accidents, thus making
roads and highways safer places to travel on. Since number of accidents on highways
increases at a high rate, it is necessary to keep the speed of the vehicles on highways in
check, in order to reduce accidents. This system also minimizes the difficulties faced
by the traffic police department, making it relatively easy to control the rash driving
on highways. This system can be very useful to the police, as they can sit in control
rooms and regulate traffic with ease. Their services will become more accurate, and
this could significantly reduce the number of mishaps occurring on highways on a
day-to-day basis. This concept can be extended to the future by integrating a camera
into the system so that the image of the number plate of offenders can be captured
and fed to the control room.
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Process Corner Analysis for Recyclic
Folded Cascode Operational Amplifiers
at 180 nm SCL Technology
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Abstract The paper presents a recyclic folded cascode amplifier which is an
improved architecture of the conventional folded cascode amplifier. An improve-
ment in DC gain, unity-gain bandwidth, slew rate, and common-mode rejection ratio
is observed when compared to the conventional folded cascode amplifier with same
power. The recyclic folded cascode architecture delivers gain as 75 dB, slew rate
as 10.3 V/µs, unity-gain bandwidth as 8.3 MHz, and common-mode rejection ratio
as 123.9 dB in simulation. The power consumption of the recyclic folded cascade
is 12 µW with a power voltage of 1.8 V. Further, we designed a bandgap reference
circuit using the low-power recyclic folded cascade amplifier. The circuit simulation
delivers 633 mV of reference voltage with a coefficient of temperature 27 ppm/°C
for the temperature range of 106 °C at 1.8 V supply voltage. The bandgap reference
circuit consumed 83 µW of power. The simulation results are obtained in 180 nm
SCL technology.
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1 Introduction

Operational transconductance amplifier (OTA) is the main building block of various
analog circuits such as switched capacitor filter, analog to digital converters, digital
to analog converters, and bandgap voltage reference. An OTA is defined as a voltage-
controlled current source (VCCS) which produces an output current proportional to
differential input voltages with a transconductance of the amplifier as the constant of
proportionality. It is similar to an operational amplifier (op-amp) and consumes high
power. A single-stage op-amp is anOTAbutwith limited gain, output impedance, and
thereby UGB. Typically, a multistage OTA is designed. A multistage OTA delivers
high output resistance and high gain but at the expense of low speed and high-power
consumption when compared with a single-stage OTA. The cascading of one or more
gain stages in OTA familiarizes a low-frequency pole that limits the bandwidth of the
amplifier and increases the risk of instability [1–3]. To further improve the parameters
of the multistage, we use compensation techniques which require connection of large
capacitance which further increases the power consumption and the area required.
For low-power designs, use of single stage cascode structures OTA such as telescopic
OTA and folded cascode OTA is preferred.

Folded cascode (FC) is the most commonly used OTA. It has large output signal
swing and high gain. In FC OTA, it is possible to short the input and output terminal
for calculating closed-loop properties. For achieving higher gain and bandwidth in
FCOTA, the bias current is typically increased. A rise in bias current leads to a rise in
total power consumption, which is not preferred in low-power devices. In literature
[4, 5], many circuit topologies have been implemented to improve the features of
an FC OTA. Assaad et al. [6–8] proposes recyclic folded cascode (RFC) structure
used to enhance the slew rate, bandwidth, and gain of the FC OTA with same power
consumption. The RFC amplifiers use idle tail transistors to recycle the current back
into the differential inputs. This recycling of tail current improves gain, bandwidth,
and slew rate of the amplifier. Akbari and Prasula [9, 10] discuss the design of an
RFC OTA.

Since the dimensions of the device are reduced to nanometers, many differences in
manufacturing and process changes can create variability in the physical properties
of the manufactured devices. Additionally, the performance of the transistor gets
buzz results through voltage and temperature changes while the chip is in operation.
Process–voltage–temperature (PVT) differences among the formidable challenges of
the transistor scale pathwaywere set up and, thus, designswith variability have always
been a problem in designing analog-integrated circuits [11].With each new technical
generation, various non-intellectual effects begin to have a perceptible effect on the
properties of the transistor, and thus on the circuit’s performance. In order to assess
this, different process corners are designed for the respective transistor models which
limit the variations of process to analyze environmental fluctuations, temperature,
and supply voltage are varied in a wide range, and the corresponding performance of
the circuit is analyzed. In this paper, proposed recyclic folded cascode op-amp has
also been tested for different process corner with different temperature values.
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A bandgap reference circuit (BGR) [12, 13] generates a DC current or voltage
which is constant with temperature, process, and power supply variation. In litera-
ture, a number CMOS bandgap reference circuits have been proposed [12, 14–17].
Reference voltage in a BGR circuit is generated by passing positive and negative
slope current through a resistor. The positive slope current is referred to as propor-
tional to absolute temperature (PTAT). The current with negative slope is referred
to as complementary to absolute temperature (CTAT). The generation of currents in
a BGR circuit uses op-amp as a basic block. In this paper, we designed a bandgap
reference circuit using low-power recyclic folded cascade op-amp.

This paper presents a low-power RFC OTA and process corner analysis. Sect. 2
describes the folded cascode amplifier; the recyclic folded cascode amplifier is
presented in Sect. 3. Sections 3.3 and 4 outline the simulation results and bandgap
reference circuit using recyclic folded cascade op-amp, respectively. We conclude
our paper in Sect. 5.

2 Folded Cascode OTA

Figure 1 shows a conventional folded cascode amplifier [18–20] with differential
inputs and single-ended output. The p-channel MOSFETs (pMOS) MP0 and MP1
form the input differential pair. pMOS has lower flicker noise, high-frequency non-
dominant poles, lower input common mode level, and lower gain. The n-channel
MOSFETs (nMOS) MN2 and MN3 form the folded structure. MN0 and MN1 are tail
current sources.MP2−MP5 forms the cascode current mirror load. FC amplifiers can
be characterized by its low-frequency gain, slew rate, unity-gain bandwidth (UGB),
and common-mode rejection ratio (CMRR). The small-signal transconductance (Gm)
of the FC structure is [19]

Fig. 1 Schematic of conventional folded cascode amplifier



532 J. Kaur et al.

Gm = gmp0 (1)

gmp0 , is the transconductance of the MP0 (or MP1) the input MOSFETs. The output
resistance (Rout) is [18–20]

Rout = gmn3rdsn3(rdsn1rds p1)gmp3rds p3rds p5 (2)

gmn3, gmp3 is the transconductance of MN3 and MP3. rdsn3 , rdsn1 , rds p1 , rds p3 , rds p5 are
the drain-source resistance of MN3, MN1, MP1, MP3, and MP5.

The small-signal differential voltage gain is [19, 20]

Av = vout

vin
= gm1Rout (3)

For a load capacitance CL, the dominant pole for the amplifier lies at 1
RoutCL

.
Unity-gain bandwidth (UGB) of the amplifier is [19]

UGB = Av

RoutCL
(4)

The slew rate of the FC structure when a large signal is applied at the differential
inputs is given by [19]

SlewRate = 2I B
CL

(5)

2I B , is the current which either charges or discharges CL during low-to-high or
high-to-low transition at the inputs [21].

The folded structure in FC op-amp gave advantage of shorting input and output
terminals and increase in the output swing as there is a smaller number of MOSFETs
stacked. MN0 and MN1 conduct maximum current and have the largest transcon-
ductance. The use of MN0 and MN1 is limited to current sinking devices only. To
improve the use of MN0, MN1 the concept of recycling current is introduced. This
also improves the performance of the amplifier.

3 Recyclic Folded Cascode OTA

3.1 Small-Signal analysis of Recyclic Folded Cascode OTA

The basic idea of an RFC op-amp is to create multiple paths for the flow of small-
signal current, as shown in Fig. 2. Division of input MOSFETs into two reduces the
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Fig. 2 Schematic of recyclic folded cascode amplifier

branch current to IB
2 instead of IB . Further, each idle tail transistor (MN0 andMN1) is

divided in the ratio of 1:K. The value ofK is chosen to be 3 for the power consumption
to be the same in both FC and RFC op-amp. The cross-over connection also ensures
that the currents at sources of MN2 and MN3 are added in the same phase during
small-signal analysis. The current mirror load, MN2, and MN3 carry (K − 1) IB

2
current. MN4 and MN5 are added to maintain drain voltages of MN0a:MN0b and
MN1a:MN1b same for matching. The small-signal analysis short-circuit current and
transconductance is given by Eqs. (6) and (7) [18]

isc = gmp0a (1+ K )Vin (6)

Gm = gmp0a (1+ K ) (7)

gmp0a is the transconductance of MP0a , and it is half of the transconductance of MP0.
The transconductance of RFC (Eq. (7)) op-amp is twice the transconductance of FC
(Eq. 1) op-amp because of an additional (1 + K) factor. The small-signal output
resistance of the circuit is [18]

Rout = gmn3rdsn3(rdsn1a rds p1a )gmp3rds p3rds p5 (8)

rdsn1a and rds p1a are increased since MN1a and MP1a are carrying K IB
2 and IB

2 current.
This increases the output resistance ofRFCop-amp in comparison to FCop-amp. The
increase in small-signal transconductance and output resistance leads to increase in
the low-frequency gain. The gain is expected to increase by 8–10 dB. The dominant
pole for the RFC op-amp is also at 1

RoutCL
. Increase in Rout shifted the dominant

pole to the left. The overall increase in the low-frequency gain increases UGB and
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common-mode rejection ratio (CMRR) of the RFC op-amp in comparison with FC
op-amp [19, 21, 22].

3.2 Large-Signal Analysis of Recyclic Folded Cascode OTA

During low-to-high transition at VIN2 and high-to-low transition at VIN1, MP1a
and MP1b are OFF, and MP0a and MP0b are ON. Consequently, MN0b will not set
to the desired bias, and hence, no current flows through MN0a. The source potential
of MN3 rises, and MN3 is switched off. MN1b gate sets at the desired potential,
and 2I B current flows through MN1b. 2K I B current flows through MN1a, cascade
current mirror load (MP2–MP5) and CL . During high-to-low transition at VIN2 and
low-to-high transition at VIN1, MP1a and MP1b are ON, and MP0a and MP0b are
OFF.MN0b sets at the desired potential and 2I B current flows throughMN0b. 2K I B
current flows through MN0a, cascode current mirror load (MP2–MP5) and CL [15].
The slew rate of the RFC OTA is given by Eq. (9). The slew rate of RFC OTA is K
times the slew rate of FC OTA (Eq. 5).

SlewRate = 2K I B
CL

(9)

3.3 Simulation Results of FC and RFC OTA

The low-power FC and RFC OTA circuits are designed using SCL 180 nm tech-
nology with 1.8 V supply, 0.5 pF of load capacitance (CL), and 3 µA biasing current
in CadenceVirtuoso tool. Table 1 shows the sizes of all devices in FC andRFC ampli-
fiers. Long-length devices have been chosen for reducing short-channel effect, high

Table 1 Device sizes (µm)
of FC and RFC OTA

Devices FC OTA RFC OTA

MP0/MP1 6.3/3 –

MP0a/MP0b/MP1a/MP1b – 3.2/3

MN0/MN1 2/3 –

MN0a/MN1a – 1.5/3

MN0b/MN1b – 0.5/3

MN2/MN3 2.2/3 2.2/3

MP2/MP3 3.3/3 3.3/3

MP4/MP5 3.3/3 3.3/3

MN4/MN5 – 1.1/3
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output resistance, high small-signal gain, and improved power supply rejection ratio
(PSRR). FC amplifier device sizes have been calculated using standard design equa-
tions. RFC amplifier’s device sizes have been modified accordingly. The bias current
and voltages for the amplifier are generated using conventional beta-multiplier circuit
or constant-gm circuit.

Figure 3 shows the open-loop gain of FC OTA is 63.5 dB, and the RFC OTA is
75 dB. An improvement of 11.5 dB is observed in the open-loop gain of the RFC.
UGB is also observed to be 4.4 MHz for FC and 8.3 MHz for RFC. UGB of RFC is
almost double of FC. Enhancement in the gain by 8–10 DB in RFC op-amp over FC
op-amp can be observed due to increase in output resistance and transconductance
(almost double). The phase margin of FC obtained is 72.99°. The phase margin is
observed to be 45.73° of RFC. It is degraded by 28.26° due to the introduction of
extra pole-zero pairs at the gate terminals of the current mirrors.

To measure the slew rate, a step input of 850 mV is applied to unity-gain feedback
circuit with capacitive load. Transient response is shown in Fig. 4. The slew rate of
FCOTA is 4.1 V/µs and of RFC is 10.3 V/µs. The simulation results showmore than
twice improvement in the slew rate because bias current inRFCop-amp ismirroredby
factor k. The common-mode rejection ratio (CMRR) for FC and RFC is observed to
be 104.9 and 123.86 dBas shown inFig. 5.An improvement of 18.96 dB is obtained in
CMRR of RFC compared to FC due to increase in differential gain causing dominant
pole shifted to left which leads to the reduction of static settling error. Table 2 shows
the simulation-based performance comparison of FC and RFC op-amps [23]. The
supply voltage and load capacitance were the same. The improvements in the result
are obtained by recycling the large current which is conducted by the MN0 and MN1

of FC.
The RFC OTA has also been simulated for various process corners [12, 24] such

as typical nMOS typical pMOS (TT), fast nMOS fast pMOS (FF), fast nMOS slow

Fig. 3 Simulated open-loop gain plot of FC and RFC OTA
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Fig. 4 Simulated transient response of FC and RFC OTA

Fig. 5 Simulated CMRR plot for FC and RFC OTA

Table 2 Simulation-based performance comparison of FC and RFC

Parameters FC OTA RFC OTA

Bias current (µA) 3 3

Supply (V) 1.8 1.8

OL GAIN (dB) 63.5 75

UGB (MHz) 4.4 8.3

Phase margin (°) 72.99 45.7

Capacitive load (pF) 0.5 0.5

Slew rate (V/µs) 4.1 10.3

3 dB Frequency (kHz) 2.8 1.5

CMRR (dB) 104.9 123.9

Power (µW) 13 12
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pMOS (FS), slow nMOS fast pMOS (SF), slow nMOS- slow pMOS (SS), with
temperature value set to −40, 27 and 60 °C. Tables 3, 4, and 5 present the results
obtained after simulating the RFC OTA at 1.8 V supply voltage across different
process corners and temperature.

As temperature increases, the amplifier output resistance increases and transcon-
ductance decreases. This leads to decrease in open-loop gain (OLGAIN) andCMRR.
Equation (4) shows a reduction in unity-gain bandwidth with reduction in gain with
increase in resistance. 3 dB frequency is observed to increase with temperature
increase.

Table 3 RFC OTA performance at −40 °C across process corners

Parameters TT FF SS FS SF

OL GAIN (dB) 84.4 84 85 84 86

PM (°) 44.5 43.4 45 45 43.6

UGB (MHz) 9.5 10.4 9.4 9.4 9.9

3 dB (kHz) 0.58 0.7 0.54 0.65 0.56

Power (µW) 12.58 12.67 12.52 12.7 12.46

CMRR (dB) 140.9 129.5 142.3 140.6 138.3

Table 4 RFC OTA performance at 27 °C across process corners

Parameters TT FF SS FS SF

OL GAIN (dB) 75 73 77 73.5 76

PM (°) 45.7 43 45.5 45.4 43.5

UGB (MHz) 8.3 9 8 8.14 8.6

3 dB (kHz) 1.6 2 1.2 1.8 1.5

Power (µW) 12 12 12 12 12

CMRR (dB) 123.9 119.4 127.4 123.6 123.5

Table 5 RFC OTA performance at 60 °C across process corners

Parameters TT FF SS FS SF

OL Gain (dB) 69 67 72 67 71

PM (°) 44 43 45.7 45.8 43.7

UGB (MHz) 7.7 8.23 7.5 7.6 8

3 dB (kHz) 2.9 3.9 2 3.4 2.5

Power (µW) 11.8 11.9 11.8 11.9 11.7

CMRR (dB) 117.7 113.1 121.5 115.4 117.7
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4 Bandgap Reference Circuit

Conventional bandgap reference circuits used to generate 1.25 V equivalent to the
bandgap of Silicon. In [14–16], a bandgap reference is proposed which generates DC
voltage below 1 V. Figure 6 shows the circuit of bandgap reference. The op-amp is
implemented using pMOS differential input-based recyclic folded cascade op-amp.
PTAT current is generated with the combination of two diodes (D0 and D1) and
resistor RP. CTAT current is generated by addition of RC in shunt with PTAT circuit
at the inputs of op-amp. The reference voltage (VREF) is generated by the sum of
PTAT and CTAT currents through the resistor, RN. Table 6 shows the sizes of all the
devices used in Fig. 6. BGR device sizes have been calculated using standard design
equations [21].

Temperature coefficient is an important parameter for bandgap reference design
[12, 17]. It is defined as variation of voltage over a temperature range per reference
voltage and is given by Eq. (10). Its units are ppm/°C.

Fig. 6 Schematic of
bandgap reference circuit
[18]

Table 6 Device sizes of
BGR

Devices Sizes

MP0/MP1/MP2 4.4/2 (µm/µm)

RP 20 K�

RC 126 K�

RN 122 K�

D0 0.42/0.18 (µm/µm)

D1 8 × (0.42/0.18) (µm/µm)
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Fig. 7 Simulated response of BGR showing variation in reference voltage with temperature

Temp Coeff. = (V 1 − V2)

(T1 − T2)VREF
(10)

4.1 Simulation Results and Performance Comparison

Figure 7 shows the simulation response of the bandgap reference circuit to temper-
ature variation from −40 to 125 °C. 0.18 µm standard SCL process was used for
simulating the design. 633 mV reference voltage was generated with 1.8 V supply
voltage. The temperature coefficient calculated using Eq. (10) is 27 ppm/°C over a
temperature range of 106 °C.

The circuit consumed 83 µW of power. Table 7 shows a simulation-based
comparison of proposed bandgap reference circuit with existing BGR designs.

Table 7 Simulation-based
performance comparison of
this work with existing BGR
designs

Parameters [24] [13] This work

Supply voltage (V) 1 2.5 1.8

Ref vol (mV) 632.9 617.7 633

Temp Coef. (ppm/°C) 19.8 3.9 27

Temp range (°C) −20 to 100 −15 to 150 −40 to 66

Power (µW) 33.5 – 83

Process (µm) 0.18 0.35 0.18 (SCL)
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5 Conclusion

The paper presents RFCOTAwhich has an improved performance over FCOTA. The
low-power RFC OTA has 75 dB open-loop gain, 10.3 V/µs (more than double) slew
rate, 8.3 MHz (double) unity-gain bandwidth. and double transconductance without
using extra power. The phase margin and power of RFC was 45.7° and 12 µW.
The performance of RFC OTA was verified by simulation across process corners, at
different temperatures. The results of the proposed RFC OTA is simulated in 180 nm
standard SCL technology using Cadence virtuoso tool at 1.8 V supply voltage. A
bandgap reference circuit was designed using an RFC OTA to generate 633 mV.
BGR circuit has 27 ppm/°C as its temperature coefficient and a temperature range
of 106 °C. The circuit consumed 83 µW of power with 1.8 V of supply voltage.
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Performance Analysis of Array
Multiplier Using Reversible Logic

K. N. Hemalatha and B. G. Sangeetha

Abstract Minimization of power and area miniaturization is the most required
criteria in today’s world. Reversible logic is one of the evolving ways out for low-
power computing. Multiplication is the most fundamental operation since the exis-
tence of multiply and accumulate unit in most of the computing systems. Paper
provides an analysis of latest advancements in designs of unsigned parallel multiplier
using reversible logic.

Keywords Reversible logic · Array multiplier · Garbage output · Constant input

1 Introduction

Dissipation of power is a most vital factor in designing circuit. Power dissipation can
be divided into dynamic and static. Loss of static power is due to non-ideal compo-
nents existing in the circuit. One more part is loss of information. Digital circuits
which are irreversible consume power for each bit of information lost. Landauer
confirmed in 1960s, each lost bit is a cause for information lost. Research reveals that
usages of irreversible logic gates dissipate power. Energy in terms of power dissipated
on each bit of irreversible operation is given by kT ln2, where T—absolute tempera-
ture and k—Boltzmann’s constant [1]. Bennett presented that in order to avoid power
loss, it is essential that all operations need to be carried using reversible logic [2].
Logic circuits must be made from reversible gates to reduce power dissipation.

Multiplication is one of themost basic operations that are performed on arithmetic
circuits and to realize DSP functions. Logic circuits are realized by using different
multiplier architectures such as serial multiplier, parallel multiplier, Wallace tree,
booth multiplier, Dadda multiplier, and Baugh–Wooley multiplier. Signal processing
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is the basic operation carried on almost all applications in engineering. Speed
performance of additions and multiplications is the requirement.

Well-organized multiplier must have high speed and occupy a smaller area and
low-power consumption. Different methods are used to apply internally and exter-
nally in the previous, to design a cost-effective multiplier. External practices are
associated with the variation of input bit structures, and internal method takes care
of circuit, architecture, and system technology [3].

The key objective of the paper is to study the designs of unsigned array multi-
plier and analyze and comparatively study the design parameters in reversible logic-
based multipliers designs. A multiplier is a circuit which can multiply two N bit
numbers. Multipliers are basically classified into two methods: serial and parallel
multiplier. Array multipliers come under parallel multiplier, and it is the most impor-
tant subgroup of parallel multiplier because of its regular structure. Different designs
ofmultipliers are realized based on different requirements and applications for which
is used. When low-cost efficient design is required, multipliers using serial methods
are better. On the other fact, parallel multipliers are used when multiplication with
high speed is required.

The paper is planned as explained: Sect. 2 introduces preliminary of the reversible
logic; Section 3 is presented with fundamentals of reversible gates; Sect. 4 presents
the study on reversible multiplier and comparison of performance parameters;
conclusion is provided in Sect. 5.

2 Reversible Logic

No information about the computational states can ever be lost in reversible compu-
tation. Thus, previous phase can be retraced by computing back or uncomputing the
results. This process in reversible logic is called as logical reversibility.A logic system
is reversible when the inputs can be uniquely retraced from the output. Reversible
circuits have one-to-one mapping between input vector and output vector, i.e., not
only the outputs can be retraced from inputs uniquely but the inputs can be retrieved
from the outputs [4].

Landauer [1] mentioned the amount of energy dissipation for each bit to erase is at
least kTln2 (where k—Boltzmann constant and T—room temperature), and during
each operation, the in-between bits are used to compute the last result. Removal of
bits is the main reason for power dissipation in irreversible circuits.

Bennett [2] proved that power dissipation in every device can be made negligible
or ideally zero if the computations are carried through reversible logic. Operations
that are done by using irreversible logic can be done with equal efficiency on the
circuits using reversible logic.

Reversible logic gate block diagram is shown in Fig. 1. Reversible logic gates are
having equivalent number of input and output lines and have one-to-one mapping
between input and output. Reversible logic circuit should have the following [3–5]:
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Fig. 1 Reversible gate block
diagram

• Reversible logic gates that are used should be less in number.
• Less number of unused outputs, i.e., garbage outputs.
• Less number of inputs that are held at constant inputs.
• Logic circuit should have low-quantum cost.

Following are the few basic terms used in reversible logic [6–9].

Garbage output (GO): Outputs that are not used to compute further design are
called garbage output.

Constant Input (CI): To achieve reversibility, inputs that are kept constant at logic
0 or logic 1 are termed as constant input.

Gate count (GC): Total number of reversible gates that are used to realize the
reversible design using reversible gates.

Quantum cost: Amount of elementary quantum gates essential for the construction
of reversible function.

3 Reversible Gate

Figure 2 shows a Feyman gate which is a reversible 2× 2 gate with elementary cost,
i.e., quantum cost of 1 [10]. In reversible logic, fan-out is prohibited. Feyman gate
is normally used to avoid fan-out and also to produce the complement of an input.

Figure 3 represents Toffoli gate having three inputs lines, i.e., I(A, B, C) and three
outputs lines, i.e., O(P, Q, R) [11]. First two input lines act as control inputs, and the
last input line acts as target input. Without any change, first two inputs are directly
transferred to the corresponding outputs and toggle the last output if both first two

Fig. 2 Feyman gate
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Fig. 3 Toffoli gate

Fig. 4 Fredkin gate

input lines are held at logic 1. Toffoli gate is having the quantum cost of 5 and can
be used as universal gate [6–8].

Figure 4 represents 3× 3 reversible Fredkin gate [12]. Fredkin gate is having the
quantum cost of 5. The two output bits are swapped if the control input A is 1, and
hence, it is called as swap gate.

A new reversible gate is introduced by Peres [13] known as Peres gate. Peres gate
has three inputs and three outputs as shown in Fig. 5. Peres gate cannot be used as
universal gate but commonly used in most of the designs in reversible circuit, since
it is having quantum cost less with respect to the other reversible gate which are
used as universal. Peres gate has quantum of 4 and is also known as new Toffoli gate
because it combines Feyman gate and Toffoli gate. Peres gate has equal number of
transformation formed by a Toffoli gate and Feyman gate.

HNG gate is 4 × 4 reversible logic gate as shown in Fig. 6. Most important
operation of the HNG gate is that it can be independently realized as a reversible full
adder [14]. Most of the designs use HNG gate as full adder circuit in reversible logic.

Fig. 5 Peres gate

Fig. 6 Haghparast Navi gate
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Fig. 7 TSG gate

Fig. 8 Double Feyman gate

Ranganatha and Thapliyal [15] designed a 3× 3 logic gate which is reversible as
shown in Fig. 7 known as TSG gate. TSG gate is used to realize all Boolean functions
in reversible logic.Main important operation of this gate is it can work independently
as a reversible full adder.

Double Feynman gate (F2G) is a 3× 3 reversible gate with parity preserving, and
quantum cost of the gate is 2 as shown in Fig. 8. One of the important functions of
this gate is that it can be used for fan-out generation in circuit designed. Parity of the
input bits is equal to the parity of the output bits in parity-preserving gates [10].

4 Reversible Unsigned Array Multiplier

A noble multiplier design is to physically offer a compact, low-power consumption,
and high-speed operation. Multiplier is the major part of arithmetic processing unit
and is tremendously in high need for high-speed and low-power consumption. In
broad, the choice of multipliers is based on issues such as speed, occupancy, latency,
and design complexity [11]. Optimized multiplier architecture is in need to reduce
power consumption. It is better to shrink the number of operations carried out, hence
reducing a dynamic power which is a main part of overall power dissipation [12].
There are number of methods to accomplish multiplication like serial multiplication
and parallel multiplication.

The well-known regular structures in multipliers are array multipliers. Design of
array multiplier is done in two units: partial product generation and multi-operand
addition (MOA) [16–21]. Each partial product bit is produced by multiplying one
bit frommultiplier and one bit frommultiplicand. Partial product produced is moved
according to the bits produced and then finally added. Addition operation can be
done by using adder of any design like ripple carry adder, carry look ahead adder,
carry save adder, and carry select adder [23–26].
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Fig. 9 Operation of the 4 ×
4 multiplier

Computation of partial products in array multiplier is in the form of radix-2
method, i.e., by considering one bit of the multiplier at a time. Figure 9 shows
the operation of 4 × 4 reversible multiplier [27–34]. It consists of X XY number of
bits of partial products, i.e., 4× 4 multiplier will have 16 partial product bits, though
it may be extended to any order as n * n multiplier.

5 Existing Array Multiplier

Himanshu Thapliyal et al. in 2006 proposed a MXN reversible multiplier design,
an advance in array multiplier design [15]. Partial products are produced in parallel
with delay of d using Fredkin gates, and next the addition operations can be reduced
by log2N by using adders which are paralleled designed from reversible TSG gates.
Parallel adder is used to add every two adjacent partial products that are generated.
Many improved parallel adder designs are proposed [35]. Addition of partial products
which are adjacent will produce the first computation level with N/2 partial product
sums. These intermediate sums are added again in the aforesaid method to form a
second level of computation with N/4 partial product sums. The final result of the
product will have log2N level.

Using Fredkin gates, partial products are produced for 4× 4 reversible multiplier
in parallel as shown in Fig. 10. Each two bits of partial products produced is added
by 4-bit reversible parallel adder generating the first level of addition which has
sum and carry of partial sums. These two bits of partial sums which are sum and
carry are again fed to the next level of four-bit parallel reversible adder, resulting in
the realization of final product. Proposed design multiplier efficiency significantly
depends on the kind of reversible parallel adders used in multi-addition process.

Haghparast et al. in 2008 designed unsigned array multiplier of size 4 × 4 [14]
which includes 16 bits of partial product of the form xiyi. Partial products are gener-
ated by using Peres gate in parallel which are in parallel. Multi-operand addition is
done by using HNG and PG gates as shown in Fig. 11. HNG gate is used as full
adder, and PG gate is used as half adder. Overall, the design uses eight HNG gates
and four PG gates.
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Fig. 10 Novel 4 × 4 reversible multiplier

Fig. 11 Reversible 4 × 4 multiplier circuit using HNG and PG gate

Design has four reversible half adders realized by using Peres gate because it has
low-quantum cost and hardware complexity compared to HNG gate. Design uses
28 gates totally for partial product generation, half adder and full adder, 52 constant
inputs, and 28 garbage outputs.

Haghparast et al. in 2009 [36] proposed a 4 × 4 multiplier designed using two
ways as shown in Fig. 12. Partial products are produced using Toffoli and Peres gates
in parallel. Most fundamental block for a multiplier is full adder circuit. HNG gate is
used as reversible full adder in first approach, and in second design approach, Peres
gate is used as full adder.
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Fig. 12 HNG gate as full adder in design 1 and Peres gate as full adder in design2

Design 1 uses 28 gates, 28 ancilia inputs, 28 unused output, and quantum of
the design is 137. Design 2 has 36 gates, 28 ancilia inputs, 28 unused outputs, and
quantum cost of the multiplier is 153 (Fig. 13).

Haghparast et al. in 2012 [37] proposed 4 × 4 reversible multiplier using Peres
gate and Toffoli gate for the generation of partial products which act horizontally.
Reversible summation network uses eight HNG gates and four Peres gates, where
HNG gates are realized as reversible full adder and Peres gates are realized has
reversible half adder. Compared to the previous design [36], only the structure of the
circuit is changed, but the number of gates has not been altered with the previous
design.

Layers of the circuit are less in number because its critical path (longest input
to output path) is shorter. Shorter the path, the propagation delay is shorter, and the
response time is proportionally shorter. Design [37] uses 28 total gates, 28 ancilia
inputs, 28 unused outputs, and quantum cost of the design is 137.

Bhagyalakshmi et al. in 2012 proposed [38] a four-bit parallel multiplier. BVPPG
gates are used for the partial product generator. BVPPG has a unique feature that it
can pass through three inputs and produce two product terms simultaneously with
two constant inputs. Eight BVPPGgates are used for partial product generator circuit.
As shown in Fig. 14, four operand addition is done by using four PG gates and eight
DPG gates. Generation of partial products and addition is realized using Revkit [39].

Rangaraju et al. in 2013 proposed a design [40] using RAM gate for replication
of the signals since fan-out of one is permitted in reversible logic. Partial products
are generated using PG gate. Proposed multiplier circuit is shown in Fig. 15. Full
adder is realized by using eight DPG gates, and half adder is realized by using PG
gates. Partial product generation is done by using PG gate, and four RAM gates are
used for fan-out realization [14].



Performance Analysis of Array Multiplier Using Reversible Logic 551

Fig. 13 Reversible summation network

Fig. 14 Four operand addition circuit MOA



552 K. N. Hemalatha and B. G. Sangeetha

Fig. 15 MOA for reversible multiplier circuit

Valinataj in 2017 proposed design [41] a parity-preserving array multiplier for
both and numbers, i.e., signed and unsigned. Signed multiplication is performed
using Baugh–Wooley technique. Parity of the input bits is same as the parity of the
output bits in parity conserving gates which are reversible [42–48]. Fault-tolerant
operation does not require an extra circuit in designor verification [8]. Partial products
are produced by using LMH and FRG gates. Partial products are produced by four
different designs by using the same reversible gates. ZPLG and ZCG gates are used
for multi-operand addition as shown in Figs. 16 and 17. Three designs are discussed
for signed and unsigned multi-operand addition.

Pourali Akbar et al. in 2018 proposed design [49] a Wallace tree-based technique
of 4 * 4 parallel multiplier. Partial products are generated by using two different
methods. In first method, FG and TG gates are used to compute the partial products.
Toffoli gates and Peres gates are used for partial product production. The difference
between these two methods is with gate count and quantum cost. Wallace-based
multiplier requires five FAs, three HAs, and single 4-bit adder circuit. Four-bit ripple
carry adder requires three FAs and one HA, so totally eight FAs and four HAs are
required as shown in Fig. 18.

Radha et al. in 2018 proposed design [50] 4 * 4 high-speed efficient multiplier
realized by HNG gate only. Partial product as well as addition is performed by using
HNG gate. Reversible full adder shown in Fig. 19 is done by HNG gate having input
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Fig. 16 Multi-operand addition for unsigned array multiplier

Fig. 17 Multi-operand addition for signed array multiplier

bits as (A, B, C in, 0), and then the output bits are (A, Cin, sum, cout). HNG gate can
be realized as AND gate by having input vector (A, B, 0, 0), and the output bits are
(A, B, AB, AB). Proposed multiplier is coded using Verilog and implemented using
Cadence tool [17].

Vandhana et al. in 2020 proposed design [50] array multiplier using BME gate
andWG gate. BME gates are used for partial product generation as shown in Fig. 20,
and two bits of partial product are generated using one BME gate. WG gate as shown
in Fig. 21 is used as 4-bit RCA. Comparing with the other existing designs, the recent
design is optimized with design parameters like gate count, unused outputs, ancilia
inputs, and quantum cost [18] (Table 1).



554 K. N. Hemalatha and B. G. Sangeetha

Fig. 18 Multi-operand addition

6 Proposed Array Multiplier

Proposed multiplier design uses BME gates for partial product generation, HNG,
and Peres gate for multi-operand addition as shown in Fig. 23.

Figure 24 shows the simulation result for 4-bit unsigned array multiplier.

7 Conclusion

An attempt has been made in this paper to review parallel multiplier in terms of array
multiplier using various gates for evolving the combinational logic circuits by means
of the reversible logic. Functionalworking of the designs are verified usingEDA tools
like Xilinx software or Cadence. Array multiplier design is well known because of
its regular structure. Array multipliers are realized by direct transformation with the
manual multiplication process. Multiplier circuit is constructed by simple add and
shift process. Review on array multipliers is presented. Comparative study is done
for existing array multipliers in terms of ancilia inputs, unused outputs, number of
gates used, and types of reversible gates used and their quantum cost.
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Fig. 19 Partial product and multi-operand addition
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Fig. 20 AND operation for ith partial product

Fig. 21 4-bit ripple carry adder
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Table 1 Comparison of design parameters of existing array multiplier

Array multiplier Constant inputs Garbage outputs Number of gates Quantum cost

Existing design
[15]

Unspecified Unspecified 29 Unspecified

Existing design
[14]

52 28 28 Unspecified

Existing design
[36]

28 28 28 137

28 28 36 153

Existing design
[37]

28 28 28 137

Existing design
[38]

28 28 20 144

Existing design
[40]

40 40 32 140

Existing design
[41]

52 52 28 238

Existing design
[49]

28 28 28 137

Existing design
[50]

44 72 28 Unspecified

Existing design
[51]

16 25 20 120

Best findings Existing design
[51]

Existing design
[51]

Existing design
[38] and [51]

Existing design
[51]

Fig. 22 Comparative analysis of array multiplier
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Fig. 23 RTL schematic of
array multiplier

Fig. 24 Simulated waveform
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Prediction System

Dharmveer Kumar Yadav, Chandrashekhar Azad, Kanchan Bala,
Pradeep Kumar Sharma, and Sujeet Kumar

Abstract Today, machine learning plays a significant role in the classification of
healthcare conditions. Machine learning is the process of finding, discovering, and
modeling massive amounts of data in order to identify unknown relationships and
patterns that are useful to the decision makers. Medical data mining has begun to
emerge exemplary, with the potential to discover interesting insights from medical
domain datasets. These patterns may be used in the making of clinical decisions. In
this research work, we proposed genetic algorithm and Naïve Bayes-based (GANB)
diabetes mellitus prediction system. In which, genetic algorithm (GA) is used for
feature selection and Naïve Bayes is used for prediction. The proposed system is
trained using Pima Indian diabetes dataset (PIDD). The dataset is preprocessed using
synthetic minority oversampling technique (SMOTE) for solving the issue of class
imbalances. The effectiveness of the system is evaluated using classification accuracy
(CA) and error. The simulation results show that the proposedGANBsystemachieves
better accuracy as compared to the results of related earlier studies.
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1 Introduction

The most common chronic disease in India is diabetic mellitus. Diabetes mellitus
is a disorder that influences the insulin receptor, prompting an unpredictable starch
digestion, and increases glucose levels. This high blood sugar affects various human
body organs which, in effect, complicates many of the body’s causes, particularly
the blood veins and nerves. Diabetes occurs as a long-lasting chronic disease due
to insulin-producing pancreas malfunction, which controls the level of blood sugar.
Late diagnosis of diabetes could lead to increased risk of macro-vascular and capil-
lary complications, kidney failure, etc., which could increase the cost of health care
and/or even endanger the patient’s life. It is a disease characterized by metabolic
disorder in which the patient has high blood glucose level which may be due to
insulin production being low, or because the body is not responding properly to
insulin, or both. IndianMedical Research Council (ICMR, Section 1, 2005) describes
diabetes as the metabolic cum vascular syndrome [1]. Type 1 diabetes is a situation
when pancreas fail to create insulin insufficient. The reason for type 1 diabetes
is unsure, and with current information, it is now not preventable. The symptoms
include the urinary discharge, weakness, weight reduction, changes in vision, and
tiredness. Some signs and symptoms can happen suddenly. Type 2 diabetes occurs
when body fails to produce sufficient insulin. This is also called adult onset diabetes
occurs in people whose age is more than 40. But, now a days, it is increasing in
child also. Type 2 diabetes is a result of extra physique weight and physical idle-
ness. The pancreas releases some insulin usually in type 2 diabetes. But, body cells
don’t accept insulin. Type 2 may increase the chance of heart disease. Third type is
called gestational diabetes. In this type of disease, glucose levels become high during
pregnancy. Women with gestational diabetes are at increased risk of pregnancy and
delivery complications. In the future, they and their children also have the risk of
type 2 diabetes [2, 3]. In health care, machine learning algorithm is used to predict
the disease [4, 5].

The organization of paper is arranged as follows: Related work is presented in
Sect. 2. Materials and Methods are described in Sect. 3. Architecture of Proposed
GANB-based Diabetes Mellitus Prediction System is described in Sect. 4. Dataset,
Results, and Discussion are discussed in Sect. 5. Finally, Conclusion are presented
in Sect. 6.

2 Related Works

Fuzzy expert system is developed to help doctors to determine the regulation of
nephropathy in Type 2 diabetes patients. The study is based on an FES model devel-
opedusing the guidelines for clinical practice. Theyperformed sixty testswith experts
of doctor teams [6].
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In data mining classification survey manymajor types of classification algorithms
are consisted with k-nearest neighbor classifier, Naive Bayes, SVM, and IB3. The
author provides a general overview of different classification algorithms and their
benefits and disadvantages [7].

Author proposed an algorithm using classification technique. They compared and
analyzed the performance of various classifiers on the basis of accuracy, execu-
tion time, type of dataset, and domain. Data mining technique like decision tree
classification is used in their work [8].

In presented classification of diabetes using binary logistic regression, multilayer
perceptron, and k-nearest neighbor. Researchers analyzed and performed comparison
of all the proposed classification algorithms. In their comparison, author found KNN
performs better results than other two method [9].

In [10, 11], authors developed a specialist system that defines the type of diabetes
with the likelihood of occurrence as well as percentage rule matches. This was
planned with the help of a well-known diabetologist, based on the symptoms
identified.

Using theKoGESdataset, amulti-stagemodel is proposed to predict which people
are most likely to have diabetes. A physiological model was suggested to predict the
blood glucose level. They have taken data from five patient and processed with
physiological features [12–15].

A hybrid model was built to determine whether the patient being diagnosed may
or may not develop diabetes disease in 5 years. A tool Weka is used for this research
work, and dataset of PIMA Indian diabetes dataset was collected. The proposed
hybrid model achieved precision of 92.38% [16].

Another type of hybrid prediction was proposed using Weka tool. They have
also used PIMA dataset in their research work. In their research work, first, data are
processed to find the F-score value to find the features with high F-score value. Then,
clustering and SVM technique are used for classification purpose [17].

Neural networks model is proposed for classification of diabetes. For training and
testing, PIMA dataset is collected. Thy have considered 576 samples for training and
192 for testing purpose [18].

In paper [19], the researcher developed predictive model using support vector
machine to predict whether or not patient suffering from diabetes. To perform an
experiment, they used Pima dataset.

In paper [20], a new method is proposed called FNC technique for diagnosis of
diabetes. This work uses fuzzy logic, neural network, and case base reasoning with
16 input attributes of 200 patient data. The tool Matlab and MyCBR plug-in is used
to implement case-based reasoning.

In paper [21], decision tree technique is used for type 2 diabetes. Pima Indian
diabetes datasets are used. Some preprocessing methods like selecting attributes and
handling missing values were used to enhance data quality.

In paper [22], authors suggested a prediction model for diagnosis of diabetes
early [23]. They have collected data for prediction from a diabetes clinic about 545
patients. First, neural networks trained and tested patient data with the neurons and
found the highest accuracy in a neural network consists seven neurons.
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In paper [24], the authors developed decision-support model for expert health
care to predict diabetes. This model uses Pima dataset for training the dataset. In
this work, decision tree with k-nearest neighbor was presented and find a 90.43%
accuracy.

In paper [23], authors proposed an elastic net model for diabetic. This model
increases the accuracy of glucose estimation in diabetic patients. Blood sample was
not taken in this work. Device is used to collect data for experiment purpose.

3 Materials and Methods

3.1 Synthetic Minority Over Sampling Technique (SMOTE)

In practice, many research have shown that by providing balanced data, better perfor-
mance on prediction can be obtained.Most machine learning technique perform poor
result if data are not balance. The sampling methods are used for imbalance data in
machine learning [25–28]. The concept of sampling method is to change the original
dataset class value to the equal in label class distribution. In general, dataset contains
classes of balance and imbalance. The real-world data in many application like fraud
detection and medical diagnosis are imbalanced. This class imbalanced is catego-
rized as supervised learning problem of data science. The SMOTE method is an
over sampling approach applied for machine learning; mainly, for imbalance data,
it is more effective for medicine dataset [29]. This produces new instances from
the minority classes. These new instances are generated according to the features
selected from original dataset so that it is similar to the original instances.

3.2 Naïve Bayes

A Naive Bayes is defined as probabilistic classifier technique which is based on
Bayes’ theorem with assumptions of independence. A Naive Bayes is a class of
probabilistic classifier machine learning method used in classification. This is based
on following given Bayes theorem [30].

P(A|B) = P(B|A)P(A)
P(B)

(1)

Using Bayes theorem, given that B has happened, we can find the likelihood of
A occurring. Here, evidence is B, and hypothesis is A in Eq. 1. Here, the assump-
tion is that the predictors/functions are independent. This is the presence of one
particular attribute does not affect the other. And it is called Naïve. Naïve Bayes
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is a probability-based classification system that assumes characteristics to be inde-
pendent, and classification results are unaffected by the influence on each other’s
characteristics. Naïve Bayes may be used for the classification of health and many
other fields. Naive Bayes is a simple, dynamic algorithm that is more or less used
for the task of classification. It performs efficiently in contrast to number variables
in the case of absolute input variables. Naive Bayes makes significant results when
it can be applied for data analysis. Naive Bayes is a strong and aggressive predictor.
This can be useful for a very large number of datasets.

The NB classifier is given below:

1. Consider X consists a set of tuples with class labels. Vector with n-dimensional
attributes represents each tuple, X = (x1, x2, x3, ..., xn)

2. ConsiderC1,C2,…,Cm classes. Provided a tuple,X is predicted by the classifier
that X belongs to the class with the highest posterior probability, conditional on
X. The NB classifier will predict X belongs to class Ci if and only if

P(Ci |X) > P(C j |X) for 1 ≤ j ≤ m, j �= i.
Hence, need to maximize the P(Ci |X). The Ci class for which P(Ci |X) is maxi-

mized. This is called as maximum posteriori hypothesis; using Bayes’ theorem, we
can express as follows

P(Ci |X) = P(X |Ci )P(Ci )

P(X)

3.3 Genetic Algorithm

GAs is an adaptive heuristic search algorithms which is based on natural selection
and evolutionary concepts. GA is an optimization method based on survival of the
fittest [31]. GA illustrates the selection mechanism in which the individuals are
selected to produce next-generation offspring. The selection process begins with
the selection from a population of the best fittest individuals. It generates offspring
that inherits parents’ traits, which will move on to the next generation. When two
individuals have better fitness value, then there is chance of better offspring than
parents and higher chance of survival. This cycle is starting to iterate, and at the
end, a generation with the fittest individuals will be found. The evolution typically
starts with a population of individuals that are randomly created. The fitness value
for each individual is measured from population in each generation; individuals are
taken from the existing population according to the fitness value and produces a new
population. The flowchart is shown in Fig. 1 for GA algorithm. The GA uses three
main type of steps to generate the next generation out of the current population at
each step [32–34].

1. Selection: In this steps, reproduction process begins with the primary aim of
producing the good solutions and remove bad solutions from the populations.
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Fig. 1 Flowchart of genetic
algorithm

It is achieved by finding and creating duplicate copies of effective solutions (in
terms of fitness) within the existing population. Now, remove any poor solutions
from the populations. In this process, parents are selected from the current
population to produce the next-generation population. Number of methods are
used for this process like RouletteWheel, Boltzmann, and tournament selection
method.

2. Crossover: This is recombination process. Genetic operator is used in this
process. New solutions are created in the crossover; there are number of
crossover method like single-point and two-point are used.

3. Mutation: In mutation probability, some parts of chromosome will be mutated.
Mutation is done after completion of crossover when there is no change in
offspring. If mutation is made, then one or more parts of a chromosome will be
changed.
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Fig. 2 Architecture of proposed system

4 Architecture of Proposed GANB-Based Diabetes Mellitus
Prediction System

See Fig. 2.

5 Dataset, Results, and Discussion

5.1 Dataset and Experiment

In this work, Pima Indians diabetes database (PIDD) dataset is used fromUCI repos-
itory for experiment. The PIDD dataset consists diabetic and non-diabetic samples,
which is class of imbalance data. Dataset description is shown in Table 1.

This experiments are implemented on a PC with Intel(R) Core (TM) i5 8th gener-
ation and 8 GB memory, running on Windows 10. For simulation, Weka machine
learning library and Java 1.8 are used.
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Table 1 Dataset attribute

ID Name of attribute Description of attribute

1 Pregnancies Number of times pregnant

2 Glucose Plasma glucose concentration 2 h in an oral glucose
tolerance test

3 Skin thickness Triceps skin fold thickness (mm)

4 Blood pressure Diastolic blood pressure (mm Hg)

5 Insulin 2-h serum insulin (µ U/ml)

6 Diabetes pedigree function Diabetes pedigree function

7 BMI Body mass index (weight in kg/(height in m2))

8 Age Age (years)

9 Outcome Class variable (1 or 0) 1: Presence of diabetic 0: Absence of
diabetic

5.2 Performance Measure

Accuracy = TP + TN

TP + TN + FP + FN
(2)

Error = FP + FN

TP + TN + FP + FN
(3)

In this work, performance is measured using Eqs. (2) and (3).

5.3 Results

5.4 Discussion and Comparison with Existing System

Figure 2 shows architecture of proposed GANB-based diabetes prediction system.
The class imbalance problem is resolved by using SMOTE; feature selection elimi-
nates the insignificant features using correlation and GA. This reduced dimension of
the dataset lowers the training complexity and also solves the issues of over fitting.
Naive Bayes is used to train the GANB prediction system. Finally, performance of
the proposed model is calculated using classification accuracy and error.

The split test methodology is implemented as a technique for planning and vali-
dating the results for the training and test dataset. In split test methodology training–
testing set ranges are considered (60–40)%, (65–35)%, (70–30)%, (75–25)%, and
(80–20)%. The method is simulated 10 times for each split, and the best outcomes
is recorded for each dataset. The four variations of datasets are used, namely PIDD,
PIDD_SM, PIDD_GA, and PIDD_SM_GA for simulation. PIDD is the PIMA Indian
diabetes dataset; PIDD_SMis the oversampledusingSMOTE. InPIDD_GA, features
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are selected using GA, and in PIDD_SM_GA, over sampled using SMOTE and
features are selected using GA. Table 2 shows the result of proposed GANB predic-
tion system, and Table 3 shows the comparison of proposedGANBprediction system
with existing system. The proposed method is compared on the basis of accuracy
and error. It is worth to mention that the proposed model yields superior results in
comparison to the various existing schemes as shown in Table 2. The best outcome
is observed on the PIDD_GA variant of dataset, second best result observed on
PIDD_SM and PIDD_SM_GA variant of the dataset. Features selected using GA
on PIDD are glucose, BMI, DiabetesPedigreeFunction, and age. Whereas, features
selected using GA on oversampled dataset using SMOTE are pregnancies, glucose,
insulin, BMI, DiabetesPedigreeFunction, and age. Optimal parameters in feature
selection with GA are crossover probability 80.6, mutation probability 0.03, popula-
tion size 20, andmaximumgeneration 50. Optimal parameter configuration in feature
selection using GA on oversampled dataset is crossover probability 0.7, mutation
probability 0.03, population size 20, and maximum generation 60. The best perfor-
mance observed on proposed system is accuracy 82.2917% and error 17.7083%;
second best result observed is accuracy 81.2672% and error 18.7328%.

Table 2 Result of proposed
GANB prediction system

Training and testing
set
Split size

Key_dataset Accuracy Error

60–40
Training–testing set

PIDD 77.5974 22.4026

PIDD_GA 80.78176 19.21824

PIDD_SM 80.43478 19.56522

PIDD_SM_GA 80.48193 19.51807

65–35
Training–testing set

PIDD 78.0669 21.9331

PIDD_GA 81.4126 18.5874

PIDD_SM 81.2672 18.7328

PIDD_SM_GA 81.2672 18.7328

70–30
Training–testing set

PIDD 78.7879 21.2121

PIDD_GA 81.3853 18.6147

PIDD_SM 80.0643 19.9357

PIDD_SM_GA 80.7074 19.2926

75–25
Training–testing set

PIDD 79.6875 20.3125

PIDD_GA 82.2917 17.7083

PIDD_SM 79.5367 20.4633

PIDD_SM_GA 80.6950 19.3050

80–20
Training–testing set

PIDD 78.57143 21.42857

PIDD_GA 81.16883 18.83117

PIDD_SM 78.74396 21.25604

PIDD_SM_GA 79.22705 20.77295
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Table 3 Comparison of
proposed GANB prediction
system with existing system

Key dataset Accuracy Error

Sim [35] 75.29 24.71

Sim + F1 [35] 75.84 24.16

Sim + F2 75.97 24.03

FMM [4] 69.28 30.72

FMM-CART [4] 71.35 28.65

FMM-CART-RF [4] 78.39 21.61

Binary-coded GA [5] 74.80 25.20

BP [5] 73.80 26.20

Binary-coded GA [5] 77.60 22.40

GANB (PIDD) 79.6875 20.3125

GANB (PIDD_GA) 82.2917 17.7083

GANB (PIDD_SM) 81.2672 18.7328

GANB (PIDD_SM_GA) 81.2672 18.7328

6 Conclusion

Diabetes is a disorder where blood sugar levels are abnormally high due to the lack
of insulin produced by the body to meet its needs. Persons with diabetes are at
risk for long-term skin, kidney, lung, brain, feet, and nerve-affected problems. In
this research work, we proposed genetic algorithm and Naïve Bayes-based (GANB)
diabetes mellitus prediction system. In which, GA is applied for feature selection,
Naïve Bayes is used for prediction. The proposed system is trained using PIDD and
is preprocessed using SMOTE for solving the issue of class imbalances. GA allows
faster training of the prediction model. This reduces a model’s complexity, which
makes analysis simpler and also increases accuracy. The effectiveness of the system
is evaluated using classification accuracy (CA) and error. It is worth to mention that
the system giving remarkable accuracy 82.2917% and error 17.7083%. In the future,
we will use some optimization techniques like PSO, ACO, and CSO along with the
machine learning algorithm.
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Multiscale Decomposition of HDR
Images Using the Edge-Preserving Filters

A. S. Anand Swamy and N. Shylashree

Abstract Tone mapping is very much required to present the high dynamic range
(HDR) images on conventional screens. Most popular and efficient way is to perform
decomposition of the high dynamic range image into multi-layers. Large-scale inten-
sity variations are assigned to the base layer, and small-scale intensity variations are
assigned to the detail layer. Base layer is compressed retaining detail layers, and
both the layers are combined; resulted image is displayed on the conventional display
devices. In this process, only, contrast is reduced,whereas the details are preserved. In
this paper, various base-detail layers decomposition techniques are compared using
the metrics such as psnr, mPSNR, and HDRVDP3. Efficiency of edge-preserving
filters to preserve the details while smoothing the contrast is analyzed.

Keywords Edge-preserving filters · HDR decomposition · Tone mapping

1 Introduction

The ratio of highest light intensity value to the lowest light intensity value is called
as the dynamic range. It is measured in exposure value or stops. The dynamic range
of the natural scenes is very high, but image acquisition devices like digital camera,
camcorder, and conventional display devices like CRT or LCD monitors, printers
are low dynamic range Medias. Screening devices have a dynamic range of 100:1,
natural scene lit by bright sunlight, having deep shadows can have the high dynamic
range of 100,000:1. Several LDR images are captured with different exposures using
auto-exposure bracketing in a digital camera. Halos and contrast reversals will be
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more if the intensity values from different exposures are combined directly. Hence
[1], radiometric response function is estimated by properly aligning captured LDR
images, and by combining the intensity values from different exposures, the radi-
ancemap is estimated. Finally, tonemapping is performed to present HDR images on
LDR Medias. Tone mapping decreases the image contrast by preserving the details.
Use of global transfer curve is simplest method to compress HDR radiance image
into LDR gamut. Here, gamma curve maps the HDR image into displayable gamut.
Applying gamma should not be done individual as to each of the channels if so,
colors get muted. To overcome this, image is decomposed into two layers based on
luminance and chrominance components. Global mapping is applied to luminance
layer, and color image is reconstructed. This global approach works fine with images
having low range of exposures, andwithwidely varying exposures, it fails to preserve
details. A method similar to dodging and burning can be used for tone mapping. As
before, image is decomposed into luminance channel and chrominance channel. The
log luminance of the image is found, and it is low-pass filtered which results in the
base layer. Subtracting base layer from log luminance yields the detail layer. Base
layer is scaled down to the required range of log luminance to reduce the contrast.
New log luminance image is produced by adding scaled base layer to the detail layer.
Tone-mapped luminance image is obtained by taking exponent of new log lumi-
nance image. But, this method produces halo artifacts around the edges with more
contrast in detail layer. Therefore, linear filters are not suitable for tonemapping; local
edge-preserving filters are used for decomposition. The filters which preserves edges
and smoothens the images can be classified into two: (i) local optimization-based
filters, includes anisotropic and robust anisotropic diffusion, bilateral filtering and
its different versions, guided image filtering, weighted guided image filters, global
gradient guided image filters and (ii) global optimization-based filters, includes
weighted least square filters, total variation (TV) [2], fast weighted least squares
(FWLS) [3], L-norm gradient minimization [4]. Though global optimization-based
filters yield excellent quality, their computation cost is high, and they are time-
consuming. Local filters have very good efficiency but suffer from halo and gradient
reversal effects. This paper is organized as fallows. Section 2—discussion on various
local filtering-based edge-preserving smoothing filters. Section 3—study of global
optimization-based filters. Section 4—conclusion.

2 Local Optimization-Based Filters

2.1 Anisotropic Diffusion

This is one of the earlier method which reduces the image noise while preserving the
edges. It is similar to the technique of forming a scale space, in which an image, based
on process of diffusion creates parametrized group of successively blurred images.
In this family, each of resulting images is obtained by convolution operation with 2D
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isotropic Gaussian filter as system response and the image as the input. This method
considers eachpixel of image as an energy sync interactingwith neighbor pixels based
upon pixel intensity differences and values of conductance which are obtained from
the local edge approximate. [5]. Anisotropic diffusion decomposes the image into
multi-layers, where base layer is the smooth layer and detail layer is difference layer.
Both the layers are enhanced using enhancement algorithm such as alpha rooting [6]
or logarithm transfer shifting [7]. Both the layers are fused together. Energy diffusion
equation is usedby anisotropic diffusion.Gradients of filtering image itself are used as
a guide for the diffusion process, avoiding edge smoothing [8]. Anisotropic diffusion
is adiabatic, i.e., it preserves energy [8]. Limitations of anisotropic diffusion are (i)
“stair-casing” effect around smooth edges. (ii) It is a slow process due to its discrete
diffusion nature. (iii) It is ill posed; due to shock forming process, large changes
in output can be caused, even for infinitesimal changes in input [8]. (iv) It over
sharpens the image edges [9]. (v) It is non-iterative function which slowly converges.
Diffusion process is stopped in between to obtain the piecewise smooth images as
it finally converges to a constant image [10]. Qiaosong Chen et al. introduced an
algorithm based on affine Gaussian scale space for high dynamic range images [11].
Anisotropic feature is extracted from the HDR images, and they are reformed to be
isotropic using fitting and affine transformation. Then, base layer of HDR image is
formed by dodging and burning processing. Detail layer of HDR image is formed
by two-scale edge-preserving decomposition. Two layers are combined to get the
final output image. This method works well for high contortion and stance changes
in HDR images.

2.2 Bilateral Filters

Is an efficient filter, which smoothens the image while preserving its discontinuities.
It is also capable of decomposing the image into two layers based on different scales.
The pixels having similarity in photometric range are also considered close as the
pixels occupying nearby spatial locations; this is rationale of bilateral filter, and this
is the difference between bilateral and Gaussian filters. Bilateral filter [12, 13] is
defined as follows:

B[I ]x =
∑

Gσs(||x − y||)Gσr
(
Ix − Iy

)
Iy (1)

BF[I]x is the normalized weighted average. If pixels y has intensity values different
from Ix, influence of such pixels y is decreased by Gσ r , the range Gaussian. Gσ s

decreases influence of distant pixels; it is spatial Gaussian. Without parameter Gσ r,
bilateral filter becomes Gaussian filter.

where Wx is a normalization factor:

Wx = Gσs(||x − y||)Gσr
(
Ix − Iy

)
(2)
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Amount of filtering for the image is measured by parameters σ s and σ r ,
these parameters filtering. Only, by increasing σ s, aggressive smoothing cannot be
achieved; even, σ r should be increased. As range Gaussian is flatter, bilateral filter
becomes closer to Gaussian blur as σ r increases that means ability to preserve edges
is reduced. Larger features get smoothed when σ s increases. Weighted average is
calculated for each pixel, and pixels value is replaced. The range parameter imposes
penalty on adjacent pixels with different intensities and spatial component imposes
the penalty on the distant pixels. Combination of spatial and range components
ensures pixel is scaled controls that final result is contributed by similar nearby pixels.
Bilateral filter decomposes the image into bi-layers. (i) Base Layer: larger-scale
components (ii) Detailed layer: smaller-scale components (residual of the bilateral
the filter). Other than tone mapping, bilateral filter is also used in tone management,
texture and illumination separation, denoising, flash/no flash imaging, and so on.
Structures are also preserved in case of videos, here instead of filters are applied to
log intensities of HDR image. HDR image is decomposition into bi-layers known as
base and detailed layer. Scaled-down base layer is added with the detail layer. Using
bilateral filter, multi-scale decomposition can be in performed in several ways. In
one of the method spatial filtering, temporal bilateral filter is applied iteratively to the
smoothed versions of the input image. To not blur the edges during recursive itera-
tions during the coarsening process, range-Gaussianwidth is decreased. In other way,
during the coarsening process, the spatial Gaussian can be progressively increased
to not blur the edges. Smoothing filters like bilateral filters used in image decom-
position algorithms treat the detail as low-contrast and extract the local variation in
different contrast levels as successive the width of range layers of detail. Fine-scale
spatial variation may not be necessarily represented by such layers. But, these filters
are best tool for tone mapping as they extract details based on contrast. Drawbacks
of bilateral filter are as follows: (i) As at each position, weighted sum as to be esti-
mated over a large neighborhood, it consumes more time for execution. (ii) In the
process of preserving the edges, it sharpens the some edges, incurring undesirable
effect “stair-case effect.” (iii) Predefined pixels neighborhood regions are required;
determining them before hand is difficult as filtering performance is limited if a small
regions have been selected,may result in cross-regionmixing if large neighborhood is
smoothing is used. In tone mapping process, the bilateral selected for regions having
high textures [14]. (iv) Gradient reversal artifacts are produced along the few edges
during detail enhancement process. [13, 15] and HDR compression, the unwanted
components ni from the input image pi.(v) Involves trade-off between data smoothing
and edge preservation. During process of separation of average surface from that of
the detail surface, halo artifacts may be resulted at image edges if more smoothing is
done. (vi) It is computationally expensive as it is nonlinear filter. Recursive version
of bilateral filter was proposed by Yang [16], which defines photometric distance of
bilateral filter as

pdBF(I x, I y) =
√ ∑

a,a+1εφ

||Ia + 1 − Ia||2 (3)
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Here, � is the path which is predefined. It is the path connecting the pixels x
and y. By adding the all the distances between adjacent pixels along a path �, the
photometric distances are calculated. Ability to preserve edge becomes difficult, i.e.,
cross-region mixing is likely to occur though the computational cost is reduced. The
Propagation filter [14] has the same goal as that of bilateral filter, and it works on the
principle of photometric relationship existing between the image pixels. Cross-region
mixing problem is relieved without using any spatial filtering functions. Preservation
of image characteristics is better. In fast bilateral filtering [15], two acceleration
techniques are used: (i) FFT and fast convolution can be used for computation as
here bilateral filter is linearized. (ii) Key operations are decimated. Two strategies
are used: (i) sub-sampling in spatial domain and (ii) in intensity domain, piece-wise
linear approximation. Bilateral filter is also be further be used to obtain the joint
bilateral filter [17], where rather than filtering, another guidance image is used to
compute the input weights. This filter performance is better when it is difficult to
extract the information on the edges of the images.

2.3 Guided Image Filtering

This is a smoothing filter used for edge preserving which has better behaviors near
edges [18], and it does not have gradient reversal artifacts so best suited for detail
enhancement and HDR compression. Guidance image is subjected to linear trans-
formation which results in the filtered output, which is less smoothened and more
structured than the input image. Regardless of the intensity range and kernel size,
this filter exhibits relatively faster algorithm, and it is also non-approximate linear
time. This filter is designed by the help of guidance image I, which is modeled with
output image q. Let q be the linear transform of I in a window wk centered at the
pixel k.

Drawbacks of guided filter are unwanted smoothing of edges known as “halos”
are exhibited near few edges. This is because image cannot be represented well near
edges by the linear model used.

qi = xk Ii + yk∀iεωk (4)

Here, the coefficients (xk , yk) are linear and constant inwk . If image I has an edge,
then q will have an edge; this is ensured by local linear model. Constraints from the
filtering are needed to determine the (ak , bk). By removing output, q can be obtain.

qi = pi − ni (5)
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2.4 Weighted Guided Image Filter

In the case of WGIF [19], weighting is done considering the edge into the account,
and it is added with guided image filter. From both local smoothing filter as well as
global smoothing filters, it inherits advantages such as (i) avoids the halo artifacts,
(ii) the computational complexity is same as Gaussian filter. To design WGIF, the
variances of all intensity values are computed locally in the guidance images, and
this result is used to calculate the normalized weighting by normalizing with the
local variance of a pixel. Because of this, WGIF can preserve the sharp edges of the
HDR image like that of global filters. And also, halo artifacts are reduced. Gradient
reversal is avoided in WGIF. An weighting based on edge awareness is calculated
first, and it is considered with GIF to come up the with new filter, the WGIF.

2.5 Gradient Domain Guided Image Filtering [GDGIF]

GDGIF is designed to preserve the edges better than the other variants of the guide
image filters. In this case, the constraintwith edge awareness and of explicit first order
is included [20]. Even though weighted guided image filter was working with the
principle of the edge awareness, but, to treat edges, there are no explicit constraints in
WGIF and even in GIF. As they consider edge-preserving process and image filtering
process together, edges cannot be preserved well in some cases. The output image
of GDGIF will have gradient similar to that to the input image. The regularization
term of GDGIF is different from that of GIF and WGIF as it includes a constraint
with an explicit edge awareness.

GDGIF is based on local optimization. First-order regularization term and zeroth-
order data fidelity term composes the cost function of GDGIF. Due to this, images
are represent more accurately near edges by factors in new local linear model, i.e.,
preserves edges better than WGIF and GIF. Edge-aware factor in WGIF is single
scale, whereas in GDGIF, it is multiscale. This helps it to separate the edges from
other details of the image efficiently. The complexity of GDGIF is same of that of
GIF and doesn’t suffer from gradient reversal artifacts. In Fig. 1, the halo effects
introduced by GIF are visible. Though WGIF reduces the effect, but still, they are
visible, whereas GDGIF avoids the halo effect.

2.6 Robust-Guided Image Filtering [RGIF]

RGIF [21] consists of data term and a regularization term, to solve the challenges
faced by guided image filter [18]. HDR tone mapping is achieved by the decomposi-
tion of layers by using RGIF [13, 15, 22]. After nonlinearly mapping the base layer,
it is combined with the detailed layer. HDR tone mapping results based on different
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Fig. 1 HDR image “office.hdr” is used in comparison of tone mapping results [20]. a GIF output,
b WGIF output, c GDGIF output, d detail layer of a, e detail layer of b, f detail layer of c, g
subtracted values of e, f shows that GDGIF is better than WIF

frameworks are shown in Fig. 2. Result of RGIF frame work on HDR images is
shown; it can be observed that edges are preserved.

2.7 Anisotropic-Guided Filter

Ochotorena and Yamashita [24] designed the new filter called as anisotropic-guided
filter (AnisGF) to preserve the edges better, by making use of the weighted mean to
achieve highest possible diffusion. This is designed mainly to take of the detail halos
in the output image. Guided filter and its variants perform poor when the both the
input and guided images have the inconsistency in their structural features. This is
mainly because of the reason that those filters do not use the weighted mean during
the final steps. Ochotorena and Yamashita et al., suggested to use the weighted mean
to obtain the highest possible diffusion.

2.8 Deep Neural Networks-Based Filters

Zhu et al. came up the solutions such as (i) performance of the algorithms when there
is vast span of image parameters using a same setting, (ii) edge-preserving evaluation
which is mostly based on the subjective process, (iii) lack of datasets. Here, to set
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Fig. 2 High dynamic range tone mappers compared: a High dynamic range image, b L0 Gradient
[4], c Tone reproduction [23], dWeighted least squares [10], e RGIF [21]. In most cases of guided
image filtering, texture copy should be avoided. The limitation of RGIF is its ability of suppressing
texture copy

up the benchmark, deep neural networks are used. Deep neural networks consist of
weights (parameters) in larger number [25]. In other algorithms, even though the
weights are used as per the awareness of the edges, they were not trained. Here, the
weights are trained, and hence, performance is better even though there exists the
different image components in the used datasets. Existing network architecture, deep
residual networks (ResNets) aremade used here. AsResNet baselinemodel is trained
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datasets constructed with criteria such that they can handle the task of avoiding halo
artifacts by preserving the dynamic edges. Other part of image will be similar to the
output of low-pass filtering whatever be the components of the images. The same
tone mapping frame work in [15] is used here by just using the ResNet model in
the place of the bilateral filtering model. When compared with other filtering results,
such as that of bilateral filtering [15], local edge-preserving filter (LEP) [1], visual
adaptation (VAD) [26] tone mappers, ResNet gives better results as shown in Fig. 3
and Table 1.

Fig. 3 Results of different tone mappers. From summit to foot: the bilateral filter, VAD method,
LEP method, and ResNet model. Bilateral filter introduces halo artifacts at the edges across the tree
in the summit image. Information are lost in case of VAD method. The local edge preserving filter
method results are not quit natural look. ResNet model conserves the edge information
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Table 1 Tone-mapped image quality index (TMQI) [29] comparisons: Allegiance of structures
and naturalness based on image statistics are measured by TMQI

Bilateral filtering Visual adaptation Local
edge-preserving filter

ResNet

Tone-mapped image
quality index

0.902000 0.904100 0.875000 0.909500

2.9 Domain Transformation

Eduardo S L Gastal andManuael MOliveira came up with the newmethod for edge-
preserving filtering [27] based on the edge-preserving filter by Barash et al. [28].
This is based on the isometric between the two dimensional curves manifold in the
five-dimensional space and the real line. Here, the geodesic distances are maintained
same among the points, meanwhile the input signal is warped adaptively in such a
way that in linear time, one dimensional edge-preserving filtering can be performed.
This method is faster comparatively as it uses one-dimensional techniques, and also,
the memory utilization is less. Computational cost is low, and it can operates on color
images at variable scales.

Tonemapperswith edge awareness can operatewell to preserve the edges avoiding
the halo artifacts while converting HDR image to its low dynamic version. Figure 4
provides the comparison of the outputs tone mappers such as (a) recursive filter (b)

Fig. 4 Results and comparison of different tone mappers: a Recursive filter and b Weighted least
square filter
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weighted least square filter. Though the image quality looks same, recursive filter is
faster comparatively.

2.9.1 Multi-scale Decomposition-Based Filter

The newmethod of edge preserving was proposed, where the image is subjected into
multiscale decomposition [1]. This filter works on the adaptability principle applied
locally on the image. The output image of the filter preserves the edges locally,
and also, local mean is maintained everywhere. Here, image is decomposed into
three detail layers and one base layer where base layer contains the local mean and
edges are conserved in detail layer. This method yields good result in preserving and
enhancing local details of the HDR image as per Fig. 5.

3 Global Optimization-Based Filters

Global filter generates filter imagebyutilization all the pixel information in the image.
They are formulated by using an optimization problem which places relationship
among the neighboring pixels. As edge-preserving smoothing filters operated locally
results in the halo artifacts, the global optimization-based filters are introduced. In
case of the globally optimized filters [2, 4, 6, 24], optimization performance criterion
will contain two terms, namely regularization term and data term. The smoothness
level of the reconstructed image is provided by regularization term, while fidelity of
reconstructed image ismeasured by data term.Global optimization-based filters have
high computational cost though they yield very good quality. In case bilateral filter,
its spatial and range parameters are fixed. In case of guided image filter, Lagrangian
factor is fixed. Whereas, Lagrangian factor varies in case of global optimized filter.
For example, in case ofweighted least squarefilter [10], Lagrangian factor is adaptive.
This could be major reason for the halo artifacts in bilateral and guided image filters.
In the case of adaptive bilateral filter (ABF) [30], which is a training-based approach,
range similarity parameter is adaptive. In adaptive filter of [31], range similarity
parameter and spatial similarity parameter both are adaptive. But, 3D convolution
form is destroyed by adaptation of the parameters.

3.1 Weighted Least Square Filters [WLS]

Bilateral filter-based detail decomposition techniques are less appropriate for the
multiscale decomposition of the HDR images as they are not capable to extract
detail at variable scales. To perform the multiscale decomposition, details should
be extracted in variable scales. WLS is based on the optimization of weighted
least squares [10], specifically well suited for (i) multiscale detail extraction (ii)
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Fig. 5 Reconstruction of HDR images using various algorithms: Images in the red rectangle are
enlarged and shown. a Output of bilateral filtering [15]. b Output of weighted least square filtering.
c Output of local extrema [22]. d Output of local edge-preserving filter [1, 10]. e close-up of a. f
close-up of b. g close-up of c. h close-up of d

for progressive coarsening of images. Edge-preserving smoothing is compromise
between smoothing the image everywhere and to retain significant gradients of the
image [10]. Disadvantage of WLS is its computational cost.

3.2 L0 Gradient Minimization

This is the global optimization method, helpful for the preserving HDR image edges
[4]. This can have control on large count of non-zero gradients in a sparsity control
manner to approximate prominent structure. By limiting count of non-zero gradients,
edges are strengthened. Smoothing is not performed local; as in the case of local
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edge-preserving filters, it is done globally. This helps to achieve better smoothing
during decompositions of layers in the tone-mapping process and also preserves and
strengthens the structures of the images. Limitation of this framework is, in some
unavoidable challenging circumstances to remove details, oversharpening occurs.

3.3 Fast Global Image Smoothing

Fast global smoother [3] addresses the limitations of the local optimized edge-
preserving filters. This method achieves inhomogeneous spatially while preserving
the edges. By the help of the inhomogeneous laplacianmatrix, which is specified over
the multidimensional spatial domain, the solution for the linear system is obtained
(Table 2).

This is fast, compare to the other global optimization filters and halos effects are
not found. The advantages of the filter help in the faster and finer tone mapping of
HDR image. The metric, Mean Square Error (MSE) calculates the cumulative error
square between the modified and input images.

3.4 Scale-Aware Edge-Preserving Image Filtering

Filtering can be obtained by iterative global optimization (IGO) [33] which provides
scale awareness and preservation of edges of the HDR images. By the usage of IGO
method, with that of the measurement including the scare awareness, it is shown
that gradients can be suppressed on lesser-scale characteristics, and variations in the
intensities are preserved. But still, this one suffers to preserve the edges in case of
the complex-structured images.

3.5 Embedding Bilateral Filter in Least Squares

As discussed, global optimization yields the better results over the local filters but
with the disadvantage of the computational cost and usually run slower than the local
filters. In this filter [34], the advantages of local and global filters are combined as
bilateral filter is embedded least squares. This results in better edge preserving of the
HDR image by avoiding halos artifacts and gradient reversals. This filter is found
almost ten times faster than weighted least square filters. The tone mapping is done
according to the multiscale decomposition. The gradient reversal and halos artifacts
problems in [12, 35] are overcome by this method.
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Table 2 Comparison table

Ref. No. Paper title Outcome

[32] Computer vision: algorithms and
applications

• Provides basics of the HDR imaging
such as

– Finding the radiometric response
function after the alignment of the
multi-exposure images
– Construction of the radiance map using
the multi-exposure pixels
– Performing the tone mapping to
transform high dynamic range image to
low dynamic range image
• Discusses various HDR image formats
• Discusses the application of HDR
images

[2] Nonlinear total variation-based (TV)
noise removal algorithms

• It presents a method for removal of the
image noise by applying the constraints
using Lagrange multipliers

• The method is non-invasive, yielding
sharp edges

[3] Fast global image smoothing based on
WLS

• This method addresses the limitations of
the locally optimized edge-preserving
filters

• This achieves inhomogeneous spatially
while preserving the edges. By the help
of the inhomogeneous Laplacian matrix,
which is specified over the
multi-dimensional spatial domain, the
solution for the linear system is obtained

[4] Image smoothing via L0 gradient
minimization

• Optimization frame work constructed
using this method can control as many
as non-zero gradients globally

• Limitation of this framework is, in some
unavoidable challenging circumstances
to remove details

Over-sharpening occurs

[5] Edge-preserving image enhancement
using anisotropic diffusion

• Anisotropic diffusion considers each
pixel of image as an energy sync
interacting with neighbor pixels based
upon pixel intensity differences

• Anisotropic diffusion decomposes the
image into bi-layer where base layer is
the smooth layer and detail layer is
difference layer

• Limitations of anisotropic diffusion are
(i) “stair-casing” effect around smooth
edges. (ii) It is a slow process due to its
discrete diffusion nature

(continued)
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Table 2 (continued)

Ref. No. Paper title Outcome

[6] Visualization using rational morphology
and zonal magnitude-reduction

• Here, the new methods are proposed for
detecting the objects and reducing the
noise in them image

• It can be performed by either by
changing the magnitude as per the
frequency regions or by utilizing several
magnitude changes with different scales

[7] Transform coefficient histogram-based
image enhancement algorithms using
contrast entropy

• This paper presents the image
enhancement techniques such as
logarithmic transform, histogram
matching, histogram shifting, and
histogram shaping

[8] LCIS a boundary hierarchy for
detail-preserving contrast reduction

• Presents the technique to obtain the
conductance values differently to
maintain the steady ramp and edges

[9] Non-linear image filtering with edge and
corner enhancement. IEEE transactions
on pattern analysis and machine
intelligence

• A nonlinear image filtering for noise and
reduction and enhancement of edges
using anisotropic diffusion is described

• The corners and T junctions are as
enhanced with the edges

[10] Edge-preserving decompositions for
multiscale tone and detail manipulation

• WLS is based on the weighted least
squares optimization

• Performs the multiscale detail extraction
and good for progressive coarsening of
images

• Edge-preserving smoothing is
compromise between smoothing the
image everywhere and to retain
significant gradients of the image

[11] Affine invariant features-based tone
mapping algorithm for high dynamic
range images

• Anisotropic feature is extracted from the
HDR images, and they are reformed to
be isotropic using fitting and affine
transformation

• Multi-layers of HDR image are formed
by dodging and burning processing and
two-scale edge-preserving
decomposition. Two layers are
combined to get the final image

[12] Bilateral filtering for gray and color
images

• This paper presents the bilateral filtering
for both gray and RGB images. This
helps in the decomposition of the HDR
image

(continued)
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Table 2 (continued)

Ref. No. Paper title Outcome

[13] A gentle introduction to bilateral filtering
and its applications

• .Bilateral filter is an efficient filter,
which smoothens the image while
preserving its discontinuities

• It is also capable of decomposing the
image into two layers based on different
scales

• The pixels having similarity in
photometric range are also considered
close as the pixels occupying nearby
spatial locations; this is rationale of
bilateral filter, and this is the difference
between bilateral and Gaussian filters

[14] Propagated image filtering • Propagated image filtering as the same
goal as bilateral filter and is dependent
on photometric nature noticed among
the image pixels

• Preservation of image characteristics is
better

• Predefined pixels neighborhood regions
are required; determining them before
hand is difficult as filtering performance
is limited if a small regions have been
selected, may result in cross-region
mixing if large neighborhood is selected
for regions having high textures

[15] Fast bilateral filtering for the display of
high dynamic range images

• Here, two acceleration techniques are
used: (i) Fast Fourier transform and fast
convolution can be performed for
computation as here bilateral filter is
linearized. (ii) Key operations are
decimated

• Two strategies are used: (i)
sub-sampling in spatial domain and (ii)
in intensity domain, piece wise linear
approximation

[16] Recursive bilateral filtering • Recursive bilateral filtering defines
photometric distance of bilateral filter

• The photometric distances are
calculated by adding on the distances
between adjacent intensity values over
the path �

• Ability to preserve edge becomes
difficult

[17] Digital photography with flash and
no-flash image pairs

• Bilateral filter is also generalized to
joint bilateral filter, where rather than
filtering, input weights are obtained by
another guidance image

• This filter performance is better when it
is difficult to extract the details of edges

(continued)
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Table 2 (continued)

Ref. No. Paper title Outcome

[18] Guided image filtering • This edge-preserving filter conserves
the edges

• This overcomes the effect of gradient
reversal artifacts (artifacts of unwanted
sharpening of edges)

• Best suited for enhancing the details of
the images and for compressing the
HDR images. Linear transformation of
the guidance image results in the filtered
output, which is less smoothened and
more structured than the input image

• This can be grouped among the fast
locally optimized edge-preserving filters

[19] Weighted guided image filtering • The filter incorporates an weights with
awareness of edges for the present
guided image filter

• From both locally optimized and
globally optimized smoothing filters, it
inherits advantages such as (i) avoids
the halo artifacts, (ii) the complexity is
same as Gaussian filter

[20] Gradient domain-guided image filtering • An explicit constraint with edge
awareness and that of first order is
included

• Filter, thus, conserves edges better than
other similar filters

[21] Robust-guided image filtering • This filter consists of two terms, namely
data term and a regularization term and
solves the challenges faced by guided
image filter

• Re-weighted least squares (IRLSs) are
used iteratively as model obtained is
highly non-convex

[22] Edge-preserving multiscale image
decomposition based on local extrema

• Provides new technique for the
multiscale decomposition of the HDR
image by define details are fine-scale
spatial oscillations and edges as high
variance in spanning values of adjacent
local extrema

[24] Anisotropic-guided filtering • This filter preserves the edges in the
image, by utilizing weighted averaging
to achieve maximum diffusion

• AnisGF brings anisotropy as an added
capability to the existing guided filter

• AnisGF is immune to the formation of
the artifacts, especially with density
dependence it presents some limitations

(continued)
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Table 2 (continued)

Ref. No. Paper title Outcome

[25] A benchmark for edge-preserving image
smoothing

• Deep neural networks have many
weights (parameters). The weights can
be fixed after the training process and
resulting network can work with various
types of inputs with very strong
generalization capability

• Existing network architecture, deep
residual networks (ResNets) are made
used

[1] Local edge-preserving multiscale
decomposition for high dynamic range
image tone mapping

• Due to its locally adaptive property, it is
different from other filters

• The output contains local means
throughout and conserves local salient
edges

[26] An analysis of visual adaptation and
contrast perception for tone mapping

• As per the technique presented, tone
mapping is done using both global and
local optimization method

• Global method is utilized to obtain the
visual adaptability, and contrast is
locally enhanced

[29] Objective quality assessment of
tone-mapped images

• Algorithm is proposed based on
objective quality assessment for
tone-mapped images by combination of:
(1) a multiscale signal fidelity measure
and (2) a naturalness measure

[27] Domain transform for edge-aware image
and video processing

• This is based on the isometric between
the two-dimensional curves manifold in
the five-dimensional space and the real
line

• Here, the geodesic distances are
maintained same between the points,
meanwhile the input signal is warped
adaptively in such a way that in linear
time, one-dimensional edge-preserving
filtering can performed

• This method is faster compared to other
similar methods as it uses one
dimensional techniques, and also, the
memory utilization is less

[28] Fundamental relationship between
bilateral filtering, adaptive smoothing,
and the nonlinear diffusion equation

• Here, anisotropic diffusion is compared
with the bilateral image filter technique

• Adaptive smoothing is fixed, and it acts
as the medium in between the
anisotropic diffusion and bilateral image
filter technique

(continued)
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Table 2 (continued)

Ref. No. Paper title Outcome

[30] Adaptive bilateral filter for sharpness
enhancement and noise removal

• Adaptive bilateral filter rises the edges
slope without producing overshoot or
undershoot and thereby sharpens the
images

[31] Content adaptive bilateral filtering • The edges are preserved better than the
existing bilateral filter, and also, flat
regions are smoothened better

[33] Scale-aware edge-preserving image
filtering

• Filtering can be obtained by iterative
global optimization (IGO), which
provides scale awareness and
preservation of edges of the HDR
images

• By the usage of IGO method, with that
of the measurement including the scare
awareness, it is shown that gradients can
be suppressed on lesser scale
characteristics, and variations in the
intensities are preserved

• But still, this one suffers to preserve the
edges in case of the complex structured
images

[34] Embedding bilateral filter in least squares • The benefits of locally and globally
optimized filters are combined as
bilateral filter in embedded least squares

• This results in better edge preserving of
the HDR image by avoiding halos
artifacts and gradient reversals

• This filter is found almost ten times
faster than weighted least square filters

• In tone mapping, this filter can properly
eliminate the artifacts, and results are
comparable with that of WLS

[35] Adaptive manifolds for real-time
high-dimensional filtering

• Here, powerful method for computing
the high-dimensional filtering in real
time is presented.

• It is faster, and less memory is required
for the storage

4 Methodology

The block diagram of the multiscale decomposition of HDR images using the edge-
preserving filters is shown in the 6. The high dynamic range image is the input to the
edge-preserving filters such as bilateral filter, guided filter, and weighted least square
filters. Edge-preserving filters smoothens the HDR image preserving the edges. The
output of the edge-preserving filter is taken as the base layer, and the difference
between the base layer and input image results in the detail layer, which preserves the
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edge details. Further, base layer is subjected to the multiscale smoothening using the
edge-preserving filters. Here, in our experimentation, edge-preserving filters are used
three times for the multiscale smoothening. Further, the smoothen image (final base
layer) is added with enhanced detail layer to obtain the output HDR image, there by
image is smoothen; hence, memory size is reduced by retaining the edge information.
The followingmetric is employed to compare the output of the edge-preservingfilters.

4.1 Peak Signal-to-Noise Ratio (PSNR)

PSNR is a metric in signal processing which measures quality of a signal by calcu-
lating ration between original signal and the noise signal. PSNR estimates the image
quality by comparing the modified image with the input image. PSNR will have
higher value for evenly distributed values rather than sparsely distributed MSE and
PSNR are defined as follows:

MSE = 1

mn

m∑

i=1

n∑

j=1

(xi j − yi j )
2

m number of rows in cover image
n number of columns in cover image
xij pixel value from cover image
yij pixel value from stego image

PSNR(x, y) = 10log10[max(max(x),max(y))]2
x − y2

4.2 mPSNR

mPSNR is a metric which computes the PSNR for mainly HDR images. It
takes following input arguments: input reference image, input distorted image,
the minimum exposure for computing mPSNR, and the maximum exposure for
computingmPSNR. It provides the following output arguments. mpsnr: themultiple-
exposure PSNR value. Higher values mean better quality. eMax: the maximum
exposure for computing mPSNR. eMin: the minimum exposure for computing
mPSNR.
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4.3 HDR-VDP-3

HDR-VDP-3 compute visually significant differences between an image pair with
following input arguments: task—the task forwhich themetric should predict. Test—
image to be tested (e.g., with distortions) reference—reference image (e.g., without
distortions) color encoding—color representation for both input images. Pixels per
degree—visual resolution of the image. The function returns a structure with the
followingfields:Pmap—probability of detection per pixel (matrix 0–1)Pdet—a single-
valued probability of detection (scalar 0–1) Cmap—threshold normalized contrast
map so that Cmax = 1 corresponds to the detection threshold (Pdet = 0.5). Cmax—
maximum threshold normalized contrast so thatCmax =1corresponds to the detection
threshold (Pdet = 0.5). Q—quality correlate, which is 10 for the best quality and gets
lower for lower quality. Q can be negative in case of very large differences. QJOD—
quality correlate in the units of just objectionable differences. 1 JOD means that 75
reference image over a test image in a 2-alternative-forced-choice test (Fig. 6).

Fig. 6 Block diagram:
multiscale decomposition of
HDR images using the
edge-preserving filters

Input HDR image

Edge preserving
Filters

Base layer 1 

Base layer 2 

Base layer 3 

Difference

Detail layer

Addition

Output HDR image
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5 Results and Discussion

Multiscale decomposition of the HDR image was performed on Matlab R2020a
using the edge-preserving filters such as bilateral filter, guided filter, and WLS filter.
Images were compared with the metrics psnr, mPSNR, and HDRVDP3. The results
are as shown below in Tables 3, 4, 5, and 6. Output was evaluated on the two different
images “smallOffice.hdr” and “SpheronNiceo9E0.hdr” The table shows the psnr and
mPSNRvalues of the base layer and detail layer comparedwith the inputHDR image.
A further table specifies the output arguments of the HDRVDP3, where the quality
of the image is given the preferences. The quality of the detail layer is found to be
good in the WLS filter.

6 Conclusion

In this paper, filters used for multiscale decomposition of HDR image into base
layer and detail layer are performed using the edge-preserving filters. There are two
types of filter i) Local filtering-based edge-preserving smoothing filters, includes
anisotropic filters and its variants, bilateral filters and its variants, guided filter and
its variants. Anisotropic and bilateral filters are slow, and they suffer from stair-
casing effect. Though guided filter is fast, it suffers from halo effects like all other
local filtering-based edge-preserving smoothing filters. AnisGF brings anisotropy
as an added capability to the existing guided filter, but still immune to the forma-
tion of the artifacts and it presents limitations with density dependence. ii) Global
optimization-based filters like WLS are best in edge preserving and smoothing, but
drawback is computational cost. WGIF and GDGIF take the advantage of both local
filtering-based edge-preserving filters and global optimization-based filters. They
preserve the edges better, and the complexity is same as Gaussian filter. Edge-aware
factor in WGIF is single scale, whereas in GDGIF, it is multiscale, so it is better
in preserving the edges of the HDR image. The embedded BF [34] has the advan-
tages of local and global filters. This results in better edge preserving of the HDR
image by avoiding halos artifacts and gradient reversals. This filter is found almost
ten times faster than weighted least square filters. So, it can be concluded that filter
incorporating the features from both local and global smoothing filters and which
performs multiscale decomposition is best suited for HDR image decomposition and
tone mapping. Research to be focused is on implementation of an efficient filter with
the both local and global optimization features for the multiscale decomposition.
The contrast of base layer can be compressed efficiently with a new compression
technique, and detail layer can be enhanced further to preserve the edge information.
A new frame work can be designed for tone mapping process.
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Sustainable Wastewater Management
Using Algae in Oxidation Ponds

Pallavi Praveen and Tejaswini Singh

Abstract The oxidation pond treatment process is natural because it uses microor-
ganisms such as bacteria and algae. Thismakes themethod of treatment cost-effective
in terms of its construction, maintenance, and energy requirements. Oxidation ponds
are also productive because they generate effluents that can be used for other applica-
tions. Finally, oxidation ponds can be considered a sustainable method for treatment
of wastewater.

Keywords Oxidation pond · Wastewater · Waste management and treatment ·
Algae · Bacteria

1 Introduction

Technologies based on natural systems of waste management and treatment having
distinct advantages of being more eco-friendly, with minimum use of mechanical
equipment, are being explored in countries like ours for sustainable waste manage-
ment. Wastewater management has received considerable attention in recent years
to move the stringent regulation of the statutory bodies in addition to water scarcity.
Proper collection treatment and disposal/utilization of waste water of domestic and
industrial origin are essential prerequisites for the protection of public health and
improvement in quality of life. Among the various treatment routes available for
renovation of wastewater, natural systems form a key component. The main under-
lying principle of operation of this system is its dependence on natural components
for achieving intended purposes.

Oxidation ponds or waste stabilization ponds have been found to be a simple and
reliable means of treatment of sewage and certain industrial wastes.
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Some major advantages of oxidation ponds are as follows:

• Low capital requirement (except for land), low operation and maintenance cost.
Ability to handle fluctuating organic and hydraulic loads.

• Climatic advantage in warm countries like India.
• Its operation is very simple and without quiring special equipment and speaking

skills high BOD is removed.
• Potential use as reservoir for irrigation and fish culture.

An oxidation pond is an open shallow basin excavated in the ground used for
secondary treatment (microbial broad production of wastewater. Liquid waste is
focused in these ponds and retained for specificperiods (15–30days) to permit desired
intervention. The natural combination oxygen using bacteria and oxygen producing
algae in such ponds convert organic and inorganicwaste into stable secondary effluent
that can be released into the receiving waste body.

The aerobic biodegradation process taking place in an oxidation pond can be repre-
sented by the following generic equation OCxHy +Hy + (microorganisms/nutrients)
→ H2O + CO2, + biomass Keeping the potentialities of oxidation pond in wastew-
ater management, the present investigation was undertaken on the ecological role of
algae in an oxidation pond situated Dhandobra Bokaro. An attempt has been made to
establish a relationship between phytoplankton and waste material. Detailed integral
investigations is required two consecutive years.

2 Result and Discussion

The ecological role of algae in the functioning of oxidation ponds has been well
recognized. Algae play a dual role of oxygenation as well as stabilization of wastes in
oxidation ponds. The determination of the uber and other kinds of the more abundant
algae in oxidation ponds can be used as a reliable index of the progress achieved in
the oxidation of wastes.

Altogether, 99 taxa belonging to Chlorophyceae (46), Cyanophyceae (30) Bacil-
lariophyceae (16), and Euglena (7) were recorded during the entry course of investi-
gation (Table 1). Percentage composition and relative abundance of those classes

Table 1 Course of
investigations

Class Genera Species Percentage

Chlorophyceae 25 46 46.5

Cyanophyceae 11 30 30.33

Bacillariophyceae 8 16 16.1

Euglenineane 3 7 7.07

Source Survey results at Dhandobra oxidation pond through Chas
and lab facilities
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show the chlorophyceae were the most dominant, followed by blue-greens and
diatoms. Euglenoids were poorly represented.

A total of 16 species were recorded from the mixing site. Out of these, two species
belonging to Cyanophyta (Oscillatoria subbrevis and Phormidium luridum) and one
of Euglena (Phacus longicauda) were recorded from the mixing site only.

Typical examples of general representatives of the four classes found in stabiliza-
tion ponds are as follows:

1. Chlorophyceae: Ankistrodesmus, Chlorella, and Scenedesmus.
2. Cyanophyceae: Spirulina, Oscillatoria, and Rivularia.
3. Bacillariophyceae: Fragilaria, Eunotia, and Navicula.
4. Euglena: Phacus and Lepocinclis.

Some algae unusual for oxidation ponds have also been recorded. They are
as follows: Pediastrum, Microspora, Oedogonium, Spirogyra, Gonium, Lyngbya,
Fragilaria.

A drastic reduction in the number and kinds of algae at the mixing site is due to
the exposure of algae to sewage pollution stress. Since the pond in such a situation
is exposed to altered environmental conditions, the sensitive species disappeared
leaving behind the tolerant forms which may be termed as indicators of sewage
pollution.

An understanding of the algal fluctuation for an oxidation pond is essential for its
proper management. The phytoplankton population of the oxidation pond showed a
bimodal pattern of fluctuation with maximum in monsoon and summer. An irregular
pattern of fluctuation was followed by green algae, suggesting their wide range of
nutrient status showed direct bearing on the productivity of the aquatic body.

The oxidation pond contains a mixed flora and does not exhibit the predominance
of any particular species. This suggests that the pond could handle a heavier load. A
majority of the common oxidation pond algae were planktonic and did not collect
on the surface as mat or bloom.

Primary productivity of a particular water body gives quantitative information
about the amount of energy available to support the bioactivity of the system. Gross
primaryproduction rangedbetween1.13–4.01gc/m2/d in the oxidationpond showing
peak values from June to September. A clear-cut bimodal pattern of variation was
recorded. The results of net production varied from0.35 to 2.65 gc/m2/d in the present
study. Positive relationship was observed between phytoplankton standing stalk and
productivity values.

Proper balance between hydrological factors stimulates better phytoplankton
growth. Even a slight change in one of these led to major changes in living biota.
Most of the factors in present findings influenced plankton abundance considerably
within certain limits.

From the above account, it can be concluded that the oxidation pond under
study can be managed scientifically, and that the application of biological princi-
ples should make it possible to improve the efficiency of waste water treatment
oxidation stabilization pond (Figs. 1 and 2).
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Fig. 1 Example figure for wastewater treatment through stabilization pond (Source https://sswm.
info/)

Fig. 2 Example figure for stabilization pond
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in Mechatronics Course
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and P. Ramchandar Rao

Abstract With the rapid growth in the technology era, the conventional teaching
approach does not suffice for millennial learners. Keeping this in view, making
them efficient and globally competitive graduates, the learning environment has to
be changed by adopting new teaching pedagogies. To address this, we introduced
a multidisciplinary course, i.e., mechatronics in the engineering curriculum. This
course is divided into two parts as experiential learning and project-based learning.
In the first part, the students are exposed to experiential learning rather than conven-
tional teaching. Then, in the second part, we introduced project-based learning,which
helps the students to solve engineering problems. Finally, this course will improve
the skills of our next-generation engineers in the fields of innovation, creativity with
an entrepreneurial mindset.
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1 Introduction

In 1969, a Japanese company senior Engineer (Mr. Tetsuro Mori) first used the word
mechatronics [1]. Mechatronics refers to the integration of mechanical and elec-
tronic systems. But, mechatronics means it is the combination of multidisciplinary
engineering to develop simple to complex systems with ease, economical, and reli-
able. Figure 1 illustrates the basic streams involved in mechatronics and its broader
application areas.

Amechatronic system typically has amechanical system; its behavior is controlled
in a predefined manner using a processor/controller. An array of sensors is connected
to the processor/controller using suitable signal conditioning and analog-to-digital
converters to monitor the status of the mechanical system.

From this status information, a processor/controller takes the decisions. Decisions
are made through code running on the microcontroller. These decisions are given to
actuators of mechanical systems through the ADC interface of the microcontroller
to make actions like rotate, move, and lift.

The experienced learning in engineering education is worth having, especially
within a virtual education upward movement, and that honesty has an impact on
creativity and thinking abilities [2, 3].

The learning efficiency and effectiveness are improved year by year over our six
years offering of the presented mechatronics pedagogy into mechanical engineering
[4]. From the practical point of view, the reform of teachingmethodology and content
is of great significance to cultivate innovative talents and to improve teaching quality
which promotes effective teaching [5, 6]. To realize the ‘Make in India’ vision, to

Fig. 1 Basic streams and
application domains of
mechatronics
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classy services and products that are viable in the international market, India requires
a large number of skilled and highly qualified graduates [7, 8]. The conventional
teaching methods do not meet the needs of a professional activity that currently
includes the ability to analyze problems and exploration for solutions by collaborative
working, communication skills with professionals from different specialties, and
motivation for life-long learning [9, 10].

From the above studies, we identified that conventional teaching is not sufficient
for millennial learners, from the following aspects

• Less attention span
• Huge information sources
• Lack of motivation
• Social distance.

The remainder of the paper is as follows. Sect. 2 deals overview of the mecha-
tronics course; Sect. 3 describes the methodology and implementation of the mecha-
tronics course. Section 4 presents the analysis of the proposed methodology and
Sect. 5 conclusion of the proposed methodology and overall experience in learning.

2 Course Overview

The course mechatronics includes topics like microcontroller fundamentals, instru-
ments for signal processing, sensors and actuators, and control circuitry. In this
course, the theory is combined with immediate hands-on sessions to get effective
experiential learning. The subject is based on project-based learning by conducting a
few laboratory experiments that introduce the students to the use of electromechan-
ical devices. Finally, the students in the group are required to develop a mechatronic
device for automated applications, and by this, the students can understand aspects of
multidisciplinary applications. Hence, quality of education can be maintained, and
students will have a platform to think upon and showcase their capabilities.

(A) Basic Information

This course is introduced for undergraduate students as a multidisciplinary course
in II B.Tech. II semester for ECE, EEE students, and III B.Tech. I semester for CSE
and ME students. 4 h per week are allocated for this course excluding laboratory
hours. Also, two laboratory sessions per week are conducted. The pre-requisite for
this course are engineering physics and basic C programming. The course objectives
and outcomes are listed below:

(B) Course Outcomes

• Describe the key elements of the mechatronic system
• Explain the principle and operation of sensors
• Apply the mechanism of actuators for an application
• Analyze speed and power control of motors
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• Examine signal conditioning circuits
• Design a mechatronic system for a specific application.

3 Methodology and Implementation

To overcome the deficiencies of conventional teaching, we modified the teaching–
learning process by incorporating experiential learning and PBL in the mechatronics
course. This course is divided into two parts as experiential learning and project-
based learning. In the first part, the students are exposed to experiential learning rather
than conventional teaching. Then, in the second part, we introduced project-based
learning, which helps the students to solve engineering problems.

(A) Experiential Learning

This is the first part of the proposed methodology, in which we divided the total
course syllabus into eight modules. The first four modules are the demonstration, and
the remaining four modules are implemented with four active learning pedagogies.
These pedagogies include think aloud pair problem solving (TAPPS), student-team-
achievement-divisions (STAD), flipped class, and Jigsaw. The implementation of
these pedagogies are as follows:

TAPPS [11]: The active learning method is shown in Table 1. The topic selected
for this activity is the sensors. Reflections of the TAPPS activity—the students
are involved more in this activity with enthusiasm because their involvement and
pair selection are of their friends. This activity is only 50% successful. Because
maintenance of large classwith this activity is difficult and first-time implementation.

STAD [12]: By considering the reflections of the above activity, collaborative learning
is introduced to my students on the topic of temperature sensors. There are several
activities are presented for collaborative learning. My course is having well-defined
objectives; hence, STAD is selected, and it is more appropriate to introduce collabo-
ration tomy students. It is best suitable for themechatronics course. Students learning
teams are formed based on the following factors.

Table 1 TAPPS activity

Activity Topic: sensors

Specific question Details of implementation Time allotted

TAPPS What is a sensor?
How are sensors classified
What is the basic principle of
displacement sensors?

The topic will be given. Recorders
will be chosen
Students pair up and try to explain
the topic. Summarize the operation
of the sensor
In these activities, basic concepts of
displacement sensors can be
expected

min. list
min. share
min. explain
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• Mixed in performance level (based on performance)
• Sex (2 boys + 2 girls)
• Ethnicity.

Reflections of the STAD activity—the students are involved more in this activity
with enthusiasm because their involvement and pair selection are of their friends.
This activity only 78.3% success. Hence, maintenance of large classes with this
activity is somewhat better than the first activity.

Flipped Class [13]: The topic selected for this activity is electrical actuators.
Step-by-step procedure to implement this activity.

• First, we provided suitable topics for a flipped class in the lecture plan
• Prepare material and recourses required for students
• Announce dates for these activates in my lesson plan
• Before this activity, they can contact during free hours.

Then, students have to explain the topic. To assess the student’s understandings,
test is conducted on 10 marks. The performance of students on the test is shown in
Fig. 2.

Reflections of the FlippedClass activity—most of the students are not prepared for
the activity. For the conduction of this activity, student co-operation is very important.
Only, fast learners can easily participate, but slow is facing difficulty.

JigsawActivity [14]: The topic for the activity is mechanical actuators. The following
are the steps and time for the activity (Course project team) (5 min).

• Read allotted topic for you (before the class)
• Members belong to different groups have looked into the identical theme, as well

as discuss each other (15 min)
• Back to your group as well as discuss topic in front of group members (45 min)
• Write a test on the topic (20 min).

The student’s involvement in the activity is shown in Fig. 3. The test is prepared
with Bloom’s level 3 questions. The average scores of students are improved with
this activity comparing with other activities. The individual student scores after the

Fig. 2 Students scores of
flipped class activity
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Fig. 3 Students involvement
in Jigsaw activity

Fig. 4 Individual student
scores of the Jigsaw activity

test are shown in Fig. 4. The overall average score of the class is approximately 14
out of 20 marks.

Reflection on the above activity: Classes including more students have been
engaged with the help of this activity. The student abilities, namely collaborative
and self-learning, have been improved by using this activity. The conclusion of this
activity has success of 80% because of topic understanding, student gaining score,
and feedback.

(B) Project-Based Learning

The second part of this course is provided for PBLwhich is a learner-centered instruc-
tion that involves a dynamic classroom method in which learners attain in-depth
knowledge through active exploration of real-world and problems and challenges
[15]. Students learn about a subject by working for an extended period to investigate
and respond to a complex question, challenge, or problem [16].

After eight weeks of experiential learning, students are grouped into batches. Each
batch is allocated with a specific problem statement. Then, each batch has to submit
the product or prototype based on their problem statement. For this, we provide the
required components for every batch. The remaining eight weeks are provided for
the development of their project. By doing this project, students were exposed to
project-based and student-centered learning. Finally, they have to exhibit a project
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Fig. 5 Implementation procedure of PBL

for evaluation. The complete implementation of PBL is shown in Fig. 5, and the
stepwise implementation procedure is as follows:

Step 1: Finding the problem statement by observing societal problems.

Step 2: Clear Understanding of problems by surveys and literature reviews.

Step 3: Coming up with an idea, by agreement with all team members and submit it
to the mentor/guide.

Step 4:Development of the product/prototype. This stage is further divided into four
stages.

1. Hardware
2. Software
3. Development
4. Evaluate.

In this stage, prototype/product is tested for required specifications, if it is satisfied
to continue with step 4, otherwise repeat from step 2 or 3 based on the mentor/guide
feedback.

Step 5: Enrich prototype/product: During this stage, students prepare casing for their
product/prototype.

The following are a sample of student course projects during the implementation
of PBL.



614 Ch. Rajendra Prasad et al.

Fig. 6 Remote-controlled
robot

Remote-Controlled Robot

This project describes controlling the movements of the robot wirelessly using IR
data communication.Whenwe press a button on the remote, the IR transmitter (Tele-
vision remote) sends IR signal to the TSOP1738 (IR receiver). At the receiver end,
photodiode detects light pulses and decodes the information. The decoded informa-
tion (RC5 format) is sent to the processing device. Based on the received data, the
Arduino mega 2560 board performs the necessary actions by sending commands to
the robot through a motor driver (L293D), like controlling robot FRONT or BACK
or LEFT or RIGHT, or STOP. The designed remote-controlled robots are well suited
to collect data from harsh environments, industrial applications, etc. The working
model of this project is shown in Fig. 6.

Identify the Headings Gesture-Controlled Robot

The present structure of the project involves themethod of controlling the robot using
hand gestures as commands using an accelerometer. The control of the locomotion
of the robot is presently done by a microcontroller (Arduino mega 2560 board). An
accelerometer measures gravitational force. This ADXL 335 gives analog voltage
which is read as by the microcontroller. Based on this voltage obtained from the
ADXL 335 for the various orientations of the hand, the microcontroller will decide
the necessary actions by sending the commands to the robot, like moving the robot
LEFT,RIGHT, FRONT,BACK, or STOP. Theworkingmodel of this project is shown
in Fig. 7.

4 Results and Discussion

A. Analysis of Experiential Learning
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Fig. 7 Gesture-controlled
robot

The analysis and success of activities are measured by three parameters such as
student performance, observation, and student feedback. A comparison of the above
four activities is shown in Table 2, and the mapping of activities with Cos and POs
is shown in Table 3.

This comparison is purely based on my class students’ performance, feedback
given by them, and my observation. Based on my observation, while conducting

Table 2 Comparison of the activities

Activity Mechatronics conducted activities

Performance of
students in the
activity

Feedback of students
on the activity

Observation Overall success of
activity (%)

TAPPS 60 50 40 50

STAD 75 80 80 78.3

Flipped class 45 60 40 48.3

Jigsaw 70 100 90 85

Table 3 Mapping of COs and POs with activities

S. No. Name of the activity Topic CO Mapping PO Mapping

1 TAPPS Key Elements of
Mechatronics

CO1 PO1

2 STAD Sensor characteristics and
classifications, Selection of
sensor

CO2 PO1

3 Flipped Class Electrical Actuators CO3 PO2

4 Jigsaw Mechanical Actuators CO3 PO3
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these activities, the flipped class activity is a failure because they are not prepared
for the given topics. But, Jigsaw and the STAD are succeeded in my class.

Continuous Internal Evaluation Assessment: The mechatronics course is evaluated
for Continuous Internal Evalution (CIE) of 30 Marks. For CIE, we followed the
following rubric for every week.

• Presentation of Idea—5 Marks
• Performance—10 Marks
• Teamwork—5 Marks
• Implementation—10 Marks

This can be averaged based on the first eight weeks. While comparing with
previous semester results, the current semester results are improved by 22.7%.

B. Analysis of PBL

As a part of this course, the students learn the basics of automated systems. The
students have developed projects based on their knowledge gained during the class
aswell as in the laboratory.During this semester, 12 projects are prepared by students.
The evaluation rubric for the course projects is given in Table 4. The mechatronics
course is evaluated for Semester End Examination (SEE) of 70 Marks and the SEE
distributed as follows:

• Objectives—15 Marks
• Product/prototype—25 Marks
• Documentation—15 Marks
• Viva-voce—15 Marks

The evaluation of the semester end examination is a project-based competition. To
increase the student interest in doing project-based learning, we organized a project
demo-day to showcase their projects and share their knowledge. Some of the projects
displayed alongwith posters on demo-day are shown in Fig. 8. By implementing PBL
in the mechatronic course, the students have been achieved following aspects such
as:

• Work with teams
• Self-learning ability
• Utilization of resources for a given application
• Self-motivation.

5 Conclusion

We have followed two approaches during the mechatronics course, experiential
learning and project-based learning. The learning by doing is implemented by expe-
riencing students more on hands-on practice rather than conventional chalk and talk
and conducting activities on difficult topics. Project-based learning is implemented
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Table 4 The evaluation rubric for the mechatronics course projects

Criteria Beginning Developing Accomplished Exemplary

Creativity and
Innovation [17]

No inquiry and
relevant data on
the progress of
the idea.
Followed none of
the instructions

The level of
inquiry is low and
less
determination on
developing
concepts

The basic level of
inquiry and
collected data is
relevant to the
design

The proper level
of inquiry on a
required data,
which is sufficient
for the design

Cooperation and
Knowledge

The teamwork
and basic
concepts are not
up to the mark

The teamwork
and basic
concepts are
satisfactory

The teamwork
and basic
concepts are fair
enough

The teamwork
and basic
concepts are
completely meet
the requirements

Design
Principles

Student
implementation is
not up to the
mark of the
design principles

Student
implementation is
up to the mark. To
meet the design
principles,
further,
improvement is
needed

Student
implementation
fairly meets the
design principles

Student
implementation
completely meets
the design
principles

Module Design The design
modules are not
clear and are
difficult to realize

The design
modules in
modules are
clear; interfaces
between modules
are not clear

The design
modules and
interfaces
between modules
are clear. The
design is efficient
and easy to
realize

The design
modules and
interfaces
between modules
are clear. The
design is efficient
and well suited
for the design

Testing and
Prototyping and
[18]

The design does
not meet the
requirements

The design
almost meets the
requirements, but
still has minor
logical errors

The design is
meeting the
requirements
without any
logical errors

The design is
well suited and
producing
extraordinary
outputs

through a course project. Total 12-course projects are developed with different
problem statements. This course helps the students to solve engineering problems
and also enlightens the fundamental building blocks of our next-generation engineers
like innovation, creativity, and entrepreneurial mindset. Finally, the PBL introduced
in the mechatronics course improved student problem-solving skills, team-based
learning, and self-learning abilities which develops confidence in my students. But
still, we need some extra effort in planning and conducting the activities.
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Fig. 8 Projects displayed along with posters on demo-day
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Analysis of Metamaterial-Based
Bandstop Filters: A Brief Review

Priyanka Garg and Priyanka Jain

Abstract A comparative analysis of bandstop filters (BSF) with transmission line
(TL) employing different metamaterial unit cells is presented in this paper. There
are a number of filters proposed in literature that have metamaterial etched on the
ground plane; therefore, a comparison-based study is required to be performed to
ease the user for selecting the best suitable configuration according to the desired
specification. In this paper, six different metamaterial unit cells are taken from the
literature and then optimized to perform bandstop operation at 3 GHz. Each structure
is simulated and analyzed. The equivalent circuit extraction of the designs is also
performed. In the end, a comparison table is presented for all the six filters on the
basis of different characteristic parameters of filters such as 3 dBbandwidth, insertion
loss, shape factor, quality factor (Q), unit cell size, overall size and group delay.

Keywords Metamaterial · Resonator · Transmission line · Filter · Comparison

1 Introduction

Filters are the essential components required in modern wireless communication
systems. They either pass or reject a desired band of frequencies in various RF and
microwave applications. With advancement in wireless communication technology,
demand of compact sized, low-cost and high-performance filters in increasing. Planar
technology was introduced for filter designing in order to fulfill that demand. Also,
various tool and techniques have been investigated to overcome the drawbacks
of planar technology and design filters with improved performance and minimum
complexity.
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In last few decades, metamaterial resonators, especially split-ring resonators
(SRRs) [1] and complementary split-ring resonators (CSRRs) [2] have gained lots of
interest in the area of filter designing because of their extraordinary electromagnetic
properties. SRR leads to negative effective permeability (μ) around the resonance
frequency, whereas CSRR being the counterpart of SRR, obtained by etching the
negative image of SRR, leads to negative effective permittivity (ε). Various configu-
rations of metamaterial resonator-based filters have been reported in state-of-the-art
such as coupled line filters [3, 4] that incorporate microstrip edge-coupled split-ring
resonators along the transmission line, defective microstrip line (DML) [5, 6] that
have resonators etched out of themicrostrip transmission line, defective ground plane
(DGS) [7–10] in which microstrip transmission line is on the top of the substrate, and
resonator is etched out of the ground plane andmanymore. DGS-based filters are one
of the most simple, efficient and easy to use configurations [11]. Demonstrated that
CSRR-based filters attract more attention due to deeper rejection levels and much
wider rejection bands as compared to the ones having SRR coupled to the sides of
transmission line.

In this paper, a comparison-based analysis of different complementary resonators
in designing microstrip transmission line-based bandstop filters is presented. Six
metamaterial resonators are taken from the literature; first of all, their dimensions are
optimized to provide bandstop operation at 3 GHz, and later, a comparative study is
presented on the basis of different filter characteristics like unit cell size, overall size,
3-dB bandwidth, insertion loss, quality factor (Q), group delay and shape factor. A
number of metamaterial resonators bandstop filters are proposed in literature; there-
fore, this paper aims at providing a comparative study with an objective to aid the
user point out the best configuration required for a particular specification of band-
stop filter as well as evolving the ideas in future by considering the advantages and
drawbacks of the present structures. Computer Simulation Technology-Microwave
Studio (CST-MW) [12] is used for structure designing, and CST Design Studio [13]
is used for circuit design and simulation.

2 Design and Simulation Approach

To design the filter, an FR-4 substrate having dielectric constant (εr) = 4.4 and loss
tangent (tan δ)= 0.025 with thickness (h) 1.6 mm is used. On the top of the substrate,
a 50-�microstrip transmission line is etched and the metamaterial unit cell is etched
out of bottom ground plane.

2.1 Metamaterial Unit Cells

All the six configurations of metamaterial unit cells are shown in Fig. 1 that are
chosen to investigate the filtering characteristics. Their dimensions are optimized to
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Fig. 1 a CELC-I [7], b CELC-II [14], c OSSRR [8], d CSTR [15], e SSRR [16], f DSRR [11]

operate at 3 GHz and exhibit negative value of effective permeability or permittivity
or both near operating frequency.

Two types of complementary electric inductive-capacitive (CELC) resonators are
shown in Fig. 1a, b which are defined as mu-negative material. The CELC in Fig. 1a
is named as CELC-I and the one in Fig. 1b as CELC-II. An open-slot split-ring
resonator (OSSRR), tends to exhibit electric resonance, is shown in Fig. 1c. It is
formed by two concentric square slots which are connected to each other and also
have openings at the same side. Further, a complementary split triangle resonator
(CSTR) is depicted in Fig. 1d which provide double-negative behavior, i.e., negative
values of permittivity and permeability simultaneously, therefore providing both
electric and magnetic resonances. Single split-ring resonator (SSRR) and double
split-ring resonator (DSRR) are the most popular and most explored unit cells which
are shown in Fig. 1e, f, respectively. Both of them exhibit negative permittivity near
resonance.

2.2 Design and Simulation of Metamaterial Based Filters

For exhibiting filtering characteristics, a metamaterial unit cell is etched out of the
ground plane underneath a 50-� transmission line. To provide proper impedance
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matching, the length of transmission line is optimized, and accordingly, the overall
structure dimensions are determined.

(1) CELC-I-based bandstop filter

The schematic of the bandstop filter utilizingCELC-I unit cell is shown in Fig. 2a, and
the results, i.e., impedance curve, reflection coefficient (S11), transmission coefficient
(S21), phase in degrees and group delay are indicated in Fig. 2b–e. The S11 shows a
resonance frequency at 3 GHz along with a weak transmission zero at 5.67 GHz. It
can further be optimized on the basis of required specifications. It can be observed
from the impedance curve of the structure, shown in Fig. 2b, that it is inductive above
the operating frequency and capacitive below it so one can conclude that the circuit
equivalent for the filter is a shunt-connected series resonator (Fig. 3). Also, the phase
response in Fig. 2d shows a phase changes from positive to negative value at 3 GHz
indicating phase lead, which is the characteristics of metamaterial. The filter also
provides a group time delay of only −0.548 ns (Fig. 2d).

Furthermore, the values L1 andC1 can be calculated by using the conditions given
below:

1. Consider f 1 is the resonant frequency, so at f 1, |S11| = 0.
2. f 2 is the frequency at the intersection of |S11| and |S21|, then |S21| = 1/

√
2.

Now, for a shunt-connected series resonator, the S-parameter matrix of the filter
is given as,

[S] =
[ −Y Z0

2+Y Z0

2
2+Y Z0

2
2+Y Z0

−Y Z0
2+Y Z0

]

Utilizing the condition 1, we obtain,

L1 = 1

4π2 f 21 C1
(1)

Further, utilizing condition 2, the equation for C1 obtained in terms of f 1 and f 2
is given below:

C1 = 1

π f2Z0

[
1 −

(
f2
f1

)2
]

(2)

Figure 2c shows that the value of f 1 and f 2 are 3 GHz and 2.37 GHz, respectively.
On using Eqs. (1) and (2), the values of lumped parameters are obtained as C1 =
1.01 pF and L1 = 2.79 nH. CST Design studio is used to design and simulate the
obtained equivalent circuit. The simulated S-parameters of the equivalent circuit
model extracted using the above procedure is indicated in Fig. 4 which is a close
approximation to the S-parameter obtained after design simulation.

The power flow in the BSF is demonstrates in Fig. 5 at 3 and 4 GHz. It can be
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Fig. 2 CELC-I based bandstop filter



626 P. Garg and P. Jain

Fig. 3 Equivalent circuit of the CELC-I bandstop filter

Fig. 4 CELC-I circuit simulation

observed that from port 1 to 2, the power flow is prohibited at 3 GHz, whereas at
4 GHz the power is allowed propagate between the ports. This indicates bandstop
characteristics at 3 GHz and passband at 4 GHz.

(2) CELC-II-based bandstop filter

The simulated results and schematic of the bandstopfilter basedonCELC-II resonator
are shown in Fig. 6a–e. The filter exhibits a transmission zero at 3 GHz, as indicated
by reflection and transmission coefficient curves, shown in Fig. 6c; however, a stop
band is also indicated at higher frequencies (greater than 5.5 GHz). Two reflection
zeros, one at 3.53GHzand the other at 4.53GHzare also provided, showingvery good
passband characteristics. The equivalent circuit in this case is also shunt-connected
series resonator as the impedance curve shows the similar behavior to that of CELC-I.
Its parameters can also be extracted by the same procedure already explained earlier.
The design is also providing a group delay time of −1.156 ns indicating phase lead.

(3) OSSRR-based bandstop filter

The schematic and simulated results of the bandstop filter based on OSSRR are
depicted in Fig. 7a–e. It shows that at 3GHz, there is a transmission zerowith a narrow
bandwidth of 0.272 GHz. The impedance curve (Fig. 7b) depicts capacitive behavior
above and inductive behavior below the operating frequency. Thus, the equivalent
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Fig. 5 Flow of power at 3 GHz (a) and 4 GHz (b)

circuit of OSSRR-based BSF is a series-connected parallel-resonator. However, at
the lower frequency 2.12 GHz, there exists a reflection zero, so a capacitor in series
with the LC tank circuit is added in order to incorporate it, as depicted in Fig. 8. A
phase change from positive to negative at 3 GHz and a group delay time of −9.97 ns
are also shown in Fig. 7d, e, respectively.

The same procedure, as discussed earlier, is followed to obtain the values of
lumped circuit parameters. The equations for calculating L1 and C1 are given as
follows:

C1 = 1

4π2 f 21 L1
(3)

L1 = Z0

π f2

[
1 −

(
f2
f1

)2
]

(4)

The LC tank circuit will behave as an inductor at lower frequencies whose equiv-
alent value is −1.23 nH at 2.12 GHz (lower reflection zero); hence, the capacitor
C2 added in series with −1.23 nH inductor is given by 4.57 pF. The simulated
S-parameters of the extracted equivalent circuit model are shown in Fig. 9.
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Fig. 6 CELC-II-based BSF



Analysis of Metamaterial-Based Bandstop Filters: A Brief Review 629

Fig. 7 OSSRR-based BSF
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Fig. 8 Equivalent circuit of OSSRR-based BSF

Fig. 9 Circuit simulation of OSSRR BSF

(4) SSRR-based bandstop filter

The schematic of the designed BSF based on SSRR is shown in Fig. 10a. The overall
dimensions (22 × 20 mm2) of SSRR-based BSF are compact as compared to afore-
mentioned filters. A series-connected parallel resonator would be the equivalent
circuit of this configuration which can be observed from the impedance curve shown
in Fig. 10b. Figure 10c shows the S-parameters which indicate a transmission zero
at 3 GHz and a reflection zero at 2.31 GHz, showing good lower passband response.
It provides a wide 3 dB bandwidth. There is a weak series-resonance occurring at
2.31 GHz because of the reflection zero. It can be incorporated in the equivalent
circuit if an inductor is added in series with the LC tank circuit, as shown in Fig. 11.
The equivalent lumped parameters are calculated using the conditions mentioned
above, given as, C1 = 1.98 pF, L1 = 1.42 nH and L2 = −3.49 nH. The simulated
S-parameters of the extracted equivalent circuit model are shown in Fig. 12 which
fairly matches the design simulation results.

(5) DSRR-based bandstop filter

The schematic of the designedBSF based onDSRR is shown in Fig. 13a. Figure 13b–
e shows that the simulated results are similar to that of a SSRR. The two split rings
introduced in DSRR improve the inductive and capacitive coupling in the structure.
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Fig. 10 SSRR-based filter
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Fig. 11 Circuit equivalent of the SSRR-based BSF

Fig. 12 SSRR BSF circuit simulation

If the mutual coupling is weak, in that case, a DSRR is similar to an SSRR. Also, if
the dimensions of two rings are almost same or the gap between two rings is small,
the resonant frequency of DSRR is close to single SRR along with larger current
density leading to higher magnetic moment [17].

DSRR-based bandstop filter and SSRR-based bandstop filter have similar equiv-
alent circuit, and the lumped parameters extracted using the equations discussed in
previous section are given as, C1 = 1.75 pF, L1 = 1.608 nH and L2 = −4.28 nH.
The simulated S-parameters of the extracted equivalent circuit model are indicated
in Fig. 14 showing close approximation to design simulation results.

(6) CSTR-based bandstop filter

Figure 15 illustrates the geometrical configuration of CSTR-based bandstop filter
along with its simulated results. Figure 15c shows the S-parameter response of the
filter. It shows a stopband resonance at 3 GHz, and an excellent out of band perfor-
mance can be seen due to the presence of two reflection zeros, one below the stop
band at 2.49 GHz and one above it at 3.43 GHz. However, the filter response is
disturbed at high frequencies, and the overall dimensions of the filter is also large,
i.e., 38 × 20 mm2. Figure 15b shows the impedance curve of the BSF which illus-
trates that the equivalent circuit is a shunt-connected series-resonator. Its parameters
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Fig. 13 DSRR-based bandstop filter
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Fig. 14 DSRR BSF circuit simulation

can also be obtained in the similar fashion as discussed above. It also shows negative
phase response and a group delay time of −0.088 ns.

3 Comparative Analysis

Table 1 shows a compiled comparative analysis of all the bandstop filters discussed
above. Different filter performance parameters are considered while doing the
comparison; they are 3-dB bandwidth in GHz (the range of frequencies between
the half power points), insertion loss in dB (ratio of signal power delivered to the
output terminal and the signal power at input terminal), quality factor (Q) (ratio of
energy stored to the energy supplied to the resonator per cycle to keep the amplitude
of signal constant at operating frequency (f r)). It can be obtained as:

Q = fr
Bandwidth

Group delay (τ ) in ns (described as change in phase with respect to change in
frequency with a negative sign), expressed as:

τ = −ϕ(ω)

ω

Shape factor quantifies the steepness of the roll-off of a filter. It is the ratio of
bandwidth calculated at two different attenuation values. The shape factor obtained
in present case is for 14/3 dB attenuation.

In Table 1, it can be observed that the transmission coefficient is minimum for
DSRR within a compact geometry and large 3-dB bandwidth but at the expense of
shape factor. The shape factor is large for CSTR filter; however, it has large size and
low 3-dB bandwidth.
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Fig. 15 CSTR-based bandstop filter
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Table 1 Performance comparison table

Unit cell Insertion
loss (dB)

3-dB B.W.
(GHz)

Q-factor Shape
factor

Overall
size
(mm2)

Unit cell
(mm2)

Group
delay (ns)

CELC-I −15.06 1.62 1.85 0.125 26 × 14 7 × 12.3 −0.548

CELC-II −14.24 1.45 2.06 0.045 30 × 28 14 × 21.5 −1.156

OSSRR −20.24 0.272 11.02 0.238 26 × 14 8.75 ×
3.86

−9.97

SSRR −28.045 1.09 2.75 0.128 22 × 20 8.4 × 8.4 −10.08

DSRR −29.56 1.68 1.78 0.086 22 × 20 8.4 × 8.4 −14.322

CSTR −17.75 0.55 5.45 0.467 38 × 20 15.75 ×
15.75

−0.088

4 Conclusion

The metamaterial unit cells taken from the literature have been optimized to resonate
at 3 GHz, and their performance is investigated as a BSF. The unit cell is etched
out of the ground plane of the substrate of the filter with 50-� transmission line on
the top. The equivalent circuits for the filters are also analyzed using filter theory.
The simulated S-parameters of the extracted circuits close approximation with the
designed bandstop filters. In the end, a comparative analysis table is also presented
depicting various performance parameters of the filter such as 3 dB bandwidth,
insertion loss, overall size, unit cell size, quality factor (Q), shape factor and group
delay. The comparative study can helpful for the user to point out the best suitable
configuration for a desired application.
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Home Automation Using
Brain–Computer Interface

Utkarsh Raj and Manoj Kumar Mukul

Abstract Brain–Computer Interface (BCI) is a link whichconnects the brain of
humans with the outside peripheral devices and machines, and it is a mechanism that
allows the users to interact with the outside environment. BCI can be considered an
extension of human–computer interaction because BCI is the control of computers
by brain waves. The brain waves produced inside the brain can be analyzed with the
help of BCI after which simple machine learning algorithms can be used to classify
the signals into different classes and hence, map the brain signals into computer
commands to operate different external devices. This simple idea is used for home
automation to create a basic domotic (Corralejo et al. in A domotic control system
usingbrain-computer interface (BCI). Springer,Berlin,Heidelberg, 2011 [1]) system.
This will also be very beneficial for people suffering from neuromuscular disorders
like stroke, cerebral palsy and who can’t operate their voluntary muscles like those
in the hands and legs.

Keywords Brain–computer interface (BCI) ·Machine learning algorithms ·
Domotic system · Neuromuscular disorders

1 Introduction

The brain is one of the most complicated and powerful organs in the human body
and along with the spinal cord comprises the Central Nervous System (CNS) which
controls the functioning and coordination of the entire human body. Inside the brain
is a complex network of billions of neurons firing at each other to produce the desired
results giving rise to brainwaves. These brainwaves change as per what we think,
feel or do.
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For example, when the low-frequency brainwaves are dominant, we feel lazy,
sleepy and tired, and on the other hand, the high-frequency brainwaves are produced
when we are attentive or alert. Based on the frequency range, brainwaves can be
classified into Delta, Alpha, Theta, Beta and Gamma waves [2]. Depending upon
the well-established fact that the left part of the body is controlled by the right
hemisphere of the brain and vice versa, we can analyze the brainwaves that are
generated when we move our left hand and right hand and map these activities to
external peripheral devices using BCI. We can achieve home automation by directly
controlling simple home appliances using our brains. Simple non-invasive sensors
like ones manufactured by Neurosky can be used to collect brainwaves and relay
them to the processors to differentiate the signals. Not only this, but we can also use
the brainwaves produced when we are in meditative and attentive states which do
not require any movement of voluntary muscles and can be used to run and control
external devices. This method can be very helpful to those suffering from nervous
system disorders [3].

Using the above mechanism, we propose a simple BCI-based home automation
system to control devices like fans, lights, switches, etc. For this, we take the motor
imagery data set III provided by Graz University to obtain the EEG signals produced
when we move our hands and then train an artificial neural network to classify the
incoming data correctly and hence control the home appliances.

2 Brainwaves

The synchronized electrical pulses coming from the masses of neurons that are inter-
acting and firing at each other give rise to the brainwaves. Based on their frequency
ranges and the reason of origin, the brainwaves are classified as follows:

• Delta Waves—These are high-amplitude brainwaves that are produced during
deep sleep stages and the frequency range usually ranges up to 4 Hz [4].

• Theta Waves—These types of brainwaves are common in deep meditation and
the frequency range varies between 3 and 8 Hz [5].

• Alpha Waves—These waves are observed during the wakeful state where the
subject is in a quiet resting mode and the frequency range varies between 8 and
12 Hz [6].

• Beta Waves—These waves dominate when the person is awake and is totally
conscious. These waves are generated during quick activities where one has to
engage his/her mind to make decisions, solve problems, etc. The frequency of
brainwaves usually lies between 12 and 38 Hz.

• Gamma Waves—These are very high-frequency waves and are the quickest of
the brainwaves and this is due to parallel processing of data and information from
different parts of the brain. These waves usually lie between 38 and 42 Hz.
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3 BCI Block Diagram

Figure 1 shows the basic structure of the BCI system. In our case, we use a non-
invasive Neurosky mind wave headgear to acquire the brainwaves [7, 8]. It also
performs signal amplification. The raw EEG signal is fed to the processor where
the signals are preprocessed and then subjected to feature extraction based on which
we train our ANN model to classify the new data. This predicted output is then fed
serially to an application interface that interacts with the peripheral devices which
in our case was an Arduino Uno microprocessor. This entire system could be totally
wireless if we use Bluetooth modules along with the Arduino, hence increasing
portability.

A brain–machine interface system is a quite complicated system, it includes 3
basic parts:

1. Means for measuring brainwave signals from the brain
2. A machine learning method that provides us with an algorithm for decoding

brain signals
3. Methodology for mapping this decoding to the behavior of action.

3.1 Data Set

We have taken the Motor Imagery data set (Data set III) [9] provided by the Depart-
ment of Medical Informatics, Institute for Biomedical Engineering, Graz University
of Technology. It consists of data from three channels having 140 training and test
trials sampled at 128 Hz, each trial is 9 s long.

Fig. 1 BCI block diagram
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Fig. 2 EEG for left- and right-hand movement (time domain)

This consists of a three-channel data set collected from three points on the brain:
left hemisphere, right hemisphere and the central part of the brain corresponding to
the brainwaves produced by the movement of the right and the left hands [10].

The recordings correspond to the movement of the left and the right hands, so
we take the data from the 2 channels connected to the left and the right hemisphere
of the brain controlling the right and the left hands, respectively, and drop the third
channel for connection to the central part of the brain.

3.2 Data Analysis

We plotted the data to see the nature of signals from both channels. Figure 2 depicts
the time domain plot of one sample data from both channels.

Then we calculated the FFT of the above signal and Fig. 3 shows the plot. We
notice that there is a major amplitude difference between the right- and left-hand
signals in the delta and alpha range frequency.

We then show the spread of the signals from left and right parts of the brain in
Fig. 4.

3.3 Feature Extraction

Since there is a significant variation in the amplitudes of the left- and right-hand
movement brainwaves, we calculated the power of each signal in different frequency
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Fig. 3 EEG of the signal in the frequency domain

Fig. 4 Spread of the signal about the mean

bands like delta, alpha, theta, beta and gamma. Also, we calculated the mean signal
value and standard deviation and hence for each channel we have 7 features. So,
each of the 2 classes left and right, is determined by the data coming from both
channels, i.e., when we move our left hand, the signals from the right hemisphere
of the brain dominate that of the left, but both signals combined characterize the
left-hand movement [11]. So, for each hand movement, we have 14 features from 2
channels. Figure 5 depicts the power of the brainwaves for the left and right hands.
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Fig. 5 Band power comparison between left- and right-hand signals

Hence, features to be fed to the classification networks were extracted from the EEG
signal [12].

3.4 Feature Classification

We used different classifiers for classifying this two-class problem like Decision
Trees, Naïve Bayes, SVC, XG boost. We also implemented various component anal-
ysis algorithms to reduce the data down to increase accuracy. Finally, we used a
neural network for training the model for predicting the results.

4 ANN Model

The ANN model is a 5-layer structure with 3 hidden layers. The number of input
nodes in the input layer is equal to the number of features, i.e., 14. The three hidden
layers have 8, 12 and 6 nodes, respectively, each having a ReLu activation function.
The output layer has 1 node as this is a 2-class classification problem and has a
sigmoid activation function.

We used the Adam optimizer and binary cross-entropy as the loss function. We
trained the model and ran 500 epochs of a batch size of 5. ANN models can handle
data with large features and provide higher accuracy and are very common for EEG
classification [13].
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4.1 Classification Results

The best results were obtained for the ANN model with the structure as shown in
Fig. 6. The accuracies for different classification models are enlisted in Table 1.

We also plotted the accuracy versus error graph and observed that the accuracy
remained near unchanged after close to 300 epochs. This is shown in Fig. 7.

We used various kinds of algorithms whose results are displayed in Table 1. We
found out that the ANN Model specified in Sect. 4 gives the best results.

5 Implementation

Now that we have processed the raw brainwaves and classified them with a fairly
high degree of accuracy, we use the output predicted by the machine learning model
to control the external peripheral devices. For this, we feed the output classes (0 and
1 implying left and right, respectively) serially to Arduino which is programmed to
control lights and motor (fan) [14]. Figure 8 shows the overall flow of the hardware
implementation.

Fig. 6 Implemented ANN model
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Table 1 Classification
results of various algorithms

Accuracy (%)

Classification algorithm

Decision Tree 57.10

Naïve Bayes 52.30

SVC 53.76

XG boost 47.61

Principle component analysis

XG boost 61.90

SVC 52.30

Linear discriminant analysis

SVC 66.67

Naïve Bayes 66.68

Decision Tree 54.76

Artificial neural network (ANN) 97.96

Fig. 7 The plot of model loss and accuracy

The computer and Arduino interact using the UART protocol [15]. Apart from the
wired serial data transfer, we can use Bluetooth modules to communicate wirelessly.
The Arduino is programmed to operate a 220 V bulb and a stepper motor. The user
needs to tell what they want to operate and then control them directly using their
brain activity. The light turns on and off as per the arm movement corresponding
to on and off. The stepper motor on the other hand is programmed so that it has a
minimum and a maximum rpm threshold. Also, the speed increases by a unit of 20
rpm if the user continuously thinks of rotating the motor in that particular direction.
Now, if the user thinks of rotating it in another direction, then the motor will start
rotating from the minimum set speed again. This way we can quantify the degree of
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Fig. 8 Proposed system implementation for real-time application

thought, i.e., if a user keeps thinking of turning the motor in one particular direction,
then the speed will increase based on how long he keeps thinking of that particular
state.

5.1 Comparative Study and Results

Table 2 shows the comparative study of different works with my work. We observe
that most models use an SVM classifier and obtain a decent accuracy. They have
extracted a large number of features upon which they trained their model. We have

Table 2 Comparative study of different work by other authors

Application type Processing and feature extraction Classifier Accuracy

Subjects identification with
imagined speech [3]

Autoregressive coefficients (AR) SVM 99.76

Subjects identification with VEPs
[3]

Autoregressive coefficients (AR) SVM 98.96

Effect of image stimulus type on
neural control of a smart TV [5]

Bandpass filtering SVM 93.3

BCI arousal detection [16] Bandpass filtering, asymmetric
spatial pattern (ASP)

KNN 82.25

Choice/no choice task [17] Bandpass filtering, CSP LDA 80

My work Power spectral density ANN 97.96
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a small feature set of only 14 features and hence the accuracy with SVM was not
that good. Hence, we used ANNwhich gives us an accuracy of around 97.96%. Also
as the number of features increases, the raw signal coming directly from the brain
will take a longer time to be model ready (which we can be fed to the classifier)
and hence will create a lag in real-time applications. It’s more of a trade-off between
delay and accuracy: more features might give you higher accuracy but will also
increase the delay in real-time applications. Also, most of the work has been done
on visually evoked potentials (VEPs) which require a visual stimulus. I used the
very basic Power Spectral Density as a feature set that can be very easily calculated.
Hence for a feature set, this small, 97.96% can be taken as a good accuracy level.
Also, non-invasive sensors [18, 19] won’t affect the user and won’t have any side
effects.

6 Conclusion

Humans have always wanted to wield the power of their minds to do things without
moving. This takes things closer to that idea. This BCI was meant to automate a very
basic domotic system and was intended to be used by everyone through a certain
group of disabled people [20, 21] who will be highly benefitted from this. Right now,
we are controlling just simple devices like fans and lights but by using amore complex
data set having a greater number of channels associated with different activities, we
can automate more complex machines like prosthetics arms and legs as well.

Our aim here is to use the brainwaves to perform such automation with a fairly
high degree of accuracy.
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Active Learning Pedagogy—Impact
on Student Engagement, Scholastic
Performance in STEM Courses

Shyamsunder Merugu, R. Archana Reddy, Ramchandar Rao Pamulaparthi,
and Tarun Kumar Juluru

Abstract Millennial students have diverse learning styles. Many researchers high-
lighted that the conventional pedagogical practices were obsolete in Science, Tech-
nology, Engineering, and Mathematics (STEM) courses. Therefore, it isn’t easy
to actively engage students and improve their performance in academics through
conventional teaching methods. This paper reports on incorporating active learning
activities into electronic courses that give academic improvement and active student
engagement that instil creative and critical thinking. We explore the orchestration
of dynamic teaching–learning practices in Analog Electronics (AE) and Electro-
magnetic Theory and Transmission Lines (EMTL) courses. This paper outlines the
required methods of student-centric activities. It articulates how these methods are
assigned to students and how they perform better in mid-term and end semester
examinations. This paper emphasizes on ARCSmodel, use of ICT in STEM courses,
efficient assessment tools, and constructive feedback to students. The results show
that these student-centric teaching practices outperform traditional teachingmethods
and eventually improved academic achievements, evidently shown through CO–PO
attainment tables.

Keywords Pedagogical practices · Dynamic learning activities · Power of
technology · Constructive feedback

1 Introduction

The students are strongly distinctive these days about ICT tools. The Higher Educa-
tional Institutions (HEI) face challenges in fostering the academic performance and
effective engagement of millennial students with different learning styles. Much
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research has proved that the ICT tools are used to help achieve these challenges
for educational instructional purposes. They may help the progress of proficiencies
in both students and professors. The ICTs offer education several paybacks, like
continuous learning, enabling knowledge to be learned and shared [1, 2]. In contin-
uation of learning the course, the students perform well in the formative, summative
assessment tests which helps in student learning achievement [3]. The relationship
between the student marks and key student learning engagement factors can be
attainable by assessment tools [4]. The performance of the individual student team
plays a significant role in academic performance. An empirical study was carried on
multidimensional students’ experience in a group [5]. The quality of e-learning is
dependent on how much time the student is engaged. The students are well engaged
by the activity based learning through careful designing of the course [6]. The virtual
learning environment and assessment-driven learning activities engage the students
positively. The style of the instructor humour has a significant impact on effective
student engagement, and the kind of humour of the instructor is good-natured and
meagre when hostile or sarcastic [7]. When the students have effectively engaged, a
student’s satisfaction increases, gets motivated to learn and improves performance.
Learner-to-Instructor engagement is most important along with Learn-to-Learner,
Learner-to-Content in the teaching–learning process [8]. The flipped classroom
activity can quickly turn passive learning (in-class lecture) into an active engage-
ment. The students go through the learning material at home and do all the learning
activities in the class, in individual and group-based activities on the content under
the instructor’s supervision. It helps to attain the fruitful learning outcome of the
students.

The studentswill bewell engaged in socialmedia, especiallyWhatsApp.A student
group in WhatsApp will be used for the course information, interactivity, longer
connectedness, and formal discussion about the posted question [9]. Researchers
explained that YouTube is extensively used as a learning resource where the students
are engaged with a wide variety of content. It also increases their new findings
and interaction with the instructor [10]. However, no scale is predominantly consid-
ered to measure how much the users are exclusively envisioned to use YouTube
as an educational source. No prototype is available to identify the various impacts
of prompting these social intents. YouTube is a content-based online source with a
facility for a distinct person to stake their self-made content to other users. Albeit
it’s treated to be an entertainment medium, it became an appreciable learning educa-
tional source. It will be admired as an alternative to web-content-based resources
accommodated by course e-blogs and websites [11]. YouTube promotes a lively
engagement with an immediate influence on perceived acquisition results in cross-
curricular competencies and improves academic performance [12]. Mobile phones,
palmtops, laptops, and tablets appear to be enormously used as learning tools because
they are convenient [13].

Conduction of various tests on concepts of electronic courses will improve the
pedagogical competencies in teaching and learning [14]. The class conceptual survey
and homework assignments are used as assessment tools to test pre- and post-
conceptual understanding of various essential topics in electromagnetism [15]. The
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relation between the successful completion of homework and test marks concludes
that the higher aptitude skilled students do a more outstanding job than the students
with lower aptitude skills. These students can be engaged and helped in completing
their homework, but not at deeper learning levels. The effective way of making
the students understand electromagnetism is to design such experiments where the
students can easily understand the principles, concepts by doing, which can avoid the
complexity in learning [16]. An inclusive method to demonstrate electromagnetics
at the understudies (UG) level is to arrange the complex, abstract core course as
simple as possible with the aid of ICT tools in the teaching atmosphere to assure that
the scholars could gain more effectively with hunger and curiosity. The judicious
introduction of virtual experiments enhances the students’ learning [17].

2 Proposed Methodology-Course Delivery
Framework-Pedagogical Design

Before starting the course, the well planned, designed, and balanced course material
is given to undergraduate students of Electronics, Sumathi Reddy Institute of Tech-
nology for Women, Warangal. The material contains all the information about the
course, such as instructor details, POs, PSOs, PEOs, and COs, Bloom’s Taxonomy
Levelled questionnaire, and diverse learning resources.

The course delivery framework is shown with predominant components (Fig. 1).

Fig. 1 STEM course
delivery framework
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Fig. 2 PPT presentation of course

2.1 ARCS Model of Motivation

ARCSmotivational model is implemented in course delivery to motivate and engage
the students by asking curious questions in their day-to-day life and giving them
practical examples. This course helps to find the way we must learn it.

2.2 Pre-survey—Identification of Learning Styles

Asurvey of 20 questions is conducted to the sample size of 120 students to understand
the varied learning sorts of students. To satisfy the training sorts of scholars, various
pedagogical practices, ICTs are utilized in delivering the content. Chalk and talk,
PPT presentations, video lectures, animations, and dynamic learning activities are
conducted. The survey report on the learning styles of the students has been discussed
in the discussion section (Figs. 2, 3, 4, 5, 6, and 7).

2.3 Harnessing the Power of Technology

The technology is much used in engaging the students 24 × 7 effectively. A virtual
classroom (GOOGLE CLASSROOM) is created. Google forms and simulation soft-
ware are used for the assessment of the performance of individual students and teams.
Virtual Lab links were given and practised for understanding the various principles
and concepts. With the help of technology, FLIPPED CLASSROOM activities were
conducted, and students arewell engaged effectively. TheWhatsApp group is created
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Fig. 3 Staff self-created
YouTube video lectures

Fig. 4 YouTube video on
demonstration of TIR

Fig. 5 Think-Pair-Share
activity
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Fig. 6 Staff interaction
during One-Minute activity

Fig. 7 Teaching through
ICT tools

for quick information sharing, interaction with the instructor, and discussions among
the students. The instructor made self-video lectures on various course topics and
made them available on YouTube for students learning engagement (Figs. 8 and 9).

2.4 Assessment Tools

The various assessment tools like quizzes, discussions, and class tests—open and
closed books—were considered (Table 1).
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Fig. 8 Google classroom

Fig. 9 WhatsApp group

Table 1 Assessment tools
used in student engagement

S. No. Assessment tool Remarks

1 Quiz Google form

2 Discussions WhatsApp

3 Class tests Closed book

4 Assignments Open book
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2.5 Effective Assessment

The students were given valid reasons for their underperformances in assessment
tests. However, the constructive feedback helped them to perform well in College
Internal Examinations (CIE), conducted twice. Each time, it is conducted for 25
Marks in which 10 Marks for descriptive, 10 Marks for objective bits, and 5 Marks
for assignment. The average of two CIE exams is considered for final internal marks.
Including diverse pedagogical practices is to engage students effectively and perform
well in semester examinations. A functional assessment is conducted on a sample of
120 students.

2.6 Student Feedback on Course Delivery and Instructor

The success of any dynamic learning activity, quality of resource materials, and
student engagement in learning connect with the students’ performance index. In
addition, the student feedback on various pedagogical practices and the instructor
have a prominent role in completing the course from both students and instructor
perspectives. The 10-point questionnaire is given to the students for feedback on
course delivery and instructor using Survey Monkey standard template (Fig. 10;
Table 2).

Fig. 10 Horizontal bar
charts on course delivery and
instructor
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Table 2 Feedback on course delivery and instructor

Question Particular No. of students

1. How likely is it that you simply would
recommend your instructor to a different
student?

Promoters 71

Passives 32

Detractors 17

2. How far is your instructor
knowledgeable?

Awfully knowledgeable 58

Highly knowledgeable 55

Fairly knowledgeable 7

3. How is your instructor explaining the
course material?

Tremendously clearly 58

Highly clearly 60

Not clearly 2

4. How much did your instructor concern
about the course material of students’
learning?

Enormously concerned 60

Highly concerned 50

Fairly concerned 10

5. How well-organized is your instructor
for the course?

Tremendously organized 41

Very well organized 70

Fairly organized 9

6. The response of your instructor to the
questions posed is?

Enormously well 62

Very well 55

Not good 3

7. The presentation of the content speed
by the instructor is?

Much too fast 10

Very fast 17

Right amount 90

8. Are the homework assignments helpful
for your understanding of the course
material?

Awfully helpful 84

Very helpful 31

Fairly helpful 5

9. The availability of your instructor after
the class hour is?

Much easy 60

Easy 55

Can’t say 5

10. The instructor is strong at? Any
suggestions to the instructor?

Demonstrations, explanation –

Animation videos required to
understand very few concepts

–

3 Assessment Analysis and Discussions

(1) Quiz: The quiz test is conducted three times with the different levels of easy
to difficult from various concepts in the course, and performance is recorded.
An individual assessment test is conducted on a scale of 10 points, and a team
assessment test is conducted on 20 points. The student team contains three
members for team assessment, so there are 40 teams in total (Figs. 11 and 12;
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Tables 3 and 4).

The individual assessment of the quiz-1 test has a more significant number of
underperforming students than the remaining two quiz tests. The analysis is done
by taking their feedback on activities and course content. Further improvement is

Table 3 Individual assessment quiz details

Individual assessment quiz 1 Individual assessment quiz 2 Individual assessment quiz 3

<5
points

6–8
points

9–10
points

<5
points

6–8
points

9–10
points

<5
points

6–8
points

9–10
points

48 60 12 30 67 23 20 58 32
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Table 4 Team assessment quiz details

Point scale Team assessment quiz 1 Team assessment quiz 2 Team assessment quiz 3

<10 points 10 7 5

11–15 points 15 9 8

16–20 points 15 24 27

observed in students’ performances. The students were first time exposed to online
tests, and they are from rural backgrounds in our case. With the Team assessment of
quiz 1, there is a lack of students’ coordination within a team of students. Later, the
students realized how individual student cooperation leads to team success among
all the groups. It is identified that the student teams performed well in subsequent
team assessment quiz tests, which are tangible things.

(2) Group Discussions: The selected topics were given to students to discuss and
share their views. Before conducting the group discussions, the students could
search and get data from any reliable learning resources. The entire debate
is conducted under the supervision of the instructor. The best performer is
appreciated with small prizes to encourage them further.

(3) Class Tests: The descriptive class tests were conducted thrice for 10 Marks
for each time. It contained four questions in which two questions are to be
answered. Each question carries 5 Marks (Fig. 13; Table 5).

The performance of the students in the class tests was observed to improve grad-
ually. Therefore, these class tests are conducted to enhance students’ performance in
CIE and SEE examinations.
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Class Test-1 Class Test-2 Class Test-3

Class Test students' performance

Fig. 13 Students’ performance in class tests

Table 5 Class tests marks

Item Class test-1 Class test-2 Class test-3

Scores (avg) <5 M 6–8 M 9–10 M <5 M 6–8 M 9–10 M <5 M 6–8 M 9–10 M

No. of students 30 40 70 25 42 53 23 39 58
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Fig. 14 Students’ performance in assignments

Table 6 Assignment marks

Item Assignment-1 Assignment-2

Score out of 5 M 5 M 4 M 5 M 4 M

No. of students 113 7 116 4

(4) Assignments: The assignments are given as open book activities. The given
well-defined RUBRICS was stressed on Accuracy, Timeliness, Completion,
and Neatness. The works are evaluated and given constructive feedback as
per the RUBRICS. So, there is no scope for showing student partiality, which
may not lead to student demotivation. Two assignments were given separately,
which may be considered for CIE evaluation. Except for a few students out of
120 got 5 Marks out of 5 Marks (Fig. 14; Table 6).

The class tests, assignments, and individual and team assessment tests are
conducted to improve the students’ performance in CIE and SEE (Table 7).

For example, in the final examination conducted by JNTU, Hyderabad students
scored a 90% above pass result including 15 outstanding performances in Electro-
magnetic Theory and Transmission Lines course. The exceptional performances are
those students who got above 90 Marks out of 100 Marks (Fig. 15).

Table 7 CIE marks

Item CIE-1 (No. of students) CIE-2 (No. of students)

Scores <5 M 6–8 M 9–10 M <5 M 6–8 M 9–10 M

Descriptive (10 M) 8 22 90 9 25 86

Objective (10 M) 0 19 101 3 12 105
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Fig. 15 Students’ performance in CIE

4 Attainment of COs–POs of STEM Courses

Tables 8, 9, and 10 give the CO–PO mapping, attainment level of AE course
without/with ALA (Active Learning Activities), whereas Tables 11, 12, and 13 give
about EMTL course.

Table 8 CO–PO mapping of AE course

COs PO1 PO2 PO3 PO4 PO5 PO6–11 PO12

CO1 3 2 3 – 2 – 2

CO2 1 3 3 – – – 2

CO3 2 – 3 – 3 – –

CO4 2 2 – – 2 – 2

Avg 2 1.75 2.25 – 1.75 – 1.5

Table 9 CO–PO attainment of AE course without ALA

COs PO1 PO2 PO3 PO4 PO5 PO6–11 PO12

CO1 1.51 0.85 1.81 – 0.92 – 0.75

CO2 0.52 1.42 1.79 – – – 0.63

CO3 0.87 – 1.82 – 1.21 – –

CO4 0.99 1.02 – – 0.78 – 0.81
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Table 10 CO–PO attainment of AE course with ALA

COs PO1 PO2 PO3 PO4 PO5 PO6–11 PO12

CO1 2.75 1.5 2.66 – 1.87 – 1.5

CO2 0.93 2.67 2.78 – – – 1.25

CO3 1.90 – 2.85 – 2.65 – –

CO4 1.79 1.82 – – 1.53 – 1.75

Table 11 CO–PO mapping of EMTL course

COs PO1 PO2 PO3 PO4 PO5 PO6–11 PO12

CO1 3 3 2 – 3 – 2

CO2 2 2 3 2 1 – 2

CO3 2 3 – – 2 – 2

CO4 3 3 2 3 2 – 2

Avg 2.5 2.75 1.33 2.5 2 – 2

Table 12 CO–PO attainment of EMTL course without ALA

COs PO1 PO2 PO3 PO4 PO5 PO6–11 PO12

CO1 1.78 1.38 0.72 – 1.67 – 0.56

CO2 0.86 0.95 1.85 1.01 0.62 – 0.28

CO3 0.83 1.92 – – 0.78 – 0.42

CO4 1.62 1.45 1.22 1.35 0.83 – 0.93

Table 13 CO–PO attainment of EMTL course with ALA

COs PO1 PO2 PO3 PO4 PO5 PO6–11 PO12

CO1 2.65 2.72 1.76 – 2.75 – 1.81

CO2 1.73 1.91 2.59 1.56 0.89 – 1.22

CO3 1.81 2.72 – – 1.82 – 1.31

CO4 2.69 2.58 1.92 2.66 1.76 – 1.11

CO—Course outcome; PO—Program outcome; ATA—Active learning activities

5 Conclusions

This paper cited and analysed the various pedagogical practices used to improve the
students’ learning engagement and academic performance in Continuous Internal
Evaluation (CIE) and Semester-End Examinations (SEE)when practisedwith STEM
courses. For Electromagnetic Theory and Transmission Lines course, Tables 3 and 5
infer the individual assessment of quiz-1 and class tests. From the results, it is evident
that when the students were exposed to such practices their academic performance
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gradually increased. Also, it was observed that the number of students underper-
forming is reduced. From Table 4, it is identified that the student teams performed
well in subsequent team assessment quiz tests, which are tangible things. Hence, at
the individual-level and team-level quiz test, the team-level performance has the edge
due to the implementation of the pedagogical practice. Table 6 renders that 113 out of
117 students performed well in open book assignment-1 and assignment-2, respec-
tively, with the help of well-structured RUBRICS. In Table 7, the students’ perfor-
mance in CIE-1 and CIE-2 are mentioned. The number of students who performed
well increased to a maximum of 105 out of 120 students who scored more than 9
Marks. From the results announced by JNTU, Hyderabad, the result was 90%, and
there are 15 outstanding performances in Electromagnetic Theory and Transmission
Lines, whereas, in AE, it is 95% with 25 outstanding performances. Tables 8 and 11
show the CO–PO mapping of EMTL and AE courses. Tables 9 and 12 infer that the
attainment of outcomes is at a low level. It is evident from Tables 10 and 13 that the
inclusion of active learning activities helped scholastic performance through active
engagement during the classwork. The discussion assessment tool is much helpful
to share knowledge and clarify doubts instantly.

The FLIPPED CLASSROOM, a vigorous learning activity, has a significant
problem: the students’ learning engagement is highly un-monitored. This problem
is to be dealt with carefully. However, the recorded data of course delivery is bene-
ficial for future modifications of the teaching–learning process to achieve greater
results. The ARCS model of motivation, dynamic activities, practical assessment,
and assessment tools usage proved that it is possible to engage students effectively
and improve their academic performance to achieve the course outcomes.
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Analysis on Image Compression
for Multimedia Communication Using
Hybrid of DWT and DCT

Aamir Junaid Ahmad, Syed Danish Hassan, Rahul Priyadarshi,
and Vijay Nath

Abstract Image compression is a technique to compress information that converts
the original image with limited bits and reconstructs it with some distortion. This
compression leads to native disc memory saving; conjointly, it helps in speedy multi-
media system files transfer. This analysis presents a projected technique for the
compression of multimedia system pictures victimization hybrid compression tech-
nique (discrete trigonometric function remodel and separatemoving ridge transform).
DWT andDCTArea unit applied initial on individual RGB parts. Once applying this,
image is amount for every distinctive amount. Therefore, on verifying the distinctive
code for every distinctive image for his or her cryptography, the standard of the new
image compression technique is evaluated victimization the height signal to noise
magnitude relation (PSNR) through simulations victimization MATLAB. The simu-
lation results show that the projected JPEG codec delivers increased performance
over the standard JPEG code in terms of PSNR.
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1 Introduction

Compression may be a technique that compresses the information to be transmitted.
The first image is encoded with few bits and reconstructed with some distortion.
The aim of compression is to scale back the redundancy of the first image by taking
advantage of human’s complicated sensory system. The most drawbacks of DCT
area are unit overview of false contouring special effects and interference artifacts’
at advanced compression, while DWT is demand of enormous process properties.
As such, demand arises with efficiency store or transmits information and increase
transmission rates with smaller information measure consumption. So as to satisfy
these wants, totally different strategies of still compression, each loss and lossless,
are developed. In lossless compression, there is no loss of data. It reduces bits by
finding and eliminating redundancy. In lossless compression, each single little bit of
information that was originally within the same once the file is uncompressed. All
of the knowledge is totally remodeled. The foremost common image formats that
use lossless compression is GIF (graphical interchange format) and BMP (bitmap
file). Lossy compression technique reduces the scale {of data of knowledge of info}
by finding non-essential information and destroys it. Lossy compression reduces a
file by for good eliminating bound info, particularly redundant info. Once the file is
uncompressed, solely a vicinity of the first info remains. During this case, the ensuing
image is predicted to be like the original image associate example of a picture format
that uses this compression technique is JPEG (joint photographic consultants group)
[1, 2].

2 Motivation

Because it is that of data and technology, an oversized variety of multimedia system
information are transmitted throughWeband alternativewireless networks.However,
of this multimedia system, information like image and video needs massive informa-
tion measure and needs brooding angina storage space; as a result, it is fascinating
to characterize the info in the information with significantly less bits by the mean of
information compression methods. At an equivalent time, we want such quite infor-
mation compression technique that has to be able to reconstruct {the information |the
info |the information} terribly on the point of original data. The DCT and DWTArea
unit the most unremarkably used procedures. The DCT has great energy compaction
property and needs less process resources. On the opposite hand, DWT may be a
multi-resolution remodel, and moveable compression will be simply attained. The
most drawbacks of DCT area unit overview of false contouring special effects and
interference artifacts’ at advanced compression, and that of DWT is demand of
enormous process properties. So, the idea of reconnoitering the blessings of each
procedure actuated the U.S.A. to examine grouping of DWT and DCT procedures.
Such grouping of two algorithmic programs is denoted as ‘hybrid’ algorithm.
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3 Literature Review

Sharma et al. in their paper, “Image Compression victimization hybrid of DWT,
DCT and Huffman Coding,” given a hybrid compression technique (DWT) DCT
and Huffman coding to win higher compression rates. Their effect showed that the
cryptography performance is considerably improvedwith their projectedmethod [3].
Kaur et al. in their analysis paper, “DWT based mostly HYBRID compression FOR
swish web TRANSFERS,” have applied compression supported DWT and compared
it with the existing system. Finally, they noticed that the projected compression
technique is healthier in terms of PSNR, MSE, CR etc. for Swish Web transfers
[3]. Thilepa and Thanikachalam mention the image process technique victimization
MATLAB that establish the fault presents on the materials. For this image process
technique, initial image is taken. Noise filtering bar chart and thresholding techniques
area unit are applied on the image, and therefore, the output is obtained. Initial input
color cloth fault image to the MATLAB in image process system is completed, and
then, color image to gray image conversion is done. Noise removal and filtering from
the image are completed. Binary image conversion from the noise removed output is
completed, and then, bar chart output is obtained. Thresholding technique is applied
then [4].

Mohammed and Hussein expected a hybrid schemes for operational compression
that has gained huge quality among researchers. To achieve great compression rates,
a mix of DWT and DCT is used as a hybrid compression technique at totally dissim-
ilar threshold worth on DWT rotten sub-bands. When DCT remodel is applied on
hectoliter, and luteinizing hormone sub-bands it conserved the standard of the decom-
pressed medical image. The sub-bands area unit are the amount basis on threshold
values. Finally, the entropy cryptography is applied to amount sub-band. Finally, the
entropy cryptography is applied to amount sub-band. The cryptography presentation
enclosed compression rate, compression magnitude relation, and image quality.

Simulation outcomes showed that the cryptography performance is considerably
upgrade by the hybridDWTandDCTmethod [5].Corinthios et al. [6] projected better
hybrid technique. Hybrid technique is a mixture of DWT and DCT. The compara-
tive outcomes for DCT, DWT, and hybrid DWT–DCT compression techniques area
unit are assumed. The quality is shown by victimization PSNR. DWT 2 threshold
technique offers higher feature parallel to DCT and one threshold DWT. DWT 2
threshold is additionally referred to as “improve DWT.” Materials and strategies
distinct trigonometric function remodel are

• Original image is split into blocks of eight × eight.
• Constituent standards of a black and white image vary from 0 to 255; however,

DCT is meant to figure on constituent values, starting from −128 to 127.
Therefore, every block is changed to figure within the vary.

• DCT is applied to each block bymultiplying the improved block with DCTmatrix
on the left and transpose of DCT matrix on its right.

• Every block is then compressed by quantization.
• Entropy encryption is then wont to quantize matrix.
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• Compressed image is restored through reverse method.
• Inverse DCT is employed for decompression [7].
• The supply image is digitized into a sign that may be a string of numbers.
• The signal is rotten into a sequence victimization hear ripple coefficients.
• Threshold is employed to switch the ripple coefficients.
• Quantization is employed to convert sequence.
• Entropy encryption is applied to convert [8].
• Hybrid DWT–DCT algorithmic rule image of or any resolute provided by thirty

two is first divided into blocks of N × N.
• Every block is rotten victimization 2-D: Consequent stage wherever the high

frequency constants (HL, LH, and HH) are rejected. Passed LL elements are any
another 2-D DWT.

• 8-point DCT is applied to the DWT Coefficients image is reconstructed by
following the inverse procedure.

4 Conclusion

Finally, we have a tendency to conclude that, the planned JPEG Codec based mostly
on hybrid DWT (discrete ripple transform) and DCT (discrete trigonometric trans-
form) function provides higher performance over standard JPEG with higher peak
signal to noise magnitude relation [9, 10]. For DCT, 22 decibel on the average and
for DWT a mean price of −32 dB are achieved. On the opposite hand, the planned
DWT and DCT technique gave a mean of 36 decibel, that is way over DCT or DWT
applied one by one. Thus, increased quality of the reconstructed image is obtained
on victimization of the planned JPEG Codec.

5 Results and Discussion

The PSNR value swings between −36 to −29 dB and 32 to 41 dB are shown in
Fig. 1.
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Fig. 1 For DCT: PSNR value swings between −36 and −29 dB, and PSNR swings between 32
and 41 dB
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Face Detection Using Convolutional
Neural Network

Abhishek Pandey, Deepak Prasad, K. Kushwanth Reddy, K. Venkatesh,
Ajay Chand, and Vijay Nath

Abstract In this paper, a face detection system based on neural network has been
reported. It is a novel hybrid face-recognition approach which is based on a convolu-
tional neural network architecture, and it is designed to robustly detect the highly vari-
able face patterns. Automatic recognitions of the human faces are a bit concern in the
development and application of face pattern recognition, where in this paper, human
faces are identified in cluttered scenes which are generally based on neural nets. Face
detection is complex and a challenging task since human faces may appear different
in different orientations and in various head poses. And even become complex due
to various changing parameters like light intensity, facial expressions, face shadows,
etc.

Keywords Face detection · Convolutional neural networks (CNN) · Convolution
operation · Pooling types · Activation function

1 Introduction

Face recognition is a challenging task to perform on a machine. Over the last five
to ten years, it has been one of the most popular areas of research in computer
vision [1]. Due to its wide area of application, it is considered as one of the most
promising areas of computer vision. Face detection algorithms are formulated using
template-matching approaches that are focused on detecting properties of images
such as intensity, face color, and edges [2]. The main challenge in training face
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detection algorithms is getting a large database that contains thousands of images
[3]. The purpose of this research is to construct a face detection model such a way
that it can accurately match or predict the subject’s face (image) from our database.
Input data (image) to recognition system can be either from the camera footage
or from the database itself [4]. The essential parts for human facial recognition
consist of eyes, skin color, nose shapes, and mouth shapes. After that, the input
data is uploaded to recognition system, the image data is preprocessed first, where
the facial data images are of in random shapes. Those are made uniform for easy
processing, and then, the colored facial images are converted into grayscale images
for easy computation; normalization is done to reduce color complexities [5]. Then,
the image data is transformed using convolutional neural network (CNN), which is a
class of deep learning neural networks and match with the database referencing the
similarity measurement of both images. CNN removes most of variation in lighting
and contrast and can reduce intrapersonal variation.

The remainder of the paper is organized as follows. Convolutional neural network
(CNN) is discussed in Sect. 2. In Sect. 3, demonstration of the components and its
convolutional neural network has been done. The obtained results are shown in next
section. Finally, the paper ends with the conclusion.

2 Convolutional Neural Network

Neural networks also called as artificial neural networks (ANN) are computational
processing systemswhich are inspired from human nervous system. Neural networks
are similar to human brains and can be thought in terms of neural activation and
strength of connection between each pair of neurons. It is also called as feedforward
neural network [6]. The basic architecture of neural network is shown in Fig. 1.
Neural networks are mainly composed of high number of interconnected neurons
which work collectively to optimize the output.

The input is in the form of multidimensional vector which is loaded into input
layer. The input will be sent to the hidden layers and the number of hidden layers can

Fig. 1 A simple
three-layered neural network
comprised of input, hidden,
and output layer
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Fig. 2 A simple CNN architecture consisting of different layers

be varied according to the requirement. The hidden layers take decision fromprevious
layers if there are more than one hidden layer. Having multiple hidden layers stacked
upon each other is commonly known as deep learning. Convoluted neural networks
are similar to artificial neural networks. Instead of being composed of neurons, CNNs
are learning systems that are self-aware. They are used for extracting patterns and
images from data [4].

3 CNN Architecture

The three important layerswhich convolution neural network comprised of are convo-
lution layer, pooling layers, and fully connected layer. When all these layers are
stacked up, convolutional neural network architecture is formed as shown in Fig. 2.
The input layer takes the 2D image as input. Pixels are the smallest indivisible
segments, and an image is comprised of these pixels. The strength of pixel is called
as pixel intensity. This network sees image as a matrix of numbers where each value
represents pixel intensity. The output of convolutional layer is sent to the pooling
layer which will reduce the parameters to be trained by down sampling which is
further reducing dimensionality of the input. The fully connected layer processes
the output of pooling layer [7]. This layer is similar to that of ANN where flattening
happens, and then, activation function is applied and sent to further layers.

4 Convolutional Layer

This is the first layer of the CNN network. Convolution operation happens in this
layer. Convolution operation is one of the fundamental blocks of CNN. The convo-
lution layer consists of one or more kernels with different weights that are used to
extract feature from the image. Convolution is a linear operation which involves
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Fig. 3 Convolution operation with an example

the multiplication of a set of weights with the input which is similar to traditional
neural network. The multiplication is performed between an array of input data and
a two-dimensional array of weights which is generally called filter or kernel [8]. As
the filter is applied multiple times to the input array, the result is a two-dimensional
array of output values that represents the filtering of the input. The output array is
called feature map which summarizes the presence of detected features in the input
image (Fig. 3).

5 Pooling Layer

Pooling layer is another building block of CNN architecture. The pooling layer
processes the output of convolutional layer. The pooling layer helps in discarding
some unimportant information by reducing the dimensionality which further reduces
the number of parameters and computation in the network. There are two types of
pooling. They are max pooling which returns the maximum value from the portion
of the image covered by pooling kernel, and the other one is average pooling which
returns the average of values covered by pooling kernel. The most common approach
is max pooling (Fig. 4).
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Fig. 4 Working of max
pooling and average pooling

6 Code

See Fig. 5.

7 Result

See Fig. 6.

8 Conclusion and Future Research

The proposed algorithm can detect faces with an accuracy of 80–90% in a set of 400
test images, with 5000 images consisting of images with face, and images without
face used for training the classifier. There are many directions for future work of our
project. The main limitation of our proposed current system is that it can only detect
faces in images only. Our future work will include detection of faces in video which
will have huge benefit in security surveillance. Personalized emoji creation similar
to human faces.
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Fig. 5 Code for proposed model
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Fig. 6 Simulation results
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Utilization of Smartphone-Based
Wireless Sensors in Agricultural Science:
A State of Art

Rahul Priyadarshi, Pragya Bhardwaj, Prabal Gupta, and Vijay Nath

Abstract Smartphones have become an vital contraption in agribusiness when you
consider that their movability arrange with developing, the price of the tool is rela-
tively on hand, and their getting ready power lets in a grouping of all the way down to
earth applications to be made. Similarly, mobile phones are nowadays supplied with
diverse styles of proper sensors that cause them to a promising mechanical meeting
to assist grouped growing duties. This paper proficiently analyses PDA requests
noted in research composing that utilization of mobile labored in sensors to present
agrarian sport plans. The hidden 1500 articles identified through informational index
request had been screened reliant upon limit policies and sometime later investigated
inside and out in full substance, reaching 22 articles related to this evaluation. The
packages are organized as established byway of their rustic capacities. Those articles
analyzed portray 12 developing programs, 6 homestead the board programs, 3 facts
structure programs, and 4 increment association programs. GPS and cameras are
maximum prestigious sensors applied inside evaluated papers. This indicates a risk
for destiny applications to apply distinct sensors like accelerometer to give improved
plant blueprints.
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1 Introduction

Inside the context of improvement of farmers, “land usage” marks a primary aid
that desires right reforms for the development of financial system of Indian farmers.
One thing that improves the cellular phones’ capacity to support clients to accom-
plish specific assignments is various underlying sensors (e.g., situating sensors,
movement sensors, and cameras mouthpieces). Several companies have embraced
cell telephones to paintings with their work, for example, scientific services [1–3]
and preparation [4, 5]. This paper surveys using cell phone sensors in a full-size
vicinity, agribusiness. Reasonably priced mobile telephones supplied with one-of-
a-kind sensors are beginning new freedoms for the USA ranchers who lately had
restricted admittance to up-to-date rural statistics and assist from farming profes-
sionals also, management enlargement laborers. In the period in between, ranchers
in large scope ranches, who as of now embody help from different records improve-
ments, would now be capable of use mobile phone-based sensors to build perfor-
mance and paintings with one-of-a-kind assignments in the course of the cultivating
cycle. Making certain meals protection has been a worldwide difficulty at some stage
in humankind has set of reports, and the worldwide meals emergency has under-
scored the significance of expanding each measure and nature of meals creation [6].
Agribusiness, which is the upstream food creating area, hence, needs new and present
day techniques to guarantee food security. Conventional farming was typically done
inside a personal home or a town and collective cultivating aptitude; also, information
were passed down to their people in the future. Human was the primary eyewitness
of arena situations and also arrangement supplier as issues emerge. Nevertheless,
this conventional strategy is presently not reasonable because cultivating yields rely
generally upon the regular encompassing circumstances (e.g., climate andwater) and
an unnatural weather change issues (causing regular dry spells and floods) and yield
illness flare-ups are troublesome of cultivating efficiency. Conventional bunch of
inside information and human perceptions alone are not adequate to fight questions.
In this way, new strategies for cultivating have been imagined, for instance, exact-
ness agribusiness. One key thought of novel performance in agribusiness is utiliza-
tion of innovation to gauge or screen field and harvest circumstances all together for
ranchers to settle on educated choices in different parts regarding their cultivating
cycle. Sensors for consistent and programmed estimations of various field esteems
are one of the primary achievement factors for exactness farming [7].

2 Smartphone Sensors and Applications

This element studies standard sensors of progressing phones. Sensors are a contrap-
tion that sports an actual sum and renovates to a signal that may be scrutinized and
used by distinctive expedients [8–12]. A representation of standard sensors is ther-
mometer, that changes over how blistering or bloodless ether, is into more than a
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few that is called temperature. There are various styles of sensors that are accessible
currently, and numerous trendy PDAs are fortified with various sensors. The sensors
added in telephones may be masterminded into three characterizations: improve-
ment sensors, regular sensors, and position sensors [13]. The important elegance,
development sensors, offers pace increment electricity and rotational force exams.
The second magnificence, natural sensors, gives tests of the overall conditions. This
compasses from encompassing air temperature from a thermometer and squeezing
aspect from a measure to brilliance from a photometer. The second one fee magnif-
icence, role sensors, offers exams of the tool’s actual role. Such sensors consolidate
magnetometers, GPS, except, heading sensors [14]. Desk 1 portrays the regular PDA
sensors. With the ultimate objective of this overview, we live away from correspon-
dence channels and show channels from the sensor list. Past due developments in
acceptance of PDAs have called recognize researchers to sightsee the use of mobile
sensors in their exertion. Various sensors had been practical adequately in specific
districts. Normal positioning machine (GPS) licenses applications to get the cutting-
edge area of maneuver. Beside direct groups of the distance in programs (e.g., maps),
GPS records have additionally been used to instigate transference methods [15].
Accelerometers, that quantity pressure of pace increment whether or not performed
through the phone’s turn of occasions or gravity in three hatchets, were used as
sensors in fall place [16], pastime affirmation [17], using event location [18], and
so forth hidden cameras (both back and front cameras) of progressing cell phones
have amended highly to the quantity conclusions over non-stop years. The digicam
goals are right now similar with committed handheld cameras. Therefore, Wi-Fi
packages would now have the choice to be a solitary tool, which takes as per records
the photographs or bills from worked in cameras, then uses its estimation capacity
to accomplish laptop apparition computations, and yields accommodating statistics
from records pics. Instances of such claims fuse indoor arranging [19], beat extraction
the usage of video imaging [20], and heartbeat charge appraisal [21].

3 Methods

3.1 Information Sources of Systematic Review

We have taken on Prisma [22–25], that cause framework for broadcasting actual
evaluations, for our investigation. A composing quest preserving Prisma rule for
traineeships from SCOPUS database become done on February 2, 2015. Our objec-
tive changed to examine for articles remembering sensors for cell phones and their
usage in cultivating. Usage of thewatchword “sensor(s)” inside the pursuit guidelines
yielded articles associated with such sensors but not principally PDA-based sensors,
and we agreed many effects with an awesome quantity of articles to brush aside.
Along these lines,we settled on a choice not to incorporate thewatchword “sensor(s)”
as the consideration presented an excessive number of bogus positive articles to be
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later physically taken out. Furthermore, a utilization of different cell phone parts as
sensors in exploration can be very unobtrusive. For instance, analysts regularly do not
unequivocally bring up that the utilization of cameras to gather picture information is
“detecting” pictures utilizing cameras on cell phones. Intermittently, they are clarified
as using cell phones to play out certain horticultural assignments. Hence, we chose to
incorporate “smartphone(s)” in our inquiry models all things being equal. Since cell
phones in the writing might be alluded to by countless terms, for example, “portable
phone(s)” or “versatile device(s),” we concocted a bunch of words that may depict
cell phones. The arrangement of catchphrases are accompanying “portable applica-
tion,” “portable application,” “cell phone,” “cell phone,” and “versatile telephone.”
With our objective of exploring use of smartphone-based sensors in agribusiness,
past set of watchwords developed quest measures related to the watchword “hor-
ticulture.” Specifically, the expression ((“cell phone” or “portable gadget” or “cell
phone” or “portable application” or “versatile application”) or “agribusiness”) was
gone into SCOPUS Web Index. The inquiry terms zeroed in on the terms related to
cell phones and agribusiness. The indexed lists were not restricted by verbal or any
time requirements. Outcome set from this pursuit was then deliberately decreased to
as it was article including sensors in cell phones and their utilization in farming by
rejection measures [26–29].

3.2 Consideration and Exclusion Criteria

In this orderly audit,we are keen on courses that extant utilization just as turn of events
and assessment of cell phone-based sensors in farming. Hence, we looked SCOPUS
information base utilizing the catchphrases “horticulture” and numerous varieties
of “smartphone(s).” Inquiry delivered a rundown of articles with their utilization of
installed cell phone sensors, as planned. The hunt likewise brought about articles
that highlight cell phones yet not their sensors. For example, cell phones are utilized
uniquely as a correspondence implies in agribusiness work, when ranchers use voice
call or SMS to convey crop costs, or when network-enabled cell phones are exclu-
sively utilized as gadgets for getting to rural related data. We chose to bar those
articles, as cell phones are not concocted as sensors yet just as specialized gadgets.
Additionally, we prohibited articles that portray general frameworks that were not
explicitly intended for rural use. In addition, extent of our survey is plant cultivating;
we in this manner eliminated articles related just too animal cultivating. Besides, we
audit use of cell phone-based sensors in horticulture to increment ranchers’ famil-
iarity with various claims that can be utilized in their cultivating cycle deprived of
buying new devoted gadgets. We, in this way, chosen to bar articles in which cell
phones are utilized uniquely as a distant incurable to screen and control other outer
sensors, for instance, outer temperature and dampness sensors as in [30, 31].

Much of the time, it is yet not satisfactory from an occupied text survey if
any underlying sensors are utilized in claims. Nevertheless, we chose to remember
convinced traineeships for which albeit the creators did not obviously indicate the
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sensors utilized, we can surmise from the functionalities of the applications, for
example, recovering area information by means of GPS as in [32, 33]. We likewise
prohibited traineeships inscribed in dialects except English and those of which we
were unable to get to full text.

4 Results

This segment portrays the cell phone applications from our overview. The applica-
tions were ordered into four classes: cultivating, ranch the board, data framework,
and, expansion administrations.

4.1 Farming Applications

Cultivating alludes to a progression of agrarian cycles, which include different
everyday exercises on the field, for instance, planting, weeding, preparing, and
settling on related horticultural choices. Cultivating exercises are zeroed in on the
most proficient method to develop plants, kill weeds/bothers, distinguish further-
more, right plant infections, apply composts, and gauge development/yield of
harvests. Late advances in cell phone application improvement and an expanding
accessibility of cell phones take into account a portion of these rural weights to be
lifted and directed. For instance, ranchers might ascertain appropriate measures of
manures for crop fields after investigating shade of crop leaves with some assis-
tance from cell phone applications. This part surveys cell phone applications under
cultivating classification and how they might help ranchers to accomplish cultivating
errand.

4.2 Disease Detection and Diagnosis

Cell phone claims under this section are committed to infection
discovery/determination in ranches while using sensors on cell phones. Some
authors portrayed a versatile apparition framework that supports plant sickness ID
measure [34]. The framework worked by catching pictures of plant leaves being
explored for sicknesses, then, at that point, preprocessing those pictures, and sending
the prepared pictures to far off research facilities. The picture preprocessing step
was essential for saving communication price of referring unhealthy leaf pictures to
shrub pathologists in far off research facilities. Leaf pictures were fragmented by a
grouping calculation into three regions: foundation non-diseased piece of the leaf,
and infected portion(s) of the leaf. Leaf pictures were then edited just to the area of
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the biggest ailing patch on the leaf and sent over any accessible organization to lab
specialists for additional sickness ID.

4.3 Fertilizer Calculator

Applying manure is a significant cultivating action with a possibility to enor-
mously influence ranch efficiency. Choices on which ranchers should make synthetic
substances to apply and their yield explicit proper amounts. Some authors inspected
a couple of portable device-based optical applications for agribusiness [35]; one of
themwas a cell phone-based shading assessor committed for rice leaves’ chlorophyll
assessment. Application and its fresher delivered adaptation assessed the shading
level of rice leaves and suggested mandatory measures of nitrogen manure for
smearing to the rice field [36].

4.4 Water Study

Water quality influences cultivating and horticulture in neighboring districts. A
venture in Scotland created a cell phone claim committed to urge clients to submit
data of water situations, that is, water level, water lucidity, deterrent in waterway,
green growth cover, temperature, non-native plants in water, and going with photos
of the river. Different clients in space could then give opinion on water circumstances
information.

5 Conclusion

This paper presented the top-tier investigation of the exploration writing in how
wireless sensors have been used in cultivating, without the prerequisites for external
sensors. Outright of 22 articles portraying 25 mobile phone-based agrarian claims
were seen to be inside our certification. Cameras and GPS were the most largely
used sensors. Out of 25 applications, cameras and GPS were used in 16 and 14
applications, independently. Several usages each used various sensors (enhancers,
accelerometer, and whirligig).
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Abstract This experiment manuscript demonstrates the smart way to monitor farm
conditions using IoT. To analyse the conditions prevailing over the field we should
have to gathered and club the data.With the help of this data, we can reach out to them
and help them. The idea demonstrated here is simple, cheap and effective. Useful
in running several tests on the soil before starting plantations. We are using quality
sensors which will measure almost all the factors that are needed to be considered
when we are testing the land. It will be helpful in measuring the salinity level of
the sand, water content, temperature, humidity and air quality of the surrounding
environment, which will be a great help. This task will be performed in Raspberry Pi.
The components include a single-board computer with wireless LAN and Bluetooth
connectivity. Seed sunlight sensor, soil moisture sensor, serve their purpose as their
names are. Not only hardware but we also need an IDE platform, Arduino, to make
all the components mentioned above work together.
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1 Introduction

Arduino is a development board used for making projects and few end products. You
can consider it as amicrocontroller transformed for amodernworld. Its customization
is possible, but it already comes in many variants [1].

How it is useful:

1. Students can utilize microcontrollers to make projects to learn how they work.
2. Many electronics aficionados can build robots or any other useful product that

can be used in the home or office.
3. It is an open-source electronics, which means you can download the design and

use it to create your own kits and products. Many Arduino shields, collaborative
circuits, and development boards are now available [2].

4. It may be used to teach programming to electronics and computer science
engineers in order to create a practical design.

5. Any useful gadget can be made by completely understanding the hardware–
software interaction.

6. To comprehend any Internet of things project’s concepts.

It becomes a little less equipped after a certain level. This indicates that any
industry or company will not use Arduino. However, the ideas may cross paths. As
a result, you can study it and subsequently progress to circuit boards with better
specifications and purposes.

We will take the help of Sigfox for between circuits and display. Sigfox provides
low-powered wireless network connectivity, better thanWi-Fi, Bluetooth, or Zigbee.
Sigfox is a novel wireless technology that fits within the LPWAN umbrella (low-
power wide area network). Sigfox enables the expansion of IoT (Internet of things)
and IR4.0 by providing very low-power bidirectional wireless communication for
small devices (Industrial Revolution 4.0) [3].

The suitable action can be taken against this problem by first analysing the
situation. The data, which needs to be collected, are

1. The intensity of light.
2. Soil moisture.
3. Other factors through sensors.

Israel is using high quality sensors, drones, high-resolution cameras, and GPS
for monitoring farms. We lack such technology, but we can start with small setups.
Transportation and marketing comes into picture when the crops are healthy.

Our work is to connect Raspberry Pi to Arduino and Arduino to the sensors for
observing condition on the farm and then sending the data through Sigfox to farmers
through email, SMS, app, or website and preparing an e-card for crop safety [4].

The paper is constructed in following manner: Raspberry Pi working information
is provided in Sect. 2. Raspberry Pi 3 Model B working is explained in Sect. 3.
Arduino UNO and its communication through are explained in Sect. 4. Last section
is conclusion followed by references.



Development of Smart Village for Better Lifestyle of Farmers … 691

2 Raspberry Pi Working

The Raspberry Pi is a PI series development board. It can be thought of as a single-
board computer that runs on the LINUX operating system. The board not only offers
a lot of functionality, but it also has a fast processor, making it ideal for complex
applications. The PI board was created with hobbyists and engineers in mind who
are interested in LINUX systems and IoT (Internet of things) [5].

After Arduino, the Raspberry Pi platform is the most popular. PI is recommended
when designing complex applications, despite the fact that it has fewer total uses.
In addition, the Raspberry Pi is an open-source platform that provides a wealth of
associated data, allowing you to tailor the system to your own needs [6].

Raspberry Pi 3 is preferred over other microcontrollers and development boards
in the following scenarios:

1. When the system’s processing power is enormous, because most Arduino
boards’ clock speeds are less than 100MHz, they can only perform functions that
are within their capabilities. They are unable to handle high-end programmes
for applications such as weather stations, cloud servers, gaming consoles, and
so on. Raspberry Pi can accomplish all of these complex functions because of
its 1.2 GHz clock speed and 1 GB RAM.

2. Wherever there is a requirement for wireless communication, the Raspberry Pi
3 features wireless LAN and Bluetooth capabilities, allowing you to create a
Wi-Fi Hotspot for Internet access. This functionality is ideal for the Internet of
things.

3. TheRaspberry Pi has a dedicated connector for connecting a touch LCDdisplay,
which eliminates the need for a monitor.

4. The Raspberry Pi also contains a dedicated camera connection, allowing users
to connect a camera to the PI board without difficulty.

5. PWM outputs are also available on the Raspberry Pi for application use.

Many other features, such as HD streaming, help to promote the use of Raspberry
Pi.

Here, we used Raspberry to connect the DF Robot Turbidity sensor. In addition,
Raspberry Pi is further connected toWalabot creator. The Pi is attached to the Sigfox
module for wireless connectivity to the Walabot SDK installed on your PC. Then,
that SDK shows the image of the object taken by Walabot by radio frequency.

3 Arduino UNO Design and Working

TheATmega328Pmicroprocessor is used in theArduinoUNOmicrocontroller board
(datasheet). There are 14 digital input/output pins, 6 analogue inputs, a 16 MHz
ceramic resonator (CSTCE16M0V53-R0), a USB connector, a power jack, an ICSP
header, and a reset button on this board. It includes everything you’ll need to get
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started with the microcontroller, including a USB cable to connect it to a computer
and an AC-to-DC adapter or battery to power it. You can play about with your UNO
without worrying about making a mistake; if something goes wrong, you can replace
the chip for a few dollars and start over [7, 8].

The Getting Started with Arduino UNO page has all you need to know about
configuring your board, using the Arduino Software (IDE), and getting started with
code and electronics.

The Raspberry Pi is a small computer, and Arduino is a microcontroller board. As
a result, Arduino is merely a component of the Raspberry Pi [9, 10]. The Raspberry
Pi excels in software applications, but the Arduino simplifies hardware tasks. We can
connect soil moisture sensor, seed sunlight sensor, and other sensors with Arduino
to acquire data. This data is sent through Sigfox module connected with Arduino to
the serial monitor and then to the other platforms [11].

• Of course some coding is needed to configure, but it is a one-time process.
• Open the serial monitor and check if your sensors are printing data [12] (Figs. 1

and 2).

Fig. 1 Design of an Arduino UNO
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Fig. 2 Shows connection of some sensors with Arduino UNO

Fig. 3 Data transfer network using Sigfox and AWS IoT

4 Using Sigfox for Data Sharing

After collecting the above data,we can send it to farmers and scientists.ArduinoUNO
is a microcontroller board based on the ATmega328P (datasheet). We are sending
the data of sensors through Sigfox. Sigfox is eco-friendly and leaves no carbon
footprints. Using machine learning can help the scientists recognize the problems
more specifically (Fig. 3).

5 Conclusion

The project is proposed to demonstrate how we can keep check on temperature,
humidity, plantation technique, soil moisture, and other factors. If any of the above
factors change, we will be notified by email or SMS. The project can be made more
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interesting by adding somemore sensors and someML and AI works. Switching this
project to a large scale can sorely help us in increasing crop productivity. Arduino
and Raspberry bring new gadgets that can be implemented in our life for learning
IoT. Technology is advanced and will continue to escalate. Technology has made
everything large to small and small to smaller. Therefore, it will be our loss if we do
not know them, learn about them, and apply them in our life.
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A Novel Approach for Sink Route
in Wireless Sensor Network

Rahul Priyadarshi, Harsh Rana, Aman Srivastava, and Vijay Nath

Abstract In a wireless sensor network, sensor hubs have obliged power. Thus, the
battery force of the sensor hubs should be monitored. It will blast the life expectancy
of the remote sensor organization. A sensor hub identifies the abnormal event and
sends the records to sink hub through multi jumping. Sensor hub inside the sink hub
will eat up more prominent battery strength. As a result of those reasons, sensor
hub fastly empties out battery power and declines the life expectancy of them.
Repositioning of sink is an incredible procedure for increasing the WSN lifetime.
Strength cognizant, a few sink repositioning (MSR) plot, is utilized appropriately
here. SAMSR technique has significant parts, for example, energy mindful trans-
mission range change and various sinks repositioning. Transmission range change
component upgrades the life expectancy of the sensor hubs to sensor organization.
The sink repositioning strategy comprises of two significant parts. The primary one
is utilized to choose whether the sink hub met the repositioning circumstance or not.
The second is utilized to choose the sink migration way.

Keywords Wireless · Sensor · Networks · Sinks · Battery · Repositioning

1 Introduction

Wireless sensor community (WSN) [1, 2] is a fixed allocation of self-sustaining
sensors that is used to feel the environmental situations consisting of temperature,
pressure, humidity, rainfall, and lots of others and to cooperatively transmit their
facts through the network. The improvement of wireless sensor networks became
recommended by way of army applications including battlefield surveillance. When
WSN is utilized in sensing environment, sensor nodes can be liable of detecting an
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Sink

1st level CH

2nd level CH

Fig. 1 Working scheme of a WSN

extraordinary scenario or for gathering the sensed statistics of the surroundings. In
case of distinguishing an extraordinary occasion in a sensor node or being set to
detect the statistics, it gives a report to a unique node which is referred to as a sink
node. Then, sink node records the administrator via net [3–7].

As seen in Fig. 1, the sensor node detects a strange occasion and it sends a caution
notification to the sink node to inform the manager through a pre-decided path. The
routing path can be either static or dynamic, depending on given routing protocol.

Every sensor node in the wireless sensor network has several components along
with radio transceiver with antenna, a microcontroller, a virtual circuit, and battery
[5, 8–10]. Programs ofWSN are several, together with climate monitoring battlefield
surveillance healthcare tracking, forest fireplace detection, and so on. Strength is the
restrained useful resource of WSN nodes, and it comes to a decision the lifetimes of
WSNs. Sensors are unable to recharge or substitute, while batteries run out of power
[11–14]. The battery tired out sensor nodes can also additionally motive several
troubles together with communication holes and coverage troubles. Many WSN
researches are involved in designing productive techniques in order to defend battery
drain.WSNsmaybe categorized into two classes. They are static and dynamicWSNs.
When a static WSN is employed in sensing surroundings, every sensor node points
at a set function to carry out sensing and sensed data relaying functions until a sensor
node drain out their battery power. For the class of dynamic WSNs, sensor nodes
or the base stations are able to move. One of the energy-saving techniques is sensor
relocation. In this technique, mobile sensors with high-residual energies alter their
places from a place with a high-energy sensor node region to a low-strength sensor
node location. Although this approach can growth community lifetime, the transpose
of sensor nodes may also reduce strength of the battery. Sink relocation is another
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technique for extending lifetime of a network where the other sensor nodes stay at
rest to preserve strength of the battery [15–20].

The node close to the sink will be draining out its battery strength, and thereby,
the entire WSN will die. This node is known as a “hotspot”. Within the case of the
sink being capable of transferring earlier than the latest spot that node “a” drains out
of its battery power, the sink can attain a few other sensor node “b” to reduce the
situation of heavy energy consumption of node “a” [3, 21–23].

As in the occasion, the proper part, the sink relocates its feature from a close
by node “a” to the node “b”. In this way, the characteristic of the hotspot can
be exchanged from one sensor node to different sensor node, which improves the
network lifetime. A sink repositioning scheme gives facts to the sink when and in
which to transport [24–26].

2 Related Work

On this phase, we describe a few lifetime enhancement strategies of existing struc-
tures. Energy-aware routing protocols [27] give fundamental idea of energy-saving
routing protocols to increase the survivability of networks which can also use most
useful paths. There are so many routing paths among source and destinations nodes.
Messages are dispatched from the supply to destination through the paths that
are randomly decided on. Energy-conscious routing protocol is likewise a reactive
protocol. Energy-aware routing protocol uses best one path at all times. The protocol
has three phases. They may be setup segment, statistics verbal exchange, and route
upkeep [28].

Energy-efficient routing protocol is constructed by [29] to decrease the power
usage on the nodes which maximizes the network lifetime. Transmission energy
control technique is used to adjust the battery strength ranges at node. The main
motive of this set of rules is used to make the strength-efficient layout protocol that
uses the idea of transmission variety of the nodes. Higher transmission range makes
use of the much less wide variety of nodes that had to attain the destination nodes,
whereas low transmission range desires extra quantity of forwarding nodes which
reduce energy usage. In path discovery phase, every node communicates with the
neighboring nodes. As quickly because the direction is located, every individual node
manages their transmission range, so that exceptional possible energy is utilized for
packet transmission.

In a broadcast transmission, a supply node sends message to excursion spot node
via intermediate node. Every node is ready with omnidirectional antenna. Each node
has confined preliminary battery electricity. The battery energy is reduced after each
transmission, counting on the transmission distance. Broadcast incremental strength
(BIS) algorithm is used to build a spanning treewith conventionalminimal electricity.
Electricity-aware multiple paths set of regulations became described through, and
it distributes the burden in addition among all of the nodes. In unmarried route set
of guidelines, there may be one direction available from deliver to sink. Because
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of unmarried direction, there is constantly very heavy website traffic at the path,
and moreover, its lifetime is brief. In a couple of paths, each node is established
to the wide variety of paths. All nodes are on foot with two modes at the side of
relay and experience mode. Sink node will broadcast a commercial to all nodes.
Sink node chooses random nodes that are referred to as cluster node (cn). All cluster
nodes advertise their popularity to its cluster humans. A sensor node wants to deliver
records manner; it will deliver to its on hand cn to sink.

Distributed and localized set of regulations for sinksmovements is changed. Here,
sinks take relocation based at the community situations, surroundings conditions,
and sensor deployment. Every sink serves as a cluster head. Each sensor node keeps
statistics approximately the nearest sink and forwards messages to its nearer sink.
A sink node makes a ramification to action its new region which relies at the power
ranges. In order to find out the extreme region to transport, firstly a sinkmust examine
all the locations in its very own cluster. The near locations are taken into consideration
first for sink movement. Related backbone set of rules is used to check the latest
location to fulfill the requirement of sink connectivity. This is known as a localized
set of guidelines.

The mobility of the base station which is not always most effective improves the
life of the networks and also lets in to balance the burden. Routing method is used to
discover the shortest path for transmission of statistics. The base station is the most
effective movements at the round path with radius. Nodes inside the circle use the
shortest routing direction to ship the facts. Nodes which might be present within the
outdoor of the round trajectory not use the shortest direction which helps to stability
the load. Sink repositioning algorithms are described in [30–33]. The trouble of
multi-hop relaying and a couple of sinks may be prevented with the resource of sink
repositioning approach. Repositioning the sink at some stage in the ordinary network
operation can be very hard. The simple problems arewhen the sink ought to flow into,
in which it needs to be moved. Preferred strength transmission of the sensors for the
previous and subsequent sink positions is evaluated. Battery strength transmission is
checked, and if it is far more than a threshold cost means, the sink is probably moved
to a next function, otherwise it remains at the previous region [34–37].

3 Proposed Method

SAMSR scheme is used to enhance the life of the wireless sensor network. SAMSR
is based on the following steps.

The SAMSR approach involved inside the following steps:

1. Calculate the residual battery power (RBE) of the sensor nodes.
2. Regulate the transmission range primarily based at the battery electricity of

nodes.
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3. Find out the routing path among the sensors and sink nodes and the usage of
maximum potential path (MCP). Above three steps are used to determine the
circumstance of the sink movement.

The moving destinations of sink nodes are determined based on the complete
neighbor set and weight value. The proposed SAMSR consists of three additives
including strength consumption version, strength-efficient load balancing routing
protocol, and energy-aware sink repositioning.

3.1 Energy Consumption Model for WSN

Let ETx(k, d) denote the full electricity needed for sensor node for transmitting
a message of length “k” bits to the nodes behind the sensor node at a distance
“d”. ERx(k) denotes the entire power required for a sensor node to collect a “k” bit
periodmessage from the neighboring sensor node. The power consumed for message
transmission ETx(k, d) can be divided into two components in which the first element
is energy ate up within the transmitter or the receiver for k bit message that is equal
to Eelec × k, where Eelec shows the electricity ate up for transmission or receiving
circuitry consistentwith bit. Theother elementwhich showspower consumptionof an
amplifier element is clearly identical to amp × d2, where amp identifies the strength
sufficient for the transmitter amplification. The complete energy transmission and
receiving are shown in below equations. Range adjustment might be depending upon
the residual power of a sensor node. Right here, sensor nodes are classified into three
kinds based upon their battery power, and they are able to alter their transmission
variety. For this cause, let R be preliminary transmission variety, B be preliminary
battery energy, and t be adjusted transmission range. Transmission variety may be
adjusted in predicated upon the residual battery power. Transmission range can be
decided in three ways. They are

Case 1: If the battery of the node belongs to 0 ≤ r(u) < B/3 means, t = R/4.
Case 2: If the battery of the node belongs to B/3 ≤ r(u) < B/2, t = R/2.
Case 3: If the battery of the node belongs to B/2 ≤ r(u) ≤ B, t = R.

3.2 Electricity-Efficient Route-Balancing Routing Protocol

Routing protocols in a WSN can normally be labeled two into sorts. They may be (i)
static routing and (ii) dynamic routing. For dynamic routing protocol, sensor nodes
send information via extraordinary paths in each transmission in line with the present
day residual battery strength. Due to this reason, the dynamic routing can be stable
to the burden on every sensor node, so it will grow the community lifetime. Dynamic
routing protocol is known asmaximum capability route (MCP) routing.MCP routing
protocol is utilized properly right here for sink repositioning technique. A current
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battery electricity of sensor nodes may be described by way of the use of capacity
graph g = (v, e). The MCP specially includes two procedural steps: (i) figuring out
the maximum potential route for each sensor node and (ii) appearing routing and
residual power replace. The MCP will repeat the above-mentioned steps.

3.3 Energy-Aware Multiple Sink Repositioning

EAMSR method incorporates the approaches of energy-aware transmission range
adjustment and sinks repositioning. Depending on residual battery energy (RBE),
each node adjusts its own transmission variety. If the RBE becomes low, transmission
range might be changed to small for energy saving. In this proposed method, the
transmission.

(1) Energy-Aware Transmission Range

A sensor node with best a bit residual electricity can exchange the transmitting range
to be lowwhich stores its electricity. This adjustable transmission variety mechanism
enlarges the life of the sensor node and eventually the network.

(2) Base Station Repositioning Mechanism

This mechanism has two additives. The first issue is used to determine whether
a repositioning circumstance is encountered or not. The second main thing is to
identify which characteristic of the sink is to be relocated. For the repositioning, the
sink will eventually gather the battery energy of every sensor node. After sensing the
records series, the sink will make avail of one of the routing protocols to compute
the most ability direction Pus for each maximum capacity direction Pus, and the
most capability charge with appreciate to Pus is C(Pus). Allow the gathering of
the sensor pals of a sensor “S” be “N”. Then, the reporting state of affairs could
be met at the same time as one of the described conditions occur: (1) even as one
of the most functionality values C(Pus) with respect to the sensor neighbor u in
N drops underneath B/2 or (2) the common battery energy of the neighboring set
drops underneath B/2. That is, while both of the conditions occur, this means that the
residual energies of the close by sink consisting of sensor nodes emerge as small or
the electricity of a few routing path will fail under a given threshold.

The sink repositioning technique can be carried out to relocate the sink to a new
role, which will increase the community lifetime.

4 Results and Performance Analysis

Energy-aware multiple sink repositioning is simulated by using MATLAB.
Figure 2 gives the performance results of energy-awaremultiple sink repositioning
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Fig. 2 Network lifetime
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andmobile collectorWSN lifetime enhancementmethods.When compared tomobile
collector method, MSR increases the lifetime of the WSN.

Figure 3 shows the performance results for packet delivery in energy-aware
multiple sink repositioning and WSN lifetime enhancement methods. In MSP
method, sensor nodes in WSN deliver more data packets than mobile collector
method.

5 Conclusion

Energy is the limited source of wireless sensor network nodes (WSNs). One of the
main problems in the WSN is to increase the lifespan of the sensor nodes. Strength-
aware multiple sink repositioning is one way for enhancing the network lifetime.
It avoids the stay of the sink nodes at fixed locations. The sink nodes are static
means which causes the communication holes in WSN. Multiple sink repositioning
is done with the aid of the MSR approach. MSR is primarily based on the concept
of modifying sensor node’s transmission ranges according to their residual energies,
which enhances the lifetimeof theWSN.Whencompared tomobile collectormethod,
multiple sink repositioningwith energy-aware routing protocolminimizes the energy
consumption of sensor nodes in the WSN.
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Automated Cheque Processing Through
Data Verification and Siamese Networks

Anil Muthigi, Ashutosh Kumar, Gaurav Bhagchandani, Kiran Muthigi,
and Vijay Nath

Abstract Bank cheques are still majorly used for financial transactions all over the
world. A large number of cheques are processed manually on a daily basis, thereby
requiring a lot of time, money and human effort. In such a manual verification,
information like date, signature, amount present on the cheque has to be physically
verified. This paper aims at finding a solution for processing cheques which increases
the efficiency of this process, while minimizing human intervention. The service was
hosted locally on awebpage, we first accepted the cheque image from the user, passed
it to OpenCV which returned the various parts of the cheque which were then passed
toGoogleVisionAPI to convert them into text, butMICRcodewas passed to tesseract
OCR. After the successful extraction, the details were verified from the information
in the SQLite database and signature was verified using the model trained in Jupyter
Notebook.

Keywords OpenCV · MICR · Siamese networks · Tesseract OCR

1 Introduction

Due to security and trust issues, paper cheques are still estimated to play a big role in
financial transactions worldwide. For clearance, the cheque is first converted into its
digital form and then passed onto the cheque clearing unit for further processing of
the cheque, which involves visual verification of all the details and digital transfer of
cheque details between banks for amount confirmation and for validating the amount
transfer.
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2 Extracting Cheque Details

Different bank cheques have different size, shape and different relative positions
of the fields in a cheque. A different searching region bounded by coordinates can
be determined for every field in the cheque which can then be extracted from their
regions after being grayscaled.

2.1 Noise Reduction

Different cheques have different background styles which thereby bring certain
unwanted errors (“noise”) in the extraction of text from the different fields in the
cheque. To avoid extracting unnecessary details we can convert the extracted text
into greyscale format and use other techniques like erosion–dilation to enhance the
quality of extracted information.

2.2 Extracting Fields from Their Regions

As demonstrated in Fig. 1, the cheque image can be broken down into different
bounding boxes based on their relative positions in the cheque to extract various
fields from the cheque image. This process is called image slicing.

Fig. 1 Extracting cheque details from an Indian bank cheque
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2.3 Extracting MICR Code

For Indian banks, there is a common pattern of the location of magnetic ink character
recognition (MICR) code in the bank cheque. The MICR code is always found to
be present in the lower 10% of the cheque image. The MICR code is written using
a special font which can only be extracted from an optical character recognition
model specifically trained to read that font. Example of one such optical character
recognition model is the tesseract OCR. The extracted MICR code is divided into
four parts. The first part of the code is the cheque number. The second part of the
code is divided into three parts—the first part denotes the city name; the second part
denotes the bank code to distinguish between different banks in India; and the third
part is the branch code which distinguishes different branches of the same bank. The
third part of the code is the Reserve Bank of India (RBI) code and the fourth part
denotes the transaction number. Thus, we can see that extracting the MICR code will
actually help us uniquely identify the payer’s bank details.

3 Data Verification

After extracting the data, we firstly need to verify the extracted cheque details for
cheque validity. The payee’s name field on a cheque denotes the name of the person
to whom the money is to be paid through that cheque. The name written in the
payee-name field on the cheque is to be extracted and verified with that given in the
database.

3.1 Verifying Cheque Details

In India, payee name is located above the amount field as shown in Fig. 1. For a
cheque to be processed without any errors, the payee’s name should match with the
given account number, the account number on the cheque should match with that of
the payer, the signature of the payer should match with that given in the database,
and the payer should have enough amount in his/her balance in order to complete the
transaction. In India, cheques cannot be processed after 3 months of the date written
on the cheque, hence verifying the date of when the cheque was issued also has its
importance.
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Fig. 2 Comparing the similarity of two signatures

3.2 Signature Verification

This is not only the most important step in the cheque processing industry but also
the most sensitive out of all the cheque details. The thing that makes it so sensitive is
that there is no exact measure to quantify if a signature is genuine or not. If the given
signature seems to be similar to the one given in the database it is considered to be
genuine. Hence, it is obvious that there will be certain human bias involved in what
is considered to be genuine and what is not, thus making this a very non-uniform
process.

3.2.1 Siamese Networks

As shown in Fig. 2, Siamese network (also called as twin network) is a special
type of convolutional neural network (CNN) model in which two or more inputs are
encoded into vector embeddings and their distance is computed. The contrastive loss
function takes in the output of this network and treats them as vectors pointing in a
multidimensional vector space.

The loss function computes its loss in away so as tominimize the distance between
similar (positive) samples and maximize the distance between dissimilar (negative)
samples.

L
(
W,Y, �X1, �X2

)
= (1 − Y )

1

2
(DW)

2 + (Y )
1

2
{max(0,m − DW)}2

3.2.2 Contrastive Loss

The mathematical expression of the contrastive loss function is as follows:
Contrastive loss is a distance-based loss function (which can be either cosine

distance or Euclidian distance). It tries to ensure that semantically similar examples
are embedded close together. The original sample has a margin (m) around its vector
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space. This loss function is mathematically defined to push the negative samples
outside of the neighbourhood by a margin while keeping positive samples within the
neighbourhood.

4 Comparison with Current State-of-the-Art Models
on CEDAR Dataset

State-of-the-art models #Signatures Accuracy FAR FRR

Word shape 55 78.50 19.50 22.45

Graph matching 55 92.10 8.20 7.70

Zernike moments 55 83.60 16.30 16.60

Surroundedness features 55 91.67 8.33 8.33

Signet model (convolutional Siamese networks) 55 86.5 13.70 13.15

5 Conclusion

When we are dealing with issues as sensitive as money, experimentations and risks
are not verymuch appreciated.An automated cheque processing systemcan therefore
be introduced into the process only if it offers reliability.With advanced technologies
and further research, accuracy of the model can be further enhanced and the cheque
clearance process can be truly automated andput to industrial use. There is no denying
the fact that achieving human-level accuracy and understanding is yet to be achieved,
but it is definitely a step in the right direction.
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