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Abstract With every passing day, the amount in which social media content is being
produced is enormous. This contains a large amount of data that is abusive. Which
in turn is responsible for disturbing the peace, affecting the mental health of users
going through that kind of data and in some cases is responsible for causing riots and
chaos leading to loss of life and property. Knowing the sensitivity of such situations,
it becomes necessary to tackle the abusive textual content. This paper presents the
analysis of abusive textual content detection techniques. And for these, researchers
have been developing methods to automatically detect such content present on social
media platforms. This study also discusses the domains of automatic detection that
have been investigated utilizing various methodologies. Several machine learning
techniques that have recently been implemented to detect abusive textual material
have been added. This paper presents a detailed summary of the existing literature on
textual abusive content detection techniques. This paper also discusses the catego-
rization of abusive content presented in the research, as well as potential abusive
communication methods on social media. Deep learning algorithms outperform
previous techniques; however, there are still significant drawbacks in terms of generic
datasets, feature selection methods, and class imbalance issues in conjunction with
contextual word representations.

Keywords Abusive textual content · Social media · Detecting abusive content ·
Machine learning

1 Introduction

As we have entered the third decade of the twenty-first century, the advancements
in technology are growing with every passing day. Among these advancements are
social media which is one of the most popular and widely used technology. This has
revolutionized the way people communicate with each other. Before its inception,
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there were limited ways for humans to be able to communicate with other humans.
These platforms are not now restricted to only being used for sharing messages
between each other. They have become the largest and most commonly used source
for information sharing [1] such as news, thoughts, and feelings in the form of text,
images, and videos. People can use these platforms for the dissemination of all
kinds of content available at their disposal. These platforms are also used to express
opinions about issues, products, services, etc. This ability, when combined with the
speed with which online content spreads, has elevated the value of the opinions
expressed [2]. Acquiring sentiment in user opinion is crucial since it leads to a more
detailed understanding of user opinion [3]. The worldwide shutdown caused by the
COVID-19 pandemic resulted in a tremendous rise in social media communication.
As a result, a huge volume of data has been generated, and analysis of this data will
assist companies in developing better policies that will eventually help make these
platforms safer for their users.

The global digital population is increasing every passing day. As per [4], the
active Internet users globally were 4.66 billion as of October 2020. Out of them,
almost 4.14 billion were active social media users. According to another report [5],
the rate of social penetration reached almost 49% in 2020. It is expected that the
number of global monthly active users of social media will reach 3.43 billion by
2023, which is around one-third of the total earth’s population. Among all other
social media platforms, Facebook is the most popular [5]. It became the first social
media platform to surpass the 1 billion monthly active user mark. In 2020, it had
almost 2.6 billion monthly active users globally, the highest among all the social
media platforms. Among all the countries, India has over 680 million active Internet
users. As of 2020, India is the country with a 300 million user-base of Facebook, the
highest among all other countries. It is reported that on average, a normal Internet
user spends almost 3 h/day on social media in India. From 326million users of social
media platforms in 2018, it is estimated that it will reach almost 450 million users
by 2023 in India [6]. In the European Union (EU), 80% of people have experienced
hate speech online, and 40% have felt assaulted or endangered as a result of their use
of social media platforms [7]. According to research conducted by Pew Research
Centre in 2021 [8], “about four-in-ten Americans (41%) have experienced some
form of online harassment.” Online abusive content is a very serious matter. Online
extremist narratives have been linked to heinous real-world occurrences like hate
crimes, mass shootings like the one in Christchurch in 2019, assaults, and bombings;
and threats against prominent people [9].

The abusive textual content on social media platforms is a persistent and serious
problem. The presence of abusive textual content in the user’s life increases their
stress and dissatisfaction. The effects of such content can be very adverse with time.
The analysis and evaluation of this generated data reveal important details about the
people who provided it [10]. The use of emotion recognition techniques on this data
will aid in stress and mental health management. This paper is intended to assist new
researchers in gaining an overall perspective of this research area by providing an
overview to gain insights into this field of study. The paper is organized as follows.
Firstly, in Sect. 2, the abusive textual content is defined, its overall impacts on the
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users. Section 3 will discuss the latest popular approaches proposed for this task.
A brief description of datasets, techniques, and results obtained is also in Sect. 3.
Different ways of communication are discussed in Sect. 4. Various limitations and
gaps of the approaches will be discussed in the Sect. 5 followed by Sect. 6 that will
present the challenges, future scope, and conclusion.

2 Defining Abusive Textual Content

The word Abuse according to the Washington state department of social and health
services [11], “covers many different ways someone may harm a vulnerable adult.”
The state department has categorized abuse into seven different types based on
differentways it can be taken advantage of to harm anyone.One among all those types
of abuse was identified that can be inflicted using social media and that is “Mental
mistreatment or emotional abuse.” Other types of abuse require the physical presence
of both the abuser and the victim in some way or another way. They define mental
mistreatment or emotional abuse as “deliberately causing mental or emotional pain.
Examples include intimidation, coercion, ridiculing, harassment, treating an adult
like a child, isolating an adult from family, friends, or regular activity, use of silence
to control behavior, and yelling or swearing which results in mental distress.”

We are living in a world where causing someone mental and emotional pain
does not require physical presence. As discussed in the section above, social media
has become an alternate platform for communication [12]. Almost all the examples
given in the definition of abuse above can be put into practice with the use of these
social media platforms. The kind of effect this type of content has on humans is
very dangerous in terms of mental and emotional health. Physical pain usually fades
after a while, but emotional pain can linger for a long time and has a lot of serious
consequences on one’s mental health [13].

Abusive content is a broad term, and it covers a lot of different types of content.
So, the next subsection makes a clear distinction among the different types of online
abuse that are present on social media platforms.

2.1 Classification of Online Abusive Content

Online abusive content can be categorized based on the presence of abusive language,
aggression, cyberbullying, insults, personal attacks, provocation, racism, sexism, or
toxicity in it (Fig. 1). Based on the classification, it can be said that any social media
content containing any kind of language or expression that fall into the category
of these types will be abusive. Researchers have been very concerned about this
problem of abusive content dissemination and have been devising methods to control
its inception, to stop its further spreading and most importantly to come up with
methods that can detect abuse present in disguise.
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Fig. 1 Classification of abusive content

The abusive content has been classified into 9 types. The presence of any such
type of textual content in online social media will be termed abusive content. Table 1
depicts the classification of abusive content and the difference among these types can
be understood by the examples from social media platforms for each category. In the
context of online discussions, the above highlighted types are defined as shown in
Table 2. For each of the type, there are 3 examples given in Table 1. The definitions
make every type distinct as every kind is expressed differently in online social media.
Researchers have been developing methods to tackle mainly these types of abuse
present on social media.

As per our knowledge, there is no definition of abusive content in this field of
research to date. We define abusive content as:

The presence of an individual or a combination of abusive language, aggressive,
bullying, insulting, sexist, toxic, provocative, personal attacking, and racist remarks
in any type of social media content, that has the potential of causing mental and
psychological harm to users.

3 Approaches for Detecting Textual Abusive Content

This section provides details about the different approaches employed by researchers
to combat abusive content on social media sites. Table 4 gives a detailed description
of the methods used for detecting abusive content on social media. The table also
contains information about the datasets used, the platforms fromwhich datasets have
been obtained, and the ways of data classification. It is important to highlight that the
trend in thefield of abusive content detection is going towardmulti-class classification
rather than binary classification. The researchers have used datasets from multiple
sources. In the overall review, it was found that Twitter data has been used more
frequently to classify text. Also, gaming platform data, online blogs, magazines,
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Table 1 Exemplar messages of each abusive content category

S. No. Example Ref. Abusive content category

1 “Violently Raping Your Friend Just for
Laughs”

[14] Abusive language

2 “Kicking your Girlfriend in the Fanny
because she won’t make you a Sandwich,”

[14] Abusive language

3 “#GolpearMujeresEsFelicidad” (“Beating
Women Is Happiness”)

[15] Abusive language

4 “You should kill yourself” [16] Aggression

5 “No one likes you,” [16] Aggression

6 “You’re such a slut,” [16] Aggression

7 “Ha, you’re a bitch. I hope you get Crocs for
your birthday.”

[17] Cyberbullying

8 “Hey, do the world a favor and go kill
yourself.”

[18] Cyberbullying

9 “You don’t have the balls to act like a man,” [18] Cyberbullying

10 “Please, give it a little thought…. oh wait,
you don’t have any!”

[19] Insults

11 “Shut up with your non purposeful existant,
you are just wasting oxygen!”

[19] Insults

12 “Buddy you sound like a complete clown on
here running your mouth”

[19] Insults

13 “You are a woman why do you want to talk
about football?”

[20] Sexism

14 “The place of a woman in modern society is
clear, it is in the kitchen”

[20] Sexism

15 “Theresa May succeeds David Cameron. No
better at cleaning than a woman.”

[20] Sexism

16 “Death to liberals” [21] Toxicity

17 “Russia is #1 terrorist nation” [21] Toxicity

18 “Youre a god damn idiot!!” [21] Toxicity

19 “You can rest assured I and the rest of the
world are pleased your piece of shit family
member is dead and rotting in the ground”

[22] Provocation

20 “We laugh at your suffering and think it’s
pathetic you are upset because your family
member was an insignificant worm”

[22] Provocation

21 “Get a life you bored faggots.” [22] Provocation

22 “You can go die” [23] Personal Attacks

23 “You are stupid” [23] Personal Attacks

24 “Shut up” “You Suck” [23] Personal Attacks

(continued)
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Table 1 (continued)

S. No. Example Ref. Abusive content category

25 “It is the foreigners that elicit hate and racism
from natives”

[24] Racism

26 “You can’t help the fact that you belong to
the race that has less intellect and sense in
their brains than the smelly behind of a PIG!”

[24] Racism

27 “Once again we have to put up with the
filthiest scum, it doesn’t even surprise me
anymore!”

[24] Racism

Table 2 Definitions of different types of abusive content

Types of abusive content Definition

Abusive language “Using rude and offensive words” [25]

Aggression “Spoken or physical behavior that is threatening or involves harm to
someone or something” [26]

Cyberbullying “The activity of using the Internet to harm or frighten another person,
specially by sending them unpleasant messages” [27]

Insults “Insulting, inflammatory, or negative comments toward a person or a
group of people.” [28]

Sexism “The belief that the members of one sex are less intelligent, able,
skillful, etc. than the members of the other sex, especially that women
are less able than men” [29]

Toxicity “A rude, disrespectful, or unreasonable comment that is likely to
make people leave a discussion” [28]

Provocation “An action or statement that is intended to make someone angry” [30]

Personal attacks “An intentionally offensive remark about someone’s character or
appearance” [31]

Racism “Harmful or unfair things that people say, do, or think based on the
belief that their own race makes them more intelligent, good, moral,
etc. than people of other races” [32]

newspapers, and Wikipedia generated datasets have been also used. Table 3 lists the
numerous abbreviations and their complete form used throughout this article in order
to improve readability and maintain the uniformity of the many notations utilized.

Papegnies et al. [23] has classified the dataset into abusive and non-abusive
messages depicting binary classification. A dataset containing users’ in-game
messages from a multiplayer online game has been used. First-stage naïve Bayes
classifier for performing the task of detecting abusive and non-abusive messages
using content-based features is used in the paper. Chen et al. [33] used 9 datasets
containing data from multiple platforms like YouTube and Myspace. Support vector
machine, convolutional neural network, and recurrent neural network were applied
to detect abusive content. Their results reveal that the SVM classifier achieved the
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Table 3 Abbreviations and their full forms

Abbreviation Full Form Abbreviation Full form

CNN Convolutional Neural Network LR Linear Regression

GRU Gated Recurrent Units TF-IDF Term Frequency-inverse
Document Frequency

BERT Bidirectional Gated Recurrent
Unit Network

BOW Bag-of-Word

PoS tag Part-of-speech Tagging LSTM Long Short-term Memory

RNN Recurrent Neural Network NB Naïve Bayes

SVM Support Vector Machine RoBERTa Robustly Optimized BERT
Pertaining Approach

RNN Recurrent Neural Network LDA Latent Dirichlet allocation

RBF Radial Basis Function MLP Multilayer Perceptron

best results in terms of average recall on balanced datasets and deep learning models
performed well on extremely unbalanced datasets. The latest research is incorpo-
rating a variety of datasets from multiple platforms. In [34], logistic regression has
been set as baseline model and CNN-LSTM and BERT-LSTM have been imple-
mented on a combination of 6 datasets containing more than 60 K records of twitter
to classify data into 3 classes. They demonstrated that BERT has the highest accuracy
among all models. Table 4 describes other techniques implemented; their results are
also shown along with the feature extraction techniques/features used for various
machine learning models. After comparing the performance of all these techniques,
deep learningmodels aremore effective in classifying abusive text. These approaches
have outperformed other existing approaches for text-based classification [35].

One of themost difficult taskswhen usingmachine learning is choosing the proper
features to solve a problem. The terms textual features and content features were used
interchangeably by the researchers. Textual features include Bag-of-Words (BoW),
TF-IDF, N-grams, and so on. Part-of-speech (POS) tagging, and dependency rela-
tions are two syntactic features that have also been used. Traditional feature extraction
methods such as the Bag-of-Words model and word embedding implemented with
word2vec, fastText, and Glove were used. In natural language processing, BoWwith
TF-IDF is a traditional and simple feature extraction method, and Word embedding
represents the document in a vector space model. Unlike the Bag-of-Words model, it
captures the context and semantics of a word. Word embedding keeps word contexts
and relationships intact, allowing it to detect similar words more accurately. Avail-
able literature has shown that word embeddings used with deep learning models
outperform traditional feature extraction methods. Ahammad et al. [36] showed that
long short-term memory (LSTM) and Gated recurrent unit (GRU) give better accu-
racy compared to others on trained embedding and Glove, respectively. Table 4 lists
various feature extraction techniques/features used by researchers.

To deal with the problem of abusive textual content detection, researchers have
presented numerousmachine learning algorithms and their variants. A lot of research
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in this area is focused on extracting features from text. Many of the proposed works
make use of text feature extraction techniques like BOW (Bag-of-Words) and dictio-
naries. It was discovered that these traits were unable to comprehend the context of
phrases. N-gram-based approaches outperform their counterparts in terms of results
and performance [14].

4 Abusive Content in Social Media

The content that is being shared over social media platforms can be divided in many
ways (Fig. 2). The classification is discussed below. Possible cases of abusive content
spread in OSN’s (how can social media platforms be used to spread abusive content):

1. One to one (individual to individual): the attacker is an individual and the victim
is also an individual. E.g.: personal text messages on social media platforms can
be used to spread abusive content.

2. One to many (individual to the community): the attacker is one and the victim
is a community. E.g.: social media platforms are used by individuals to post and
sometimes it is exploited to target a community with the abusive content.

3. Many to one (community to individual): the attacker is a community targeting
an individual. E.g.: a community posting or spreading abusive content about an
individual on social media.

4. Many to many (community to community): a community targeting another
community over issues and posting and spreading abusive content on social
media platforms. E.g.: persons belonging to a community posting abusive
content and targeting other communities through their content is also a kind
through which abusive content is shared and disseminated.

Fig. 2 Ways of
communication in OSN’s
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5 Discussion

The approaches used to classify the textual abusive content which are discussed in
Sect. 3 of this paper, when viewed critically, have their own set of limitations and
gaps. The researchers will be motivated to address these issues and develop effective
methods by highlighting the limitations and gaps in previous research. In terms of
practical application, the performance of [23] is insufficient to be used as a fully
automated system that replaces human moderation. When using machine learning
techniques, performance metrics such as precision, accuracy, and F1 score provide
useful information. These metrics were not evaluated in [33]. Many researchers
have also used over-sampling and under-sampling throughout the study. The datasets
in [33] were also subjected to these two methods. They should, however, be used
with caution on datasets because excessive use of either can result in over-fitting
and the loss of important information from the datasets. The authors of [42] used
data augmentation and determining the best data augmentation approach is critical
because if the original dataset has biases, data-enhanced from it can have biases as
well. Large datasets are preferred, but small datasets are used in [37, 41], and small
datasets have an impact on the machine learning model’s performance, according to
[44]. Because small datasets typically contain fewer details, the classification model
is unable to generalize patterns learned from training data. Furthermore, because
over-fitting can sometimes extend beyond training data and affect the validation set
as well, it becomes much more difficult to avoid. Parametric tuning was also discov-
ered to have produced better results in [41]. In [38], tweets are labeled solely based
on keywords, resulting in the omission of tweets containing abuse and harassment in
plain language that does not contain any of the authors’ keywords. A dataset that only
includes comments from articles on a single topic has been used in [39]. It influences
the diversity of a dataset, which makes the performance of the various techniques
less significant. It is also worth noting that researchers are classifying data into a
variety of categories, making the problem of abusive content classification a multi-
class problem. A concept for classifying abusive content was also included in Sect. 2
of this paper. Most of themodels chosen for this study usedmulti-class classification,
but [23, 40] classified the data using binary classification. The performance of the
implemented models is critical in highlighting their significance. In terms of perfor-
mance, the proposed models in [34] did not outperform the state-of-the-art models
RoBERTa and XLM-R. It is also beneficial to consider using more train and test data
to improve model performance. The researchers used less train and test data in [36],
and did not use imbalanced class distributions to evaluate classifier performance in
experiments. The models used in [43] have a high computational complexity cost to
achieve better results. The above-discussed limitations and gaps may provide future
directions for the researchers in this field.
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6 Conclusion and Future Scope

This paper offered a complete overview of the topic by combining recent research
articles that used cutting-edge approaches. The researchers employed machine
learning approaches successfully, with Bag-of-Words (BoW) and N-grams being
the most commonly used features in classification. Several recent research has
adopted distributed word representations, also known as word embeddings, because
of previous models’ high dimensionality and sparsity. Deep learning-based archi-
tectures have lately shown promising outcomes in this discipline. Despite being
introduced in 2019, BERT has become widely used. The most popular deep learning
models beingused areLSTMandCNN.Moreover, hybridmodels,which are a combi-
nation of multiple models, such as BERT+ CNN, LSTM+ CNN, LSTM+GURU,
and BERT + LSTM, have also been used in the research, and their performance in
detecting online abuse is promising. To summarize, deeper language traits, demo-
graphic influence analyses, and precise annotation criteria are required to effectively
discern between different types of abuse. Despite the abundance of work accessible,
judging the usefulness and performance of various features and classifiers remains
difficult because each researcher used a different dataset. For comparison evalua-
tion, clear annotation criteria and a benchmark dataset are necessary. According to
the findings, abusive content detection remains a research area of interest needing
more intelligent algorithms to handle the primary issues involved and make online
interaction safer for users [45].

In this paper, the approach for identifying the recent works in abusive content
detection was limited to only those dealing with the textual form of data present on
social media platforms in the form of tweets, comments, chats, reviews, blogs, etc.
Only those research papers that used English language datasets were chosen. Work
on detecting abusive content in languages other than English is also present. But due
to the scarcity of datasets, the results are not that effective. Also, out of 9 different
types of abusive content which were discussed in section II, research is focused only
on a subset of these types. Research to classify all the different types from a corpus is
the need of the hour and it will encourage the budding researchers to take up the task.
So, the future work of this study will be to identify cross-language and cross-domain
techniques being developed and analyze their performance with the already present
state-of-the-art approaches.
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