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Abstract Banking credit risk analysis is a form of evaluation conducted by financial
institutions to determine applicants’ ability to repay their debt obligation. Financial
institutions, such as banks, set objectives to offer credit to creditworthy customers,
after spending time trying to evaluate their repaying capacity. In this paper, we
propose a credit risk analysis system based on an artificial neural network (ANN) to
identify customers who will default. A feedforward propagation algorithm is used to
train the model consisting of three layers. Data pre-processing is performed to clean
the datasets and check for missing variables. The datasets were normalized using
min—max normalization to get the correlation among the variables. The datasets are
applied to the proposed model and logistic regression models, and the comparison
shows the proposed model which has a better performance.

Keywords Credit risk analysis + Artificial neural network - Logistic regression -
Default - Credit - And algorithm

1 Introduction

The banking industry focuses mainly on offering credit/loans [1]. Although the
banking industry does offer other services such as policies and insurances. Since
banks offer credit as their primary service offerings, they might suffer a great finan-
cial loss if customers fail to pay their credit back [2]. For banks to avoid financial
loss as a result of customers defaulting on credit, banks must perform a credit risk
analysis to predict and minimize the risk by discriminating between customers with
a high risk of default and customers with a low risk of default. Credit risk analysis
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is a process used to predict whether or not a customer will default on a loan or
credit [3]. Credit applications for consumer or commercial loans are being processed
and evaluated using credit risk analysis before approving or denying them. Credit
risk analysis is usually performed based on historical data such as past transactions,
credit history, and other relevant information. The decision to approve or deny credit
is based on customer’s risk of default; if the customer has a high risk of default,
then the credit will be denied, however, if a customer has a low risk of default, the
credit will be approved [4]. Credit scoring is a method used to predict and analyze
credit risk. Credit scoring is categorized into two different scoring types, such as
behavioral scoring and application scoring. Behavioral scoring is usually performed
after the credit has been approved, it monitors how the customer repays the credit [5].
Application scoring is performed before approving or denying credit, based on the
customer’s credit history. When a customer applies for a loan, his/ her credit infor-
mation is obtained from the credit bureau. The credit information includes features
such as employment status, past bank transactions, salary, and credit history [1].

Credit scoring is a technique used to analyze and predict credit risk. When a
customer applies for credit, a credit risk analysis is performed before approving
or denying the credit based on the customer’s credit history and other relevant
information [6]. This process is performed to minimize and manage the risk of
customers faulting on loans. Bank manages the flow of money between investors
and borrowers. Investors put money in the bank, then the bank borrows that money
to customers/borrowers in the form of credit/loans, then the bank manages the risk
on how the borrower pays back the loan with interest [7]. When the borrower pays
back the loan, the money is put back into the investor’s account with a small portion
of the interest, and the other portion of the interest goes to the bank for managing
the risk. The study of credit risk analysis is the most researched area in the banking
industry. The credit risk analysis technique plays an important part in the banking
industry, particularly for big banks with large data that is hard to work with and
process. Credit risk analysis is a form of evaluation process conducted by financial
analysts to determine applicants’ ability to repay their debt obligation. After a person
or a company applies for credit at the bank, the bank processes and evaluates the
costs and profit related to the credit [8]. The credit risk analysis model is utilized
to predict the costs and risks related to the credit. The objective of this study is to
address credit risk analysis issues by applying an ANN to credit risk models [9].
ANN algorithm is applied to credit risk/loan application datasets of public data to
predict loan risk. The credit risk model produces the output of “1” or “0” to predict
whether or not the customer will default.

2 Literature Review

Credit risk analysis using historical data predicts how different customer characteris-
tics determine whether or not the customer will be able to repay the loan. This method
uses a score to categorize customers according to their risk of default on credit. The
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customer with a high score has a low risk of defaulting on the loan and he/she will be
able to repay the loan, while the customer with alow score has a high risk of defaulting
on the loan and will not be able to repay the loan. Normally, logistic regression and
discriminant analysis were the most used machine learning algorithms in credit risk
analysis models. The first machine learning algorithm applied to the credit scoring
model was discriminant analysis. The use or application of linear discriminant anal-
ysis has regularly been disapproved because of how it deals with categorical data of
datasets, and the classification of creditworthy and not creditworthy classes is not
likely to be accurate. Another machine learning algorithm used in credit risk analysis
is logistic regression. Logistic regression is used as a machine learning algorithm of
choice in predicting customers who will or will not default on their credit.

Artificial neural network (ANN) algorithm in artificial intelligence is a data
modeling technique that is similar to the brain of the human and nervous system,
and it works similarly to how the human brain works [10]. ANN has a network
of inter-connected neurons to find the functionality of the model. A few tests were
performed on different machine learning algorithms to measure the accuracy of the
individual models. During the performance testing process, it was discovered that
artificial neural networks performed better and produced more accurate results when
compared to logistic regression [11]. Normally for the artificial neural network to
perform results prediction, it entails being trained on the input and target variables
of the given datasets. There are many successful real-world applications of artificial
neural networks such as edited file detectors (checks if a file has been modified),
unusual banking transaction detectors, and other predicting technologies. The appli-
cation of machine learning algorithms to credit risk has improved the performance
of credit risk analysis [12].

Discriminant analysis technique was considered the foremost common technique
for developing customer credit risk analysis models [10]. Even though the discrim-
inant analysis technique has been criticized by the analysts because of the way, it
processes and handles datasets of categorical variables to predict customers with a
high risk of default and customers with a low risk of default. In machine learning,
the neural network algorithm is a nonlinear technique that provides a new alternative
to linear methods, especially in situations where the dataset has more composite
relationships between the independence of the nonlinear variables [13]. An artificial
neural network (ANN) is a machine learning algorithm that develops a relationship
between the independent variables and dependent variables, in consideration that
there is a correlation among the variables. ANNs are artificial intelligence algo-
rithms that mimic the structure of the human brain and work similarly to the nervous
system [14]. An artificial neural network is consists of a network of neurons orga-
nized in a matrix form. Neurons are associated by joins with related weights which
decide how data are being processed [15].

The credit risk analysis model uses a feedforward neural network [16]. Feedfor-
ward neural network is an ANN technique. The inter-connected links between nodes
in the feedforward neural network do not a form cycle [17]. In feedforward neural
networks, input variables enter the model via the input layer, and the variables are
multiplied by the weights. The values of each variable are added to get the total sum
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of the input variables. We get an output of 1 if the sum of the values is over a given
threshold, however, if the sum of the values is below a specific threshold, then less
than 1 is a product at the output.

3 Methodology

In this paper, ANN is used to build a credit risk analysis system. Publicly accessible
datasets obtained from the Internet are applied to train the model. The dataset consists
of about 1000 customer records and 10 categorical and numerical variables.

The independent variables are

Age: Age of the borrower

Sex: Gender of the borrower (male or female).

Job: Employment status of the borrower (employed or unemployed).
Housing: Checks if the borrower owns or rents a property.

Saving accounts: Banking history of savings account.

Checking account: Banking history of a cheque account.

Credit amount: Loan amount given to the borrower.

Duration: The term in months the borrower will settle the loan amount.
Purpose: Reason for taking a loan.

The dependent variable is the risk represented with 1 or 0. The risk predicts
whether the customer will be able to repay the full loan amount on time. If the
customer’s risk prediction is “1”, it means that the customer will default on the loan
and will not be able to pay back the loan otherwise, it is a creditworthy customer.

The first step is variable-processing. Usually, variables in the dataset do not come
in a way that can be directly used. Pre-processing is therefore needed. Categorical
variables have labels instead of numbers. For example, the gender has “female” or
“male” labels. Numerical variables have numerical values. In datasets, categorical
variables could have a lot of null values. For this situation, it is a significant loss if the
concerned data are discarded. So we can replace those null values with random labels.
The other important pre-processing to improve the performance of the model is data
normalization. Normalization is carried out to get the correlation of the data. In this
paper, min—-max normalization techniques are used to normalize input/independent
variables between 0 and 1 as shown in Eq. (1).

x; — min(x)

(D

= max(x) — min(x)

where x = (x, X2, ..., x,) and Z; are the i-th normalized variable data.
Target/independent variable is normalized between 0 and 1, as shown in Eq. (2).

y2 = log(l + y) 2
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The ANN-based credit evaluation system architecture is set up as follows: the
feedforward propagation network is used as shown in Fig. 1. There are three layers
in the network: 1 input layer with 9 independent variables, 1 hidden layer with 10
neurons, and 1 output layer with 1 dependent variable representing if the customer is
creditworthy or not. The random weight/bias rule is used as the training function to
train the neural network. The feedforward propagation algorithm makes the neurons
perform better by reducing the error between the actual and the desired results to the
least possible amount.

The root mean squared shown in Eq. (3) is used as the training error of the ANN.

1 n
RMSE = | - S; — 0;)? 3
n;}( ) 3)

where n is the number of observations, O; is the observations, and S; is the predicted
values.

To reduce the error of neural networks, weights must be adjusted by a small
amount. Choosing the correct parameters is crucial, especially for the learning coef-
ficient and the number of hidden neurons. Based on the proposed neuron network
structure as depicted in Fig. 1, neurons are represented by nodes in each layer and
the lines between them weight. The RSME is reduced by retraining the model or it
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can be reduced by adjusting the settings on ANN such as reducing the number of
neurons.

In this paper, artificial neuron network has been applied to the datasets. Feedfor-
ward networks consist of 3 layers, namely input, hidden, and output layer. The dataset
is divided into 3 categories; training, test, and validation sets. During the training
stage, all variables are tested 1 by 1, to check if they improved the performance of the
model. If variables do not improve the performance of the model, they are discarded.
The most important variables remain in the dataset. The model was trained until it
produced better results.

4 Results

The dataset with 1000 records was fed into ANN with the following parameters and
properties:

Network type: feedforward back prop as shown in Fig. 1
Datasets division method: random

Training function: random weight/bias rule

Adoption learning function: lean GDM

Performance function: root mean squared error (RMSE)
Number of hidden layer neurons: 10

Transfer function: hyperbolic tangent sigmoid

The output error of the model is 0.02 for the trained ANN. The accuracy of
the neural network model is compared to the logistic regression model. As per the
comparison, neural network performed better than logistic regression, as the error is
shown in Table 1. The output values for logistic regression range between 0 and 1.

Table 1 shows that the RMSE for the proposed model is smaller than logistic
regression, which means the proposed system is more accurate to predict the risk
levels.

The proposed model has a nonlinear activation layer which makes input variables
have a nonlinear impact on the credit risk status as the weights have a generalized
weight of more than 1. The 9 input variables have been normalized to get the corre-
lation between them before they were added to the neural network. The output of the
neural network model is classified as 0 or 1. Data cleaning and pre-processing were
performed on the datasets. The datasets were pre-processed to ensure that there were
no missing values.

Table 1 Error comparison

for proposed system and
logistic regression 0.021005 0.032532

Proposed model Logistic regression
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Fig. 2 Total customer credit
risk status

perc

Class

Fig. 3 Age groups by credit
risk status

For the total customers in the dataset used in this paper, there are approximately
70% of customers are creditworthy and have a low risk of default, while approxi-
mately 30% are at high risk, as shown in Fig. 2, where blue color represents low risk
while red color represents a high risk.

In Fig. 3, the age groups show different risk levels, red color shows that customers
below 40 years old have a higher risk of default, while the blue color shows the group
above 40 years old age has a lower risk of default.

5 Conclusion

In this paper, we studied banking credit risk analysis using ANN and logistic regres-
sion algorithms to detect whether customers are likely to default on their credit, based
on the given customer information on the dataset. The data were firstly cleaned by
a pre-processing stage, to fill in missing values and handle exceptions. The corre-
lations among the independent/input variables are detected. The independent/input
variables have been normalized using min—max normalization.
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The proposed ANN-based system was compared with the logistic regression

model. The experiment results show that the proposed method performed better
than logistic regression.
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