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Preface

The 10th International Conference on Mechatronics and Control Engineering
ICMCE-2021 was held as a virtual event on July 26-28, 2021. Researchers from
all over the world attended the Conference from home and saw the live broadcast of
the invited and contributed speeches.

Keynote lectures were given by Maria Pia Fanti (New green delivery and logis-
tics strategies); Roberto Setola (Identification of Critical Nodes in Critical Infras-
tructures); Olivier Sename (Design and experimental validation of robust control
approaches for mechatronic systems); Maciej Michatek (Modeling and Control of
Articulated Vehicles: the Challenge and Beauty); Kheng Lim Goh (Towards an
uncomplicated process for repairing damaged advanced fiber-placement composites:
fundamentals, prototypes, sustainability). On behalf of the organizer of the Confer-
ence, I would like to thank the keynote speakers for having accepted the invitation.
Their talks addressed problems in logistics, safety of infrastructures, mechatronics
systems and manufacturing that have a large impact on the organization of our modern
society and on the use of resources in industrial production.

The contributed papers covered a large area in mechatronics and control engi-
neering, ranging from classical control theory and optimization to applications in
electronic and mechanical engineering and in manufacturing and material science.

The success of the Conference is due to the high scientific level of all the contribu-
tions as well as to the enthusiasm of all the attendees. The member of the Technical
Committee did a precious job in selecting the papers that were accepted for presen-
tation and for inclusion in this book of proceedings among those that were initially
submitted.

Besides the authors, the attendees and the TC members, I would like to thank
the members of the International Advisory Committee Pierre Borne and Maria Pia
Fanti, the Program Chairmen Olivier Sename and Roberto Setola, the Program
Co-Chairmen Maciej Michatek and Jodo Manuel R. S. Tavares and the Publicity
Chairmen Ke-Lin Du and Sergei Alexandrov, whose work was fundamental for
assuring the smooth running of the Conference.
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Finally, I would like to thank the Conference Organizers for their efforts in assuring
the success of ICMCE in the last 10 years and for giving me the opportunity to Chair
this Conference.

Ancona, Italy Giuseppe Conte
July 2021 Conference Chair
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A Numerical Study on Phase )
Transformation and Hardness Evolution e
During Scanning Induction Hardening

M. Areitioaurtena®, U. Segurajauregi, R. Hidalgo, I. Urresti, and E. Ukar

Abstract Induction hardening is a heat treatment that is frequently used to improve
the mechanical properties of the surface of components typically subjected to contact
loads, such as bearings or gears, extending component life. The simulation of the
induction hardening process is very complex and time-consuming, which increases
time-to-market in new industrial processes as the typical approach to define the
induction hardening parameters is trial and error. In this work, we present a numer-
ical study on the evolution of microstructural phases and hardness prediction for
a complex industrial case, where the induction hardening process of a large-size
pitch bearing is simulated. This kind of component is hardened by scanning, where
there is relative movement between the inductor and workpiece and the inductor
is followed by a quenching shower. Simulating scanning induction hardening is
especially challenging as simultaneous heating and cooling occur, increasing the
multiphysical interactions that must be simulated. The results show the evolution of
the microstructure during induction heating and subsequent quenching accompanied
by a prediction on the hardened case. A homogeneous hardened within the industrial
span can be achieved in the workpiece after the combined static-scanning hardening
is applied in the study.

Keywords Heat treatment - Large-size bearing - Process simulation + Scanning
induction hardening - Coupled model - Multiphysics
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1 Introduction

Induction hardening is a superficial heat treatment that is highly effective, integrable,
quick, and non-contact and is usually applied to load-bearing and wear susceptible
components. The required set-up for induction heating is very basic and requires
the billet itself, a coil or inductor, and a source of current. The part is positioned
near the inductor and heated by the eddy currents produced due to the electromag-
netic phenomena [1]. The surface layer or other specific areas of the component are
heated until the target areas are above austenization temperature A3 and austenite
is formed. Subsequent quenching is applied, usually by spraying water or aqueous
polymers onto the hot surface or by immersion. The rapid cooling turns austenite
into martensite, which is a microstructural phase that is much tougher and harder.
The localized heating during induction hardening allows the core to remain ductile
while a hard martensitic layer is reached on the surface. The hardened case depth
and pattern can differ tremendously as they depend on the applied frequency current,
which can range from 50 Hz to multiple megahertz, creating depths that can vary
from less than one millimeter to the component’s total volume in some cases.

The induction hardening process involves a variety of physics, which interact
in a highly coupled way because the properties of the materials depend on several
aspects, such as temperature and microstructure [2]. Due to its numerous and complex
multiphysical interactions shown in Fig. 1, and the required vast amount of difficult-
to-obtain data, the simulation of the induction hardening process has not been widely
studied in academia, as these aspects increase computational time enormously, which
leads to very little use of the current simulation tools in the industry. It is possible to
test various process strategies and parameters (current intensity, frequency, power,
scanning speed, and geometries) by simulating the induction hardening process,

Electromagnetism

Emag. losses T dependent Emag. properties

Thermal

Microstructural » | Mechanical

Transformation induced stresses

Fig. 1 Multiphysical interactions in induction hardening
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in order to be able to predict final hardened case properties and also to determine
possible process errors and failures, such as heating discontinuities, overheated areas,
or cracking appearance, among others.

The electromagnetic—thermal coupling needs several back-and-forth iterations
due to the sudden change in the electromagnetic properties of nonlinear ferro-
magnetic materials with temperature and is typically the coupling that requires
the longest computational cycles, because electromagnetic simulation is extremely
time-consuming.

Several published works have documented the simulation of the induction hard-
ening process. A basic electromagnetic and thermal model is used in the work
presented by Wrona et al. [3] to compute the evolution of temperature during the gear
hardening by induction. Choi et al. [4] and Li et al. [5] carried out a similar analysis,
where the prediction of the hardness profile in the cylindrical workpiece is included,
achieving good agreement with experimental results. The research by Homberg et al.
[6] and Cajner et al. [7] show coupled models where microstructural transformations
and hardness are computed and experimentally validated in spur-gears and discs and
42CrMo4 cylinders, respectively.

In this work a completely coupled electromagnetic-thermal-metallurgical-
mechanical model is presented along an industrial case study, demonstrating that
the developed model can be used to compute complex three-dimensional cases
with adequate computational time, predicting the pattern and hardness values of
the hardened case and its microstructure.

2 Modeling Scanning Induction Hardening

A fully coupled electromagnetic-thermal-microstructural-mechanical model is
required for the simulation of the simultaneous scanning induction hardening process.
In this work, the ANSYS commercial software has been used. The software is
currently unable to compute microstructural transformations, but these can be incor-
porated into the model by implementing the constitutive equations into subroutines
or using the software’s own coding language, Ansys Parametric Design Language
(APDL).

2.1 Electromagnetic-Thermal Coupling

A semi-analytical strategy has been used in this work to solve the electromagnetic
coupling, as used in a previous work by the authors [8]. The usage of the semi-
analytical approach brings shorter computational times than commercial dedicated
softwares, especially for complex industrial cases where a three-dimensional compu-
tation is usually required. First, the electromagnetic solver resolves the diffusion
Eq. (1) computed from Maxwell’s equations. The computed magnetic field strength
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is introduced into an analytical model that, combined with a thermal FE model, is
able to calculate the heat generation caused by the induced currents and the resulting
temperature distribution, by resolving the heat Eq. (2).

A 1
o— — —V?A=Jg (1)
at 7

oT .
pep- — V(VT) =4 2

Further details of the semi-analytical approach and electromagnetic material
properties can be found in Ref. [8].

2.2 Microstructure

During induction heating, y austenite is generated when the temperature reaches the
critical austenitization temperature range, where the initial microstructure is trans-
formed between the austenite start and end temperatures (AC; and AC3, respectively).
For 42CrMod4, the critical temperatures that have been used in this work are 759 and
805 °C. Equation (3) can be used to describe the volumetric fraction of transformed
austenite during heating [9].

AC) —T
=1 —exp(k-t™ 3
Iy eXp( ACI—AC3> ©)

The Johnson—-Mehl-Avrami—-Komogorov model, also known as JIMAK model,
describes the parent austenite decomposition into daughter phases when the trans-
formation is considered diffusive, such as for the case of « ferrite, P pearlite, or oy,
bainite, denoted as phase i in Eq. (4)

fT. 1) = 1= exp[b(T)i" "] "

where parameters b(7T") and n(T) depend on the kinematics of each microstructural
phase and are computed from the TTT diagram (these equations can be found in Ref.
[10]).

Martensitic (¢) transformation, which is the main microstructural phase generated
during quenching, can be computed by Koistinen and Marburger Eq. (5).

Ja (T 1) =1 —exp[-=0.011(Mg — T)] ®)
The critical temperatures for austenite and martensite transformations have been

described by several analytical equations and depend on the chemical composition
of the material.
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Table 1 Chemical composition ranges of 42CrMo4 specified by standard EN 10083-3

C Mn P S Si Cr Mo
Min 0.38 0.6 - - - 0.9 0.15
Max 0.45 0.9 0.025 0.035 0.4 1.2 0.3

A =723-107Mn—-169Ni+29Si+169Cr+290 As+64W (6)

A3 =912 — 203+/C — 15.2 Ni + 44.7 Si 4+ 104 V + 31.5 Mo + 13.1 W + 30 Mn
— 11 Cr — 20 Cu + 700 P + 400 Al 4 120 As + 400 Ti )

Mg =561 —474C —33Mn — 17Ni — 17 Cr — 21 Mo ®)

The chemical composition of 42CrMo4 is specified by standard EN 10083-3.
Typical values for 42CrMo4 are shown in Table 1.

A Time-Temperature—Transformation diagram (known as TTT diagram) is shown
in Fig. 2, computed using the upper limits of the chemical composition of the steel
specified by the standard.

w,  Ac=780°C
A=763°C

1,000 10,000
Time (s)

Fig. 2 Time-Temperature-Transformation diagram for 42CrMo4
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2.3 Hardness

Vickers Hardness can be evaluated from the chemical composition of the material.
Each microstructural phase has a specific hardness and a linear rule of mixture can
be used to compute the hardness based on the fraction of microstructural phases and
their hardness values.

HVy =1274949 C+ 27 Si+ 11 Mn 4 8 Ni + 16 Cr 4 211nV, ©)]

HVg =—323+185C+ 330 Si+ 153 Mn + 65 Ni + 144 Cr + 191 Mo
+ (89+4+53C—-55S1i—22Mn — 10 Ni — 20 Cr — 33 Mo)InV,  (10)

HVgp =42 +223C+53Si+30Mn + 12.6 Ni 4 7 Cr 4 19 Mo
+ (10 — 19 Si+4 Ni 4 8 Cr+130 V)InV, an

where V, denotes the cooling rate at 700 °C and chemical elements are introduced
in weight percentage.

3 Case Study: Large-Size Bearings

Pitch bearings play an important role in the operation of wind turbines, as they are
able to connect the blades to the rotor while allowing the orientation change that
is required depending on the wind direction, speed, or force. In the most common
wind turbines that are currently in operation, the diameter of pitch bearings varies up
to 3 m, with a typical construction of a four-point contact double-row ball bearing,
as shown in Fig. 3 (left). Their races are typically hardened by induction because
of the mechanical requirements for these parts, with a standard hardening depth of
approximately 5-7 mm. A common technique for hardening the races is to conduct
the induction hardening operations separately for each race. Due to their large size,
pitch bearings must be hardened by scanning, where there is a relative movement
between the inductor and the workpiece.

As the races are hardened separately, it is possible to consider that a single row can
be computed based on the hypothesis that 1: there is enough time for the area to cool
down to room temperature before heating the second race and 2: the heat generated
in the second race does not affect the microstructure of the already hardened race as
the distance between hardened cases is sufficient, thus, not creating a self-tempering
of the first race.

Because of the large diameter of the bearing, the area of study has been considered
straight for the sake of simplicity. For the initial static electromagnetic simulation,
a double-turn inductor is used, along a flux concentrator that allows more efficient
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NN\N

NN

NNANNNNNNNNWN

Fig. 3 Cross-section of a double row ball bearing (left) and electromagnetic model including
inductor and field concentrator (right)

usage of the machine power—thus, improving power consumption and opening the
possibility to use less powerful machines. The air must also be included in the electro-
magnetic FE simulation, giving a total of 100 k elements. For the subsequent coupled
thermal-metallurgical-mechanical simulation, only the workpiece is modeled using
390 k elements, where the surface and subsurface areas have a very fine mesh in order
to use the developed semi-analytical electromagnetic-thermal approach. Induction
parameters are 20 kHz and 2100 A (RMS value) and the scanning speed is set to
3.5 mm/s. During the scanning process, the inductor is followed by a shower that
projects an aqueous polymer that cools the hot surface fast enough to generate the
martensitic layer. For the developed model, the shower is modeled as a “cooling box,”
where a high convection coefficient (15,000 W/m?K) is placed in selected moving
areas. The cooling box is placed with a separation of 20 mm from the inductor with a
width of 20 mm. The total process time was set to 30 s and the typical computational
time for the coupled simulation was 3 h using 8 cores on a server equipped with
Intel® Xeon® Gold 6242 CPU dual-processor (2.8 GHz) and 512 Gb RAM.

Figure 4 shows the evolution of the austenitized region during the scanning process
and the martensitic layer after quenching. In the figure, it can be observed that
the austenite is fully transformed into martensite, obtaining a hardened layer of
approximately 5-8 mm depth, the maximum hardness being 860HV.

The results show that 12 s are required for the system to reach homogeneous
austenitization temperatures through the cross-section. Thus, an approximate length
of 42 mm, which corresponds to the approximate width of the inductor, will remain
unhardened using the proposed hardening strategy, which is usually called soft spot
or soft zone. In order to reduce or totally avoid soft zones, one can find several
patented techniques using one or more inductors.

One of the main results that are critical for service life is the residual stress pattern
obtained after induction hardening. Further development of the presented model will
include the prediction of residual stresses after the heat treatment, as it has been
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B2 Max
0
550
500

304 Min

-
4

L A2mm | |nitial position por moving inductor

Fig. 4 Austenite evolution during scanning induction hardening (above) and hardness layer in
workpiece and cross-section after 30 s (below)

demonstrated that compressive residual stresses on surface and subsurface areas
slow down crack propagation, extending component life.

4 Conclusions

A coupled electromagnetic-thermal-metallurgical-mechanical model was presented
in this paper for the numerical simulation of the scanning induction hardening process
in complex industrial cases, which brings the possibility of carrying out extensive
numerical analyzes in the industrial context, possibly reducing time-to-market and
very high costs associated with the process definition developments.

The developed model was applied to an industrial-based case study, where the
scanning induction hardening of large-size pitch bearings was simulated, obtaining
expected results for microstructure and hardened depth and case pattern. In this field,
it is of great importance to achieve an efficient and favorable process as structural
integrity is highly affected by the results of the induction hardening process and can
be critical for service life.
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Bearing

R. Hidalgo, M. Areitioaurtena, I. Hinojosa, U. Segurajauregi, and I. Urresti

Abstract Induction hardening is a complex process as multiphysics interactions
occur. Due to that, it is also difficult to simulate because an accurate model which
considers all the variables is computationally expensive. Thus, the definition of the
parameters required for the process is based on the trial-and-error technique, which
slows down and gets expensive the components. In this work, a new methodology to
simulate the induction hardening process is presented and it is employed to design
the induction hardening process required to obtain an adequate hardened layer in a
7 m diameter pitch bearing designed according to the expected requirements for the
future wind turbines. The results obtained showed that a scanning inductor with an
intensity of 12,000 A, a frequency of 2 kHz and a scanning speed of 6 mm/s meet
the requirements. These results were obtained in a reasonable time. Therefore, this
work may entail an important milestone towards the implementation of induction
hardening simulation in the industry.

Keywords Induction Hardening - Large-size bearing - Manufacturing process
simulation

1 Introduction

Large bearings are employed in wind turbines and other energy industry applications
where they are subjected to harsh working conditions. Raceway surface is treated to
obtain a hardened layer while the core material maintains good ductility. This layer
is responsible for carrying the high dynamic loads the bearing undergoes. To obtain
this layer, the workpiece is typically subjected to induction hardening.
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Induction hardening is a surface heat treating method in which a metal part is
heated by induction and then cooled in a quenchant, such as water, polymer, oil
or high-pressure gas. During induction hardening, the quenched metal undergoes a
phase transformation of austenite to martensite and the hardness of the quenched
part increases. The induction heating process uses the principle of electromagnetic
induction to heat the surface layer of a workpiece. By placing a conductive material
into a strong alternating magnetic field, an electrical current can be made to flow in the
material, thereby creating heat due to the Joule effect in the material. An important
material property of the ferromagnetic material is the Curie temperature or Curie
point, which is the temperature where a material’s permanent magnetism changes to
induced magnetism. Thus, induction hardening is widely used to selectively harden
the surface area of a part without affecting the interior mechanical performance of
the component [1].

Itis a complex heat treatment because many technological parameters, such as the
size and form of the induction coil, current frequency, voltage, current, moving rate of
the induction coil, the radial distance between the workpiece and induction coil, and
so on, can affect the resulted hardened layer, and it is difficult to ascertain and select
these parameters in induction hardening [2], as many specific commercial software
require a high computational time. Thus, the procedure for designing an induction
heating process in the industry relies on the experts’ experience, trial-and-error and
company know-how, since the numerical simulation of the induction heating process
is not widely spread in the industry because of its complexity and hard-to-obtain
material properties [3].

Regarding literature, most of the authors developed analytical models applied
to simple 2D or axisymmetrical geometries [4, 5]. Others simplify the problem by
developing a one-way workflow in ANSYS omitting the thermal dependence of
electromagnetic properties [6] or using linear materials such as aluminium [4]. The
use of ferromagnetic materials as well as 3D geometries increase computational time.
Thus, 3D computation of induction heating has not been widely studied.

To overcome this issue, in this paper, a new methodology to simulate induc-
tion hardening of nonlinear materials with reduced computational time is presented.
To demonstrate its applicability, it was used to find the process parameters of the
induction hardening process of a large pitch bearing.

2 Case Study

The case study used in this paper is based on an innovative pitch bearing concept
that will be installed in a 20 MW offshore wind turbine from the year 2030-2050
onwards (hub height of 160, rotor diameter of 276 m and the pitch bearing diameter
of 7 m) (Fig. 1a). The turbine will be installed on a wind farm with a size of 2 GW
with 100 turbines. The pitch bearing design is based on a 3 row roller bearing (3RRB)
and was developed within the INNTERESING project [7].
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a) b)

Fig.1 a Design of the 3RRB for 20 MW wind turbine and b Detailed view of the zones to be
hardened

In the case study of the present paper, the zones to harden are highlighted in
Fig. 1. Based on the authors’ knowledge, the horizontal layer of the inner ring is
more critical against fatigue failure, for this reason, the analysis will centre on this
zone. Additionally, to simplify the procedure, two simplifications were assumed:

e Only a section of the ring was considered for the calculation because, as the layer
will be constant for all the ring, the results of a small section will reflect the whole
model.

e The section is considered straight. As the diameter of the ring is 7 m, the curva-
ture of the section can be considered negligible. This simplifies the movement
equations, so linear movement can be used instead of circular.

Figure 2 shows the target layer to harden in the section to analyse. This coincides
with the railway of the rolling elements. Additionally, the zone where the horizontal
and vertical faces meet must be hardened because it promotes stresses concentration.
The minimum depth of this layer must be 10% of the diameter of the rolling elements:
12.5 mm.

Although new materials with higher properties can be developed in the upcoming
years, for this approach, 42CrMo4 steel was used as it is the material that is currently
used to manufacture this type of bearings.

3 Methodology

The induction hardening process implies interaction between electromagnetic and
thermal phenomena because the magnetic properties of the materials vary with the
temperature. Additionally, the changes in the temperature along the process produce
microstructural transformations, stresses, distortions and variation of the hardness.
For this reason, the simulation of this process is complex and computationally
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Fig. 2 Target layer to harden

Step 1 Step 2 ) ) Step 3
EM simulation to obtain the Thermal transient simulation Heating and Cooling
Magnetic Field to get the constant Heat simulation
Generation

Fig. 3 Developed methodology to simulate the induction hardening process

expensive. The proposed methodology consists of three steps that are shown on
Fig. 3:

e FElectromagnetic simulation. One electromagnetic simulation is needed to obtain
a map of the magnetic field strength that will be the input for the next step.

e Thermal simulation. The map with the magnetic field strength is introduced in a
thermal transient simulation in which an ANSYS-APDL code is implemented to
calculate, by means of a semi-analytical approach, the stable heat generation and
the map of temperatures at the end of the simulation will be the input for the next
step. The scanning speed of the inductor is considered.

e Heating and cooling simulation. The last step combines heating and cooling in
movement and, as a result, the microstructure and hardness after the process are
obtained.
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3.1 Electromagnetic Simulation

In the presented approach, only one simulation regarding electromagnetic physic
is required. The geometry of the bearing, the inductor and the surrounding media
are introduced in the commercial finite element software ANSYS Maxwell, Release
2020R1. From this simulation, the magnetic field strength in the workpiece at room
temperature is obtained.

3.2 Thermal Simulation

In this work, the semi-analytical induction heating model presented in [8, 9] is used to
compute the induction hardening process. It was adapted to be applied to 3D geome-
tries and to include the movement of the inductor. The use of the semi-analytical
model allows the computational time to be much faster compared to a fully coupled
model using commercial software.

As the hardened layer in the pitch bearing is constant along the raceway, it is
assumed that, after a time at a constant speed, the heat generated in the workpiece
stabilized and become constant. This constant heat and the temperature map are the
inputs for the next step.

3.3 Heating and Cooling Simulation

In this step, the austenite formation during heating is calculated by setting the corre-
sponding AC1 y AC3 as 760 C y 805 °C, respectively, for 42CrMo4. Then, during
cooling, the austenite formed during heating transforms into martensite below the
Ms temperature. Additionally, the hardness of the material after cooling is evaluated
based on the fraction and hardness of each phase in each point. All these results can
be calculated by developing user subroutines and including them in ANSYS.

4 Application to the Case Study

The above-explained methodology was applied to find the process parameters require
in the future to get an adequate hardened layer for the presented case study. During
the induction hardening of pitch bearings, the coil and the water spray scan around
the bearing. For this reason, apart from the power and frequency of the system, the
speed of the inductor is also an important parameter in the process as it determines
the depth and quality of the hardened layer.
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First of all, the geometry of the induction system must be designed. To this end,
different geometries were simulated in ANSY S Maxwell. Due to the limitations of the
software, instead of power, intensity values were used. The intensity was 12000A
and the frequency 2 kHz. The obtained magnetic field strength for each case was
introduced in the thermal simulation to obtain the resulting temperature map after a
fixed time of 20 s. As a first approximation, it was considered that the zones whose
temperatures were above 805 °C would completely transform into martensite during
cooling. For that reason, the pattern of the temperature map above this value must
be as similar as possible to the pattern shown in Fig. 2.

Once the geometry of the inductor is selected, two intensities and three velocities
are tested in order to find the most optimized process. That is to say, the fastest
speed and the lowest intensity at which the required hardened layer is obtained. Each
simulation consisted of keeping the inductor fixed for 7 s and moving during 25 s
at each velocity. The point to consider the hardened layer obtained was the one at
which the heat generation becomes stable.

5 Results

The first step was to design and test different inductor system configurations (Table
1). The inductor system consists of a copper inductor and an additional flux concen-
trator. The changes were centred in the latter with the objective of getting a uniform
magnetic field strength on the surface. This uniform magnetic field will produce
higher temperatures in the surfaces. Over time, the heat generation will go deeper
into the workpiece due to the thermal conduction and varying magnetic permeability.
The resulting temperature map after 20 s in static and calculated with the semi-
analytical model was evaluated. Comparing these maps with the expected hardened
layer required, geometry C was selected because the maximum temperatures were
distributed along a higher part of the surface and the interior.

Once the geometry of the induction system was selected, the next step is finding
the optimal parameters of the process. To this end, two intensities were set; 12,000
and 10,000 A and three speeds of the inductor; 4, 6 and 8 mm/s. The temperature
map in a section plane is shown for each case in Table 2. As can be seen, the most
suitable induction parameters to use are 12,000 A and 6 mm/s as the required layer
is obtained and the speed of the process can be increased with respect to the velocity
of 4 mm/s, which also produced an adequate temperature pattern.
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Table 1 Inductor system proposals and resulting temperature map after 20 s
A | B | C

6 Conclusions

A new methodology for simulating the induction hardening process was presented
and applied to find the process parameters of a 7 m of diameter pitch bearing. Different
induction systems geometries were tested and the one that provides the most super-
ficial area at a higher temperature was selected. Then, it was found that an intensity
of 12,000 A, a frequency of 2 kHz and a scanning speed of 6 mm/s provided an
adequate hardened layer.

This work entails an important milestone towards the implementation of induction
hardening simulation in the industry because the times required to simulate the
complete process are quite reasonable.
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Table 2 Resulting temperature map in a section plane depending on the current intensity and speed
of inductor

V=4mm/s | V=6mm/s V=8mm/s

1=10000 A

1=12000 A
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Review and Methodology )
on Vision-based Sensing Approach L
in Metal Additive Manufacturing Process

Natago Guilé Mbodj and Peter Plapper

Abstract Additive Manufacturing (AM) of metallic objects is the process of adding
layer-upon-layer of material to produce a hard-compact physical object. During
the deposition, many process parameters, such as thermal history, power, mate-
rial feeding rate, microstructure, etc., are involved and need to be regulated. The
soar of the 3D printing process in various sectors has recently added a set of chal-
lenges, creating a massive demand for an automated process monitor to ensure a good
deposition. In this paper, a literature review of vision-based techniques in additive
manufacturing process is presented. A molten pool profile extraction methodology
is performed. The image processing results can be used to create a visual monitoring
technique and inspire future research in the use of vision sensing in 3D printing
process.

Keywords 3D printing - Vision sensing - Weld pool - Profile extraction

1 Introduction

Inrecent years, Additive Manufacturing (AM) has been developed in terms of design
and functions. 3D printing of objects has increased rapidly and become more open to
the public. Additive Manufacturing is simply the appellation for rapid prototyping,
also called 3D printing [1]. The principle of AM process is to add material layer by
layer. A layer symbolized a cross-section of the material obtained from a Computer-
Aided Design (CAD) model. Earlier, AM was used to visualize products as they were
being developed. Today, some end-use products for automobiles, aircraft, medical
implants, dental restoration, and even fashion products are manufactured using AM
techniques [2]. The combination of AM with robotics permits the manufacture of
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larger scale objects. A 6 DOF robot manipulator offers more flexibility and workspace
compared to 3D printers. Robotics additive manufacturing process has the following
advantages [3, 4]: (1) Product manufacturing time is significantly reduced; (2) Since
parts are not cut from a larger block, material waste is nearly reduced to zero; (3)
Complex large parts are now able to be manufactured; (4) Finally, the automatization
of the process comes up with less supervision in the working environment.

AM integration in the industrial sector aims to create high-quality complex parts
in a large number. However, a new set of problems arises. The geometry, substrate
temperature, cooling rate, power, speed, and many other factors are identified to
influence the deposition quality [5]. The “teach and playback” robots do not meet
the requirements to ensure a stable deposition. The process is usually open-looped
with process parameters fixed in advance. Thus, any unexpected change in the depo-
sition environment results in a weld seam quality change and affects the final part
accuracy. Therefore, the “teach and playback” method cannot automatically regulate
the deposition process, leading to poor weld seam quality [6]. Indeed, this method is
still widely used in industrial production. Today’s objective is to replace “teach and
playback” robots to automatically monitor the surrounding environment and correct
real-time disturbances in the deposition process. Therefore, an autonomous system
is essential to fill the existing shortages with this open-loop system. 3D printing
is MIMO (Multiple-Input Multiple-Output), time-varying, nolinear, with multiple
parameters affecting the deposition such as the velocity, wire feeding velocity,
shielding gas, power or current, welding direction [7, 8]. A wrong combination
or variation of these parameters leads to disturbances, thus induces defects in the
produced part [9, 10], thus the motivation to have a sensor-based system [11]. The
selected sensor shows a preview of the future deposited part. For instance, a pyrometer
can only measure the temperature, whereas a camera provides a larger spectrum of
deposition features. In fact, it is crucial to choose a sensor displaying the dynamics of
the process and the weld pool characteristics. We believe that a vision-based system
offers the requirements to extract weld pool information that can be used later for
a real-time feedback correction system of the parameters to achieve better product
accuracy.

The paper provides some key advantages of vision-based systems in AM and
aims to inspire future research in vision-based monitoring in the AM industry. In
Sect. 2, a review of vision-based is presented. A profile extraction is developed, and
a methodology is proposed in Sect. 3; Sect. 4 concludes by summarizing this paper’s
findings.

2 Vision-based Sensing Techniques

In the literature, many works related to visual sensing to improve AM process have
been reported. We begin this section by citing some of them before investigating the
vision-based systems. The works treated in the literature include sensing features
such as layer height, bead geometry, thermal history, etc.
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In [9], Mazumder et al. investigated and analyzed independent parameters on
the fabricated parts. Logic gates were used to combine the photodetector signals
before a feedback system received them to control the deposit height. It is found that
increasing the number of photodetectors in the feedback controller eliminated the
directional dependence of the height controller on the material deposition, increased
the material density slightly, and reduced the surfaces’ roughness by an average of
14-20%. However, the use of multiple sensors does not have major effects on the
material properties of the fabricated parts that need to be considered to improve the
deposited parts’ accuracy.

In [12], Bi et al. studied the influence of using different process control strate-
gies on the dimensional accuracy, microstructure, and hardness of the final part. An
infrared (IR)-temperature generated signal from the melt pool and is connected to a
PID controller that regulates the laser power to control the melt pool temperature.
Thin walls were deposited and compared under different processing conditions. It is
found that with a constant set-value used in the process control, the quality of the
deposited parts improves slightly. However, some discontinuities were still visible
at the part’s edges due to low cooling time. Therefore, preset values must work into
a certain threshold to compensate for melt pool variation.

In[13], Toyserkani et al. developed a feedback control system to enhance the depo-
sition quality. A CCD camera provides pool images. A pattern recognition algorithm
is used to extract the height (z) and liquid/solid interface dimensions and angle in
real-time. The camera is connected to a knowledge-based PID controller that adjusts
the laser pulse energy. The deposition performed using this approach showed an
improvement in the accuracy and overcame disturbances around the operating point.
However, this approach is limited to simple straight deposition, not to curvature or
complex deposition processes.

In [14], Cheng et al. presented a closed-loop control model that measures the final
part’s defects. A CCD camera with a Gaussian function is used as a shape descriptor
and takes the surface layer’s physical characteristics. The measurements are then
fed to different process dynamics models designed in SIMULINK to compute the
next layer’s deposition flow rate compensation. The results show some accuracy in
the reconstruction and detection of patterned surface shapes. However, the proposed
approach reconstructs the 3D surface by using approximation and ignores other
variations occurring in the deposition process.

Herali¢ et al. [15] developed a monitoring system to control the deposition process
in real-time, mainly the bead height and width. Two cameras and a projected laser
line are combined with an integrated PI controller and a feed-forward compensator
for the bead width and the bead height. The control signals were the wire feed rate and
laser power. Single-input, single-output (SISO) models represented the relationship
between the bead geometry and the control signals. Single bead walls were deposited,
and the results show good deposition stability using this approach. However,
Herali¢ method’s is not fully automated as the start and stop sequences are manu-
ally performed. Also, automatic feedback control considering other environmental
disturbances in the deposition process can enhance the approach’s robustness.
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In [16], Doubenskaia et al. investigated the laser impact zone temperature during
the deposition process. A bicolor pyrometer is used to measure the temperature and
a CCD camera integrated with a PHENIX PM-100 machine to monitor the thermal
radiation. Experiments were conducted under variable operational parameters (hatch
distance, printing velocity, layer), and the result showed that the recorded signals are
sensitive to the variation of the process parameters. However, as AM is complex, a
pyrometer cannot interpret laser impact Zone as other environmental factors influence
the pool surrounding.

Xiong et al. [17] developed a real-time measurement for the bead geometry (width
and height). Two cameras to capture the images, a Gaussian filter to remove noises,
a Sobel operator to detect the edge of the bead, and Hough transform algorithms
for curve fitting composed the system. The goal was to monitor the nozzle to the
top surface distance to eliminate the height errors during the deposition process.
The validation tests showed the reliability of the vision-based online measurement.
However, the main process parameters’ correlation needs to be considered to develop
a robust feedback control system using this approach.

In [18], Ocylok et al. investigated the process parameters’ influence on the melt
pool geometry. A camera is used to measure the melt pool’s length, area, and diam-
eter at different process parameters. The values are compared with the cross-sections
and the laser spot diameter. An analysis software performs the calculation for each
of the images. The experimental results of Ocylok et al.’s work show that the camera
provided accurate information of the weld seam and allowed the detection of vari-
ations of process parameters influencing the melt pool size. However, it is difficult
to observe other process parameters’ real influence except for the power with this
approach.

In [19], Grobert et al. developed a methodology to detect discontinuities in the
deposition. A high-resolution digital single-lens reflex (DSLR) camera is used to
collect multiple images at each build layer. Such linear Support Vector Machines
(SVM) technique used a binary classification technique that detects flaws in the
images. Two build structures (flaw and normal) were used to classify the process
conditions. A computed tomography (CT) scan is used to label each layer. The images
generated are permitted to identify fusion, porosity, and inclusions with automated
analysis tools or manual inspection. Cross-validation experiments reveal that the
camera-based system gives an accuracy greater than 80%. This approach can be
more robust if it can detect near edges of parts and improve image resolution or with
additional sensors to manufacture complex geometries.

Clijsters et al. [20] studied online monitoring and estimation of the quality of the
deposition. The system comprises a high-speed near-infrared (NIR) thermal CMOS
camera and a photodiode connected to a field-programmable gate array (FPGA)
to transfer the images at high sample rates of at least 10 kHz to the control unit.
The measured melt pool data are transferred on a 2D map grid for analysis and
interpretation using a mapping algorithm. The experiments show that this model’s
images display the melt pool variation, thus defects in real time. However, the detec-
tion resolution, speed, and other deposition parameters must be studied for a robust
model.
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In [21], Xiong et al. developed a vision-based real-time sensing that adjusts the
wire feed speed in the next layer. A camera with composite filters is mounted to arobot
connected to an external control unit. The images are processed with a Gaussian filter
that removes the noise, performs edge detection, calculates the optimal threshold, and
a Hough transformation algorithm for edge fitting. A PID controller adjusts the wire
feed rate. Deposition of thin-walled allowed to validate the approach’s effectiveness.
However, the wire feed rate only, as a controlling signal, is not enough to guarantee
deposition stability because the other process parameters, for instance, the power,
has a larger influence in the fabrication process.

Summarizing, the selection of a sensor system in 3D printing process has to
overcome some of the deposition challenges by offering high-quality information to
build a reliable monitoring process.

3 Case Study of a Molten Pool Profile Extraction

Real-time sensing of additive manufacturing processes remains a challenging topic
in modern manufacturing technology. The first step is to place ourselves in a welder’s
position to imitate and extract weld pool size (i.e., sensing of the printing process).
Then, identify or develop a sensing device similar to human sensing systems. The
sensor needs to detect some of the deposition process conditions and adapt to environ-
mental variations. The sensing device should acquire the seam dynamics features and
gives two-dimensional or three-dimensional information of the weld pool surface.
Therefore, machine vision and extraction of weld seam geometric information are
techniques that can be employed. A camera is convenient to capture the melt pool
images of the process. CCD (Charge Coupled Device) is suitable for quality control
of the 3D printing process [22], as it provides sufficient information of the weld
seam such as the position of the wire, the shape of the pool as well as the shape
of the solidified deposition, etc. Compared with other sensing devices, a camera is
contactless and the signal detection does not affect the printing process.

After the images are taken, an image processing algorithm is required [23]. The
image processing algorithms need to adapt to some changing conditions. Many
existing and efficient algorithms exist, such as curve fitting, integral edge detection,
image recovery, neural network edge identification, etc. The algorithms are used to
extract some feature information from the weld seam [24]. In the context of LWAM,
the shape of the molten pool can be the main feature to be extracted and apply a
control rule. In summary, using an adapted camera, the tracked information in the
weld pool can be obtained by computer image processing techniques and provides
real-time status of the process.

A molten pool frame image is shown in Fig. 1.
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Fig. 1 A complete frame of a molten pool image

3.1 Image Data Acquisition

Real-time monitoring of weld pool dynamics depends on the extracted information
used to calculate the weld pool’s geometric features [25, 26]. In the image acquisition,
a camera coupled with a robust image processing algorithm is crucial. Usually, the
molten pool’s raw image cannot be directly exploited because of the nonlinearity and
disturbances in the process. These two factors add difficulties in image acquisition
and processing. Image processing aims to get the relevant information by using
appropriate image features while suppressing undesired distortions. However, the
relative motion between the image acquisition device and the weld pool significantly
affects the information acquirement.

A flow chart of a molten pool image processing is shown in Fig. 2.

The following steps describe an image extraction process of the molten pool. The
algorithm was coded in Python and is composed of the following steps:

Image Filtering: First, we removed the noise in the images. During the image
acquisition and quantification, interferences are present and cause some signal distur-
bances that lead to fuzzy images. A Gaussian and median filter [27] are combined
to obtain a better image while preserving the weld pool edge. Also, considering the
processing speed, a median filter gives the processed outputs faster.

Edge Detection: A Sobel filter [28] is then applied to create a frame for easy
recognition of the melt pool profile. Essential features in the image are preserved
and non-necessary characteristics removed. We noted a high reduction in the image’s
size after this step.

Melt pool images - Image filtering »| Edge detection

¥

Profile extraction »| Characteristic feature}

Fig. 2 Flow chart of molten pool image processing during the deposition process
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Profile Extraction: Finally, a contour extraction is applied to reconstruct the
image obtained from edge detection while keeping the pool’s shape precisely. Various
feature extraction techniques, such as Fourier descriptor, extraction of occupancy,
endpoints features, Zernike moments, etc., are proven to be efficient in more complex
tasks [29].

The results of the image processing are shown in Fig. 3. The image size is 153 X
482 pixels, a standard deviation of 4 for the Gaussian filter, a Kernel size of 7 for the
median filter and a contour level of 0.02 are used.

4 Experimental Set-up Approach

Inrobotics AM, regulating only the laser power or wire feeding velocity is not enough
to obtain a stable deposition. The laser power and the wire feed rate are the most
important parameters because the weld seam size increases with these parameters.
An experimental set-up composed of a Laser power source, a wire feeder, a camera,
a controller, and the robot is proposed in Fig. 4. The profile in Fig. 3. Can be used as
areference shape where any change in the shape profile or the width (w) or height (h)
of the melt pool would generate an error. The relationship between the process errors
and the molten pool’s process parameters must be defined using a control rule, and
finally, the control center will monitor the deposition process. The proposed set-up
is shown in Fig. 4.

Laser power |
< )
Controlled v
Camera +Image | Feature Control parameters Robot
; I > > ——>»| Robot process —» Process
processing center controller \ J
; | : J | ] n
= ’
L4
Wire feed

Fig. 4 Structure diagram of the proposed experimental set-up
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5 Conclusion

The use of sensing technology in additive manufacturing processes has made signifi-
cant progress. Many fields, such as image acquisition and processing methods, weld
seam modeling, and process parameters control, are needed to develop online moni-
toring for AM. With the development of machine learning, researchers and engineers
of AM subfields are urged to work together to create a real intelligent seam tracking
of the 3D printing process to make the future of 3D printing robots brighter. This
paper reviewed the literature on the use of a vision-based approach in the addi-
tive manufacturing process. A case study of the profile extraction process was also
performed, and a sensing methodology to inspire future research was presented. The
image processing results could be used to generate a graphical representation of the
processed images and develop a control rule to monitor the deposition paths.
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Influence of Friction Stir Welding )
Parameters on Axial Forces oy

and Mechanical Properties of Aluminium
Alloy 7075

Angkarn Kamruan, Somdech Ingkawara, Kodcharawit Lamkam ®),
and Somsak Siwadamrongpong

Abstract Friction stir welding (FSW) process was widely used in many industries
due to using of aluminium was rising for light-weight design. It was generally known
that some grades of aluminium have low melting weldability which might lead to
cracks, porosity, warping and deformation, such as 7075 aluminum alloy. The aim of
this research was to investigate the effect of FSW parameters on the axial forces and
mechanical properties of Aluminium alloy 7075. The three welding parameters were
studied, rotation speed, welding speed and stir tool shoulder diameter. The experiment
was performed on force measuring fixture with three-axis vertical milling machine.
Shoulder diameter was the only main effect that significantly affect to axial force.
The minimum axial force was 3205 N with rotational speeds of 1580 rpm, welding
speed of 63 mm/min and shoulder diameter 15 mm which gave tensile strength
of 325 MPa or 67% of based material. On the other hand, shoulder diameter and
welding speed were the main effects which significantly affect tensile strength. The
maximum tensile strength was 331 MPa or 68% of base metal with rotational speeds
of 1580 rpm, welding speed of 36 mm/min and shoulder diameter 9 mm.

Keywords Friction stir welding - Aluminum alloy * Al7075 - Tensile strength -
Axial forces
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1 Introduction

Aluminium was widely used in many industries such as electric vehicles, high-speed
trains and aircraft components. Because of its lightweight, good mechanical prop-
erties compared to weight and corrosion-resistant. However, there was generally
known that some grades of aluminium were low fusion weldability and might yield
crack or porosity problems after welding, such as 7075 aluminium alloy. The fusion
welding also might create harmful fumes for operators and environment [1]. There-
fore, friction stir welding (FSW) which was one of solid-state welding techniques
was initiated for better mechanical properties in such aluminium grades. The welding
of Al7075 [2] was studied using three different welding processes: MIG, TIG, and
FSW and investigated on microstructure and mechanical properties. It was reported
that smaller grain sizes were found with FSW compared to other welding processes.
The highest tensile strength was also the test piece under FSW. Friction stir welding
was yielded lower distortions and residual stresses at weldment. It was discussed
as lower heat obtained from welding by FSW. However, the friction stir welding
often had problems with high axial loads to plug and feed stir tool into workpiece.
These also might lead to wear and tear of the machine parts [3]. Moreover, the axial
force was also reported that higher axial force affects higher weld strength, in partic-
ular welding of high-strength aluminium grades, such as Al7075 aluminium [4].
According to the report, optimum parameters of FSW in Al7075 aluminium were
rotation speed of 1400 rpm, welding speed of 60 mm/min, which caused an axial
force of 8000 N and yielded the maximum tensile strength of 397 MPa [5]. In addi-
tion, for other grades of aluminium, the axial force was also reported that the axial
force affected microstructure and mechanical properties, for instance, A15052. The
objective of this research was to study influence of FSW parameters on axial forces
and mechanical properties of 7075 aluminium alloy. The parameters were rotational
speed, weld speed and shoulder diameter.

2 Material and Methods

The 7075 aluminium alloy rolled plate was into workpiece dimensions of 100 x 50
x 4 mm by vertical milling machine. Chemical composition by spectrometer and
tested mechanical properties were shown in Table 1. Two workpieces were set up on

Table 1 Chemical composition and Mechanical properties of A17075

Composition (wt%) Mechanical properties

Mg Mn |Zn |Fe Cu |Si Al | Yield Tensile | Elongation | Vicker
Strength | Strength | (%) Hardness
(MPa) | (MPa) (HV)

2.1 [0.12 |51 035 |1.2 |0.58 |Bal |410 485 12 160
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Fig. 1 Force measuring
fixture [7]
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force measurable fixture as indicated in Fig. 1. Stir tool with a cylindrical pin 3 mm
in diameter was made by SKD61 hot-work tool steel and hardened to 51-55 HRC.
Reference [6] which displayed in Fig. 2, respectively. The welding experiment was
performed using 3-axis Haven XLW6332 HIV vertical milling machine. 2 * factorial
design was employed to analyzed 3 FSW parameters as indicated in Table 2. FSW
was carried out with fixed tool tilt angle 3°. The axial force was measured during
welding. Welded sample was cut into specimen for tensile test following ASTM-ESM

standard.

Fig. 2 Tool geometry

Table 2 FSW process
parameters

Shoulder
 — Pin
Parameters Low high Unit
Rotation speed 1580 2220 rpm
Welding speed 36 63 mm/min
Shoulder diameter 9 15 mm
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3 Results and Discussions

3.1 Axial Force

Table 3 displayed axial force which was the maximum axial force during feed stir
tool along the welding line. From analysed results of DOE showed in Table 4, tool
shoulder diameter was only main effect that significant influence the axial force
while the others were not significant at a confident level of 0.05. The main effect
plot on axial force was illustrated in Fig. 3. The minimum axial force was 3205 N
with rotational speed of 2220 rpm, welding speed 36 mm/min and shoulder diameter
9 mm which given tensile strength of 325 MPa or 67% of based material [8]. The
wider of tool shoulder was discussed as higher area of bearing compression force
might lead to higher axial force to reach the same pressure on workpiece.

Table 3 Experimental results
Parameters/RUN 1 2 3 4 5 6 7 8
Rotational speed (rpm) 1580 | 1580 |1580 |1580 2220 |2220 |2220 |2220
Welding speed (mm/min) |36 36 63 63 36 36 63 63
Shoulder Diameter (mm) |9 15 9 15 9 15 9 15
Axial Force (N) 3433 | 5465 |[3825 |6301 |[3205 |4893 |3900 |5682
Tensile Strength (MPa) 331 269 313 251 325 268 285 241

Table 4 Analysis results of design of experiment on axial force

Source DF Adj SS Adj MS F-Value P-Value
Model 6 9,280,273 1,546,712 101.01 0.076
Linear 3 9,101,221 3,033,740 198.12 0.052
Rotational speed (A) 1 225,792 225,792 14.75 0.162
Welding speed (B) 1 919,368 919,368 60.04 0.082
Shoulder diameter (C) 1 7,956,061 7,956,061 519.58 0.028
2-Way Interactions 3 179,053 59,684 3.90 0.353
A*B 1 8192 8192 0.53 0.598
A*C 1 134,680 134,680 8.80 0.207
B*C 1 36,181 36,181 2.36 0.367
Error 1 15,312 15,312
Total 7 9,295,586
Model Summary S R-sq R-sq (adj) R-sq (pred)
123.744 99.84% 98.85% 89.46%
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Main Effects Plot for Axial Force

Fitted Means

Rotational speed Welding speed Shoulder diameter

5500

5000

4500 \
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Mean of Axial Force

3500
1580 2220 36 63 9 15

Fig. 3 Main effects plot for axial force

3.2 Tensile Strength

Table 3 illustrated the average tensile strength from 3 specimen. Table 5 indicated
analysed results of DOE, it was found that shoulder diameter and welding speed were
the main effects which significantly influence the tensile strength while rotational
speed was not significant at the test range with a confident level of 0.05. The main
effect plot on tensile strength was indicated in Fig. 4. The interaction between rota-

Table 5 Analysis results of design of experiment on tensile strength

Source DF Adj SS Adj MS F-Value P-Value
Model 7 24,948.0 3564.0 14.67 0.000
Linear 3 22,189.5 7396.5 30.45 0.000
Rotational speed (A) 1 63.1 63.1 0.26 0.617
Welding speed (B) 1 5465.3 5465.3 22.50 0.000
Shoulder diameter (C) 1 16,661.1 16,661.1 68.59 0.000
2-Way Interactions 3 2737.2 912.4 3.76 0.032
A*B 1 2360.4 2360.4 9.72 0.007
A*C 1 41.5 41.5 0.17 0.685
B*C 1 335.3 3353 1.38 0.257
3-Way Interactions 1 21.3 21.3 0.09 0.771
Error 16 3886.3 2429
Total 23 28,834.3
Model Summary S R-sq R-sq (adj) R-sq (pred)
15.5851 86.52% 80.63% 69.67%
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Main Effects Plot for Tensile

Fitted Means
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Fig. 4 Main effects plot for tensile

tional speed and welding speed was also a significant affect on the tensile strength.
It could be discussed that a bigger shoulder diameter may result in high heat gener-
ation [9] and consequently lead to affect the microstructure within the heat affect
zone (HAZ) area [10]. The grain growth in HAZ area might reflect in decrease of
tensile strength. The maximum tensile strength was 331 MPa or 68% of base metal
at rotational speeds of 1580 rpm, welding speed 36 mm/min and shoulder diameter
9 mm which was acceptable strength of welding work [11].

4 Conclusions

3 FSW parameters including rotational speed, welding speed and tool shoulder diam-
eter were investigated on axial force and tensile strength of 7075 aluminium alloy.
Analysis of DOE results were revealed that;

e Shoulder diameter was the only main effect that significant affect to axial force.
The minimum axial force was 3205 N with rotational speeds of 2220 rpm, welding
speed of 36 mm/min and shoulder diameter 9 mm which gives tensile strength of
325 MPa or 67% of based material.

e Shoulder diameter and welding speed were the main effect which significant affect
tensile strength. The maximum tensile strength was 331 MPa or 68 % of base metal
with rotational speeds of 1580 rpm, welding speed of 36 mm/min and shoulder
diameter 9 mm.

Acknowledgements The authors would like to thank you Suranaree University of Technology for
research grant and support in equipment.
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Mechanical Properties of Weld Joint )
by Friction Stir Welding on Aluminum L
Alloy 5083

Siriporn Khantongkum, Ukrit Thanasubtawee, Winut Promdan ®),
and Somsak Siwadamrongpong

Abstract The manufacturing industry, aluminum alloys were used in various appli-
cations such as the electric vehicle industry, marine industry, and also aircraft
industry. However, welding on some grades of aluminum alloys, for instant AI5083,
might lead to problems at weldment such as crack, pinholes, or incomplete weld
joint. Friction stir welding was one of solid-state welding which might suit for such
aluminum alloys. Therefore, this research was aimed to investigate mechanical prop-
erties of weldment on aluminum alloy 5083 welded by friction stir welding. Small
friction stir welding machine was applied in this study. Two-factor of the welding
parameters, rotation speed, and welding speed, were studied. The rotation speed
of three levels (1200, 1500, 1800 rpm), and two levels of welding speed (30 and
60 mm/min) were employed. It was found that rotation speed of 1800 rpm and
welding speed of 30 mm/min was found to yield good weldment and maximum
tensile strength 224.41 MPa or 68.65% of based material.

Keywords Friction stir welding - Stir tool - A15083 - Aluminum alloys

1 Introduction

In manufacturing processes, metal welding is the process of joining metal mate-
rials. The conventional welding techniques were fusion state welding which part of
workpieces were melted together and additive metal might be added as an additive
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to the welded zone. During the melt state, the welded zone will be covered with
gases to prevent oxidation of the metal and then the weld joint was cooled down and
strengthened. There are many types of metal welding such as metal inert gas welding,
resistance welding, and laser welding. However, the fusion techniques usually used
electrical energy as an energy source and might release emissions to the atmosphere.
The air pollution generated from the industrial sector such as welding fumes and
toxic gases was under consideration. In fumes from welding process, including of
mixture of metal oxide, chemical complex of metal oxides, silicate, and fluoride.
[1, 2]. Recently, problems of pollution from small particles less than 2.5 p (PM2.5)
accumulated in urban areas were rising. Thailand had an estimated 37,500 people
who die prematurely as a result of these PM2.5 problems [3].

The problem of welding metal and small dust particles PM2.5, therefore, non-
polluting metal welding was invented. One of the solid-state welding techniques,
friction stir welding method (FSW), was first found to replace some metals that was
hard-to-weld with the fusion technique, especially for aluminum. The advantages
included the microstructure of fines grains and good weld metallurgical properties
with low emission of greenhouse gasses [4]. The current trend and situation of auto-
motive industry to reduce product weight that might lead to low resource consumption
(raw materials, fuel, or electricity). There was forecasted that the future used material
in automotive industry might change to the use aluminum alloy in electric cars. [5]
The research of Thomas et al. [6] was indicated that the friction stir welding process
could be applied in the automotive industry.

The friction stir process parameters were consisted of factors that affects welding
performance such as geometry of stir tool, tool rotation speed, and welding speed.
These factors affected the mechanical properties of the weldment as reported by
Trimble et al. [7], Abdollahzadeh et al. [8], Kuntala Goutham Krishna et al. [9]. The
Al5083 was one grade of aluminum that was known as hard-to-weld with fusion state
technique. Therefore, the development of friction stir welding for such aluminium
could create knowledge for further industrial applications. This research paper was
aimed to investigate the effects of friction stir welding parameters on 5083 aluminum
alloys.

2 Method and Material

Aluminum alloy 5083 plate was prepared for friction stir welding, sized 100 x 50 mm
with 4 mm thickness. The chemical composition of the AI5083 was indicated in Table
1. 2 plates were set up on the welding jig. The pin of stir tool was cylindrical in

Table 1 Chemical composition of A15083 (%) by spectrometer
Mg Mn Fe Si Cr Cu Ti Al
422 0.51 0.31 0.12 0.07 0.02 0.02 Bal
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Thermal Image Camera

Power energy equipment

Fig. 1 Set up of friction stir welding and measuring devices

Table 2 Welding parameters Rotation speed 1,200 rpm 1,500 rpm 1,800 rpm

Welding speed 30 mm/min | 60 mm/min |-

Tool/Pin shoulder | 15 mm/3 mm
diameter

shape with 3 mm in diameter and tool shoulder diameter was 15 mm as indicated in
Fig. 1. The welding parameters were illustrated in Table 2. Full factorial design was
employed to analyze the influence of two welding parameters, rotation speed, and
welding speed. Tool shape and tilt angle parameters were fix as displayed in Table 2.
The welded workpiece was cut into specimen shape for tensile test following ASTM
standard. The specimen preparation was done with CNC milling machine. Figure 1
was showed the set-up of friction stir welding configuration on a small friction stir
welding machine. Thermal imaging cameras and electrical analysis devices were
also set-up for temperature and power using data along the welding. The stir pin
was plugged into the plate at desired rotation speed until the tool shoulder was
touched the plate as the electrical power was rapidly raised, as shown in Fig. 2.
Then, the stir tool was dwelled for 5 min for rising of temperature and start to weld
at specified welding speed.

3 Result

From the welding samples, it was found that two plates were joined together along
the weld line. The weldment width was wide as shoulder size, 15 mm, and some fin
was found along the edge of weldment as displayed in Fig. 3. The similar results



40 S. Khantongkum et al.
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Fig. 2 Pattern of electrical power and temperature during welding

Fig. 3 Welded Surface of Specimen after Friction stir welding

also reported by Surasit Rawangwong et al. [10] that friction stir welding surface
was glittering and circular mark of the flow of material on the weldment.

From the tensile strength results, it was found that rotational speed of 1,800 rpm
and welding speed of 30 mm/min was yielded the highest strength of 224.41 MPa
or 68.65% of based material and illustrated in Fig. 4. Table 3 showed the analysis
results of DOE on the tensile strength of specimen. It was found that interaction
between rotational speed and welding speed was the most important parameter to
tensile strength. Main effects, rotational speed, and welding speed, also significantly
influence the tensile strength with significant level of 0.05. It might be considered
that higher rotational speed help in rising of temperature and lead to higher strength.
However, the welding speed of 60 mm/min and rotational speed of 1800 rpm was
yielded the lower of strength, it could be considered that the too high welding speed
may make incomplete of material flow at the edge of stir zone that may lead to micro
void, Huijie Liu et al. [11].
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Fig. 4 Tensile strength of specimen

Table 3 Analysis of design of experiment results on tensile strength
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Source DF Adj SS Adj MS F-Value P-Value
Model 5 10,337.1 2067.42 25.57 0.001
Linear 3 3543.8 1181.27 14.61 0.004
Rotational speed 2 2532.2 1266.09 15.66 0.004
Feed rate 1 1011.6 1011.64 12.51 0.012
2-Way interactions |2 6793.7 3396.64 42.01 0.000
Rotational speed * 2 6793.7 3396.64 42.01 0.000
feed rate

Error 6 485.1 80.85

Total 11 10,822.2

Model S R-sq R-sq (adj) R-sq (pred)
summary 8.99172 95.52% 91.78% 82.07%

4 Conclusion

The weld joint of AI5083 was carried out by friction stir welding. All welding condi-
tions were in good surface with fin along the edge of weldment. The welding param-
eters were found that interaction between rotational speed and welding speed was
the most important parameter to tensile strength. Main effects, rotational speed, and
welding speed, also significantly influence the tensile strength with significant level
of 0.05. The highest tensile strength was found with rotational speed of 1,800 rpm
and welding speed of 30 mm/min at 224.41 MPa or 68.65% of based material.
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Suggestion

The influence of temperature and electrical power to tensile strength should be studied
in further work.
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A Prototype NIRS Device to Increase )
Safety of Diving L

Davide Animobono, David Scaradozzi, and Giuseppe Conte

Abstract A simple prototype device that may become part of the standard divers’
safety equipment is designed, constructed, and tested in order to prove the practi-
cability of the underlying idea. The device is based on near-infrared spectroscopy
(NIRS) and can detect drops in oxyhemoglobin and rises in deoxyhemoglobin con-
centrations in the blood. The proposed device not only collects biometric data, but
can also autonomously identify and promptly notify anomalies so as to warn and
speed up appropriate rescue activities. Easiness of use and low costs are important
requirements in order to make the device suitable for everyday use by most divers.
The first demonstration tests, carried out in laboratory conditions, are illustrated and
discussed.

Keywords Near-infrared spectroscopy * Biometric device - Feature extraction -
Diving safety

1 Introduction

Underwater diving is an important activity, motivated by professional, scientific,
and recreational purposes. In the last decades, diving technologies have greatly pro-
gressed, but significant risks are still present [5]. Wearable, biometric devices capable
to monitor the physiological condition of the diver can increase the safety and effec-
tiveness of traditional practices. Moreover, collected data can support and foster
scientific studies on the physiology of diving.
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The near-infrared spectroscopy, or NIRS, is a non-invasive technique that allows
to measure variations in oxygenated and deoxygenated hemoglobin concentrations in
a biological tissue using light radiation [13]. NIRS is a well-established technology
in several medical practices, for the monitoring of brain [23, 24, 26] and peripheral
organs oxygenation [3, 11, 15]. The devices commonly used in the medical field
have the ability to estimate the oxygen saturation [17, 23, 27], but have considerable
dimensions, complexity, and costs. The possibility of measuring the oxygen satura-
tion is also provided by pulse oximeters, which rely on the heart pulse signal, and
are used only for measurements in peripheral organs.

NIRS is adequate to detect apnea-dependent hypoxia [9], but only a few stud-
ies have investigated possible underwater applications. Custom underwater NIRS
devices are described in [12, 20, 29] and their use to investigate cardiovascular phe-
nomena occurring in seals and emperor penguins during free diving is illustrated. A
few other studies consider suitable NIRS devices for human swimmers and divers. In
[14], acommercially available NIRS device (PortaMon by Artinis Medical Systems),
placed inside a modified, commercially available, underwater silicone covering for
electronic devices, is used to collect biometric data of swimmers and triathletes.
Tests are carried out to measure the error introduced by the covering interposed
between the device and the tissue. An underwater NIRS device that has some of the
characteristics required for the usage we propose is presented in [25]. In that work,
the device used in [20] is further modified to make it suitable for brain saturation
measurements on elite freedivers. The result is a wearable, simple-to-use, and 100m
depth-tested device capable to collect NIRS data from professional divers during
their performances. All the mentioned devices are only meant to acquire and store
raw signals, whose analysis is carried out offline, after returning to the surface.

The aim of this work is to design, construct, and perform preliminary tests on a
prototype that overcomes some limitations of the existing devices. The novelty, with
respect to underwater devices described in the literature, is the ability to process data
internally, during the acquisition, so as to detect promptly a number of situations that
are considered to be critical or worth signaling. This feature requires the execution of
suitable data processing and data interpretation routines by an embedded logical unit.
Moreover, the device needs to be able to communicate externally the results of the
data processing and interpretation activities, so that the information can be passed
on to the user and possibly transmitted to his companions underwater and on the
surface. The economic factor is also to be considered since the proposed device
should be inexpensive and thus practically usable by most divers. Only relative
variations of chromophore concentrations are estimated and the identification of
critical events is based on these signals. This approach is well-known in the field of
Brain-Computer Interfaces (BCI) [2, 6, 7, 21, 22], where similar techniques are used
to detect the activation of specific areas of the brain. This choice makes it possible
to use inexpensive components and to develop simple and very general algorithms,
avoiding the necessity of complex assumptions about the condition of use.

The paper is organized as follows. The structure of the device is described in
detail in Sect.2. The data processing and interpretation routines and the details of
their implementation are described in Sect.3. Preliminary tests are illustrated and
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discussed in Sect.4. The last section contains the conclusions and a description of
the future phases of work.

2 Structure of the Device

The device consists of two components that are connected by a short cable. The
biggest component is a sealed transparent PVC cylindrical case (9cm diameter,
19.8 cm height) that hosts the control unit of the device and a battery. The smaller
componentis a probe (7 cm x 4.2cm X 3.5 cm) consisting of a sealed opaque plastic
case that hosts the emitting LEDs and the receiver photodiode. Figure 1 shows the
lower side of the probe with the arrangement of the two windows for the emitting
LEDs on the right and of the window for the receiving photodiode on the left. The
cylindrical case can be attached to the diver’s belt and the probe can be fixed under the
diving suit in contact with the part of the body to monitor (e.g. a muscular complex
or a region of the head).

The control unit consists of a Raspberry Pi 3 model B+ board, equipped with
status indicator LEDs and a digital clock with an independent power supply. A reed
switch is used to turn on and off the device avoiding through-hole switches that
could cause water infiltration. A rechargeable 5V power bank supplies the energy
to the device. One end of the cylindrical case is equipped with an underwater cable
connector (Bulgin PXP4013/10P/PC) that can be alternatively used, with different
cables, to connect the probe to the control unit or to recharge the power bank.

The emitting circuit in the probe is equipped with two LEDs (Osram SFH 4860 and
SFH 4850 E7800) with wavelengths A; = 660 and A\, = 850 nm and nominal powers
3 and S0mW, respectively. Two functionally independent circuits are present on the
light-emitter board that controls the two LEDs. Each circuit is on/off controlled by a
digital input and provides a constant current to one LED. A low-dropout linear voltage
regulator (Analog Devices ADP667) is used in a suitable configuration to achieve
this result. The receiver is an inexpensive monolithic photodiode with a single-supply

Control unit
e (o) coa ] gli
\ r Photodiode ]
Control
- = board
/ ‘ ‘ —|t LED1 | | LED2
Reed
‘ ‘ : : 5V battery ||

Fig. 1 The final prototype and its accessories (the lower face of the probe is shown on the right);
a scheme of the device components

—
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transimpendance amplifier (Texas Instruments OPT101). The advantages of using
this device over possible alternatives are described in [18]. A Waveshare Electronics
High Precision AD/DA Board that incorporates an analog-to-digital converter Texas
Instruments ADS1256 acts as converting interface between the photodiode and the
control board. Both the emitting and the receiving circuits are printed as PCB boards.

3 Data Acquisition, Processing, and Interpretation

In order to inspect the variations of concentration of the oxygenated hemoglobin and
of the deoxygenated hemoglobin in a part of the body, like, e.g. a muscular complex
or a region of the head, the lower side of the probe is placed in contact with the
external area of the region. Then, the device operates by emitting infrared light that,
after entering the region, is partially absorbed and partially reflected back, where
it is sensed by the photodiode. The oxygenated hemoglobin and the deoxygenated
hemoglobin interact differently with the infrared radiation at the two wavelengths,
and the amount of the reflected radiation depends on their concentrations, denoted,
respectively, as HbO (t) and HbR(t).

3.1 Data Acquisition

In order to generate the signal to be acquired, each LED is independently activated
for a short time in an alternating sequence, and activation intervals are separated by
a shut-off time. The LEDs are controlled through a suitable circuit by the control
board. The durations of the activation intervals for the two wavelengths A; and A,
and of the shut-off interval are specified in the control software implemented by
the control board and, in the configuration of the device that has been used in the
validation tests, they are respectively of 12 and 11 ms.

The reflected radiation generates, through the photodiode and a suitable circuit,
an analog voltage signal that is processed by an AD converter that generates 7500
sps. Each data sample is associated with a timestamp and flags that indicate the
on/off status of each LED. Data sample represents row data that are stored in a CSV
file on a micro-SD and further processed to acquire information. Row data can be
transmitted by Wi-Fi during the acquisition, and the CSV file, after its creation, is
accessible through an FTP connection. By connecting a PC, Wi-Fi transmission of
row data during the acquisition has been used in the validation process to analyze the
device’s behavior in different laboratory conditions. In the underwater environment,
Wi-Fi communication works on only very short distances and it will not be used to
transmit data, but only information about the results of further processing.
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3.2 Signal Processing

The row data collected during the activation time of each LED and those collected
during the subsequently shut-off period, excluding those obtained during the first
5ms after each change of status, are separately averaged and the difference between
the averaged values is the voltage value associated to each LED for the considered
activation cycle. Discarding the row values obtained during the first 5ms serves to
eliminate the effect of transient behaviors in the LED operation. The average oper-
ation is intended to filter random measurement errors and the subtraction operation
is intended to filter constant environmental radiation that possibly superimposes to
the signal.

Voltage values so obtained are further averaged, separately for each LED, over a
window of 10 samples to reduce high-frequency noise. This operation provides one
voltage value for each LED for each time period of 460 ms (equal to the duration
of 10 activation cycles of 12ms + 11 ms for each one of the LEDs). This set of
values is finally averaged using a moving window of 51 samples to reduce medium-
frequency noise. This operation introduces a delay of (460ms x 51)/2 = 11,73
with respect to the acquisition time in the set of filtered data. The effects of this delay
in interpreting the data will be discussed in Sect. 3.3.

Filtered data are then used to estimate the variations of the oxygenated hemoglobin
concentration Agpo (¢) and of the deoxygenated hemoglobin concentration A g, g (¢)
using the Modified Beer-Lambert Law [8], assuming that the emission power and
the photodiode responsivity are constant and using an approximate differential path-
length factor (DPF) equal to 4. Note also that the available data do not allow the
computation of the absolute concentration, but only of their relative variations. The
assumption of a constant DPF could introduce some inaccuracies in the measured
variations of concentrations [4, 16], and the use of a more accurate estimation could
be taken into account as a future improvement. A different choice for the value of
the, supposed constant, DPF can introduce a scale factor in the computed variations
of concentration, but, as we will see, this does not affect the interpretation of the
results.

3.3 Feature Extraction and Data Interpretation

In interpreting the data, one is interested in detecting a rise of the deoxygenated
hemoglobin concentration associated with a simultaneous descent of the oxygenated
hemoglobin concentration that can correspond to ischemia in the monitored region.
We have designed an empirical feature-extraction algorithm assuming that the user
stays at rest for about 30 s after activating the device. Values computed during the
first 5 s are dropped to limit the effect of transient behavior in the action of the moving
average filter. The subsequent time interval [5 s, 30 s] is used to compute the standard
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deviation of the deoxygenated hemoglobin concentration, namely std[s 30;(Anpr)-
Then, we compute the following variable quantities:

1. Ryuin(t) = mingo, Anpr(t); we indicate the rightmost point where the minimum
is attained as 7;
Omax(t) = maxig nAupo(t);
AbeR(I) = Appr(t) — Rpyin(t);
ArHDbO(t) = Anpo(t) — Opax (1);
Apin(t) = min{AHbR(t), —ArHbO(1)};
0 for t < 30

the index f(t) = { A (1) '
std;s 30)(HbR) for t > 30

AREaI N

*

The idea behind the definition of the index f(¢) is that of comparing increments
of the deoxygenated hemoglobin concentration or decrements of the oxygenated
hemoglobin, whichever is the smallest, with the standard deviation of the underling
phenomenon. In computing the standard deviation, we have considered the behavior
of the concentration of the deoxygenated hemoglobin because it seems to be less
affected by external factors (like, e.g. the heart rate or the physiological reaction
to variations of the external temperature) than the behavior of the concentration of
the oxygenated hemoglobin in resting conditions. Note that f (¢) is not modified by
adding a constant value to Ap,g(t) and Agpo(t), nor by multiplying both of them
for a constant. Then, in particular, it is invariant with respect to the choice of the
DPFE. The index f(¢) is then passed to a simple classifier that compares it with a
given thresholds, whose value is chosen empirically, and that, in case the threshold
is exceeded, checks if f(¢) stays over it for a given time.

The fact that f(¢) exceeds a suitably chosen threshold over a sufficiently long
time interval is interpreted as the occurrence of a critical event that may indicate
the establishment of ischemia in the monitored region. Clearly, the choice of the
threshold and of the length of the interval over which it is exceeded is of the greatest
importance for assuring a prompt detection of critical events while avoiding, at the
same time, the occurrence of false alarms. At this stage, the main objective of the
testing activity is to validate the idea that is behind the data interpretation procedure
by showing that the behavior of f(¢) allows the choice of a suitable threshold and of
a suitable interval over which it is exceeded in case ischemia is artificially induced
(for a short time).

Note that the data interpretation procedure suffers from the delay caused by the
data processing procedure described in Sect. 3.2. Moreover, a further delay, depend-
ing on the value of the threshold itself, may intervene before f(¢), following the
trends of Agpr(t) and of Agpo(2), exceeds the threshold and it stays over it for a
sufficiently long time. Acceptable performances imply that the global delay is less
than the time required for ischemia to have dangerous effects.

The device can be configured in such a way to send a warning by Wi-Fi if the
threshold is exceeded over a sufficiently long interval of time. In the underwater
environment, the warning can be received by other apparatuses that are in contact
or at a very close distance (less than 10cm) from the case that hosts the device’s
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control board. These can then use acoustic communication to transmit the warning
to a surface supply vessel or take other suitable actions.

4 Test and Validation

A specific qualitative test has been designed in order to check and evaluate in labora-
tory conditions the ability of the device to monitor the variations of the oxygenated
hemoglobin and of the deoxygenated hemoglobin and the possible establishment
of ischemia. The protocol is based on the well-established Vascular Occlusion Test
(VOT) [10, 19, 30], often used as a first in-vivo validation of NIRS prototypes (see,
for instance, [1, 28]).

The test consists in placing the lower side of the probe on the forearm of a subject
above the brachioradialis muscle and to cause ischemia in the muscle by inflating the
cuff of a manual sphygmomanometer around the upper arm. The test procedure starts
by measuring the subject’s systolic pressure by means of the sphygmomanometer.
After the measurement, the subject remains at rest for 120s with the deflated cuff
in place. Then, the NIRS probe is placed on the forearm, and data are collected for
120s while the subject is still at rest. At the end of this phase, the cuff is inflated
to a pressure 40 mmHg higher than the systolic pressure of the subject, causing the
occlusion of both the venous and the arterial circulation in the arm and ischemia
in the brachioradialis muscle. After 120 s the cuff is deflated, so as to restore blood
circulation, and data collection continues for an additional 120s. The total duration
of the test, excluding the preliminary phase to acquire the systolic pressure of the
subject, is 360s.

The basic functioning of the device, which simply consists in measuring variations
of concentrations and in recording the data, is expected to give evidence of a large
decrease in the concentration of the oxygenated hemoglobin and of a simultaneous
large increment in the concentration of the deoxygenated hemoglobin right after the
occlusion and of the reverse phenomenon in correspondence of the restoration of
blood circulation in the arm.

Concerning the detection of the ischemia, the data interpretation procedure is
required to signal the phenomenon within 50 s from the establishment of the occlu-
sion, before negative effects on the muscular complex can arise, and to avoid false
alarms during the initial rest phase. The second rest phase is useful to better under-
stand how the concentrations vary after the occlusion is removed, but no requirements
are imposed in this phase to the data interpretation procedure, which is strongly influ-
enced by the transient behavior of Ay,g() and Appo(t). As already mentioned in
Sect. 3.3, in order to obtain the desired performances of the interpretation procedure,
it is necessary to tune it by choosing empirically a suitable threshold and an interval
over which the threshold must be exceeded.
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Fig. 2 Results of the test 1 in dry conditions

4.1 Tests in Dry Conditions

A number of tests have been carried out in dry conditions in the laboratory. For sake
of illustration, Figs. 2, 3, and 4 show the behavior of Agpr(?), Appo (), and f(¢) in
three different laboratory tests (referred to as test 1, 2, and 3) in dry conditions with
different subjects. Note that the time reported on the x-axis represents the instant to
which the samples refer, but the values of Ap,g(t), Appo(t) are actually calculated
with a delay of about 12 s, as mentioned in Sect. 3.2.

Analysis of a number of data sets suggests to fix the threshold at 5 on the scale
that measures f(¢) and at 5 s the length of the interval over which the threshold must
be exceeded. The plot of f(¢) is drawn in red for the part exceeding the threshold.

The establishment of a critical situation due to the occlusion is correctly detected
by the data interpretation procedure, i.e. f(¢) exceeds the threshold as expected and
it stays over it for a suitable amount of time, in all the three shown data sets. In
the worst case of test 3 (Fig.4), f(¢) exceeds the threshold 37 s(= 25s + 12s) after
the inflation of the cuff and stay over it for the subsequent 5 s. The total delay in
detecting the critical situation is, therefore, 42 s. No false alarms are generated in
the initial rest phase, i.e. f(¢#) remains below the thresholds during the first 120
s. Note that the relevant information is generated when f(#) crosses for the first
time the horizontal line corresponding to the threshold and remains above it for the
subsequent 5 s. After this event occurs, the data interpretation procedure attaches no
specific information to the behavior of f(¢), which, especially after the occlusion
has been removed, is strongly influenced by transient phenomena. The results of the
tests show that the device correctly monitors the variations of concentration of the
oxygenated hemoglobin and of the deoxygenated hemoglobin and that it is possible
to choose a suitable threshold to detect the establishment of ischemic conditions.
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4.2 Tests in Water

Since the device is conceived to be used in the underwater environment, one of the
concerns of this study is to determine if the presence of a layer of water between the
probe and the tissue can substantially affect measurements and experimental results.
For that purpose, the above test has been repeated in water, simply by keeping the arm
of the subject in a water-filled small container. In the first of the two tests reported
for sake of illustration, the water temperature was 14 °C, while in the second one, it
was 36 °C. Except for the presence of the water, the procedure was identical to the
one described in the previous subsection.

The result obtained in the first test is reported in Fig. 5. The first phase of the test
is characterized by a large decrease in the concentration of oxygenated hemoglobin,
probably due to the physiological response when the arm is immersed in cold water.
This behavior makes it difficult to identify the occlusion using the oxygenated
hemoglobin signal, but the deoxygenated hemoglobin seems to be less affected
by this phenomenon and the data interpretation procedure works properly with a
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29s(= 12s 4 125+ 55) delay. The value of f () was close to exceed the threshold
before the occlusion, but the test was globally successful. The result of the sec-
ond test is reported in Fig.6. Here, there is no initial decrease of the oxygenated
hemoglobin in the initial phase, and, also, in this case, the occlusion is correctly
detected by the data interpretation procedure with a total delay of 46 s. The test is
successful, although the delay is close to the maximum acceptable one.

5 Conclusions

A portable and inexpensive underwater NIRS device has been designed and con-
structed and its ability to detect critical ischemic conditions by means of a suitable
data interpretation procedure has been tested. The first tests in the laboratory have
been successful, and a more extensive experimental campaign for assessing the cor-
rect functioning of the device in the field and in various scenarios is planned for the
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next future. In particular, the performance of the device in monitoring the variations
of concentration of the oxygenated and deoxygenated hemoglobin in regions of the
brain will be the object of the study.
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Pill Defect Detection Using an Improved )
Convolutional Neural Network ekt

Thi Thoa Mac

Abstract A novel effective method to detect pill defects during pill manufacturing
is proposed in this study. We have developed an analysis program that incorporates
deep learning convolutional neural networks to fully automate the image analysis
of pills for internal crack detection. The deep learning tool based on YOLO algo-
rithm is effectively implemented into the industrial pharmaceutical workflow. Firstly,
we analyze Gauss filtering and smoothing techniques for pill detection. Secondly,
Hog feature extraction is introduced to simplify the representation of the image
that contains only the most important information about the image. Lastly, improved
YOLO is designed for online detection of pill defects. The proposed approach obtains
robust quantification of internal pill cracks.

Keywords Quality Inspection -+ YOLOV3 -+ Deep learning

1 Introduction

The demand for real-time defect detection on the high-precision manufacturing
system has increased with the intelligent technique in industrial 4.0. Considering
that pharmaceutical pills manufacture has a wide market. The high accuracy in pills
defect detection production line is an important factor to advance the level of the
manufacturing [1].

The traditional approaches are non-computer vision-based approaches, such as
the ‘Pillbox’ by the United States National Library of Medicine [2], ‘Pill Identifier’
by Medscape [3], and ‘Pill Identification tool” by WebMD [4]. The manual input
of these systems are shape, color, imprints, and scoring. The disadvantages of these
approaches are time consuming, laborious, and subjective.

Besides, pills defect detection based on machine vision is an advanced method
in which the contour extraction algorithm is implemented to extract the image
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feature. The next stage is a template matching process [5, 6]. This approach has
low speed as well as low efficiency as they heavily depend on the lighting condition.
As consequence, the accuracy is dramatically decreased.

Deep learning is a powerful tool in various real life and industrial applications.
To archive the high quality of real-time defect detection, the essential requirements
are fast detection processing and high classification accuracy. The most popular deep
learning approaches are You Only Look Once (YOLOv3) [7], FAST-RCNN [8, 9],
SSD, Deep Convolutional Network (DCN) [10], and FPN [11]. In which, YOLOv3
uses an end-to-end method to regress features to reduce computational burden.
Several studies indicate that YOLOvV3 is more advantage than other approaches.

In this study, we investigate a improved CNNs to fully automate detect internal
crack/contamination pills in the manufacturing system. Firstly, Canny and Gauss
filterings are developed for pill detection. Secondly, Hog feature extraction is inves-
tigated to simplify representation of the image that contains only the most important
information. Lastly, improved YOLO is proposed for online detection of pill defects
process. The proposed approach produces reference for the pills manufacturing
industry to enhance production efficiency, product quality, and reduce laborious.

This paper is organized as follows. In Sect. 2, we explain the system design
in Sect. 2.1. In addition, the improved CNNs structure is introduced in Sect. 2.2.
In Sect. 3, we give a description of experiment results and discussions. Finally,
conclusion and future work are provided in Sect. 4.

2 Setup System and Methodology

2.1 The System Design

The system is designed in lab-scale as shown in Fig. 1 (Left). The system flowchart of
the online platform for pill manufacturing defects is designed by our research group
as shown in Fig. 1 (Right). The pills defect detection systems uses camera to take
driven pills’ images on the belt conveyor. The platform includes the data processor,
data acquisition sensor, light source. The workstation of Intel core 17-66600U CPU
is used for data analysis. Based on the results, the programmable logic controller
(PLC) sends the control signals to the real system. If the pills are defective, they are
excluded from the system. Otherwise, the qualified pills are pushed into the bottle at
a packaged module.
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~

E Qualified pills

Ungualified pills

Fig. 1 Left. The pills defect detection system design; Right. Flowchart of the experimental
platform

2.2 Improved Construction and Training of YOLOv3 Network

The improved YOLO structure is presented in Fig. 3. Combining the types and
characteristics of defects during actual pills manufacturing and the complex back-
ground of image acquisition on the factory production line, an improved online defect
detection network for YOLOV3 pill is proposed. In this network structure, the end-
to-end Darknet-53 convolutional network formed in YOLOV3 is maintained. In the
smoothing layer, an Canny filter is used for edge detection. Then, a Gaussian filter
with a pixel of 3 x 3 is then used for the secondary smoothing of the image. This filter
mainly reduces the high-frequency noise in the collected image and further reduces
the dust particles, and other impurities in the pills production system (Fig. 2).

The pills inspection using YOLO algorithm has two phases: training phase and
validation phase. Training/validation phase includes four steps: Training data input
(raw image), Canny for edge detection, Gauss Filter for Hog Feature Extraction,

Network
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Fig. 2 Modified YOLO detection structure
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Fig. 3 Pill inspection using a machine learning algorithm has two phases: training phase and test
phase

and Classification/Regression/Clustering. The feature extraction uses the feature
descriptor from Hog algorithm. In our application, the training architecture includes:

Number of epochs: 110

Batch size: 8

Train data/Validation data: 4:1

Optimizer: Adam with learning rate = 0.5 x 10 — 4 in the first 20 epochs, learning
rate = 0.5 x 10 — 5 in the rest epochs. The purpose is to quickly convert to the
optimal value.

3 Experiment Results and Discussion

In the designed pill defect detection, pill images were obtained using a digital CCD
camera (30 fps at resolution of 1920 x 1080 pixels). The camera was mounted
20 cm above the conveyor line. The workstation of Intel core 17-66600U CPU is
used for data analysis. Based on the results, the programmable logic controller (PLC)
sends the control signals to the real system. Figure 4 is the comparison of the loss
function of training and validation phases. In this study, we proposed an approach
that integrates YOLOV3, image processing to fully automate and detect the internal
crack/contamination/good quality pills. In which, we first analyzed Canny and Gauss
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Fig. 4 The comparison of training and validation loss

filters for pill detection. Secondly, Hog feature extraction is introduced to simplify
representation of the image that contains only the most important information about
the image. Lastly, improved YOLO v3 is designed for online detection of pill defects.

4 Conclusion

In this paper, we have developed a pill defect detection in a lab-scale system to vali-
date the proposed improved convolutional neural network. In addition, an analysis
program that incorporates deep learning convolutional neural networks to fully auto-
mate the image analysis of pills for internal crack detection is investigated. The deep
learning tool based on image processing is effectively implemented into the designed
workflow system. Firstly, we first analyzed Canny algorithm and Gauss filtering for
pill detection. Secondly, Hog feature extraction is implemented to simplify repre-
sentation of the image. Lastly, improved YOLO v3 is proposed for online detection
of pill defects. The proposed approach obtains robust quantification of internal pill
cracks with proper loss function values.

Regarding future work, the proposed approach will be investigated in a large-scale
pill manufacturing inspection, which brings the advantages of the production time
and production cost reduction.

Acknowledgements This work was supported by the Autonomous Higher Education Project
(SAHEP) grant funded under number T2020-SAHEP-012.



60 T. T. Mac
References
1. Tobore I et al (2019) Deep learning intervention for health care challenges: some biomedical

10.
11.

domain considerations. JMIR Mhealth Uhealth 7(8):e11966 (2019)

Pillbox (2021). http://pillbox.nlm.nih.gov/pillimage/search.php. Accessed 9 Mar 2021

Pill Identifier (2021). http://reference.medscape.com/pill-identifier. Accessed 9 Mar 2021

Pill Identification Tool (2021). http://www.webmd.com/pill-identification. Accessed 9 Mar
2021

Guo Q, Zhang C, Liu H, Zhang X (2016) Defect detection in tire X-ray images using weighted
texture dissimilarity. J Sens 2016

Yuan J, Wang Q, Li B (2014) A flexile and high precision calibration method for binocular
structured light scanning system. Sci World J 2014(8)

Redmon J, Farhadi A (2018) Yolov3: an incremental improvement. http://arxiv.org/abs/1804.
02767

Girshick R (2015) Fast r-cnn. In: 2015 IEEE international conference on computer vision
(ICCV), pp 1440-1448, Santiago, Chile, Dec 2015

Liu W et al (2016) Lect Notes Comput Sci 9905:21

Sabri AH et al (2018) J Drug Deliv Sci Technol 46:16

Lin T et al (2017) IEEE conference on computer vision and pattern recognition (CVPR), vol
2117


http://pillbox.nlm.nih.gov/pillimage/search.php
http://reference.medscape.com/pill-identifier
http://www.webmd.com/pill-identification
http://arxiv.org/abs/1804.02767

Application of Method Engineering Tools | m)
to Improve the Productivity L
of the Production System in the Textil

Andes Company

A. F. Grimaldo®, J. A. Machacuay (®, and E. D. Vilchez

Abstract This paper on pre-experimental design proposes the application of method
engineering tools, focused on improving the productivity of the Textil Andes
company dedicated to the manufacture of ethnic ribbons. By identifying deficien-
cies and bottlenecks, through the use of the operation process chart and routing
diagram, the aim was to reduce the distances and times used; in fact, the processes
are unique in the region, therefore it was decided to calculate their standard time
which was 250.25 min, and that by implementing a new distribution and working
method it managed to reduce the standard time by 11.65% and the distances used
by the product process flow by 49.51%; consequently, a less production time per
batch added to the management of a periodic preventive maintenance format, gener-
ating a significant decrease in defective units; in other words, the number of good
units produced, measured by efficacy, increased by 11.59%. Likewise, the reduction
in idle time caused an increase from 89.07 to 94.28% in efficiency, thus achieving
an improvement in productivity of 14.77% that directly influences attention and
production capacity.

Keywords Bottleneck - Efficacy - Efficiency - Method engineering + Productivity
1 Introduction

The global shock of SARS-CoV-2 caused great repercussions in the economic sector,
especially in the textile industry [1], in which 10% of the Gross Domestic Product
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(GDP) of the manufacturing sector in the country is included in the industry of textiles
and clothing [2], where Peruvian companies strive to survive a critical recession in
exports that indicate the 25 million dollars that took place in 2020, compared to 120
million dollars in 2019 [3]. In addition, the SMEs are the most affected due to the
situation they face as they continue to survive in a market that forces them to make
significant cuts in personnel and productive capacity, consequently, their productivity,
which led to the failure of many of them [4]. On the other hand, the government poses
the challenge of reactivating the textile sector by calling for the purchase of Peruvian
products internationally; however, it is pointed out that we are perfectly supplied for
local demand but not for global [5]; for that reason, companies and micro-enterprises,
even with the situation against them, must begin to propose strategies to improve
their productivity level even with fewer resources [6], so that the reactivation plan is
beneficial in economic terms. Therefore, the method engineering application model
performs a corrective analysis, through a data record, indicators and operational
diagrams [7], which greatly favors these small manufacturing companies in a shorter
time, focusing directly on all the factors that negatively influence production and
implementation of immediate changes in the processes in order to optimize them
and adapt them to continuous improvement [8, 9].

2 Methodology

The objective of method engineering is to reduce unproductive times and move-
ments, in order to increase productivity in any manufacturing plant [10]. To identify
the deficiencies in the process, which significantly affected the productivity of the
company [11], the causes can be observed using the Ishikawa diagram (see Fig. 1).
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Fig.1 Ishikawa diagram
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2.1 Select the Product Process to Be Studied

The population was taken as all the processes for the manufacture of ethnic ribbons
and as a sample of the processes involved in the product with the highest demand
[12], which was identified with the help of the bar chart, based on historical data
from the first trimester of 2020.

2.2 Collect Information

Data collection was done by direct observation and the use of method engineering
tools: (a) Operation process chart shows the chronological sequence of all operations
and component input, from raw material to final product packaging. (b) Routing
diagram provides a graphical and sequential view of the flow of all operations and
distances on a metric scale. (c) Standard time format, where the times observed in a
given period were recorded, then the average time was obtained, which is multiplied
by the valuation factor (performance rating) and supplements (time to carry out
normal and physiological needs) to determine the standard time of the production
process [13].

Standardtime = Observedtime x Valuationfactor x (1 4+ supplements)

(D

2.3 Critical Examination

It is the verification of the information obtained in relation to the problem presented,
through an objective analysis that recognizes the productive capacity of the company
[14]. The following formats are used.

Efficiency format. Idle times are identified for the calculation of the useful time,
which is divided by the programmed time to obtain the efficiency rate [13].

UsefulTime
E . . — 2
fflczency ProgrammedTime ( )

Efficacy format. The units produced minus the defective units in a period are
recorded, then divided by the programmed units to find the efficacy rate. [13].

Unitsproduced — Defectiveunits

Efficacy = 3
If Y Programmedunits )
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Productivity format. The indicators of distance traveled, standard time, units
produced, efficiency and efficacy were considered. Therefore, the determination of

productivity is reflected in a more specific and clearer way [13].

Productivity = Efficacy x Efficiency 4)

2.4 Devising and Defining Methods

It consists of determining the new working methods in each cycle, looking for ways to
include innovative elements, improved aspects and other perspectives that eliminate
bottlenecks [15, 16].

2.5 Implementation of the Methods

It is ensured that the new methods can be implemented, in other words, the organi-
zation and execution of all the activities involved in the proposal are carried out by
using the schedule of activities according to the availability of the company for the
development of the methods [17], to avoid interruptions and inconveniences in the
development of their usual tasks.

2.6 Evaluation of the New Methods

The results and effects of the new methods are monitored, through the comparison
of pre-test and post-test results of the established indicators [18].

3 Results

3.1 Selection of the Most Demanded Product

A study was done on the demand for all the products offered by the company, which
are grouped according to their dimension: 1.10, 1.50, 2.50, 3.50 and 8 cm. After data
collection, Fig. 2 shows that the 1.5 cm product is the one with the highest demand.
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3.2 Compilation of Times and Movements

Manufacturing process cycles. The manufacturing process of ethnic ribbons begins
in the preparation cycle where the thread cones are selected and put according to the
ribbon design; they pass through a series of holes until they reach the empty reel,
which is placed on the press of the winding machine. Subsequently, the winding cycle
is performed when the threads are distributed on a reel and programmed according to
the number of meters requested to be winded, where the operator manages the speed
and monitors if any thread is finished or on breakage of this, once the reel is filled,
the threads must be adjusted and carried to weaving area, for which the full reel is
placed into the weaving machine and the threads are put in the appropriate holes.
Finally, the measurement cycle, used the meters of ribbons are manually measured
in 11 m, which will be joined in groups of 10 to be packed in bags. The following
is the operation process chart (see Fig. 3), which shows the sequence of activities in
the 1.5 cm ribbon manufacturing system.

Register standard time. Data were taken from the execution times for each cycle,
with a valuation of 95% and supplements of 14%; applying Eq. (1), 250.25 min was
obtained as the standard time (Table 1).

Layout plant. By showing the layout of the production plant (see Fig. 4), it is
possible to visualize the route required for the flow of each ribbon production cycle.

3.3 Critical Analysis of Production Indicators

Efficacy. It is programmed to produce 6000 m of ribbons per day, however, on
average 4579.45 m were produced, of which 161.90 were defective; applying Eq. (2),
we obtain an efficacy rate of 73.63%.

Efficiency. There are 480 min available per day, but in the 15 days of the study,
52.48 min of idle time were obtained, so the useful time was 427.52 min. Applying
Eq. (3), 89.07% efficiency was obtained.
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Table 1 Standard production process time

TOTAL 17

Times Production cycles Total (min)
Preparation | Winding cycle | Weaving cycle | Measurement
cycle cycle
Average time | 33.895 86.712 81.382 29.081 231.07
Assessment 0.950 0.950 0.950 0.950
Normal time | 32.200 82.376 77.313 27.627 219.52
Supplement 0.14 0.14 0.14 0.14
Standard time | 36.708 93.909 88.137 31.494 250.25

Productivity. The productivity indicator involves efficiency and efficacy. With
the above data and the application of Eq. (4), 65.58% productivity was obtained.
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Fig. 4 Routing diagram of the ribbon production system

3.4 Approach to the New Methods and Distribution

Application of the new methods. The following methods were applied for each
cycle: (a) Preparation cycle, the cones of threads are placed on the pendants according
to the ribbon design; the color palette was implemented with the necessary informa-
tion to speed up the process and avoid confusion. (b) Winding cycle, at the moment of
winding the threads, they break or end, so a signaling of the route was made for quick
attention of any error. At the end of the winding process, a conveyor cart was imple-
mented to take the full reel of 20 kg to the weaving area, to avoid possible injuries.
(c) Weaving cycle, it should be noted that the machines need attention to avoid idle
time, so a preventive maintenance format was implemented to control the functions
of the weaving and winding machine, since stopping production contributes to idle
time, which we propose to mitigate. (d) Measurement cycle, there is no specific space
for measuring ribbons; therefore, a suitable space was located and equipped with the
necessary materials for its execution.

New distribution. For the new distribution, as it is a small company, a criterion
based on product flow and factors that influence the route for its production was
used, maintaining the sequentially of the processes and oriented in a single direction,
which obtains clearer areas of displacement and shorter route distances, as can be
seen in Fig. 5.
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Fig. 5 Routing diagram with the new distribution

Table 2 Implementation schedule

Activities Jul | Aug | Sept | Oct | Nov | Dec | Jan

1. Distribution approach X

2. Planning of new methods X

3. Communication of the implementation to personnel X

>

4. Resource preparation and conditioning X

5. Implementation of the new distribution
6. Staff training X

ke

7. Implementation of new methods X

8. Improvement review X X X

3.5 Implementation of the New Distribution and Methods

For the implementation, the activities were scheduled according to the availability
of the company, from July 15, 2020, to January 26, 2021 (Table 2).

3.6 Implementation Evaluation

By applying the new methods, the standard time was reduced from 250.25 to
221.10 min. In addition, by implementing the new distribution, a better route flow
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Table 3 Production indicators

Production indicators Results before Results after
Useful time 427.52 452.52
Total time 480 480
Quantity produced 4579.45 5168.34
Quantity programmed 6000 6000
Efficiency 0.8907 0.9428
Efficacy 0.7363 0.8522
Productivity 0.6558 0.8035

was obtained, and the distance traveled by the product decreased from 192.60 m to
97.24 m. Table 3 shows that the production indicators improved, efficiency increased
from 89.07 to 94.28% and efficacy from 73.63 to 85.22%, which gives an increase in
productivity from 65.58 to 80.35% and shows an improvement after the application
of the new layout.

4 Conclusions and Recommendations

According to the study applied to the company, it was concluded, through the histor-
ical data of the first trimester of 2020, that the most demanded product is the 1.5 cm
ribbon, whose production system had a standard time of 250.25 min and a distance
traveled in the production process of 192.60 m, which were recorded by means of the
operations process chart and the route diagram focused on the bottlenecks in each
production cycle giving a faster and more complete result of the deficiencies of the
company. Subsequently, with the implementation of the new distribution and work
methods, larger workspaces were obtained for each cycle, better flow of movement
and optimization of time in the execution of tasks, thus reducing the standard time by
11.65% and distances routed by 49.51%. On the other hand, the production indica-
tors improved after the implementation, resulting in a reduction of idle times, which
helped to increase efficiency from 89.07 to 94.28%, also the number of defective
units decreased, which contributed to increased efficacy from 73.63 to 85.22%, as a
result of which productivity increased by 14.77%. Therefore, it can be concluded that
the application of method engineering tools significantly improves the production
system of the ethnic ribbon of the Textil Andes company. Due to the relevance of
the data collected, it gives rise to continue improving the research to involve other
factors such as indicators of machine availability and performance, which provide a
broader picture of the scope of the application of method engineering and its integral
use of the same, in addition, a study where the quality factor is complemented, due
to the fact that when applying method engineering it is required to improve times
and speed up operations, so it is frequent that the quality of the products is affected.
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Design and Experimental Validation )
of an H,, Adaptive Cruise Control oo
for a Scaled Car

Wissam Sayssouk, Hussam Atoui, Ariel Medero, and Olivier Sename

Abstract Adaptive Cruise Control algorithms have been developed as a conse-
quence of recent advances in automobile technology, such as sensors and on-board
processing, which increase both comfort and safety. Through this paper, a longitudi-
nal dynamic model is identified based on a collected experimental data. Moreover,
the H., concept is used to design a controller to regulate the longitudinal behavior
of an autonomous scaled car while ensuring the safety distance between vehicles to
avoid collision. The Hy, control design is based on solving an optimization prob-
lem with guaranteed performances. The proposed approach is then implemented and
experimentally validated on a real scaled car.

Keywords Adaptive Cruise Control - Autonomous Vehicles + H,, control

1 Introduction

In the last decade, self-driving cars have become a popular topic of research. Intelli-
gent and autonomous vehicles are at the heart of the societal concerns of future trans-
portation. These cars, equipped with numerous sensors and actuators, will enhance
road safety, streamline traffic, make transportation more accessible to people with
disabilities, and participate in the development of new modes of transportation.
Multi-objective speed control of automated vehicles has already been studied
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considering energy efficiency, fuel consumption, and traveling time. One of the main
studies is the design of Adaptive Cruise Control (ACC) strategies for automated
car-following. Recent results have proposed new spacing policies and new control
architecture to decrease the time gap between vehicles, while ensuring the string
stability [1, 2]. Concerning the cruise control performances, the speed control algo-
rithm [3, 4] has been augmented to enhance road stability and safety of the vehicle,
see [5]. Moreover, the impact of the look-ahead cruise control on the traffic flow has
also been analyzed and a parameter-dependent model has been presented to con-
sider traffic flow in the velocity trajectory design, see [4]. Hence, the design of a
longitudinal control strategy becomes challenging.

The objective of the Cruise Control is to track the desired speed provided by
the driver. ACC systems are an extension of conventional cruise control (CCC)
systems that adjust vehicle velocity and provide a specified distance to the preceding
vehicle by automatically controlling the throttle and/or the brake [6]. They rely on
numerous number of sensors, i.e., LIDAR, Camera, Radar, etc. Their role is not only
to control vehicle speed but also to maintain a safety distance with the preceding
vehicle, which is known as a gap distance, while ensuring the string stability in
car platooning. ACC with the Stop&Go system offered by the Advanced Driver
Assistance System (A D AS), makes driving easier and less stressful. Several control
approaches in the topic of Adaptive Cruise Control systems have been proposed.
The Model Predictive Control (M PC) is largely and commonly used, as in [7]
where a high-level controller is proposed based on M PC approaches, taking into
consideration the driver longitudinal ride comfort, driver permissible tracking range,
and rear-end safety. Carlos et al, [8] developed a Fractional-Order Control (FOC)
approach to design a feedforward structure for ACC to enhance the car following
while ensuring the robustness/stability. A fuzzy longitudinal control is studied in
[10] to control the throttle and the braking pedal, this control approach is using
(IF...THEN) conditions based on experience and experimental results. In [9], the
Cooperative Adaptive Cruise Control (CACC) is considered, it is the extend of the
ACC by enabling the wireless communication between vehicles (V2V) to control
the time gap. An H, Linear Parameter Varying (L P V') approach is used to deal with
the variations of the time headway while ensuring the convergence of the spacing
errors towards zero and the attenuation of any disturbance propagating along the
platoon.

This work considers the H,, concept to achieve stabilization with guaranteed
performance. First, it is used to design the CC aiming to track the desired speed.
Then an ACC Hy control strategy is synthesized aiming to follow the preceding
vehicle by achieving the desired relative distance with the smallest time headway and
standstill distance. Then, both controllers are simulated and experimentally validated
on a scaled car.

This paper is organized as follows: Sect.2 a detailed overview of the studied
platform, the electronic components and the car body, Sect.3 describes the longi-
tudinal vehicle dynamics of the scaled car. The control structures and the Hy, con-
trollers are designed in Sect. 4 for the Cruise Control and Adaptive Cruise Control,
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respectively, in addition to the spacing policy. Sections 5 and 6 are devoted for simu-
lation and experimental results, respectively. The conclusions with some suggestions
and future works are presented in Sect.7.

2 Platform Design and Hardware Parts

This section introduces a detailed overview of the studied platform concerning
its hardwares and softwares. The vehicle body consists of DFRobot GPX RWD
ROBO0165 Smart Robot Brushless Motor Racing Car, it is a racing platform mounted
with two brushless motors, a front servomotor and a spring suspension allowing a
more stable driving. Furthermore, the car has bumpers on both sides, the front and
the back to protect it from damage as shown in Fig. 1 (Table 1).

The main components are briefly described below:

Pixy2 Camera: = The Pixy2 camera allows the detection and reading of the “road
signs” by the barcode detection capabilities using the line tracking mode, which
is used later for velocity reference generation.

External Camera and Track: ~ The platform RobotMe at Gipsa-LAB is equipped
with an 8 external motion capture camera systems. Those cameras, by Qualy-
sis, have a 3D tracking for each marker (see Fig. 1) attached to the car offering
localization for all 6 degrees of freedom (3 for position, 3 for rotation) at a rate
of 100 Hz. This system allows measuring the car’s position and velocity at each

Fig. 1 Front and side view of car components
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Table 1 Represents the hardwares equipped to the platform

# Part Function

1 Pixy 2 CMUcam5 Barcodes detection

2 GPS HolyBro Pixhawk 4 Turn on/off the rover

3 NXP RDDRONE-FMUK66 Process the data

4 MG996R Servo For steering

5 2122/13T BLDC Throttle

6 8 mm Qualisys markers To track the car position
7 ACCU NI-MH 3000 mAh Power supply

instant, although its data is not available in real time, so it is used for the model
identification and to check the feasibility of the implemented ACC.

Processor Framework:  For this project, a PX4 Robotic Drone FMU (fmuk66) is
used to control the autonomous car. This board is designed for applications that
need high memory densities with low power consumption. It guides and controls
the vehicle’s navigation as well as its real-time reaction to its surroundings and
track. In addition to the feature that comes with the PX4, which allows to log on
SD card, a new topic is created to extract the needed data that will be used in the
next section to identify the car’s longitudinal dynamic model.

3 Longitudinal Vehicle Dynamics

This section presents the proposed methodology to get an LT I model relating the
longitudinal velocity with the PW M input to the brushless motors. It also explains
the battery effects on the system dynamics.

3.1 Preprocess the Data

As discussed in Sect. 2, the car motion and position can be captured by the Qual-
isys motion system. The longitudinal velocity is given in global coordinates and
transformed to body frame using the following relation:

UB=R~U1, (l)

where v is the linear velocity in body frame, R is the rotation matrix, and v; is the
linear velocity in inertial frame.

The PWM values are extracted on a SD card with a varying sampling time that
varies depending on the computation time at each instant. The information from the
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camera and SD are captured at different frequencies, so to overcome this problem
both signals are first modified as follows:

Xscaled = %1 — pn) ’ 2
o(x;)
where x; is the signal, 4 is the signal’s mean value, and ¢ its standard deviation.

Then, by tuning the index of the longitudinal velocity V, extracted from the
external camera and by interpolating it with the P W M signal using the variable time
step from the microcontroller, the two signals are now synchronized.

For the upcoming sections, all the models are identified with a PW M ranging
between [—500] and [500] corresponding to minimum and maximum value of [976]
and [1976] on the real system, these intervals are the ones defining the operating
conditions.

3.2 Longitudinal Dynamic Model

This subsection focuses on the modeling part of the longitudinal vehicle dynamics.
Vehicle modeling is difficult due to its nonlinearities and uncertainties, as well as
the fact that it must take into account several dynamic components that interact with
one another (motors, tire model, frictions...). In [8], the authors have proposed a
second-order transfer function to identify the longitudinal dynamics. In this section,
a first-order system model is selected. Under the assumption of no slipping and
negligible friction, the following simple linear regression allows to map the PWM
to the wheel/vehicle speed:

Vi = p1.PWM + p,, 3)

where p; is the slope of the estimated linear equation seen in Fig.2 and p, the
V,-intercept, represents the intersection between the linear equation and the y-axis,
while ensuring that p, = 0.

Now, in order to model the system dynamics, the following first-order system is
proposed:

G(s) =

, 4)

where T represents the time constant of the system and K the gain represents the
slope of the estimated linear regression. The time constant is estimated as 7 = 0.4s
from the main dynamics using a step response of the car.

The battery voltage and state of charge have a large effect on the vehicle longitudi-
nal dynamics. We then carried out several experimental tests with different batteries,
at different voltages. We here consider a 80% battery state of charge to get the data
for system identification. After synchronizing the two data (the velocity captured
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by the cameras and the PW M logged in the SD) and extracting the linear velocity
corresponding to their PW M values and referring to Figs.2 and 3, the estimated
linear model is validated, as the two slopes and linear estimations are very similar.
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4 Adaptive Cruise Control in H,, Control Frame

Adaptive Cruise Control system is an extension of the Cruise Control. Its goal is to
control the car’s longitudinal motion, such as its longitudinal velocity, acceleration, or
longitudinal distance from another preceding vehicle in the same lane. The considered
design method here is the Hy, control approach for which technical details can be
found in [11].

4.1 Spacing Policy

The Adaptive Cruise Control system is based on the spacing policy. It is defined as
the optimal spacing that a vehicle attempts to maintain with respect to its preceding.
As shown in Fig. 4, the relative inter-vehicle distance value is d;, this value is based
on the look ahead relative distance between both vehicles, it is also called velocity-
dependent spacing policy.

In this paper, the constant time-headway policy is considered, to follow the leading
vehicle (i) with a desired relative distance defined as:

dni =dy; + hv;, I<i=<n )

where d,; is the desired safety distance between the two vehicles, represents the
desired relative distance between the rear bumper of the vehicle x, ;_; and the front
bumper of the following vehicle xy,;, do; the standstill distance equal to 0.1m, h is
the desired time headway equal to 0.2s, represents the time that the following vehicle
needs to reach the same position as its preceding, and v; the longitudinal velocity of
the (ith) vehicle.

The relative distance is defined as follows:

di = Xy i1 — Xy, (6)
Finally, the spacing error represents the relative difference between the relative

distance and the desired relative distance between vehicles, and it is defined as fol-
lows:

ei=dr; —d;i = xpj_1 — x5; —do; — hv;. @)
\ Vo \ ; \

Vehicle n o Vehicle i+1 S Vehicle . Vehicle i-1

Fig. 4 Scheme of adaptive cruise control
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4.2 CC and ACC Problems Definition

The Cruise Control and Adaptive Cruise Control problems are represented as in
Figs.5 and 6 below.

The lower level controller K is responsible to regulate the throttle-accelerator to
correctly maintain a desired speed chosen by the driver without any outside inter-
ference in the CC framework. However, in the ACC, its objective is to follow the
preceding vehicle at a desired relative distance while ensuring the inter-vehicle safety
distance. In a real car, this distance is calculated using a look forward sensors, i.e.,
radar, LiDAR.

In the CC/ACC framework, the aim is to ensure a good tracking with zero steady-
state error, fast rise time, small overshoot, and above all, the comfort and maintain-
ing the stability of the system. The aim of this controller is to ensure a convergence
towards zero of the spacing error (7), which expresses the difference between the
relative distance and the desired relative distance. To meet that requirement, an inte-
grator is added at the output of the longitudinal model (as the longitudinal dynamical
model of the vehicle (4) relates the longitudinal velocity to the P W M input) in order
to get the instant position of the vehicle, as seen in Fig. 6.

Finally, the transfer function of the velocity-dependent spacing policy is written
as

Hi(s)=hs +1 1<i<n. (8)

4.3 CC and ACC Hy, Control Problems

To reach the objectives an H,, approach is used to control the longitudinal motion of
the vehicle. The aim of this approach is to synthesize a controller K that minimizes the
H,, norm of the closed-loop system (between the external inputs w to the controlled
outputs z), as

7wz () oo =7, €))

Fig. 5 Control structure for Vyef e PWM 2
+
|
|

Fig. 6 Control structure for Xpi-1 e PWM v (1) %
adaptive cruise control ?? R
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Augmented Plant (P) Augmented Plant (P)

Controller Controller
(a) (b)

Fig.7 Closed-loop system for CC (a) and ACC (b)

where 7 is the best-achieved H,, norm of the closed-loop system T, (s).

The performance specifications are formulated through weighting functions on the
closed-loop system. We will follow here a method similar to [12] for the ACC case,
with slight modifications on the weighting functions. Therefore, we have selected
W, for the tracking error and W, for the actuator limitations, as given in the new
control scheme as shown in Fig.7a and b for Cruise Control and Adaptive Cruise
Control, respectively.

The augmented plant P encompasses the model of the system to be controlled
plus the performance weights, which has two inputs and three outputs as shown in
Fig.7a and b: r the exogenous input, u the control input of the plant, z; and z, the
two exogenous outputs, and e the controller input.

The first weighting function, W,, is chosen to ensure a good robustness margin,
small steady-state error, and fast tracking of the reference with respects to actuators
time response, which is represented by

* 4
—_— w,
M, P

We=—7——,
S + wpe

(10)

where M, wp, and € parameters to be tuned to meet the requirements as follows:

— M, =2, to ensure sufficient module margin,

— wp = 8 rads, to ensure a fast tracking of the reference with respect to the actuator
bandwidth,

— & < le™™, to have a small steady-state error.

On the other hand, the second weighting functions, W,, are chosen in a way to
minimize the actuator control effort, while ensuring a good noise rejections from the
inputs and fixing the maximum allowed variations control efforts of the actuators,
they are represented as follows:
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Whe

s+ I

u
WM = —’
18 + Wpe

(1)

where M,,, wp,, and €| parameters to be tuned to meet the requirements as follows:

— M, represents the maximum variation of the reference with respect to the input,

— wpe 18 related to the actuator bandwidth,

— £ < le™2, to have a good noise rejection from the control inputs at high frequen-
cies.

For the Cruise Control case, the parameter M, represents the maximum variations
of the input (P W M) over the maximum variations of the reference (v,y), it is equal
to 250. In order to meet the new requirements, as in the ACC the reference is the
leading vehicle position, the parameter M,, is modified and it is equal to 625. The
parameter ¢ in the error weighting function is tuned as well, to have a very low
steady-state error at low frequency, it is less or equal to le™.

S(e’\fwr) KSr[PWMl‘V:er]
o . — o 60
- v e =
8 3w
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Fig. 8 Frequency domain response of the Hy, control for the CC (a) and ACC (b)
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4.4 Frequency Domain Analysis for CC and ACC

The controller performances are now analyzed in frequency domain in order to
determine whether the controllers satisfy the requirements or not. The input/output
performances are defined by different sensitivity functions as shown in Fig. 8a and b.
It can be seen that the sensitivity functions S = vi and K Sr = % globally meet
the requirements since they are below the templates with v = 0.78 for Cruise Control
and, with a very small overpass of the template for K Sr in Adaptive Cruise Control
(where v = 1.48). The control input analysis is carried out to study the behavior of
the controllers at low and high frequencies. Referring to K Sr shown in Fig. 8a and
b, there is a low risk of actuators saturation and good noise attenuation at the control
input. The different sensitivity functions meet the requirements with a small steady
state error, good noise, and disturbance rejections while ensuring a good module
margin and fast time response of the system, despite the small overpass shown in the
controller sensitivity K.S in ACC case.

5 Simulation Results

The Matlab simulations are carried out using the L7 I first-order longitudinal dynam-
ical model (4) in discrete-time domain with a sampling time 7y = 0.03s.

Remark 1 The sampling time is chosen based on the mean value of the variable
time step exported directly from the microcontroller.

To test the longitudinal control performance for the Stop & Go mode which
includes the Cruise Control (CC) and the Adaptive Cruise Control (ACC) systems,
using the LTI controllers calculated in Sect.4.3, two scenarios are considered as
follows:

Scenario 1:  Test the Cruise Control system
Referring to Fig.9, as emphasized before in the frequency-domain analysis the
LT controller satisfies the requirements with a small steady-state error and fast
time response without any overshoot. Taking into consideration the same gener-
ated reference velocity, the adaptive cruise control system is tested in the second
scenario.

Scenario 2:  Follow the preceding vehicle starting from stationary state and with
relative distance equal to 0.1m (ACC).
The leading vehicle is simulated using the C C system, and the following vehicle
using the ACC system in order to follow its preceding at an inter-vehicle safety
distance. Referring to Fig. 10a, the proposed controller showed satisfactory results
since there is a fast tracking to the generated reference, with a very small steady-
state error and no overshoot. As discussed in the Sect.4.1, the spacing policy
is called velocity-dependent spacing policy as well, since its transfer function
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Fig. 9 Simulation of the cruise control system
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Fig. 10 Simulation results for ACC with square leading vehicle velocity profile

(8) depends on the following vehicle velocity. The relative safety distance is
represented in Fig. 10b, it is clear that for each vehicle speed there is a different
inter-vehicle distance.

The next section will address the implementation of the developed controllers on
a real scaled vehicle.

6 Experimental Results

To assess the performances of the proposed longitudinal control methods, some
experimental tests have been carried out on the real scaled car.

After implementing the discrete identified model with its relevant Hy, controller
for the Stop&Go scenario on the pixhawk microcontroller board, the cruise control
system with the signs detection is tested in a zero-loop test-track. This test-track is
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Fig. 11 CC System’s experimental results for different velocities generated by the “road signs”
detection

challenging due to the different existing scenarios: slowing down, speeding up, stay-
ing between the center lanes using the lateral control, which the car came equipped
with.

As aresult, Fig. 11a and b corresponds to the first scenario (speed tracking). The
proposed H, controller shows satisfactory results with fast tracking performance,
without any overshoot and zero steady-state error. These shown oscillations are due
to the two sharp turns in the track (which induces a coupling between longitudinal
and lateral dynamics), and to the conversion from global frame to local frame in
addition to the external camera data noises.

Now, for the second scenario, corresponding to the Stop&Go mode, the ACC
system is tested on a straight lane (to avoid any oscillation due to the lateral motion
and for the sake of clarity and accuracy). Referring to Fig. 12a—d, for the reference
velocity vy, = 0.55m/s and v,y = 0.8 m/s, respectively, there is a fast tracking
of the preceding vehicle with a coherent relative inter-vehicle distance, despite the
small overshoot in the first case. The proposed H, controllers show very promising
results while satisfying the requirements cited before.

7 Conclusions

In this paper, we have proposed and experimentally validated the longitudinal control
of autonomous vehicles in CC and ACC using an H., approach. The proposed
controllers meet the physical specifications and limitations, thanks to the tuning
parameters set in the frequency domain.
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Fig. 12 Experimental validation of the ACC by simulating a virtual leading car using the CC

The comparison revealed that the experimental controller’s behavior for the ACC
problem is consistent with theory. Both controllers presented were able to handle
multiple objectives starting safety, speed regulation, and fast time response.

Future works may concern the use and validation of an L PV control approach to
handle the variations of the time-headway online set by the driver, in particular in the
Cooperative Adaptive Cruise Control CACC case, which takes into consideration
the inter-communication delay between vehicles [9].
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1 Introduction

Since two thirds of the Earth’s surface is covered by the oceans, the development of
water vehicles has been seeing an increasing interest [3]. Over the past decades, sev-
eral works on Unmanned Maritime Vehicles (UMVs) have been developed compris-
ing unmanned surface vehicles (USVs) and unmanned undersea vehicles (UUVs). As
global positioning systems have become more compact, the use of unmanned surface
vehicles (USVs), also known as autonomous surface crafts (ASCs), in performing
complex tasks has become more and more popular [9]. Applications in which USVs
are used include mine counter measures (MCM), inspections for inshore environ-
mental monitoring [10]. An overview on the research and applications of USVs is
presented in [7].

Due to cross-coupled dynamics and the presence of hydro-dynamic forces, the
design of efficient control systems for UMVs is generally challenging. In [13], a
nonlinear gain-scheduling control was proposed to control the INFANTE AUV. A
diving-control design, based on Lyapunov theory and backstepping techniques, is
proposed to control an AUV in [5]. In [2], a robust H., control approach, based on a
two-degrees-of-freedom controller, was developed for the control of AUV. Recently,
a nonlinear control scheme based on the energy-shaping (ES) principle and state
error port-controlled Hamiltonian (PCH) systems has been proposed in [8]. The
design of robust adaptive steering controllers was proposed in [15] to deal with the
control of USVs in the presence of uncertainties, unknown control direction, and
input saturation.

For systems with predominant nonlinear behaviors and large parameter uncertain-
ties, the use of robust control techniques, such as H,, control, may not be sufficient to
achieve good performance over the full range of parameter variation. In this setting,
a possible approach to guarantee robustness and performance consists of relying on
Linear Parameter Varying (LPV) polytopic models and H, control; see, e.g., [11].
In the last years, the use of LPV controllers has shown to be effective in the con-
trol of autonomous surface craft. In [6], the authors presented an LPV controller
with adaptive parameter estimation and adaptation capabilities. More recently, in
[12] an LPV robust control system for a twin hull-based unmanned surface vehicle,
named EDSON-J, was developed to account for mass variation considering a set of
controllers generated by using the so-called grid-based approach.

In this paper, we aim to extend the design of LPV controllers for EDSON-J model
by considering a decoupled control approach. In particular, due to the inherent com-
plexity in embedding the LPV controller proposed [12] on a low-cost platform, the
major contribution of this paper consists of designing two independent controllers for
both lateral motion and longitudinal motion guaranteeing performance and robust-
ness. This leads to controllers that can be easily implemented in low-cost embedded
systems, thereby making our results more appealing in practice.

The paper is organized as follows. Section 2 presents the EDSON-J architec-
ture. The decoupled model into surge—yaw of the USV is considered in Sect.3.
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Section 4 presents the proposed Hoo/LTI surge—yaw decoupled control. The LPV
surge—yaw decoupled control is developed in Sect. 5. Section 6 discusses the obtained
simulation results followed by conclusions in Sect. 7.

2 EDSON-J Architecture

The EDSON-J is a twin hull-based Unmanned Surface Vehicle that has been devel-
oped at the University of San Agustin de Arequipa, Peru, in 2019. This autonomous
vessel is designed to perform inspection and monitoring tasks in the Pacific sea
coastal and lagoons of Arequipa. Table 1 summarizes the main mechanical specifi-
cations of this USV. The vehicle design consists of two slender bodies propelled by
two electric motors in differential mode n,; and common mode n,.. The EDSON-J’s
operating speed is 1.5 m/s with a maximum speed of 2.5 m/s. The vessel power
supply is provided by two 100 Ah AGM batteries. The navigation system of the
USV is based on a dual GNSS/INS system in order to ensure the position accu-
racy, velocity, and acceleration measures. The communication system is provided by
RF transceivers, with a range of 96.56 km in the 900 MHz spectrum. The control
architecture of the vehicle is consisting of an embedded computing board with an
operative robotic system (ROS) running on GNU/Linux for the implementation of
the control algorithms.

2.1 Nonlinear Model of the EDSON-J

According to the nomenclature given in [4], the mathematical model of the surface
vehicle has been developed by considering the interaction between the rigid body
dynamics (hull structure) and hydrodynamics forces interaction (the fluid). The Fig. 1

Table 1 EDSON-J USV dimensions

Parameter Value
Length 3.00 m
Breadth 1.60 m
Mass 250 kg
Payload 100 kg

Hull breadth 0.30 m
Draft 0.20 m
Moment of inertia 201.1 kg/m?
Location of mass center 0.11m
Electric motor power (each) 600 W
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carth-frame

u, surge

w, heave

Fig. 1 Coordinate frames of the EDSON-J [12]

presents the earth-frame and the rigid body-frame fixed at the centroid of the USV.
The inertial frame is represented by the position vector n = [x y 1//]T, where x is
the surge position, y is the sway position, and ¥ is the yaw position. The body-frame
is represented by the velocity vector v = [u v r]T, where u is the linear velocity of
the surge, v is the linear velocity of the sway, and r is the angular velocity of the yaw.
Then the nonlinear model of the EDSON-J can be represented by the kinematic and
dynamic equations, respectively (1) and (2):

n=Jmv (1)
Mv+Cw)v+DW)v=rt 2)

where 17 stands for the derivative of the position vector n and J(n)v the coordinate
transformation matrix from the earth-frame to the body-frame defined as

cos(yr) —sin(yr) 0
J(n) = | sin(y) cos(y) O 3)
0 0 1

T = [X YN ]T is the vector of the generalized input forces originated by the pro-
peller actuators. X is the force in surge direction, Y is the force in sway direction,
and N is the moment in yaw direction. The dynamic equation is defined by its inertia
matrix M, the C matrix containing Coriolis and centrifugal forces, and the damping
matrix D. These matrices are expressed as follows:

m — X,,; 0 0
M= 0 m—Y, mx;—Y; “)
0 mxg — N‘} Iz — Nr'
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Table 2 EDSON-J USV parameters

Parameter Value Unit Parameter Value Unit
Xi —2.471 Kg Xu -0.2912 Kg/s
Xuu -27,626 Kg/m Xun, -3.682 Kg
Xrng 2.762 Kg Xnone 1.052 Kg/m?
Xoing 1.052 Kg/m? Y; —247.065 Kg
Y; -370.597 Kg.m/rad Y, -164.71 Kg/s
Yo -38.928 Kg/m Yon, -0.359 Kg
Yin, -0.538 Kg.m N; -748.310 Kg.mzlrad
N; -370.597 Kg.m N, —988.260 Kg.m?/rad.s?
Ny» -262.791 Kg.m?rad®> | Ny, 2762 Kg.m
Ny, -2.855 Kg.m? Nueng -1.578 Kg.m?
Nyn, -0.538 Kg.m
0 —mr —mxgr + Y;v + Yir
C = mr 0 —X,u (@)
mxgr —Y;v — Yir X,u 0
Xu + X\ulu |M| 0 0
D= 0 Y, + Yo V] 0 6)
0 0 Ny + Njyyp I7]

where m is the USV mass, x, the position of center of mass and I, the moment of
inertia around the z axis, X, Y;, Y;, Ny, and N; are the hydrodynamic terms related
to added masses. The terms X,, Y, and N, represent the linear drag coefficients,
while X4, Yjvv, and N, are the quadratic drag coefficients [12].

2.2 Hydrodynamic Coefficients

The vehicle parameters can be obtained through either empirical relations or numeri-
cal/computational methods using the slender-body theory and the rigid body dynam-
ics. The parameters of the USV nonlinear model are reported in Table 2. More details
about the hydrodynamic coefficients can be found in [12].

3 Decoupled Models of the EDSON-J

This section presents the decoupled model of the EDSON-J into two subsystems:
the surge and the sway/yaw. From the nonlinear model of the EDSON-J expressed
by (1) and (2), we derive a linearized model of the following form:
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G:{)'c=Ax+Bx ™

y=Cx+ Dy

T . T . .
X = [u % r] is the state vector, x = [nc nd] is the control input vector, and y =

T . . . .
[u r] is the output vector. Matrices A, B, C, and D are obtained by Jacobian
linearization around the cruise speed uy = 2 m/s and a rotational speed ny = 14 rps.

3.1 Surge and Sway/Yaw LTI Models

Surge LTI Model The surge system corresponds to the dynamics of the state u in
(7), with control input n, and measured output y, = u. A state space representation
of this system is given next, with x; = u:

. ).CS = Asxs + le’lc
S {ys = C,x; + Dsn, (8)
_Xu - Xun, - 2qu _2Xn-n _ Xun.
AS — 1o uO, BS — .10 Ao (9)
X,; —-m Xt't —m
CS=1, DS=O (10)

Sway/Yaw LTI Model The sway/Yaw system corresponds to the dynamics of the

T . .
state vector Xy, = [v r] in (7), the control input n; and the measured output vector
¥sy = 1. It can be represented by the following state space equations:

Xsy = AgyXgy + Bgyhg
SY : sy syXsy Sy 11
{ Vsy = CyyXgy + Dy, an

3.2 Surge and Sway/Yaw LPV Models

The above models are LTI models if the mass m is known and fixed. As opposed,
when the mass takes value in [172,;,,, 4], those models can be represented as LPV
systems; see, e.g., [12], wherein a similar approach is pursued. Surge LPV Model
As seen in (9), the matrices A; and By depend on m in a nonlinear fashion. To obtain
a control-oriented LPV model, we can set

1
= 12
Jo X, —m (12)

which enable to obtain the following LPV model for the surge dynamics:
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S(p ) )‘CS = As(ps)xx + By (ps)nc (13)
o ¥s = Csxs + Dyne

note that A and By are affine in p;. Such a model can be easily written in a polytopic
form, thereby allowing to simplify the design of a controller as detailed next.

Sway/Yaw LPV Model The matrices A, and B;, also depend on m in a nonlinear
fashion. However, since the mass appears both in the numerator and denominator of
the entries of the matrices A, and By,, to get an LPV representation, one needs to
introduce two parameters. In particular, we define

1

1
= 14
P = LY, 4 m2x2 = NoYs — ml + mN; + Y2 — 2mx,¥;) (14
P2 = - . (15)
o (I.Y; + m2x§ — N;Yy —ml, +mN; + Y7 — 2mx,Y;)
Following this approach, the Sway/Yaw LPV model writes:
xs = A sy)Xsy + Bsy(05y)n
SY(,OX),)Z y y(lo )) y V(IO )) d (16)

Ysy = CyyXgy + Dsyng

where A, and By, are affine in p;, € R2.

4 H, /LTI Surge-Yaw Decoupled Control

The Hy control problem consists in finding a control that aims at minimizing the
H,, norm of the closed-loop system [14]. Defining w the exogenous input vector
and e the controlled output vector, the H,, suboptimal control problem is, given
y a predefined attenuation level, to design a controller that internally stabilizes the
closed-loop system and ensures:

[Tewlloo < ¥ a7

where T, is the closed-loop transfer matrix from w to e. The minimal value y,,; is
then approached by a bisection algorithm. The considered H,, control scheme for
the two problems is chosen as in Fig. 2.

Such an H, control problem can be efficiently solved by relying either on Riccati
equations or linear matrix inequalities. This leads to the design of the control law
ug that solves the suboptimal problem (17) (or optimal when y is minimized); (see

[14]).
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ld(r)

W)

d(t)
LIK(I)+ +

- es(t)

Fig. 2 Structure chosen for the Surge/Yaw controller design

4.1 Surge-Yaw Decoupled H,, Control

In this section, we present the structure and weighting functions selected for each
decoupled subsystem.

Performance Specifications for the Surge-Yaw The weights on the sensitivity
function W,, in surge velocity u and W, yaw rate r are expressed by

1 _ S + Wpu€1u 1 _ S + wpr€ir (18)
We, g tow  We o gt op

— For the surge:
M., = 2 to ensure good robustness margin, €1, = 0.001 to ensure a tracking error
less then 1%,wp, = 0.46 to ensure a fast closed-loop tracking response and rejec-
tion of disturbances.

— For the yaw:
M, =2, €;, =0.001 and wp, = 0.5.

The weights on the controller sensitivity function W, in surge velocity u and W,
yaw rate r are expressed by

1 €S + o, 1 €S+
22”—%:’% , 22’—%””“ (19)
Wu S+M— S+M—

uu ur

u

— For the surge:
M,, = 16 in order to account for actuator limitations, wpen = 250 and €, =
0.001

— For the yaw:
M, =80 wper = 250 and €, = 0.001

Finally, the weighting function W, is set to 0.2 for the surge motion, this enables to
handle the coupling with the surge dynamics, while it is set to O for the yaw control.
Indeed, the yaw dynamics are practically decoupled from the surge.
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Solving the above H, control problems leads to y,,;, = 0.77 for the surge motion,
and y,,;, = 0.88 for the yaw motion. This allows to conclude that both LTI controllers
satisfy the performance requirements in the nominal case. Moreover, it may be shown
that, using a p-analysis, both controllers keep stability considering some mass uncer-
tainty, mainly due to pay load variations, i.e., when m € [250, 400]. However, they
do not achieve robust performance, which emphasizes the need for an LPV controller
to ensure the satisfaction of the performance requirements for large mass variations,
in particular for the yaw controller. This is the objective of the following section.

S LPV Surge-Yaw Decoupled Control of the EDSON-]J

In this section, we develop LPV mass-dependent controllers for the surge and yaw
dynamics. This is enabled by the use of the LPV models presented in Sect. 3. The
formulation of the LPV control problem follows closely the one presented for the
LTI case, using the same weighting functions for performance requirements.

5.1 LPV Control Problem

The considered LPV control problem for the surge and yaw dynamics are a direct
extension of the ones proposed for the LTI control problems, yet applied on the LPV
models. The control scheme is as in Fig. 3.

As mentioned earlier, it is worth noting that the weighting functions are the same
for the LPV control problem than for the LTI one. This allows a fair comparison
between both methodologies.

As explained in Sect. 3, the LPV surge and yaw models are affine with respect to
the chosen parameters vector. This means that we can apply the polytopic approach
to design both LPV controllers. This is the objective of the next section.

dpt)
eft)
il W,
_ di(t)
V,uft) it % ] v(t)
- Kfl.r ) GF;JI ’
&t)

Fig. 3 LPV Surge/Yaw control design scheme
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5.2 LPV Polytopic Controller

The LPV controller is designed using the polytopic approach presented in [1]. The
applicability of the so-called polytopic method is restricted to LPV systems whose
matrices depend in an affine fashion on the vector of parameters. More precisely,

i’lp

A(p) = Ao+ ) Aii (20)
i=1

In this case, the LPV system can be written as a polytopic system with 2”7 vertices,
where 7, is the number of the varying parameters.

In the LPV/H,, framework, the control synthesis problem is addressed offline by
solving a set of LMISs at each vertex of the polytope using convex optimization. The
parameter dependent LPV output-feedback controller is designed to guarantee the
quadratic stability of the closed-loop system, together with a minimal .%45-induced
gain from the external input w to the controlled output vector e, i.e., to ensure that
| Tewll.2,—2, <y (where y is to be minimized). The solution of the problem are
éz gl,:|’ where 1 <i < 2"». The polytopic LPV
controller K (p) is computed online as the convex combination of the vertex con-
trollers K;.

the vertex LTI controllers, K; = |:

2mp 2mp
K(p) =) ai(p)K;, with Y a;(p) = 1 1)
i=1 i=1
[T1o; = C@@;] -
j= i Lf wj = p;
ai(p) = =1 -0, with Co()y = |77 A= )
4 Pj otherwise

[ 1@ —rp
j=1

p;j, pj are the upper and lower bounds of the jth element of the varying parameter
vector, respectively, and p ; 1s its instantaneous measured value.

5.3 LPV Design for Surge and Yaw Motion

First, let us recall the the LPV surge model has one parameter while the yaw one has
two parameters. Considering the polytopic approach, the LPV surge control problem
includes a polytope of two vertices, while the LPV yaw control problem handles a
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Table 3 H,, performances of the LTI and LPV closed-loop systems

¥min LTI case Ymin LPV case
Surge control 0.77 0.91
Yaw control 0.88 1.22

polytope of four vertices, as can be seen later in the frequency-domain plots of the
sensitivity functions.

Solving the LPV/H,, control problems leads to find the minimal attenuation level
y for both problems. Table 3 summarizes these results for the LPV controllers,
compared with the solution of the corresponding LTI problems.

This result means that, solving the LPV yaw control problem induces some con-
servatism. This is due to the problem solution using a single Lyapunov function for
the four vertices of the polytope. This problem can be overcome as in [12] using
the gridding approach, but the latter generates a large set of controllers to be imple-
mented, which is much more complicated to embed in a real system.

6 Simulation Results

In this section, time-domain simulation have been performed using the complete
nonlinear model of the EDSON-J USV presented in [12]. Two scenario are presented
to show the impact of the mass variations on the performances on both LTI and LPV
control strategies.

6.1 Initial Evaluation

This first test is a basic step-response of the surge and yaw motion, here performed
for the nominal (m = 250 kg) and worst (m = 400 kg) mass parameter value. As
can be seen on Fig. 4, the surge motion is few affected by the difference of mass and
performs well for the LTI and LPV control. However, while the yaw motion is few
affected in the LPV case, it is deteriorated a lot in the LTI case for the maximal mass.
This is coherent with the Robust Performance analysis carried out in Sect. 3, where
we showed that the LTI yaw controller is not robust in performance.
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Mass variation
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Fig.4 Steps responses of LTI versus LPV surge/yaw controllers for the nominal (left) and maximal
(right) mass value

6.2 Scenario 1

In this scenario, the surge and yaw and motion are following a series of step refer-
ences. This allows to evaluate the performances of the controllers, in particular due
to the coupling between longitudinal and lateral motions. As we can see on Fig.5,
the surge variable is controlled efficiently by both LTI and LPV controllers, even
when the mass is varying.

However, concerning the yaw motion, it can be seen then the LTI controller is
more affected by the change of mass than the LPV controller. Indeed, if we compute
the root mean square error between the yaw and its reference, from ¢ = 150 s (when
the mass starts to change), then we get

RMSE(}" - rref)LpV =0.0130 RMSE(}" - rref)LTI =0.0172

So, the LPV method improves the yaw performance by 24.4% in this scenario.

6.3 Scenario 2

In this scenario, the mass is assumed to be constant for the worst case (m = 400 kg),
the speed motion is kept constant at uy = 2 m/s, and the yaw is following a sinusoidal
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Mass variation
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Fig. 5 LTI versus LPV decoupled control: scenario 1 (left) and scenario 2 (right)

reference between —0.25 and 0.25 rad/s. In this case, if we compute the root mean
square error between the yaw and its reference then we get

RMSE(}" - rref)LPV = 0.0389 RMSE(}" - rref)LTI = 0.0659

So, the LPV method improves the yaw performance by 40.97% in this scenario.

7 Conclusion

This paper studied the problem of robust control of the Unmanned Surface Vehicle
EDSON-J. LPV mass-dependent controllers were designed in the framework of H,
control to fulfill performance requirements over a wide range of mass variations.
The approach is deployed on a simplified model in which longitudinal and lateral
dynamics are assumed to be decoupled.

Numerical simulations performed on the actual nonlinear system showed the
effectiveness of the LPV control to achieve the desired performance despite the cou-
pling between longitudinal and lateral dynamics. Comparisons with LTI controllers
showed that the proposed LPV decoupled control yields better performance.

Future works may concern the design of LPV controllers to account for other
parameter variations (as the hydrodynamic ones), the comparison with the global
approach in [12], and the experimental validation on the real USV.
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Abstract This paper proposes a neural network-based self-tuning kinematic con-
troller and dynamic compensation for tracking trajectories, which applied, e.g., in
cases where mobile robots are subject to: continuous parametric changes; differ-
ent trajectories and external disturbances where online gain tuning is a desirable
choice. For this kind of controller, the kinematic and dynamic model was developed
considering that the mobile robot is confirmed by differential platform, and the oper-
ating point is not located at the center of wheel’s axes. The artificial neural network
estimates the states of the mobile robot while the gradient descent optimization algo-
rithm adjusts the controller gains that attain the smaller position tracking error, the
dynamic model is used to compensate the velocity errors in the robot. Moreover, the
stability of the proposed controller is demonstrated analytically. Finally, simulation
results are given considering a Turtlebot3 mobile robot, real-time experiments are
implemented in the same mobile robot, where the tests are carried out to show the
effectiveness of the controller in a real environment.
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1 Introduction

The main function of modern robotics is the development of functional robots, which
are used in structured or partially structured environments, e.g. in applications like
welding, cutting and exploration missions [1, 3]. Modern robotics are not only applied
in the previous applications, in recent years, there has been a noticeable increase in
the use of robots in industrial field, which has been one of the main precursors of
more sophisticated control systems [14, 20].

The mobile robots are widely used in these applications, so these kind of systems
are subject to disturbances, slippage, white noise and sensor errors, so that it is
very difficult to implement high precision controllers [17]. No matter the changes
in its dynamics or variations in operating conditions, the tasks must be performed
with due precision, for example, in the case of load transportation, characteristics of
the dynamics, center of mass and inertia are values that change when the robot is
loaded. Then, to keep a good performance, the controller must be able to adapt while
transporting different types of loads [17].

Some works present the design of controllers that are capable of adapting itself,
e.g. [4] presents the use of a radial basis neural network (RBF-NN) for mobile robot
dynamics approximation, [19] shows the use of neural networks that are based on
multilayer feed forward neural networks with back-propagation learning or more
efficient variations of this algorithm, researches [10, 12] present systems with a mix
of neural networks and fuzzy control in which the training and rules of behavior are
based on the desired state.

In this context, this paper proposed a neural network-based self-tuning kinematic
controller and dynamic compensation to solve the trajectory tracking problem for a
mobile robot with continuous parametric changes and different desired trajectories.
The artificial neural networks are used to develop the Self-Tuning Kinematic Control,
through gradient descent and back-propagation algorithm, finally the dynamic com-
pensation, which guarantees compliance of the velocities in the real mobile robot, it
is used to keep the point of interest on the desired trajectory. Simulation and real-time
experiments on an Turtlebot3 mobile robot are conducted, the communication was
done through ROS [11] to show the effectiveness of the proposed controller.

Including the introduction and the summary, this article is organized as follows:
Sect. 2 details the kinematic and dynamic model representation of the mobile robot.
The controller design and the control scheme are presented in Sect. 3. The simula-
tion and experimental results are presented in Sect. 4. Finally, the conclusions are
presented in Sect. 5.

2 General System Model of Mobile Robots

In this section, the kinematic and dynamic model of the system is presented, the
system is composed by a differential mobile robot, therefore a unique and gen-
eral system is formed. The configuration of a mobile platform is defined by a
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vector q with n independent coordinates, called generalized coordinates, where
q=[q19>...9.]" = [ap]" and q, represents the generalized coordinates of the
mobile platform, it is appreciated that n = n,, where n, are the configuration
coordinates of the mobile platform, the set of these is denoted by N. The posi-
tion and orientation of the point of interest are defined by a vector n given by
n=[m m ... 1m]" =[ np)" in R of n, operational coordinates of the mobile plat-
form, in the same way the set of these is denoted by M [8].

2.1 Mobile Robot Kinematic Model

Figure 1 shows a differential robot, where np = [x y z/J]T is the position and orienta-
tion of the point of interest with respect to the global reference system < R >, where
a is the distance between the geometric center and the wheel axis. The kinematic
model in the mobile robot provides the derivative of the point of interest, the velocity
can be represented as follows,

X cos (¢) —asin (v)
y | =|sin() acos () |:

‘f} (1)
¥ 0 1

G

Equation (1) can be represented in a compact form (2), where 1) = [x y 1/1]T
represents the velocities of the point of interest in the coordinate system < R >,
J () is the transformation matrix and v(z) = [,u ’L/J]T is the velocity vector of linear
and angular velocities of differential robot [2].

n(1) = JWp(@)v(r) 2

Fig. 1 Frame coordinates of
differential mobile robots

<R>

X
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2.2 Mobile Robots Dynamic Model

To obtain the dynamic model of the system, the Euler Lagrange equations are used,
which propose a difference between kinetics and potential energy according to (3),
and finally apply (4) [5, 15, 18].

L=K-P 3)
d (dL dr
E(?) Y = f;(®) “)

Kinetic energy is calculated from K = 177m 7, and the potential energy is given
by P = 0, m represents the mass of the mobile platform, and f; are the forces in
each coordinate system, in this sense, the dynamic model shows in (5).

fx m 0 —am sin (Y)

fy| = 0 m am cos ()

TY —am sin (¥) am cos () m(a®> + 1)
¥7 00 —amcos ()] [% (5)
J 1100 —amsin(@)d ||
Y100 0 P

The above equation can be expressed in matrix form, as

f(1) = M(mn@t) + C(n, M7 (6)

Itis important to mention that M(n) is the inertia matrix, C(n, 1) is the centripetal
matrix and 7)(t), 17(¢) are the acceleration and velocity vectors, respectively, with
respect to the inertial frame < R >. Turtlebot3 and others commercial robots have
low level PID controllers, which does not allow controlling the motors directly using
torque signals, therefore, it is considered B(v), D and E are matrices that allow the
transformation of the dynamic model. Simply PD servo controllers are considered
to control each motor, L and S are constants gain matrices (7).

f(1) = B(Y)[D[Lv,r (1) — Lv(t) — SV(1)] — Ev(1)] (N

Finally, from Eqgs. (6) and (7), we obtain the dynamic model of the mobile robot,
regarding as control signals of the mobile robot (8).

trep | _ X1 O [ £ X3 Xa + x50 [
[wref] B [0 Xz} [w] - [xa/) X7 } [w] ®
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Fig. 2 Validation of the proposed dynamic model

Equation (8) can be represented in compact form (9), the dynamic model is obtained,
where M () represents the differential robot system’s inertia, C(x, V) represents the
components of the centripetal forces, Vyer(t) = [Mre f ¢ref]T is a vector of reference
velocities, v(t) = [,u w]T the real velocities of the robot, finally x is the vector of
dynamic parameters, which contain the physical parameters of differential mobile
robot.

Vret (1) = MOOV(#) + C(x, V(1)) V() )

The identification and validation of the proposed dynamic model are shown in Fig. 2.
The identification of the mobile robot system was carried out using optimization
techniques, where an objective is to minimize a cost function conformed by a vector
of error between real values of the Turtlebot3 velocities and the mathematical model
[16], varying the values of the vector x.

3 Controller Design

The proposed control allows the point of interest of differential mobile robot track
different trajectories. The control objective is achieved through a designed cascade
control system, which comprises three stages: a kinematic controller generating the
control actions for the tracking paths, the artificial neural networks are used to develop
the kinematic self-tuning control, through estimation of the states of the mobile
robot, the gradient descent optimization algorithm adjusts the controller gains online
achieving the smallest position tracking error and a dynamic compensation that
guarantees compliance with said velocities in the real robot, finally Fig.3 presents
the proposed control scheme.
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Fig. 3 Proposed control scheme

3.1 Kinematic Controller

It is proposed that inverse kinematic control (10) allows finding the velocities for
the differential mobile robots that allow tracking of the desired trajectory ny(t) =
[xd de, where 14(t) = [)'cd yd] are the velocities of the desired trajectory, 1(f) =
flx 7y | are the control errors that are obtained from 7)(¢) = ng(t) — n(t), J~'(¥) is
the inverse of the transformation matrix, Kj is a diagonal matrix that allows quantify
control errors, Kj is a diagonal matrix which is used to delimit the reference velocities,
finally v.(t) = [uc 1[)6]T are the reference velocities generated by the controller.

ve() = J7' () (q(t) + K tanh (K3 'Kq7(1))) (10)

Equals Egs. (10) and (2), we get (11).
I @)n@) = I (@) (74 (1) + K tanh (K5 ' Kq7)(1))) an
This equation is known as a closed-loop representation and considering the velocities
error as 17(t) = 1n4(t) — N(t), therefore, the final expression would remain expressed

as follows (12), this equation is useful to demonstrate the stability of the controller.

n(t) = —K; tanh (K; 'Ky (1)) (12)

3.2 Self-tuning Kinematic Controller Gains

In controller based on the inverse kinematics given in Eq. (10), it can be noted that
this algorithm presents a matrix of diagonal values Ky, which presents the following
structure (13), where K is a value proportional to the errors on the x axis, K, is a
value proportional to the errors on the y axis, the disadvantage of this algorithm is
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that the values must be chosen with care, since they vary depending on the desired
trajectories and parametric changes.

K, 0O
o [50]

Therefore, a kinematic self-tuning algorithm is based on optimization according
to the gradient descent method [6]. The mathematical structure that will be used to
adapt the gains will be subject to optimization problems and the equation is given as,

G=_7"R7 (14)
where G is the cost function and R is positive definite diagonal matrix that will
weigh the position errors. To find the gains that minimize the cost function, the
chain rule method will be used, considering that, for this method to be applied, a

vector K = [Kx K y] is generated, therefore the partial derivative with respect to Kk
is obtained (15).

oG . on
D 7
ok n R ok (15)
on _ 0On Ov.
ok Ove Ok (16)

The first derivative in the above Eq. (16) can be defined as the Jacobian matrix with
the system velocity inputs, which can be calculated using direct neural network model
and back-propagation algorithm [9].

The above deduced that the controller’s profits change and adapt by making the
cost function tend to zero, therefore according to the algorithm of the descent of the
gradient, which is shown below represented in (17)

Am:—aa—G=a~TR6n Ve

0K i Ove OK (7

where o is a diagonal matrix with the learning rates of the gradient descent algorithm.

3.3 Artificial Neural Network Direct Model

The artificial neural network that is used to approximate the robot platform is shown
in Fig.4. The algorithm used to obtain is back-propagation method, chosen for its
ability to adapt to changing environments [7].

For the implementation of the back-propagation algorithm, it is considered that
neural network has L layers in the internal structure, where Z is the input vector
conformed by Zo = [z ¥c|", Z1. = [% 7] is the output vector and n = [x y]" is
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Fig. 4 Structure of the f
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the vector of the truth that the neural network tries to estimate. The weight matrices
of the neural network are Wy, W3, ...WL,, and the non-linear activation’s functions
are fi, fa, ... fL-

With these considerations, forward propagation in the general form results in (18),
the difference between the desired estimation and the values of the neural network
is defined in (19) known as the error vector.

Z; = fi(WiZi_y) (18)
E=|z—n| (19)

The back-propagation of the error vector in the general form is (20) and (21). Finally,
adaptive weights of the neural network are (22) and (23).

op = (Ze,— 1) ® f,(WiLZy_1) (20)
6 =Wl 611 ® f; (WiZi_y) 1)
OE
= 5iZ.T 22
OW; i-1 @2)
19) )

ow;
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The Jacobian matrix that can be found from the above neural network is (24), where
I is a identity matrix.

on

5y, = Win '@ £ (WiZi_1))W; (24)

3.4 Dynamic Compensation

The differential mobile robot presents dynamic effects, so velocities errors are gen-
erated v = v, — v, which is the difference between the velocities of the kinematics
controller and the real velocities of the robot. To reduce this effect, a dynamic com-
pensation is proposed, which is performed using the dynamic model of the robot.

The control law to be used is indicated in (25), where K3 it is a constant diagonal
matrix proportional to the velocities errors, Ky it is a diagonal matrix that delimits
the velocities sent to the mobile robot.

Veet = M(q) (V. + Kq tanh (K;'K3¥)) + C(q, @)ve (25)
Grouping (25), (9) and considering the acceleration errors \L'(t) =vV.(t) — v(?), the

Eq. (26) is deduced. ) B
v = —Kj tanh (K 'K3v(1)) (26)

3.5 Stability Analysis of Kinematic Controller

For the stability analysis, the Lyapunov method is used, starting with the candidate
function of quadratic position errors (27) and applying the temporal derivative is
obtained (28).

1
MOE E?’I(t)Tf?(t) 27)

V(@) =0T (28)
By means of (12) and (28) is determined.
V(@) = —7(1)TK; tanh (K; 'K (1)) (29)

Guaranteeing the stability of the kinematic controller if K; > 0 and K, > 0, so that
71 — 0 when t — oo.
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3.6 Stability Analysis of Dynamic Compensation

For the stability analysis, the Lyapunov method is used (30), starting with the can-
didate function of quadratic velocities errors and applying the temporal derivative is
obtained (31).

V) = %G(t)TV(t) (30)

VF) = ¥(1)TV() 31)
By means (31) and (26), (32) is obtained.
V(¥) = —¥T(1)Kq tanh (K, "K;3¥(1)) (32)

Guaranteeing the stability of the dynamic compensation if K3 > 0 and K4 > 0, so
that v — O when r — oo0.

4 Results

4.1 Simulation Results

The validation of the proposed controller is carried out through the Webots simulation
software [13]. The modeling of the structures and the simulation scenario is generated
in the Sketch CAD software, then imported to the Webots graphics engine. The
simulation scenario has a circular area with a radius of 3 meters, as shown in Fig.5.

The collision system, the force of gravity and the coefficient of friction between
contact surfaces are included in the physics engine of the simulator. The shadows and
the simulation are configured in the rendering at every instant of time. The virtual
stage configuration in the scene tree is shown in Table 1.

The Webots simulation software includes CAD models of different types of robots,
among which is the Turtlebot3 mobile robot (Fig. 6). The simulated robot is charac-
terized with the same configuration as a real robot.

The reading of the sensors and the actions of the different states of speed, accel-
eration, among others, are possible due to the libraries that can be programmed in a
controller within the Webots simulation software. The Turtlebot3 mobile robot inte-
grates different sensors, such as a reference GPS and a gyroscope that allow knowing
the location and orientation respectively. The global and local reference systems are
configured with the direction of their axes according to the law of the right hand.

Following the scheme shown in Fig. 7, the connection of the robot is established
through ROS nodes, which allow direct communication between the data of the robot
states and the mathematical software that implements the control algorithms. A full
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Fig. 5 3D simulation scenario. a Isometric view. b Aerial view. ¢ Turtlebot3 mobile robot

Table 1 Webots world configuration

Field scenario Values
Gravity (x, y, z) (0, —9.81,0)
Constraint force mixing 0.00005
Error reduction parameter 0.2

Basic time step 64 [ms]
Frames per second 60

Physics disable time 1[s]
Physics disable linear threshold 0.01 [m/s]
Physics disable angular threshold 0.01 [rad/s]
North direction (1,0,0)
Gps reference (0,0,0)
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Fig. 6 Turtlebot3 mobile robot Webots

{ Turtlebot3_lds ] Fe=== {Turtlebot?. diagnostic
- | [scan -

Node Node
A
[ fimu_
h 4 Y
Robot Virtual Robot Real
IP: 192.18.14.11 I Turtlebot3_core IP: 192.18.14.10
Node
{ Jodom | { Jemd_vel

Matlab
Node

Table 2 Desired trajectory and initial configuration for simulation

Fig. 7 Communication structure

Parameters Values Parameters Values
X4 0.5cos (0.3¢) [m] Xo 0.1 [m]
Yd 0.5sin (0.3¢) [m] Yo 0.0 [m]

simulation and hardware in the Loop scheme is established for the evaluation of the
implemented controller.

It consists of following a desired trajectory while analyzing the behavior of Self-
Tuning Kinematic controllers under the disturbances, slippage and white noise gen-
erated by Webots. The desired trajectory and the initial conditions for the experiment
are presented in Table 2.
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Table 3 Initial values for controllers in simulation

113

Parameters Values Parameters Values
K; diag[0.5 0.5] K> diag[0.2 0.2]
K3 diag[1 1] K4 diag[l 1]
R diag[1 1] « diag[0.10.1]
0.6
- = =i —
04 -
0.2 .
02 -
0.4 -
06 ! | | | |
0.6 0.4 0.2 0 0.2 0.4 06
X[m]
Fig. 8 Movement of the Turtlebot3 in simulation
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Fig. 9 Control errors in simulation

The gains for the Simulation are defined in Table 3, considering that an initial value
of K is established, and K, was established under consideration of the limitations
of real control velocities.

Figure 8 indicates the behavior of the Turtlebot3 robot in simulator Webots, it can
be visualized that the point of interest tends to the established trajectory in Table 2.
Figure 9 shows the evolution of the control errors, and it is appreciated that it tends
to zero despite the white noise that is introduced into the simulator.
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Fig. 11 Estimations of NN direct model of the simulation

Figure 10 shows the kinematic and dynamic control values applied to the mobile
robot during the simulation.

Figure 11 indicates the estimations of the states in the robot during the simulation,
these values are really important for the adaptation of the gains in the kinematic
controller. Figure 12 shows the evolution of the kinematic controller gains.

4.2 Experimental Results

The experimental test was implemented on a TurtleBot3 robot as shown in Fig. 13,
which admits linear angular velocities as input reference signals, the controllers were
carried out in Matlab software, and the communication was done through robotic
operating system ROS, and the same communication structure is shown in Fig.7.



Neural Network-Based Self-tuning Kinematic Control ... 115

T T T T

2r- —K,
15 - -
gL ]
0.5 -
0 I I I I I
0 5 10 15 20 25 30
2 T T T T T
K
15 .
SR 4
0.5 —
ol I I I I
0 5 10 15 20 25 30
Timel[s]

Fig. 12 Adaptive gain evolution of the simulation

Fig. 13 Real Turtlebot3 mobile robot

The desired trajectory and the initial conditions for the experiment are presented
in Table 4. The gains for the experiment are the same as the simulation, defined in
Table 3.

Figure 14 indicates the behavior of the Turtlebot3 robot in a real environment, it is
clear to see that the evolution of the point of interest is tracking the desired trajectory.
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Table 4 Desired trajectory and initial configuration for experiment
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Parameters Values Parameters Values
Xd 0.4 cos (0.3¢) [m] Xo 0.1 [m]
Yd 0.4 sin (0.3¢) [m] Yo 0.0 [m]
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Fig. 14 Movement of the Turtlebot3 in experiment
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Fig. 15 Control errors in experiment

Timels]

Figure 15 shows the evolution of the control errors and it is appreciate tends to

Z€ro.

The control errors of the dynamic compensation also tend to zero because the
controller maintains the values generated by a kinematic controller in the mobile

robot.

Figure 16 shows the kinematic control values applied to the mobile robot during
the experiment. It is clear to see that the dynamic compensation generates the appro-
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Fig. 17 Estimations of NN direct model of the experiment

priate control values for compensating the dynamics in the real robot, guaranteeing

the convergence to zero of the control errors.

Figure 17 indicates that the NN Direct Model makes a correct estimate of the
positions and orientations of the mobile robot, which is important when adjusting

the controller gains.
Figure 18 shows the evolution of the kinematic controller gains, which

adapt

considering the desired trajectory and the estimations of the states of the robot in a

real environment.
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Fig. 18 Adaptive gain evolution of the experiment

5 Conclusions

In this work, the design of a neural network-based self-tuning kinematic controller
and dynamic compensation for tracking trajectories was presented. The design of this
controller is based on the kinematic and dynamic model of a differential robot, the
artificial neural networks estimate the states of the mobile robot while the gradient
descent optimization algorithm adjusts online the controller gains. The performance
was evaluated in two instances: simulation in Webots with a Turtlebot3 robot and a
real Turtlebot3 in real time. In Webots, simulation took place with white noise in the
measurements of the GPS, including disturbances of changes of mass of the robot.
The second validation was implemented in a real Turtlebot3 in order to validate the
controller in a real-time experiment; both experiments show a good performance of
the proposed controller.
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H,, Observer for Road Profile Estimation | M)
in an Automotive Semi-active Suspension | @i
System Using Two Accelerometers

Thanh-Phong Pham, Olivier Sename, Cao Tho Phan, and Gia Quoc Bao Tran

Abstract This work presents an Hy, observer design for road profile estimation
in the automotive semi-active suspension system. The dynamics of the quarter-car
augmented with a nonlinear dynamic model of the semi-active damper are written into
the descriptor system with road profile as the system states. Then an H,, observer
is developed to estimate the road profile using the onboard accelerometers as the
observer’s input. The objective is to minimize the effect of sensor noises on the
estimation error using H,, framework. The estimation approach is simulated on the
quarter-car model of a scaled testbench of Gipsa-lab. Simulation results show the
effectiveness of the proposed method.

Keywords H,, observer + Road profile estimation + Descriptor system

1 Introduction

In automotive applications, the road profile is considered one of the main factors
influencing the vehicle system’s performance. Therefore, the real-time knowledge of
road input plays a vital role in the automotive suspension control system (see [13, 14,
16] and references therein). Many suspension control approaches are developed under
the standard assumption of real-time access (through measurement or estimation
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methods) of road disturbance such as [6, 15], in which, the profile measurements
based either on profilometers presented in [1, 9] or on visual inspection in [18]. As
an alternative and preventive, the estimation strategies are utilized to estimate the
road profile since its direct measurement is more expensive.

Many estimation approaches are introduced to estimate the road profile using
onboard sensors. The work in [17] presented an artificial neural network (ANN)
based method to estimate the road excitation, using accelerometers. Besides, [20]
developed H,, observer considering the road profile as an unknown input to estimate
the variables of the suspension system in the first step. The second step was using the
above-estimated states, the unsprung mass accelerometer data, and the quarter-car
model to obtain the road profile. On the other hand, [5, 19] presented the adaptive
estimation method based on Youla-Kucera (YK) parameterization for road profile
estimation and classified the road roughness according to ISO standard using Fourier
transform. Although the presented results are exciting, it is also worth noting that
the above method required the sprung mass displacement sensor as an input.

On the other hand, using a state observer to estimate the road profile needs a
differential equation for the road profile variable. However, it is not easy to model
for any road profile. Some models are today used as in [7, 19] but these are valid for
a specific ISO classification only. In order to deal with this changeling, the dynamic
system can be modeled as a descriptor system. Then we can use the robust observer
for the descriptor system presented in [3, 4, 8, 10] to estimate the road profile. The
method given in this work is an H,, observer to estimate the road profile using two
accelerometers of the quarter-car model. First, the dynamic system needs to represent
a descriptor system to avoid using the differential equation of road profile while the
nonlinearity in the damper model satisfies a Lipschitz condition. An H., observer
is then developed, following the parameterization steps in [4], in which the Hy
framework is used to minimize the effect of sensor noises on the estimation error
and the nonlinearity in the dynamic model is bounded via Lipschitz condition. The
main contributions of this work are as follows:

— We do not need any equation describing the road profile since the quarter-car model
with a dynamical nonlinear damper model is written into a nonlinear descriptor
system. The H,, observer for the nonlinear descriptor system is then developed
to estimate the road profile, minimizing the sensor noise effect on the estimation
errors.

— The proposed observer has been simulated on a scaled-vehicle test bench model,
which model evaluated by the experimental tests.

The rest of this paper is as follows. Section 2 presents the dynamic model of the
quarter car suspension system and the nonlinear descriptor reformulation. Section 3
develops the H,, observer design. In Sect. 4, the method is analyzed in the frequency
domain. Some simulation results in the time domain are presented in Sect. 5. Finally,
Sect. 6 gives some concluding remarks.
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2 Semi-active Suspension Modeling and Quarter-Car
System Description

2.1 Quarter-Car System Description

This section presents the quarter-car model with the semi-active ER suspension
system. The well-known model consists of the sprung mass (m;), the unsprung mass
(m,;s), the suspension components located between (1) and (m,,;) and the tire, which
is modeled as a spring with stiffness k,. From Newton’s second law of motion, the
system dynamics around the equilibrium are given as:

ms.Z'x =—-F-F

.. ()
MysZuys = Fs + Fg— F,

where Fy; = ky(zy — zus) 1s the spring force; F; = k;(z,s — z,) is the tire force; the
damper force F is given as follows (see [11, 12]):

Fy = kO(Zs — Zus) + CO(Z'S - ius) + F,,

1 I .. 2
F, = _;Fer + ?L ~u - tanh(ky(zg — zus) + c1(Zs — Zus))

where ¢y, c1, ko, k1, f., T are constant parameters; z; and z,; are the displacements
of the sprung and unsprung masses, respectively. z, is the road displacement input.
All of the system’s parameters are shown in Table 1.

Table 1 Parameter values of the quarter-car model equipped with an ER damper

Parameter Description Value Unit

mg Sprung mass 2.27 kg

My Unsprung mass 0.25 kg

kg Spring stiffness 1396 N/m

ky Tire stiffness 12270 N/m

ko Passive damper 170.4 N/m
stiffness coefficient

co Viscous damping 68.83 N.s/m
coefficient

k1 Hysteresis coefficient |218.16 N.s/m
due to displacement

c Hysteresis coefficient |21 N.s/m
due to velocity

fe Dynamic yield force | 28.07 N
of ER fluid

T Time constant 43 ms
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2.2 Descriptor System Modeling

By selecting the system states as x =[xy, X2, X3, X4, X5, X617 = [Zs» Zs» Zuss Zus»
F.., 7,]T € R™, the measured variables y = [Z,, 7,5]7 € R™ (notice that in our
application n, = 6 and n, = 2), the system dynamics can be written in the following
descriptor system form:

Ex =Ax+ BO(Ex)-u 3)
y =Cx+ Dw

where w is the sensor noises. The nonlinear function ® (Ex) = tanh(kix; + ¢1(x2 —
x4)) = tanh(T,x) with T, = [kl, c1, —ki, —c1, 0 0]. Notice that the nonlinear
function ® (Ex) satisfies the Lipschitz condition in x

[®(Ex) — P(EX)|| < [[Te(x — X)), Vx, X 4
where

- 0 1 0 0 0 0

é (1) 8 8 8 8 _ (k+ko) _ co (ky+ko) @ 1 0
E=]001000],A4= 0 0 0 1 0 0

000100 ktk) o _lhthotk) _ a1k

1000010 0 0 0 o 1o

0

-Gl _a &t o _L g 8 0.01

B Tl il 8 R (0

3 Hy, Observer Design

The reduced-order H, observer for the quarter-car system (3) is chosen as:

i=Nz+Jy+HDESR) u )
X=Rz+ Sy

where z € R™=~" is the state variable of the observer, here z € R?, % is the estimated
state of x. The observer matrices N, L, H, J, S appropriate dimensions have to be

designed.
The dynamic error is given as follows:

e=z—TEx, (6)
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where the matrix 7 is an arbitrary matrix.
Differentiating (6) with respect to time and using (3) and (5), leads to:

€ =z—TEx
=Ne+ (NTE—-TA+JC)x+JDw+ (H—TB) - ®P(EX)u 7
—TB - (®(Ex) — ®(Ex)u
X =Re+ (RTE + SC)x + SDw.
It is obvious that if the following decoupling conditions are satisfied:
NTE-TA+JC=0 ®)
H-TB=0 )
RTE+ SC=1 (10)
the system (7) becomes
€ =Ne—TBA®+ JDw (11
e = Re+ SDw

where e = X — x is the state estimation error and A® = ®(Ex) — ®(EX) - u.

In our application, u is the duty cycle of PWM signal. Therefore, it is worth
noting that the maximum value of u is 1. Therefore, the term A® is bounded by
0<AD < P(Ex) — O(EX).

The problem of the H ., observer design reduces to determine the observer matri-
ces N, J, H, R, S such that all conditions (8)—(10) are satisfied and the effect of
measurement noise w on the state estimation error e is minimized while A® is
bounded.

3.1 Parameterization of the Observer Matrices

In order to determine the observer matrices N, J, H, R, S of the proposed observer
satisfying all the conditions equalities (8)—(10), the parameterization is made by
using the general solution of (8) and (10). The parameterization steps in here are
similar with [4].

Firstly, from Eqgs. (8) and (10), one obtained

(x9)(€)=(") "

Equation (12) is solvable if and only if
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TE

C TE
rank TA :rank(c):nx.

1

Next, let matrix M € R"**"x be an arbitrary matrix of full row rank such that:

M TE
rank<c> =rank( C ) = n,.

Then there always exists a parameter matrix K such that:

(TCE) N ((I) _1K> (?) & TE=M-KC

(T K) (g) _ .

A solution for (14) is given by

(T K)=M="

T.-P. Pham et al.

13)

(14)

15)

(16)

a7)

where £ = (E C), 7 is any general inverse of matrix ¥ satisfying ZX+E = .

This is equivalent to:

I 0
— + — +
T_ME(Q,K_ME(J.

Besides, the solution set of (12) is given by

(x0) = () () (- (¢

where ( Zl> is a free matrix of appropriate dimension. This is equivalent to:
2

N =TAo + Z,5
J=TAwx+Z
R=ai+ Z,5
S=a+ 72,0,

(18)

19)

(20)
21
(22)
(23)
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nerea — (TEN' (1 _TE+0ﬁ_I_TE TE\"\ (I
wherear =\ ¢ ] \o)@ =\ ¢ )= c)\c 0)
+
TE TE 0
= (- (E)(E))()

Remark: If the matrices N, J, R, S, H can be chosen according to (20), (21),
(22), (23) and (9), respectively, then, all conditions (8)—(10) are fulfilled.
From the results of above parameterization, for simplicity, the matrices of system

(11) can be rewritten as follows:

Al=N=Au+ZAp (24)
By =JD = B+ ZBn (25)
W, =-TB (26)
Ci=R=Cn+2Cnp (27)
Dy =8D =Dn+ Z:Dn2 (28)

where Ay = TAay, A = B1, Biu =TAaD, By = 3D, Ciy = ay, Cip = by,
Dy = @D, D1, = 3,D.
Notice that all the matrices Ay, A2, B11, B12, Wi, C11, C12, D11, D, are known.

3.2 'H Design

Using (24)—(28), the estimation error dynamic system (11) is rewritten as:

¢ = A Wi AD + B
{6 1€ + Wy + Biw (29

e =Cie+Dw.
Assuming the Lipschitz condition (4) for ®(x), the H, observer design problem
is to determine the matrix Z; and Z, such that:

— The system (29) is asymptotically stable for w(t) =0
— Minimize v such that [le(?) ||z, < Yllw(@)|l ¢z, for w(®) # 0

The following theorem solves the above problem into an LMI framework.

Theorem 1 Consider the system model (3) and the observer (5). The above design
problem is solved if there exist a symmetric positive definite matrix X, matrices Y,
Z, and positive scalar €; minimizing vy such that:
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Q XW, XBn+YB,, cf+chzl clir!+clhzIt!
wTx —l 0 0 0
BLX+BLYT 0 —2I ol + oLzl pIir! + pLzITI | <0
Ci1+ Z,Cr2 0 D11+ Z>Dq1z -1 0
FeCi1+TeZ2C12 0 TeDy+TeZyDro 0 —el

(30)

where Q = AITIX + XA + AITZYT + Y Ay, the matrix Z; is then deduced as Z| =
X~y

Proof Consider the following Lyapunov function candidate
V() =e() Xe(). 3D
Differentiating V (-) along the solution of (29) yields

V) = Xed+ " Xé =" (AT X + XADe + ASTW,(p)" Xe + BT Xe
+ T XW(p)AD + €' XBiw (32)

In order to satisfy the H, performance objective w.r.t. the £, gain disturbance
attenuation, we need to consider the following inequality

V+ele —7wTw <0
T

GT A{X + XAl + (C{(Cl XWl XBl + (CIT]D)l €
N WT'x 0 0 AD| <0 (33)
wT ]B%lTX + ]DJIT(Cl 0 ]D)lTDl — 72] w

€
Defining n = | A® |, one obtains

w
n"Mn <0 (34)
AITX + XA, + (CIT(C1 XW, XB; + (CIT]D)l
where M = wTx 0 0
Bl X + D] C, 0 DD, —~%1

From the Lipschitz condition (4) and u bounded by 1, the following condition is
obtained

(AD)'AD < (C1e+Dyw) ' TIT,(Cre + Dyw) & " On <0 (35)
-cIr’r,c, 0 -CTT’T,D);

where O = 0 1 0
-bIr!r.C, 0 -D{r’r,.D
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By applying the S-procedure [2] to the contraint (35) and the condition V (-) +

eTe — y?wlw < 0 if there exists a scalar ¢; > 0 such that

n" (M —eQ)n <0 (36)
The condition (36) is equivalent to

Q)+ (C{(C] + Ez(C{FeTFe(C] XW, XB; + (C{]D] + GZ(C{FeTreD]
wWTXx —el 0 <0 (37)
BTX + D{C] + E]D)TFeTFe(Cl 0 D{D] + GDTFgFgml — ’}/21

where Q1 = ATX + XA,.
By applying Schur complement to (37), one obtains

Q XW, xB, C] CIr!
WIX —gI 0 0 0
BIXx 0 —2IDI'DITT| <0 (38)
¢ 0 D -I 0
Fe(Cl 0 Fe]D)l 0 —61[

Substituting (24)—(28) into (38), the following inequality is obtained

Q) XW; X(Bii + Z1Bi2) (Cii+ Z2Ci2)T (Cii + Z2Cip)TTT
wTx —¢l 0 0 0
(Bii+Z1Bi)TX 0 —21 (D11 + Z2D12)T (D11 + ZaD)'TT | <0
Cn+2Z2Ci2 0 D11+ Z2D12 -1 0
Le(Ci1 +Z2C12) 0 To(Di1+ Z2D12) 0 —el
(39

where @, = (A1 + Z1A1)" X + X(An1 + Z1Ap).
Let define Y = X Z; and substitute into (39), the LMI (30) is obtained.
If (30) is satisfied, from (35), (36) implies that
V4ele—7*wiw <. (40)
Under the zero initial conditions, taking the integration of (40), we obtain

le@ %, <V lw®lz,. (41)

The proof of Theorem 1 is completed. (]
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The H,, observer design steps are summarized as the following algorithm:
Input: The system matrices E A, B, C, D

Output: The observer matrices N, J, H, R, S

Step 1: Check the rank condition,

o If rank (g) = n,, continue step 2.

o If rank <g> < ny, stop.
Step 2: Choose the full rank matrix M € R™*"~ according to the condition

(14), i.e.
rank (%) =N,

Step 3: Compute matrices K, 7', according to the Eq. (18). Then compute the
matrices oy, o, 1, (2 as explained in Egs. (20) and (23).

Step 4: Calculate the matrices Ay, A2, Bi1, Bia, Wy, C11, C12, D11, D12
according to the Egs. (24)—(28).

Step 5: Solve the LMI (30) to find the solution X, Y, Z; =, ¢;. Then use X and
Y to get the matrix Z; following Theorem 1.

Step 6: Determine the observer matrices (N, J, H, R, S) by using the matrices
Z, and Z; obtained in steps 5.

4 Synthesis Results and Frequency Domain Analysis

In this section, the proposed method is applied to estimate the road profile in the
automotive suspension system.

4.1 Synthesis Results

In the INOVE testbed available at GIPS A-lab, the applied control signal u (duty cycle
of PWM signal) is taken values in the range of [0, 1]. By applying the Algorithm 1,
we obtain the L,- induced gain v = 0.967, ¢, = 36 and the observer matrices N, J,
H,R,S.

4.2 Frequency Domain Analysis

The resulting attenuation of the sensor noises on the estimation errors is shown in
Fig. 1. According to Fig. 1, we can see that the proposed method highlights the
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Bode Diagram
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Fig. 1 Transfer ||e/w||—Bode diagrams of the proposed observer w.r.t. measurement noise

effectiveness of measurement noise attenuation, which is indicated in the transfer
function eg/w.

5 Simulation Result

In this section, three simulations performed with the descriptor system (3) are
assessed in the time-domain framework. The initial state conditions for the quar-
ter car system (xp), the proposed observer (zp) are chosen as the following:

x0=[0,0,0,0,0]",z=[100.10.1 10]".

In the first scenario, sinusoidal road profile is used. In this simulation, the road profile
input is sinusoidal signal with the amplitude at 10~ (m), and the control input u is
constant (v = 0.1).

The road estimation results of this scenario are presented in Fig. 2. The estimation
error is shown on the right side of Fig. 2. The NRMSE of this simulation scenario is
shown in Table 2. These results highlight the effectiveness of the proposed observer.

In the second scenario, ISO road profile is used. In this simulation scenario, the
ISO road profile (type C) is used and the control input u is obtained from a Skyhook
controller.

The simulation results of the second test are shown in Fig. 3. To further describe
this accuracy, Table 2 presents the normalized root-mean-square errors, considering
the difference between the estimated and measured.
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Fig. 2 Scenario 1: (left) road profile estimation, (right) estimation error
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Fig. 3 Scenario 2: (left) road profile estimation, (right) estimation error

Table 2 Normalized Root-Mean-Square Errors (NRMSE) of the simulation scenarios

Scenario Proposed method
Scenario 1 3.97
Scenario 2 1.67
Scenario 3 5.97
%1073 Road Estimation Estimation error
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Fig. 4 Scenario 3: (left) road profile estimation, (right) estimation error

In the third scenario, bump road profile is used. In this test, the bump road profile
is used, and the control input u is constant (¢ = 0.1).

The estimation results of the third test are shown in Fig.4. According to these
figures, we can see that the proposed observer can estimate the bump road precisely.
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6 Conclusions

This paper presented an H,, observer to estimate the road profile, using a nonlin-
ear dynamic model of the ER damper. First, the quarter-car system is formulated
in a descriptor system in which the nonlinearity coming from the damper model
is bounded through a Lipschitz condition. The use of two accelerometers, an Hy,
observer, is designed, providing good estimation results of the road profile (not only
ISO but also bump road profiles). The estimation error is minimized by using an H,
criteria. Simulation results assess the ability proposed method to estimate the road
profile of the semi-active damper.
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Control Method for a Wide Object )
Manipulation for a Team of Collaborative | <=
Robots Traveling in Rails

Jirapa Tirasaran and Surat Kwanmuang

Abstract Multirobot systems are used in operations where a single robot is not
capable. In this paper, a team of multirobot system is used to transport an object
which the carried object is much larger than a single robot can carry. To transport
the oversized object smoothly, control and communication between robots is crucial
for smooth object manipulation. In this application, the robots move linearly along
rails. The different position between robots was measured by using an incremental
encoder attached at a support point on the robot to measure the angle between robots.
A control feedback method was implement using P control to eliminate the relative
position between the master and slave robot. Through experiments, it has been shown
that the slave robot can follow the master robot with relative positioning error less
than 4 cm, or less than 5° of misalignment.

Keywords Multirobot system - Collaborative robots

1 Introduction

Nowadays, by using robots, humans can reduce their work which has especially
long, tedious, heavy, and quite hazardous process. One kind of those works is object
transportation, which is tedious work and sometimes, it is also dangerous if carried
object is huge, heavy, or unsafe. Mostly, the size of robot for transportation depends
on the size of the carried object. However, the limit of the size of robot must be
concerned. If huge object is required to carry, multirobot system can be used to solve
this problem.

One challenge for manipulating an object using multirobot system is that the team
of robots must work collectively together. Any mismatch between robot positions
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would result in the carried object falling out of the robot or cause damage to the object.
In an application where the robots are constrained to move along predetermined axis,
this misalignment will cause binding between robots and rails, thus impedes smooth
operation. In this paper, we are interested in an application where a team of robot
moves along rails on one axis. This application is useful for heavy object transfer
between fixed points such as between manufactory stations or between aisles of a
warehouse.
Specifically, the contributions of this paper include:

e A purposed method to control a group of robots to move synchronously together
using feedback from an optical encoder for relative position measurements.

e An extension, in which, the control gain is a function of robot’s velocity to
increase sensitivity while still maintaining stability at low speed. Also, the
baseline-dependent gain is also explored.

e Anevaluation from experiments using real robots operating on various parameters,
such as speed and baseline.

2 Related Works

2.1 Multirobot System

Multirobot system is used for solving many problems which cannot solve by single
robot such as reducing time to explore the environment [1]. In transportation section,
there are many cases using multirobot [2-6]. For example, the Mammoet company
combined their robots together to carry a huge object and controlled all functions
by a single operator, working from one panel [7]. However, if you cannot combine
robots to carry an object for your work, you have to make more complicated robots
to operate together such as Alonso-Mora and team [8]. To use multirobot system,
there are several aspects to concern [9] such as communication [10, 11], object
transportation and manipulation, architectures, localization, motion coordination [12,
13], reconfigurable robot, and so on.

There are many multirobot projects made to solve several cases for transporting an
object. However, most of all designs are complicated. Whether the sensor, cameras,
or many implements are used for controlling movement. So, this paper would like
to simplify controlling movement and can apply easier for other projects. One of the
interesting related work is Toward the Development of a Material Transport System
using Swarms of Ant-like Robots [14]. In this work, multirobot system can transport
an object without communication between each other. They used only one leader
robot to drag an object to goal and attached force sensor at each robot to sense the
movement of an object and follow the leader. Nevertheless, force sensor is quite
sensitive. It may be hard for controlling it. Therefore, in this paper, this method will
be applied for controlling multirobot systems without communication but changing
to use a more suitable and accuracate sensor.
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Fig. 1 A gantry system [15] consists of two independent linear actuators. Each actuator has to be
controlled in order to move simultaneously

2.2 Movement

In our application, each robot has linear motion. The movement of the team of robots
to transport an object similar to a gantry which is one type of cartesian robot. In gantry,
two motors which are mounted on two parallel slides move a gantry simultaneously
[15, 16]. In general, each axis of cartesian system has only one motor to control
movement but, in gantry system, there are two motors to control one axis for more an
accuracate movement. Principle of gantry robot is each motor sending their position
to control movement to get more accuracy. Yaw control is one of the principles of
gantry control. It is used to control how bending beam is accepted. That can be
converted to how distance the robot follows each other. For robot movement in this
study, teams of robots have linear motion and move in tandem like parallel slides to
carry an object so yaw control will be applied to use in the robots (Fig. 1).

To apply yaw control, a feedback value was necessary for comparing errors
between each robot. To transport smoothly, all robots have to move in unison so
the error should be equal to zero.

error = x| — Xxa (D)

when x; and x, are feedback values from each robot.

3 Proposed Methods

3.1 Multirobot Position Synchronization Using Wheel
Encoders

For two mobile robots to transport an object along an axis, the relative position
along the travel axis is needed to be zero. This indicates that both robots are moving
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together collectively. Let p; and p, are the actual longitudinal position of robot #1
and #2, respectively.

pi—p2=0 )

However, we cannot directly measure the actual position of the robots on the rails
without installing other positioning markers or sensors on the rails. In this case, we
can install quadrature encoders with the motors to measure the odometry position of
each robot. Unfortunately, wheel slips may occur and thus renders an error (€;ande;)
in wheel position measurement (p; and p;)

D1 = p1+e 3)

P2=prte 4

Thus, by trying to minimize the difference in odometry position,

Pi—pP2=pi—p2t+e—€=0 )

pi—p2=€&—¢ #0 (6)

This results in difference in the relative position of the robot due to odometry
error. For this reason, we cannot use odometry position to control relative position
of two robots without any other sensing method.

3.2 Position Synchronization Using Relative Angle
Measurement.

As mentioned above, we need an additional sensing method to measure the relative
distance between robots. We installed a quadrature encoder on the object support
structure to measure the angle of the object relative to the lateral axis of the robot.
This support structure was designed to rotate with the object while allowing the
object to slide thus preventing over-constraining the support kinematic (Fig. 2).

The measured angle is a function of robot’s relative position and a baseline distance
between robots.

. —1f{P1—=P2
6 — tan (—L ) )

Thus, minimizing 6 will result in minimizing p; — p, (with scaling factor 1/L).
So, we can then use this angle for a feedback control to minimize relative position.
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Fig. 2 The angle of the object relative to lateral axis of the robot

The control scheme is the following: The master robot travels with a command
speed from telemetry. The slave robot would look for the deviation in the angle
measurement and speed up or down trying to minimize this angle. We implemented
a P control method to regulate this angle in addition to PID control in velocity mode
for both motors (Fig. 3).

Uemd = Vrarget +K-(0— O) (8)

where
Viarger 15 Velocity required to transport.
Vma 1s @ command velocity sent to velocity loop.
K is P control gain.
O is converted from the value measured by the encoder.

3.3 Relative Angle Measurement with Velocity-Dependent
Gain

The above control method tries to minimize the angle to zero without any other
knowledge. This leads to the slowdown of response due to the fact that the angle
has to be occurred before the robot can speed up or down. Since both robots have
to maintain the same speed to transport the object, we can modify the control law
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Fig. 3 Diagram of position synchronization using relative angle measurement

specifically the P control gain to be a function of the robot’s speed. This increases
control sensitivity in a higher speed while maintaining a stable response in lower
speed (Fig. 4).

VUemd = Vtarget +K- |U| (0 -0 9

where v is velocity of the slave robot and K is P control gain.

3.4 Relative Angle Measurement with Velocity
and Baseline-Dependent Gain

As shown in Fig. 5, the measured relative angle is the same for multiple baseline
distances between the robots Z1, Z2 while the relative distance Y1, Y2 is different.
The further the two robots are apart (Z), the further the slave robot must travel (Y) to
catch up. Thus, when the baseline between two robots is increased, the control gain
should be increased in the same fashion.

Vemd = Vrarget +k- KSO ' |U| . (9 - 0) (10)

where Ksq is the control gain for a baseline at 50 cm. k is the scaling factor between
the actual baseline and 50 cm reference baseline.
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Fig. 4 Diagram of position synchronization using relative angle measurement with velocity-
dependent gain
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Fig. 5 The relationship between the measured angle, the distance between the robots (Z) and the
distance the slave robot needs to travel to be level with the other robot (Y)

4 Experiments and Results

4.1 Experiments

(1)  Test of relative position of a multirobot system using encoder feedback
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Two-wheeled robots as shown in Fig. 6 were used. Each robot has four wheels
with DC motor and optical encoder. The main controller of each robot was ESP32
connected to four VNH5019 motor drivers. The speed of each wheel was controlled
by PID control with a centralized P control to reduce mismatch between the position
of each wheel. Additionally, one robot was equipped with an incremental encoder
to measure the relative position between robots. The measurements then fed to the
control scheme as described in previous sections.

The experiments in this section were separated into three parts. First, the robots
were operated without relative angle feedback and thus used as a control experiment.
Next, relative angle was used to control the movement of multirobot system by using
a constant gain. Lastly, experiments were tested on different baselines between the
robots to test the robustness of the control. For each experiment set, there were 10
rounds of experiment. To collect the data, the relative angle from encoder (6) was
sent to computer using Wi-Fi communication and transformed to position difference
between robots by using Eq. (11)

position_difference = tan(0) *x baseline (11

In this test, the baseline between robots was set to 50 cm and a 1-m-wide object
represented carried object. Gripper at encoder on robot held the end of object tightly
and another side of the object was placed on another robot while allowed to slide
freely. At the beginning of each experiment, the relative position was set to zero.
Both robots were commanded to move at the same speed. Since the maximum speed
of the robot is about 0.48 m/s, command speeds were chosen to be 0.1, 0.2, and
0.3 m/s.

(2) Changing the baseline distance between two robots.

Fig. 6 Two-wheeled mobile robots that were used in the experiments
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To verify that the gain selected from the previous tests could apply with other condi-
tions, the carried object was changed to two-meter-wide object and the baseline
distance between two robots was increased to 100 and 150 cm. To make the slave
robot catch up, the other robot with nearby distance in the previous section, P control
gain was also changed to 2- and 3-times as large as the gain at 50 cm baseline,
respectively. In this section, there were 10 experiments.

4.2 Results

(1) Test of relative position of a multirobot system using encoder feedback

In the first experiment, there was no feedback in controlling the movement between
two robots. The maximum position difference was about 80 cm as shown in Table
1. After that, a feedback control with a constant gain was applied to the movement.
This improved the performance of the team of robots. The position difference was
reduced significantly to less than 4 cm and the average relative distance was 0.75 cm.
as shown in Table 2. However, the result from the test showed that the faster the robots
moved, the more likely the position difference was increased. Thus, the gain control
was changed to be a function of the robot’s velocity. As shown in Table 3, this
further improved the performance. The average distance was decreased to 0.35 cm.
The control scheme and gain obtained from this experiment was in the next section
test since it performed best throughout the experiments (Fig. 7).

(2) Changing the baseline distance between two robots.

Table 1 Position difference between two robots without feedback control
0.1 m/s 0.2 m/s 0.3 m/s

Position +95% Position +95% Position +95%
difference | confident | difference | confident |difference | confident

interval interval interval
max (cm.) 3491 +7.47 76.91 +17.55 80.31 +18.09
Average (cm.) 9.29 +5.53 18.79 +11.87 16.56 +13.34

Table 2 Position difference between two robots with constant gain control
0.1 m/s 0.2 m/s 0.3 m/s

Position +95% Position +95% Position +95%
difference | confident | difference |confident |difference | confident
interval interval interval

max (cm.) 1.18 +0.26 2.55 +0.58 3.78 +0.49
Average (cm.) |0.17 +0.06 0.36 +0.15 0.75 +0.43
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Table 3 Position difference between two robots with velocity-dependent gain control

0.1 m/s 0.2 m/s 0.3 m/s
Position +95% Position +95% Position +95%
difference | confident | difference |confident |difference | confident
interval interval interval
max (cm.) 1.49 +0.29 2.59 +0.57 3.58 +0.85
Average (cm.) | 0.11 +0.04 0.22 +0.16 0.35 +0.30
Average position difference (cm.)
100
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Fig. 7 The comparison of experimental position difference between no feedback control, controlled
with a constant gain, and controlled with velocity-dependent gain

Table 4 Position difference between two robots when baseline distance at speed 0.1 m/s

Relative 50 cm 100 cm 150 cm

distance Position +95% Position +95% Position +95%
between two difference | confident |difference |confident |difference | confident
robots interval interval interval
max (cm.) 1.49 +0.29 1.10 +0.22 1.77 +0.35
Average (cm.) | 0.11 +0.04 0.13 +0.07 0.12 +0.03

Table 5 Positio

n difference between two robots when baseline distance at speed 0.2 m/s

Relative 50 cm 100 cm 150 cm

distance Position +95% Position +95% Position +95%
between two difference | confident |difference |confident |difference |confident
robots interval interval interval
max (cm.) 2.59 +0.57 2.28 +0.35 2.24 +0.41
Average (cm.) |0.22 +0.16 0.25 +0.20 0.14 +0.07
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Table 6 Position difference between two robots when baseline distance at speed 0.3 m/s

Relative 50 cm 100 cm 150 cm

distance Position +95% Position +95% Position +95%
between two difference | confident | difference |confident | difference | confident
robots interval interval interval
max (cm.) 3.58 +0.85 3.06 +0.39 3.30 +0.88
Average (cm.) | 0.35 +0.30 0.24 +0.10 0.35 +0.30

As shown in Tables 4, 5, 6, changing baseline distance between two robots with
baseline-dependent gain can maintain relatively the same performance. The robots
could follow each other with the same performance as in previous tests.

5 Discussion

The result has shown that the multirobot system controlled with velocity-dependent
can improve the performance of the movement to transport an object. The difference
positions between the two robots was less than 4 cm at all times. Assuming a baseline
distance of 1 m, the object would rotate approximately 4.57°, which is many folds
improvement from an uncontrolled system. Multirobot can work together to transport
large objects smoothly. Moreover, when extending to baseline-dependent gain, the
robot can also work at the relatively the same performance with a relative distance
less than 4 cm while operating on changing baseline distance.
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Design of an Adaptive Fuzzy PID )
Controller and IoT Platform oo
Implementation for a Teaching Module:

Kaplan Turbine

Hernando Gonzalez Acevedo, Miguel Cordero, Andrés Castro,
and Azarquiel Diaz

Abstract The paper presents the dynamic model of a Kaplan turbine coupled to
a DC generator, which is part of the H112D teaching module. An adaptive Fuzzy
PID controller was designed and it was implemented in a distributed control system,
Delta V. For the register of variables was implemented an IoT platform and Heroku
was selected as the web server, which supports several programming languages that
are used for web application. The control strategy is evaluated by a variable reference
signal, leading to limits that saturate the actuator. The nonlinear control technique
guarantees a similar transient response at different operating points.

Keywords Kaplan turbine - Adaptive fuzzy PID - IoT platform - Distributed
control system

1 Introduction

In order to supply the growing demand for energy in the world, there are various
technologies for that generation, from renewable and non-renewable sources, high-
lighting wind, thermal, tidal, geothermal, hydraulic, and solar energy. Colombia
currently has a power generation from seven main types: hydraulic, gas thermal,
coal thermal, liquids, gas-liquids, wind, and biomass. According to the Mining-
Energy Planning Unit UPME (2015) report, the electricity generated from hydraulic
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technology ranks first, with a 70.39% share of total production in the country and
followed by gas thermal production with 10.86%.

In Colombia, electricity generation is mainly integrated into two systems, the first
is a National Interconnected System, which corresponds mainly to the Andean and
Caribbean area, while the second is composed of non-interconnected zones, usually
in isolated areas of the country. Most of the electricity generation in the National
Interconnected System is derived from hydroelectricity (80%), the remaining 20%
is from thermal power plants with a small share of the Small Hydroelectric Power
Plants, cogeneration in the agribusiness and a wind farm.

Depending on the conditions where the hydroelectric plant is located, different
types of turbines are used. If the water drop is important Pelton turbines are used, if
the falls are medium Francis turbines are used, and if the falls are small then Kaplan
turbines is the best choice. The dynamics of these turbines have been presented
in different papers, using nonlinear models [1, 2], CAE simulation software [3],
or using optimization algorithms [4, 5]. The objective of the control system is to
maintain a constant speed using techniques such as proportional—integral—derivative
control (PID) [6] or robust control [7-9].

2 Dynamic Model

The Autonomous University of Bucaramanga has in its facilities the H112D didactic
system, consisting of two reaction turbines: a Francis and Kaplan (Fig. 1), which can

Fig.1 H112D teaching module
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be coupled separately with a DC generator. The flow rate can be adjusted by means
of a distributor.

The Kaplan turbine is stored in low head sites with short pipe, therefore, the flow
can be considered incompressible. Given this condition, Eq. (1) is set, where # is the
turbine head, #, the initial value of the turbine head, ¢ is the turbine discharge, ¢,
is the initial value of the discharge, T, is the time constant, and s is the operator of
Laplace. The mechanical torque m is calculated from Eq. (2), where #; is the turbine
efficiency and w the speed of the shaft that couples the turbine with the generator
[10, 11].

=—— (1)

qhn,
m =

)
w

The turbine discharge and efficiency are depending on the head (%), the angular
velocity (w), and the angles of the blades located in the impeller (yg) and in the
distributor (yw ). These two variables are obtained from technical characteristics of
the turbine, assuming that the variations in speed are negligible, especially when the
unit is connected to the electrical system. The pump head is defined by (3), where
henar 1s the nominal head and g (yw, yg)is a nonlinear function that depends on the
position of the blades.

2
q
h=|———) hchar 3
<q(yw,y1e)) " ©)

Figure 2 presents the blocks diagram of the dynamic model of the Kaplan-
type hydraulic turbine coming out from Eqs. (1) to (3), assuming that efficiency,
n;(yw, yr), and discharge g (yw, yr) are obtained from experimental measurements.
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Fig. 2 Block scheme of Kaplan hydraulic turbine model
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The dynamic equations of the DC generator are defined by the expressions (4) to
(5), where 1, is the armature current, m is the mechanical torque, w is the mechanical
speed, B, is the viscous coefficient of friction, J,, is the generator inertia, K is the
torque constant, Ky the electromotive force constant, R, the armature resistance, L,
the armature inductance, and R the load resistance.

m—K;l, — Byw = J,o» 4)

Kyw = Lol + (R, + R)I, )

2.1 Linear Model

The system states are x; = w, xp = I, and x3 = g — ¢q,. The rates of change for
each state are defined by the following relationships:

2
5= L (((X3 + 4o)ni (Yu. yR))< X3+ 4o ) hor — Ky — Bmx1> ©)

I X q(Yws YR)
) 1
Xy = L—(Kvxl — (Rs + R)x7) (7
1 o\
Xy = — (M> hehar — ho ()
Tw \\q(Yuw, yr)

Equilibrium points of states are set for an angular velocity xj9 = ,, there-
fore, xo0 = Kyx10/(Rs + R) and x3p = 0. The equilibrium point of efficiency and
discharge are calculated by the following equations:

(Bmx10 + Kix0)ow,
nto(yWOs yRo) = = q 7 2 (9)

9o

qo(Ywo» YRo) = m

Figures 3 and 4 present the experimental curves of the efficiency functions,
n;(yw, Yr), and discharge, g (yy, yr), for the Kaplan turbine of the H112D teaching
system, in which, the position of the blades is normalized. Table 1 shows the value
of the parameters of the dynamic model of the turbine coupled to the DC generator.

Assuming w, = 120 %, it’s obtained xy0 = 4A, n;,,(Ywo, Yro) = 0.5405 and
90(YWwos Yro) = 134.72m>/ h. The linear model in state space is

(10)
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Fig. 4 Measurements data and approximation n;(yw, yr)

Table 1 Nominal values and characteristics of teaching module: Kaplan Turbine

Parameter Value Parameter Value

Jn 0.4 Kgm? R 209

By, 0.001Nm/rad/s ho 8m

K; 0.94Nm/A do 110m3/h
Ky 0.92 V/rad hehar 12m

L, 0.0114H Ty 0.2s

R, 7
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i —0.0851 —235 027 1[x —0.147 18.33
oHl=] 807 —23684 0 wl+]| o0 0 [q(yw’yR)]
i 0 0 —0727 | xs 0594 o |LmMOw R
X1
y=[100]]| x (11)
X3

3 Adaptive Fuzzy PID Controller

The dynamic model of the Kaplan turbine coupled to a DC generator corresponds
to a MISO system, therefore, a relative gain analysis is performed to determine the
appropriate actuator to regulate the mechanical speed, Eq. 12, where K is the DC
gain of the transfer function matrix. According to (12), the recommended variable
to establish the closed loop is the discharge signal, g (yw, yg)-

’

RGA=K x(K™") (12)

In (13), the structure of the PID controller is presented, where Kp is the propor-
tional gain, K7 is the integral constant, K p, is the derivative constant, N is the constant
of the pseudo derivator, and 7 is the sample period. The tuning of controller was
determined using the pole location technique, given the linear model on the system
[12]. The constants of the PID controller and the unit step response (rising time,
settling time, and overshoot) are defined in Table 2. The sampling period is of 0.01 s.

1 N
G(z) = kpo + kioTsZ + kao (13)

-1 14+ N.T,

3.1 Fuzzy PID Controller

Fuzzy adaptive PID controller applies fuzzy control rules to modify PID parameters
online using error (E) and change-in-error (£ C) as inputs, which can meet the request
of E and EC in different time for self-tuning PID parameters. Figure 5 illustrates the

Table 2 Constants of the PID controller

kpo kio kio N Rise time Settling time Overshoot
0.0074 0.00254 —0.0065 3.33 7.19s 23.1s 7.71%
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Fig. 5 Block diagram of an adaptive Fuzzy PID controller

block diagram of an adaptive fuzzy PID controller. It contains a conventional PID
and a fuzzy inference system. The design work includes the following aspects: (1) the
initial parameters kp,, k;,, and kg4, of conventional PID; (2) membership functions
of fuzzy inference system; (3) fuzzy control rules; and (4) the input scaling factors
ke, kg.. The objective of the constants k, and kg, is to normalize the input variables
to the fuzzy system in between a range of —1 and 1 [13].

The constants of the PID controller are defined by the next relations: K, = kikpo,
K; = kykio, and Ky = k3kyo, where ki, k», and k3 are outputs of the fuzzy controller
and remain within arange from 0 to 2. For each of the linguistic variables were defined
seven membership functions: Positive big (PB), positive medium (PM), positive small
(PS), zero (Z0O), negative small (NS), negative medium (NM), and negative big (NB).
The membership functions defined for the input and output signals can be observed
in the Fig. 6, they are conformed by triangular functions in the center and trapezoid
functions in the edges.

3.2 Design of Fuzzy Control Rules

The fuzzy control rule is the summary of the system control experience that captures
the expert’s knowledge about how to control the plant, which directly affects the
quality of control system. In this paper, fuzzy control rules are designed with these
tune principles as follows:

e The constants of the PID controller remain close to the tuned values when small
variations appear in the angles in relation with the reference signal.

e When E > 0, EC < 0 and E is large, in order to maintain a rapid response and
make the absolute of error reduce in the maximum speed, K, should be bigger
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. NB NM NS zo0 PS PM PB
0.5
0
-1 -0.8 -0.6 -0.4 -0.2 1] 0.2 04 0.6 08 1
a)
1 NB NM NS 20 Pz PM PB
0.5
0
0 0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8 2
b)

Fig. 6 Membership functions for the fuzzy sets. a Linguistic variable: error (E) and error rate of
change (EC) b Linguistic variable of the output: k1, k2, and k3

and K;, K, should be smaller; with the decrease of E, to prevent the overshoot be
too big, K should be added andK ,, K; should be diminished, evenly, K; should
be cancelled.

e When E < 0, EC > 0, the system is over steady state and the error is increasing,
in order to decrease the overshoot, K, should be bigger and K;, K ,, should be
smaller.

e When E < 0, EC > 0, the system is tending steady state, K, should be taken a
bigger value in order to promote the response speed and then access to steady state
quickly; K, should be added to decrease the overshoot; K; should be diminished
to avoid oscillation caused by integral overshoot.

e When E > 0, EC > 0, the overshoot of the system is negative. When the error is
increasing, K, should be taken a bigger value, once the error reaches the maximum
and the system is tending steady state, K; should be decreased, and K ,, K; should
be increased.

According to a big number of experimental tests, the rule base for the fuzzy
controller can be observed in Table 3 (proportional gain), the Table 4 (integral gain),
and the Table 5 (derivative gain).
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Table 3 Fuzzy rule base for K p

E
NB NM NS 70 PS PM PB
EC NB PB PB PM PM PS 70 Z0
NM PB PB PM PS PS 70 NS
NS PM PM PM PS 70 NS NS
70 PM PM PS 70 NS NM NM
PS PS PS Z0 NS NS NM NM
PM PS 70 NS NM NM NM NB
PB 70 70 NM NM NM NB NB

Table 4 Fuzzy rule base for K;

E
NB NM NS 70 PS PM PB
EC NB NB NB NM NM NS 70 70
NM NB NB NM NS NS 70 70
NS NB NM NS NS Z0 PS PS
70 NM NM NS 70 PS PM PM
PS NM NS 70 PS PS PM PB
PM 70 70 PS PS PM PB PB
PB Z0 Z0 PS PM PM PB PB

Table 5 Fuzzy rule base for K p

E
NB NM NS 70 PS PM PB
EC NB PS NS NB NB NB NM PS

NM PS NS NB NM NM NS 70
NS 70 NS NM NM NS NS 70
Z0 70 NS NS NS NS NS 70
PS Z0 70 70 70 70 70 70
PM PB PS PS PS PS PS PB
PB PB PM PM PM PS PS PB

3.3 Experimental Validation

The control strategy was programmed in the software DeltaV using a tool called
Control Studio, which presents blocks with specific functions that are structured
in a similar way of a flux diagram. This tool has general purpose blocks, these
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Fig. 7 Transient response of the mechanical speed for a variable setpoint

blocks are programmed in C language, allowing the implementation of fuzzy PID
algorithm [14]. The position of the turbine blades (y,,, yg) is calculated from the
experimental data in Figs. 3 and 4, performing a polynomial approximation, known
the value of ¢ (yy, yr) and n,(yw, yr). Figure 7 shows the response transitory of
turbine mechanical speed for a variable setpoint, around the point of operation w, =
120 =< ‘ad . The settling time is around of 25 s and overshoot is null. The fuzzy controller
allows a fast return when saturating the actuator, 300s < ¢ < 350s, also the speed is
not equal to the reference when changes are equal to +30rad/s.

r P
Yo=Y axq(yu, y)* + Y bini(yw, yr)*

k=0 k=0
Y=Y cxq(u, YR + Y dini(yw, yo)* (14)
k=0 k=0

4 Implementation of IoT Platform

To send the process variables to the cloud, first a serial communication card with
the Modbus RTU communication protocol is used. The DeltaVT™™ S-series Serial
Interface provides a connection between the DeltaV system and other devices. This
card communicates with an Arduino Uno, the MAX485 module has the function
of adopting half-duplex communication converting TTL level into RS-485 level.
NodeMCU ESP32 allows WIFI communication, it communicates with Arduino
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Fig. 8 Schematic of communication diagram

through serial communication. Figure 8 shows the communication diagram that
allows making the Modbus RTU communication to Wi-Fi communication.

The system that handles data, transactions, and database problems is known as the
Database Management System (DBMS). For this project, MongoDB was selected
because it allows users to manage a free storage plan. MongoDB, is a NoSQL
database, which stores data in flexible documents with a structure similar to a JSON
file, which means that the fields may vary from one document to another and the
structure may vary over time [15].

Heroku was selected as web server, it allows to implement, run, and manage
web applications, in different programming languages: Ruby, Node.js, Java, Python,
Clojure, Scala, Go, and PHP. Heroku manages a free development plan, which allows
to use a web application for 550 free hours per month, when the application is
not in use for more than 30 min, it is suspended and stops counting hours of use.
Figure 9 shows the control panel, the user can manipulate the setpoint, also activate
and deactivate the valves located in the process. The option “Descargar Historico”
allows download the process variables in an excel file with a sampling time of one
minute.

One essential issue in cloud computing is data security, which is handled using
cryptography methods. To enhanced data security and privacy, researcher combines
AES 256 (Advanced Encryption Standard), IDA (Information Dispersal Algorithm)
and SHA 512 (Secure Hash Algorithm). During the process encoding, the original
data is encrypted using AES 256 algorithm, encryption generated is randomly by
IT manager. Then the encrypted file is divided into several separate files. During
the decoding process, verification stages are observed first. After that, reconstruct
the encrypted data using IDA, then reconvert original data using AES 256 to get
original data. The result shows, average execution time higher when decoding time
process is verification 1.453. This topic has been analyzed by several researchers and
corresponds to a second stage of the project to develop and implement encryption
algorithms for both the MongoDB database and the Heroku web server [16].
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5 Conclusions

This paper presents a mathematical model of a Kaplan-type turbine and the design
of an adaptive fuzzy PID. The nonlinear control technical, based on artificial intel-
ligence, guarantees the stability of the system for different operating points, main-
taining the same transient characteristics, overshoot and settling time, for each change
of the reference signal. Today’s existing tools allow implementing IoT platforms of
easy and economical way, guaranteeing access to information in real time.
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Data Analysis and Predictive Control )
for a Pusher-Type Billets’ Reheating L
Furnace

Silvia Maria Zanoli, Crescenzo Pepe, Giacomo Astolfi, Angelo Di Carlo,
and Rodolfo Mathis

Abstract In this paper, the reheating process and the initial milling process, i.e. the
roughing phase of steel billets, are analyzed. An Advanced Process Control has been
developed and installed on pusher-type billets’ reheating furnace of an Italian steel
industry. Data analysis is focused on the proof that the installed measurement tools
are reliable and suitable for control purposes. A Model Predictive Control approach
is exploited based on an adaptive model of the plant that takes into account the
validated measurements. The main purpose of the work is to find a model capable
of correlating the absorptions of the first six rolling stands with process variables
and field measurements taking into account the different operating conditions of the
furnace. The designed control system has been installed on the real plant providing
a significant support for plant operators and optimizing the furnace conduction. The
developed system received Industry 4.0 certification.

Keywords Advanced process control - Pusher type billets’ reheating furnace -
Model predictive control

1 Introduction

The reheating process represents a key phase in the steel industry production chain:
raw materials derived from a continuous casting need to be suitably reheated in order
to satisfy the specifications for the desired rolling procedure [1]. In the last years,
reheating furnace control and optimization has attracted the attention of process
engineers and researchers, due to the challenging research of advantageous trade-
offs between energy saving and guaranteeing the required temperature profile of the
reheated pieces [2-5].
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Hot rolling mills require billets to be reheated to temperatures of around 1200 °C,
which s suitable for plastic deformation of steel [6]. In the present paper, an Advanced
Process Control (APC) system for controlling and optimizing a pusher-type billets’
reheating furnace located in an Italian steel industry is described and its control
performances with respect to the rolling phase are analyzed.

The billet reheating and roughing phases are depicted in Fig. 1. The billets enter
the furnace from the right side and their input temperature can vary in the range
0-910 °C.

The entry temperature of the billets into the furnace is measured by two optical
pyrometers located near the furnace inlet, and it is not known a priori. The furnace
is composed by four regions (see Fig. 2 and Table 1); the maximum number of
billets that the furnace can contain is 128, and each region is characterized by a
different storage capacity (see Table 1). Each region is characterized by one or more
sets of burners that regulate the furnace combustion. Regions 1-3 are characterized
by one set of burner each, so they are also called zones (zone 1, zone 2, zone 3);
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Fig. 1 A scheme of the reheating and roughing phase
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Fig. 2 The pusher type-reheating furnace



Data Analysis and Predictive Control for a Pusher Type Billets ... 163

Table 1 Furnace zones Furnace zone | Capacity | Length (m) Temperature
features . .
(billets) setpoint range
°O
Zone #1 35 5495 825-1020
Zone #1 37 5735 925-1090
Zone #1 31 4710 1025-1180
Zone #1 25 3925 1115-1240

region 4 is characterized by two zones (zones 4-5) that allow reheating billets’ head
and tail at different temperatures. The temperature of each zone is regulated by a
PID (Proportional-Integral-Derivative) controller; typical setpoint ranges have been
reported in Table 1. The billets that enter the furnace have a section equal to 150 mm x
150 m, alength equal to 12.2 m and a mass equal to 2155 kg. The furnace movement is
managed by pushers that push the billets and translate them along the furnace length;
the furnace movement time (and the furnace production rate) can vary based on the
final product that will be obtained after the rolling phase. After the furnace exit (Fig. 1,
left side), the billets enter the first rolling mill stand: a significant measurement of
the effort and of the efficiency of this phase is given by the absorption of each stand.
Obviously, the efficiency of the rolling phase is strictly related to the efficiency of
the previous phase, i.e. the reheating: in case billets entering the rolling mill stands
are too cold, a much higher energy consumption is required to process the billets
and, furthermore the rolling mill stands can break leading to significant damages and
maintenance costs; on the other hand, overheated billets can lead to inter-locking of
the rolling mill stands and/or to an excessive fuel specific consumption. In order to
create a temperature model for each billet (needed for control purposes), an optical
pyrometer has been placed between the third and the fourth rolling mill stand.

In the current conduction, the predictive control system (MPC) monitors the
temperatures of the various areas of the furnace in order to provide billets with
a suitable heating temperature profile and to rise the billets’ temperature at the
furnace outlet to a specific set-point value. This set-point value is currently set by
process operators and is determined by their experience and depending on the type
of production, so as to keep the energy absorption of the rolling stands within a given
range.

This work is aimed at analyzing the absorption of the first set of six rolling stands
(roughing phase) downstream of the reheating furnace. In particular, the purpose is to
find a model capable of correlating the absorptions of the first six rolling stands with
process variables and field measurements taking into account the different operating
conditions of the furnace.

The paper is organized as follows: Sect. 2 describes data analysis and process
modeling, while Sect. 3 reports the control strategy. Field results are summarized in
Sect. 4; conclusions are reported in Sect. 5.
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2 Data Analysis and Process Modeling

Process and MPC controller data from log files for the period February—April, 2019
are analyzed. From the knowledge of the heating process and of the rolling mill
stands, the following variables have been selected: the inlet temperature, the outlet
temperature, the filtered inlet temperature, the absorption of the first six rolling stands,
the total permanence time for each billet in the furnace. The steel plant production is
very differentiated and in the considered period up to more than 200 different final
products were produced; for example, steel rods production can differ in the final
diameter (typically from 8 to 40 mm), the steel quality and final external finishing.
The present work has been focused on the production of 12 mm steel rods, called
GP12. The choice was motivated by the fact that this product was one of the most
frequently produced in the considered period and its production was characterized by
long and continuous production intervals. Figure 3 shows the hot rolling mill stand
absorptions versus the billet outlet temperature for each of the six rolling mills for
the considered period.

From a visual inspection, it is clear that a simple linear regression model cannot
suitably predict the rolling mill stand absorptions Thus, data partitioning has been
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Fig. 3 Billet outlet temperature versus rolling mill stand absorption

Table 2 Data partitioning set Dataset Inlet temperature range (°C)
Class 1 801-
Class 2 601-800
Class 3 301-600
Class 4 151-300
Class 5 0-150
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Fig. 4 Rolling mill stand absorption versus billet outlet temperature: red plot refers to inlet
temperature higher than 800 °C

performed in order to group billet with similar behavior with respect to energy absorp-
tion. As a starting point, five grouping sets have been considered; Table 2 shows the
input temperature range that characterizes each dataset.

The analysis of the data carried out initially on all the billets and subsequently by
grouping data by temperature subintervals revealed the fact that the colder the billets
are at the entrance of the furnace, the greater their variability around absorption
expected values. This can be observed from the inspection of plot reported in Figs. 3,
4 and 5. In Fig. 4, data that refer to billets that have entered the furnace with a
temperature higher than 800 °C are plotted in red while all the others in blue. The
plot shows that considering billets with the same outlet temperature, the ones that
entered the furnace at a high temperature require a lower energy to be processed at the
rolling mill. Beside there is a marked linear relationship between outlet temperature
and absorption.

On the other hand, a more blurred behavior can be observed in the scatterplot
in Fig. 5 that refers to billets that entered the furnace at temperature lower than
600 °C. The same behavior occurred even considering smaller data sets (see Table 2)
here not reported for brevity. Furthermore, Fig. 5 shows that when considering the
filtered inlet temperature similar behavior is observed. This motivated the application
of multivariate regression techniques so to predict the energy absorption. From the
analysis of the system behavior, four regressors (prediction variables) were chosen
to predict the rolling mill absorption of each of the six stands:

Vi = Boi + Pui *x1 + Poi kx4 B3i kX3 + Pa; x40 = 1.6 (D
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Fig. 5 Rolling mill stand absorption versus billet outlet temperature: the data set refers to billet
input temperature lower than 600 °C. Red plots refer to inlet filtered temperature higher than 650 °C

where y; is the energy absorption of the ith rolling stand, x;is the outlet temperature,
X3 is the filtered inlet temperature, x3 is the total reheating time and x4 is the inlet
temperature.

From a deeper analysis based on F-test and the p-value computation, it was
concluded that removing the inlet temperature as regressor, the performances of the
reduced regression were not significantly altered. Consequently, only the first three
prediction variables were adopted for the estimation of the rolling stands absorption.

In Fig. 6, the absorption prediction computed by the multivariate regression model
is compared with real data. The performances are satisfactory; besides, it can be noted
that the use of the filtered input billet temperature in the regressor gives results more
reliable than the ones obtained with the real input temperature. Given the fact that
the considered reheating furnace is a pusher type where billets are attached one
to another, this result has a physically explanation: few cold billets within many
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Fig. 6 Multivariate regression model performances



Data Analysis and Predictive Control for a Pusher Type Billets ... 167

hot billets benefit from the neighboring billets’ heat and, for APC purpose, can be
considered as hot entering billets.

The previous result has motivated the development of a suitable filtering procedure
of the inlet temperature to be used for control purpose that takes into account billet
furnace billets’ loading sequence.

3 APC System Design

In order to design a model-based controller for the automatic management of the zone
temperatures setpoint, the Manipulated Variables (MVs), the Disturbance Variables
(DVs) and the Controlled Variables (CVs) have been determined. The setpoint of
each furnace zone has been included among MVs (u), while furnace production rate
has been entered as a DV (d). Among CVs, zone temperature measurements (y) and
the temperature of the billet inside the furnace (b) have been included. Exploiting the
defined process variables setup, a global process model has been obtained exploiting
different modeling procedures. A step test phase has been executed on the real
plant in order to capture the most significant dynamics of the furnace process vari-
ables (e.g. zone temperatures measurements) while the first principle approach has
been exploited for modeling billets’ temperature profile inside the furnace [7]. The
designed billets’ temperature model acts as a virtual sensor for billets’ temperature
estimation; in fact no measurement of the billets’ temperature inside the furnace is
available. Furthermore, the model after proper linearization has been included in the
APC formulation.
The main features of the developed APC system are:

e Exploitation of temperature information: the APC system exploits the temperature
information given by the optical pyrometers located at the furnace inlet and by

the pyrometer located at rolling mill stands;
e Adaptive model: the billets’ temperature model is online adapted exploiting

feedback measurements by the pyrometer located at rolling mill stands;

e Model Predictive Control (MPC) approach: the APC system, exploiting the feed-
back information about furnace production rate (future deviations are not a priori
known), computes billets’ temperature predictions at rolling mill pyrometer;

e Downtime management: the APC system optimizes all furnace conditions (regular
conduction and downtime).

Figure 7 shows the scheme of the proposed APC system, based on an MPC
strategy [8, 9]. A two-layer MPC strategy is based on the solution of two cascaded
optimization problems, solved by a Dynamic Optimizer module (Fig. 7, DO) and
a Targets Optimizing and Constraints Softening module (Fig. 7, TOCS) [10]. DO
module, i.e. the lower layer of the proposed MPC structure, has been based on the
minimization of the quadratic cost function (2), subject to the linear constraints (3).
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DO module computes the control input to be applied to the plant at each control
instant (Fig. 7, u(k)). The virtual sensor shown in Fig. 7 provides the billets’
temperature estimation at each control instant and their adaptive model.

DO module computes the control input to be applied to the plant at each control
instant (Fig. 7, u(k)). The virtual sensor shown in Fig. 7 provides the billets’
temperature estimation at each control instant and their adaptive model.
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4 Field Results

The proposed APC system has been installed on the real plant in 2019. Figures 8, 9,
10 and 11 show a performance example (about 14 h). The furnace production rate
(Fig. 8) is not constant (range 0-200 t/h) and its deviations are not a priori known
by the APC system. The billets’ input temperature (Fig. 9), measured by the two
optical pyrometers located near the furnace entrance, varies in the range 30 °C—
910 °C and its deviations are not a priori known by the APC system. Despite the
significant variations of the furnace production rate and of the billets’ furnace input
temperature, the APC system guarantees a satisfactory reheating of the billets that
transit the furnace (Fig. 10, red line represents the lower constraint (990 °C)), through
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a dynamic regulation of the furnace zone temperatures (Fig. 11). After about a year
from the first start-up, the monthly APC system service factor was never less than
85%; furthermore, the automatic management of the zone temperatures has been a
remarkable support for the plant operators. The Advanced Process Control system
hardware and software architecture is characterized by a PC that is connected to the
plant network. The APC algorithms installed on the PC supervise the steel processing
and compute the set-points which are automatically sent to the reheating furnace.
This architecture allowed the APC system to be certified Industry 4.0 [11].
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5 Conclusions

In this work, data analysis and control theory techniques have been applied to design
and implement an Advanced Process Control (APC) system on a pusher-type billets’
reheating furnace located in an Italian steel plant. Power absorption of the first six
rolling stands (roughing phase) downstream of the reheating furnace with respect
to process variables and inlet and outlet billet temperature measurements has been
analyzed. The application of multivariate regression techniques has been proven
satisfactory to predict the energy absorption of the rolling stands. As a first result,
from the regressor analysis, a prefiltering of the inlet billet temperature has been
considered in the development of the Model Predictive Control system.

The APC system replaced previous totally manual conduction of the furnace zone
temperatures and provided a very significant support for plant operators and techni-
cians. A remarkable service factor and good results from fuel specific consumption
point of view confirm the validity of the proposed approach.

Industry 4.0 certification has been obtained thanks to the APC architecture and
the technical solution has been awarded with an Italian patent.

Currently, in operating the furnace, what operators must take into consideration
is not exceeding the pre-established absorption thresholds that would lead to the
breaking of the cages. To prevent cages breaking, the operators set suitable constraints
values of outlet furnace billet temperature. It turns out, in some conditions, that these
set-points are kept excessively high to avoid the possibility of breakages. As the
multivariate regression analysis has shown, the outlet rolling mill temperature is not
explicative by itself of the different absorption values at the rolling stands. From the
above, it emerges that, as a future work, the multivariate regression analysis could
be exploited to develop an automated procedure for setting the temperature values
supplied to the controller.
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Abstract Nowadays, tractor semi-trailer heavy vehicles are the most popular trans-
port vehicle in the world because of their benefits. However, the traffic accidents
related to these vehicles usually are serious consequences. The main reason causing
these accidents is the loss stability of tractor semi-trailer heavy vehicles, particu-
larly the rollover phenomenon of them. In order to improve the roll stability most
modern, these vehicles have equipped a passive anti-roll bar system. However, the
passive anti-roll bar does not meet the required stability when the vehicle is in emer-
gency. This paper investigates the influence of the suspension roll damping and roll
stiffness parameters on the stability of the tractor semi-trailer and designs an active
anti-roll bar control system for semi-trailer, by using Linear Quadratic Regulator
(LQR) method. The obtained results show that these suspension parameters do not
meet well for the vehicle roll stability when the tractor semi-trailer is in a cornering
maneuver. In addition, the simulation results compare the performance between the
passive and the LQR active anti-roll bar systems for semi-trailer which show that
by using the active system the reduction for the roll angle of the sprung mass is
about 43%, 50% for the normalized load transfer, and 50% for the roll angle of the
unsprung mass.
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1 Introduction

Today, tractor semi-trailer heavy vehicles play an essential role in the transportation
sector because of their merits. Compared to conventional trucks, tractor semi-trailer
vehicles provide such benefits as reduction in fuel consumption per ton per kilometer
leading to less emission, reduce transport costs thanks to increase in the transport
volume and payload of one delivery time, and road protection due to reduced axle
loads.

However, the accidents related to tractor semi-trailer usually are fatal and they
often are caused by rollover accidents. There are three main factors leading to rollover
accidents which are side wind gusts, abrupt steering, and braking maneuvers by the
driver. In these cases, roll stability occurs when the tire-road contact force of the
wheels on one side of the vehicle equals zero. Hence, most of the tractor semi-
trailers are equipped with passive anti-roll bar at all axles in order to cope with the
instability of tractor semi-trailer. However, it also has some drawbacks: the passive
anti-roll bar system will transfer vertical forces of one side of the suspension to other
side and leading moment to against the lateral force when driver control is in tractor
semi-trailer cornering situation.

An active anti-roll bar system is applied to deal with these drawbacks. The active
anti-roll bar includes a pair of hydraulic actuators [1], it generates a stabilizing
moment to balance the overturning moment. Therefore, the lateral load response can
reduce significantly.

The research on controlling the active roll control system for the tractor semi-
trailer was conducted by a research team at the University of Cambridge in the United
Kingdom. In [2], A.J.P. Miege and D. Cebon used PID control method to apply on
an actual tractor semi-trailer, and the authors had controlled the active ARB system
to improve the vehicle roll stability. A semi-active anti-roll bar system is proposed
by combining active and passive systems in [3]. In [4, 5], the authors designed a state
feedback roll control system for a tractor semi-trailer using a flexible frame, which
allowed a more accurate assessment of the benefits of this system. The mechanical
properties of tire effect on instability of tractor-trailer at moderate levels of lateral
acceleration are indicated in [6].

The previous studies proposed an active anti-roll bar system for both tractor and
semi-trailer, while Sampson’s results showed that the rear axle of semi-trailer is
loss stability first [1]. Therefore, the objective control for semi-trailer is easier and
exchangeable with other tractor as well as improve significantly the stability of tractor
semi-trailer vehicles. Therefore, this is a new approach and more practical solution
when compared with the previous studies.

The contributions of this paper are as follows:

e A yaw-roll model of tractor semi-trailer is used for surveying the influence of
structural parameters on the stability of the tractor semi-trailer, by considering
the vertical and lateral displacement of the vehicle.

® Anoptimal LQR controller is designed at the semi-trailer axle in order to improve
the roll stability of tractor semi-trailer.
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e The simulation results in time domain and frequency domain show that the LQR
active anti-roll bar system improves significantly the roll stability of tractor semi-
trailer when compared with the passive anti-roll bar system.

2 Vehicle Modeling

2.1 Modeling of a Tractor Semi-Trailer

In this study, a yaw—roll model of tractor-semi-trailer in [ 7] is used in order to analyze
characteristic dynamics with some assumptions: the tractor-semi-trailer is assumed
to be perfectly rigid; pitching and bouncing motions have only a small effect on the
roll and handling behavior of the vehicle and so can be neglected in formulating
a model to investigate roll and handling performance. The effects of aerodynamic
inputs (wind disturbances) and road inputs (cross-gradients, dips and bumps) are also
neglected.

The vehicle body has the roll axis with distance r upward from the ground. The
dynamic equations of the vehicle are calculated by equating the change of momentum
(or, in the rotational case, moment of momentum) with the sum of external forces (or
moments) acting on the system. The motion is described using a coordinate system
(x’,y’, 2’) fixed in the vehicle, as shown in Fig. 1. The roll axis is replaced by an
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Fig.1 Yaw-roll model of tractor-semi-trailer
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x’-axis parallel to the ground and the z’-axis passes downward through the center of
mass of the tractor-semi-trailer.

Figure 1 shows the tractor-semi-trailer model which includes two parts: tractor
and semi-trailer, in which is the sprung mass, is the unsprung mass at the front axle,
and the unsprung mass at the rear axle, is the height of center of sprung mass, is the
height of center of unsprung mass, is the roll moment of inertia of sprung mass, is the
yaw moment of inertia of sprung mass, is the yaw roll moment of inertia of sprung
mass, is the longitudinal distance to articulation point, measured forward from center
of sprung mass, is the longitudinal distance to articulation point, measured forward
from center of total mass of tractor or semi-trailer. The subscripts f and r express
the front and rear axles of the tractor or trailer, respectively. The subscripts i (1 and
2) express the tractor and semi-trailer, respectively. Is lateral force at the coupling
point. The symbols and parameters of this model are shown in [7].

2.2 Dynamic Equations of a Tractor-Semi-Trailer

Equations (1)—(10) show the dynamic of the yaw-roll model of tractor-semi-trailer,
in which the yaw moment, the roll moment of the sprung mass, and the roll moment
of the front and rear unsprung masses of tractor are expressed in Egs. (1)—(5). Equa-
tions (6)—(8) describe the yaw moment of the sprung mass, the roll moment of the
sprung mass, and the roll moment of the rear unsprung mass of semi-trailer. Equa-
tion (9) denotes the kinematic constraint between the tractor and the semi-trailer at
the vehicle coupling [7]:
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The lateral tire forces in the direction of velocity at the wheel ground connection
points which are modeled by using linear stiffness coefficients as follows:

Fypi = nCyay (10)
Fyri == Mcrar
With the tire side slip angles:
Ly L1y L
ap=—prd =T e =—fit T an=—frt T (D)

The tractor semi-trailer is considered rollover when the wheel lifts off, which
means the normalized load transfer reaches &= 1 [7].

3 Influence of Structural Parameters
on Tractor-Semi-Trailer Stability

In this part, we use a cornering situation [8] as the common disturbance for studying
the roll stability when the vehicle velocity is considered at 60 km/h. Figure 2 shows the
time response of the roll angle of sprung mass when the characteristic of suspension
roll damping and suspension roll stiffness changes from (0.5 = 1.5) standard value
in, especially (4. 10° +12.10°) Nm for suspension roll stiffness and (5. 10* = 15.10%)
Nm/rad for suspension roll damping.

As we see, the less value of suspensison roll stiffness and suspension roll damping
are the roll angle of the sprung mass of semi-trailer and reaches the peak at 15, 28°
when the value of suspensison roll stiffness and suspension roll damping are the
lowest. When these figures increase, the roll angle of the sprung mass of semi-trailer
is decreased, respectively, and it gets the lowest value at 6, 03°. We also see that this
roll angle of the sprung mass depends mainly on the suspension roll stiffness, and
the suspension roll damping affects it insignificantly.
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Roll angle of the sprung mass - Semi trailer [deg]
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Fig. 2 Time responses of the roll angle of the sprung mass

Figure 3 shows the time response of the normalized load transfer at rear axles
of semi-trailer. We can see that when the value of suspensison roll stiffness and
suspension roll damping are low, the normalized load transfer is low and reaches
the lowest point at 0.93. This value rises to 1.21 when the value of suspensison
roll stiffness and suspension roll damping increase. However, the normalized load
transfer also rounds to 1. It is clear that the risk of rollover of this vehicle is usually
high when the velocity is at 60 km/h although the value of suspensison roll stiffness
and suspension roll damping vary. Therefore, designing an active anti-roll bar system
controller for tractor semi-trailer in order to improve the stability of this vehicle is
Very neccessary.

Normalized load transfer at the rear axle - Semitrailer

Suspension roll stiffness [Nm/rad] Suspension roll damping - [N/rad]

Fig. 3 Time responses of the normalized load transfer
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4 LQR Controller Design for Active Anti-Roll Bar System
of Semi-Trailer

The motion differential equations from (1) to (11) can be rewritten in the LTI state-
space representation as follows:

x=A B B
{ X+ Byw + Bou (12)

z=Cx+ Diw+ Dyu

where

the state vector: x = [B1 Y1 @1 @1 b1 Buiri $2 2 B V2 Pual”
the exogenous disturbance: w = [§ 17,

the control input: u = [u,,]”, and

the output vector: z = x.

4.1 The Control Objectives for Vehicle Roll Stability

The objective of the active anti-roll bar control system is to maximize the vehicle
roll stability. In this paper, we would like to minimize the normalized load transfer
of rear axle of semi-trailer to evaluate the vehicle roll stability of tractor semi-trailer
vehicles:

AF,
F;

IR| = ‘ <1 (13)

where A F, is lateral load transfer and F; total axle load of semi-trailer. If R takes
the value %1, the rollover occurs because the inner wheel in the bend lifts off and
denoted in [8].

4.2 LQR Active Anti-Roll Bar Controller

The LTI model is noted by Eq. (12). For the controller design, it is assumed that all
the states are available from measurements or can be estimated. Then, we consider
the state feedback control law:

u=—Kx (14)
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where K is the state feedback gain matrix. The optimization procedure includes
determining the control input # which minimizes some performance index J. This
index includes the performance characteristic requirement as well as the controller

input limitations, usually expressed by J = [ (x” Qx + u” Ru)dt, where Q and

0
R are the positive definite weighing matrices. The optimal closed-loop system is
obtained as follows [9]:

x=(A—-BK)x+BW 15)

The performance index J is chosen as follows:
2 2 2 2 2
5= [ 013+ 5203 40383 4 o103 4oy (16)
0

Remark The selection of J completely depends on the goal of the control design.
P = 1013; p2 = 10; p3 = 10; py = 10; ps = 10 are the weighting parameters of
J.

4.3 The Simulation Results in the Time Domain

In this paper, we use a cornering situation [8] as the common disturbance for studying
the roll stability. Figure 4 shows the time response of the steering angle, the roll angle
of sprung mass, the roll angle of unsprung mass, and the normalized load transfer at
rear axles of semi-trailer when the vehicle velocity is considered at 60 km/h. We can
see that the maximum value of these variables in LQR controller is always smaller
than the passive anti-roll bar system. The reduction is about 43% for the roll angle
of the sprung mass, 50% for the normalized load transfer, and 50% for the roll angle
of the unsprung mass.

4.4 The Simulation Results in the Frequency Domain

We simulate tractor-semi-trailer model in the frequency range from 1072 <+ 10? rad/s
with the control input is the steering angle. Figure 5 illustrates the transfer from
steering angle to the roll angle of the sprung mass of semi-trailer. We can see this
value reduces to 4 dB in the frequency range of 10~2 = 4 rad/s, which is respected
for the driver bandwidth [8, 9]. We can conclude that by using LQR active anti-
roll bar control system at the rear axle of semi-trailer, the roll stability of the tractor
semi-trailer vehicles is significantly improved when compared with a passive system.
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Fig. 4 Time responses of the roll angle of the sprung mass (a) and normalized load transfer at the
rear axle (b) of semi-trailer

5 Conclusions

This paper has shown the effect of the suspension roll damping and roll stiffness
parameters on the stability of the tractor semi-trailer and illustrated merits of the anti-
roll bar system on tractor semi-trailer, particularly on semi-trailer during cornering
situations. The LQR controller is applied on the rear axle of the semi-trailer, in
which the lateral load transfer is taken into consideration. The obtained results have
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Roll angle of the sprung mass - Semi trailer
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Fig. 5 Frequency responses when vehicle is in a cornering maneuver

described the dramatically productivity of the LQR active anti-roll bar control to
improve roll stability when compared with the passive anti-roll bar system.

This paper facilitates the application of the active anti-roll bar system on all axles
of tractor semi-trailer in order to prevent the tractor semi-trailer vehicle rollover
phenomenon in the future.
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