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Abstract Big data means a large volume of data used and stored by different firms
in their day-to-day operations. It is a field that extracts and analyzes a complex,
large volume of data. This research is conducted to study the adoption of big data
in Indian SMEs using the TOE framework. This research created awareness for
the adoption of big data software in Indian SMEs. For this, a structured literature
review was conducted. Three independent variables, technological, organizational,
and environmental perspectives, are identified. Survey is carried out in the SMEswith
the help of questionnaires. The target population is IT managers, plant managers,
owners, and directors. For data analysis, exploratory factor analysis using SPSS
20.0 software and structural equation modeling using AMOS 20.0 software is used.
The developed model using three independent variables and one dependent variable
showed a good fit.

Keywords Big data · TOE framework · Indian SMEs · Structural equation
modeling · Exploratory factor analysis

1 Introduction

The information has begun to produce a massive volume in various fields throughout
the most recent years. It has been typical that the data will expand to a great extent.
It had been portrayed that big data (BD) is the dramatic development of complex
information for a vast scope as an advancing term [1]. As per [2], “major information
is the data resource portrayedby its volume, velocity, variety, variability, andvolatility
that requires explicit innovation and logical strategies for its change into esteem.”
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Various government establishments just started adopting BD in their offices. Most
researchers have found many advantages of using BD as it helps in handling massive
information amongmany sectors [3]. However, many firms are not ready to adopt the
latest technologies of BDdue to the cost of installations and the cost of handling it [4].
Thepresent circumstance features the requirement for another top to bottomexamina-
tion to comprehend the inspirations driving the amazing cycle of huge information
reception [5]. Indeed, even numerous analysts accepted that massive information
appropriation could essentially upgrade firm execution [6].

In the light of digitalization, where everyone utilizes new computerized innova-
tions, like cell phones and online media, design as far as raw data has become avail-
able principally to get a handle on, keep, examine, and use at a lowered cost [7, 8].
In this way, a pervasive and always expanding advanced record, commonly named
considerable information, is getting produced by every person globally. However,
notwithstanding the numerous advantages of BD, less exploration has occurred about
how organizations can receive it and make business esteem from such an innovation
[9]. Along these lines, there is an absence of comprehension of how organizations
manage the cycle of BD, usage, and worth age [10]. Accordingly, the appropriation
of creative advancements can deliver more business favorable circumstances and
openings for huge companies and small and medium-sized enterprises (SMEs).

2 Literature Review

2.1 Big Data Analytics in Small and Medium Enterprises

SMEs go about as the principal component of economic development by making
open positions and being creative and profitable [11–14]. BD is a recently arisen
technique for SME’s development, which empowers them to settle on better choices
about the market and clients’ requirements by depending on analytical instruments
[15]. It will also help them expand their severe status on the lookout. SMEs can get an
incentive from voluminous information by accepting the help of BD specialist orga-
nizations. The selection of BD in SMEs can be productive in handling the significant
difficulties of organizations. Utilizing BD and its insightful methods are not just for
enormous endeavors [16–18]. These days, independent companies likewise can use
the favorable circumstances and shrouded estimations of the high measures of on the
web and disconnected information to settle on dependable choices following their
organizations’ target [19, 20].

The intense feeling of rivalry among the SMEs in the market would compel them
to grasp BD’s appropriation to increment operative execution [21–24]. However,
advancement among SMEs ought not to be downplayed. The more significant part
of the current writing underscored BD’s significance in huge organizations [25]. Be
that as it may, most SMEs are hesitant to use BD, strategies in their organizations,
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or they neglect to have useful utilization of BD ventures, which is essential because
of an absence of comprehension and information about BD [26].

2.2 TOE Framework and Hypothesis Development

First proposed by Tornatzky et al. [27], the TOE system is a hypothetical structure at
the association level that clarifies factors that influence the way toward receiving and
rehearsing mechanical advancements from the innovative, hierarchical, and natural
points of view, as opposed to factors identified with the attributes and feelings of
people inside the association. Various investigations have checked the TOE struc-
ture’s viability in selecting different data frameworks and innovations. Three inde-
pendent variables are technological factors (TF), organizational factors (OF), and
environmental factors (EF). One dependent variable is big data adoption (BDA).

2.2.1 Technological Factors (TF)

Alharbi et al. [28] have characterized the relative advantage (RA) “as how much a
development is seen as being superior to the thought it overrides.” Earlier research,
for exampleAhmadi et al. [29], recommends that RA is an essential component of the
mechanical setting that is fit for empowering or debilitating innovation’s reception. It
had been characterized compatibility (COM) as “how much the development is seen
as predictable with the current qualities, past encounters, and needs of the expected
adopter” [30–32]. As per [33], complexity (COMP) is how much development is
seen as moderately hard to comprehend and utilize. The innovative products would
be less inclined to be executed if seen as the more aspiring and testing for actualizing.
Trialability (TR) is the degree to which IT advancement is conceivable to attempt
[34–37]. It has characterized TR “as how much a development might be explored
different avenues regarding restricted premise.”

H1: TF influences BDA in SMEs.

2.2.2 Organizational Factors (OF)

(Makena [38]) Characterizing top management support (TMS) refers to how many
administrators grasp and grasp another innovation framework’s innovative capac-
ities. Likewise, Kuan and Chau [39] describe TMS as the uplifting demeanor of
CEOs toward innovation reception. As indicated by Alsetoohy et al. [30], Queiroz,
and Wamba [40], organizational readiness (ORN) is referred as the degree for which
necessary hierarchical assets are accessible for use innovation BD [41–43]. For
instance, organizations need skilled labor (SL), such as information researchers,
information board specialists, and experts talented at working with huge scope data
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when receiving and using BD and business investigation [44–46]. Financial invest-
ment competence (FIC) refers to how firms can put resources into presenting and
working BD [47]. It takes a great deal of monetary venture to receive BD in firms,
including gear, programming bundle, and counseling [48–50].

H2: OF influences BDA in SMEs.

2.2.3 Environmental Factors (EF)

(Abed [51], Stjepić et al. [52]) Competitive pressure (CP) is one of the transcen-
dent precursors of IT advancements selection inside firms. Rivalry in an industry is
generally seen to affect the reception of IS advancements positively [53–55]. The
external support (ES) is re-evaluating had been shown as the primary drivers in the IT
development achievement, which can undoubtedly impact IT advancement reception
[56, 57]. Government regulations (GR) have been acknowledged as another essential
component in advancement selection [58, 59].

H3: EF influences BDA in the SMEs.

3 Research Methodology

3.1 Sampling

The data is collected through a structured questionnaire. Qualified academicians and
researchers checked the questionnaire. The questionnaire was sent to the employees
working in SMEs across India. The target populations were plant managers, IT
managers, directors, and owners. The sample is selected simple random method
from each strata because it enables population harmony from the subpopulation [60].
Four hundred fifty-nine respondents received the questionnaires; however, only 288
respondents provided usable, insightful questionnaires. For avoiding the biasness
of the data, few precautions are being taken. It is mentioned in the first page of
the questionnaire that the survey is for research purpose and it will not be used for
anything else. We used the Harman test to calculate the single factor after the data
was collected. The first factor showed a percentage of 26.445 which is below the
recommended threshold level of 50% [61]. So, we can say that the data collected is
not biased.
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3.2 Demographics of the Respondents

Table 1 shows the characteristics of the respondents for the survey. The firm in which
a total number of employees are in the range 51–100 respondents’ percentage was
18%, which is the highest. Followed by employees in the range 151–250, respon-
dent’s percentage was 17%. The rest are in the range 26–50 employee’s respon-
dent’s percentage with 16%, the range 1–9 employee’s respondent’s percentage was
15%, the range 101–150 employee’s respondent’s percentage was 14%, the range
10–25 employee’s respondent’s percentage was 12%, and the range 251 and above
employee’s respondent’s percentage was 8%. The percentages of respondents who
are directors are 29%,which is the highest. The plantmanager is 26%, the ITmanager
is 25%, and the owners are 20%. The percentages of respondents from the type of
medium enterprises are 39%, which is the highest. Followed by microenterprises are
31%, and small enterprises are 30%.

Table 1 Characteristics of
the respondents for the survey

Characteristics Percent

I. Total number of employees

A 1–9 employees 15

B 10–25 employees 12

C 26–50 employees 16

D 51–100 employees 18

E 101–150 employees 14

F 151–250 employees 17

G 251 and above 8

II. Respondents current position

A Owner 20

B Director 29

C Plant manager 26

D IT manager 25

III. Type of firms

A Microenterprises 31

B Small enterprises 30

C Medium enterprises 39
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Table 2 Cronbach’s alpha, composite reliability, rotated component matrix, and AVE for the
variables

Latent variable Indicators Cronbach’s alpha
(α)

Composite
reliability (CR)

Rotated
component matrix

AVE

TF RA 0.849 0.830 0.840 0.510

COMP 0.869

TR 0.882

COM 0.720

OF TMS 0.886 0.838 0.843 0.541

ORN 0.886

FIC 0.892

SL 0.838

EF CP 0.847 0.794 0.886 0.514

ES 0.898

GR 0.840

4 Data Analysis

4.1 Reliability and Validity

4.1.1 Cronbach’s Alpha

A reliability test is being performed with the data for each factor. Cronbach’s alpha
is considered as a measure of the scale reliability. Cronbach’s alpha (α) is being
calculated for all three factors. The values should be higher than 0.70 [62, 63].
Hence, all the values are within the threshold, as shown in Table 2.

4.1.2 Composite Reliability

For all the components, composite reliability (CR) was measured. It is measured
by its ability to provide better results in terms of internal consistency [64]. Three
CR constructs have > 0.7, which indicates the reliability of the composite reliability
measures [60, 62], as shown in Table 2.

4.2 Exploratory Factor Analysis (EFA)

Evaluation of the sample size was the first step of the EFA. For EFA, SPSS 20.0 has
been used. Bartlett’s sphericity test had inspected the correlations between the items
[65]. For current investigations, the KMO value is 0.741 which is greater than 0.60,
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Table 3 Discriminant validity matrix

CR AVE MSV MaXR (H) TP OP EP

TF 0.830 0.510 0.151 0.881 0.714

OF 0.838 0.541 0.010 0.894 0.046 0.735

EF 0.794 0.514 0.151 0.862 0.388 0.100 0.717

i.e., the minimum acceptance level. The principal axis factoring is the extraction
method used. Only values with values more significant than one have been extracted
because the maximum variance is explained. For these components, components 1
(32.396%), 2 (26.310%), and 3 present the share of the total variance (14.788%).
The cumulative proportion of all three components explained is 73.494%.

For interpreting the analysis results, the rotated component matrix is essential.
Rotation helps to group items, and the structure is simplified by at least more than
two items for each group. This is, therefore, the objective of the rotation objective.
We have achieved this goal in this research. Total 11 variables are grouped into three
components, as shown in Table 2.

4.3 Construct Validity (CV)

CV is the measure in which a test quantifies the idea or development that should be
quantified. CV does not have a cutoff [65].

4.3.1 Convergent Validity

This is measured by the help of the average variance extracted (AVE). As per [66],
the convergent validity AVE > 0.5. For the constructions, Table 3 shows AVE values.
Every value is more than 0.5, which satisfies all the building structures’ convergent
validity.

4.3.2 Divergent or Discriminant Validity

Fornell and Larcker [66] suggested that the AVE construct must be more than one
square for this validity to be calculated by the relationship between these constructs
and the other constructs. Table 3 represents the values for discriminant validitymatrix.
Hence, in Table 3, we can see that all the constructs, i.e., TF, OF, and EF values
for MSV, are lesser than AVE, which satisfies the discriminant validity of all the
constructs.
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4.4 Structural Equation Modeling (SEM)

For testing the proposed hypothesis taken in the study, SEM is used using the soft-
ware AMOS 22.0 [67]. This shows the results of the model. The final model and
latent variables and their indicators and their dependent variable are represented in
Fig. 1. TF: technological factors have four indicators RA, COMP, TR, and COM;
OF: organizational factors have four indicators TMS, ORN, FIC, and SL; EF: envi-
ronmental factors have three indicators CP, ES, and GR. One dependent variable
is BDA: big data adoption, which has four indicators: BDA1, BDA2, BDA3, and
BDA4. Table 4 shows model parameters.

Fig. 1 Final model for the adoption of BDA

Table 4 Model fit measures
for the confirmatory factor
analysis

Goodness-of-fit
Indices

Default Model Benchmark

Absolute goodness-of-fit measure

χ2/df
(CMIN/DF)

2.898 Lower limit: 1.0
Upper limit 2.0/3.0 or
5.0

GFI 0.908 >0.90

Incremental fit measure

CFI 0.934 �0.90

IFI 0.925 �0.90

TLI 0.917 �0.90
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Table 5 Path analysis result for structural model

Estimate SE CR P Hypothesis

TF ← BDA 0.405 0.138 2.94 *** Supported

OF ← BDA 0.180 0.075 2.40 *** Supported

EF ← BDA 0.318 0.086 3.69 *** Supported

Table 5 shows the path analysis result. Three hypotheses support the P-value
[68]. Hence, the three factors TF, OF, and EF have a positive impact on BDA. The
structural model explains 41.6% of the variance of BDA.

5 Discussion

The current research found that the TOE perspective plays an important role for BDA
in Indian SMEs. The indicators which had a significant impact are RA, COMP, TR,
COM, TMS, ORN, FIC, SL, CP, ES, and G.R. From the results, it is obvious that
the three components suggested by the framework help in BDA in Indian SMEs.
The KMO value is 0.741, which is greater than 0.6, which is within the threshold
level [60], which allows the data for factor analysis. The values below 0.4 were
suppressed in the rotated component matrix table. Only the values more than 0.4
were displayed as output. The component TF relates to the technological aspects for
adopting BDA. It comprises four sub-components: RA, COMP, TR, and COM, and
each loading is 0.840, 0.869, 0.882, and 0.720. OF relates to organizational aspects
for adopting BDA. It comprises four sub-components: TMS, ORN, FIC, and SL,
and each loading is 0.843, 0.886, 0.892, and 0.838. EF relates to the environmental
aspects of adopting BDA. It comprises three sub-components: CP, ES, and GR, and
each loading is 0.886, 0.898, and 0.840. Hence, the loadings of sub-components are
>|0.40|. In the present circumstances, BDA will play an important role in the smooth
running of the Indian SMEs.

Construct validity is also an essential component of the analysis. Hence, AVEwas
calculated,which is >0.5 for all the three constructs TF,OF, andEF,which satisfies the
convergent validity for all the constructs. Further divergent or discriminant validity
was also checked for all the three constructs, which shows MSV < AVE. Hence, this
criterion was also satisfied. Earlier research conducted by Lai et al. 2018 in logistics
and supply chain management for BD supported this research work. Another study
using the TOE framework in Korean firms for BD has supported this research [69].
Another study was conducted in the SMEs of Iran using the TOE framework for BD
and supported the results and other studies [70]. Hence, the current research is based
on a survey method, and a structured questionnaire was developed to collect data
from the respondents from various Indian SMEs. Finally, SEMwas performed to get
the model fit.
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6 Conclusion

This study’s main aim is to find out the role of BD in the Indian SMEs using the TOE
framework. For this, a structured literature review was conducted from the available
literature. TOE framework was identified for the research as many earlier IT-related
innovation adoptions studies being conducted using TOE. The target population was
owners, plant managers, IT managers, and directors. Three independent variables
were TF, OF, and EF. The dependent variable was BDA. For the analysis, EFA and
SEM were used. The model developed showed a good fit, and the three hypotheses
were accepted. This research was supported by other research work conducted in
different countries.

Further this study can be extended to other sectors or some other countries.

Annexure: Questionnaire

1. Name of the employee (optional):
2. Designation:
3. Total number of employees:
4. Type of firms

a. Microenterprises
b. Small enterprises
c. Medium enterprises

Please rate the following factors for your firm on the scale of 1–7, 1 for strongly
disagree, 2 for disagree, 3 for partially disagree, 4 for neutral, 5 for partially agree,
6 for agree, and 7 for strongly agree.

Questionnaire Please mark

Big data adoption 1 2 3 4 5 6 7

Our firm is interested in adopting big data

Our firm intends to adopt big data

I would not hesitate to recommend to adopt big data

I feel comfortable to recommend big data for my firm

Technological factors

Relative advantage

Complexity

Trialability

Compatibility

Organizational factors

Top management support

Organizational readiness

Skilled labor

Financial investment competence

(continued)
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(continued)

Questionnaire Please mark

Big data adoption 1 2 3 4 5 6 7

Environmental factors

Competitive pressure

External support

Government regulations

References

1. Addo-Tenkorang, R., Helo, P.T.: Big data applications in operations/supply-chainmanagement:
a literature review. Comput. Ind. Eng. 101, 528–543 (2016)

2. Akter, S., Wamba, S.F., Gunasekaran, A., Dubey, R., Childe, S.J.: How to improve firm perfor-
mance using big data analytics capability and business strategy alignment? Int. J. Prod. Econ.
182, 113–131 (2016)

3. Choi, T.M.,Wallace, S.W.,Wang, Y.: Big data analytics in operations management. Prod. Oper.
Manag. 27(10), 1868–1883 (2018)

4. Gunasekaran, A., Papadopoulos, T., Dubey, R., Wamba, S.F., Childe, S.J., Hazen, B., Akter,
S.: Big data and predictive analytics for supply chain and organizational performance. J. Bus.
Res. 70, 308–317 (2017)

5. Ji-fanRen, S., FossoWamba, S., Akter, S., Dubey, R., Childe, S.J.:Modelling quality dynamics,
business value and firm performance in a big data analytics environment. Int. J. Prod. Res.
55(17), 5011–5026 (2017)

6. Lugmayr, A., Stockleben, B., Scheib, C., Mailaparampil, M.A.: Cognitive big data: survey and
review on big data research and its implications. What is really “new” in big data? J. Knowl.
Manage. (2017)

7. Prescott, M.E.: Big data and competitive advantage at Nielsen. Manage. Decis. (2014)
8. Wang, G., Gunasekaran, A., Ngai, E.W., Papadopoulos, T.: Big data analytics in logistics and

supply chain management: certain investigations for research and applications. Int. J. Prod.
Econ. 176, 98–110 (2016)

9. Zhang, Y., Ren, S., Liu, Y., Si, S.: A big data analytics architecture for cleaner manufacturing
and maintenance processes of complex products. J. Clean. Prod. 142, 626–641 (2017)

10. Chen, P.T., Lin, C.L., Wu, W.N.: Big data management in healthcare: Adoption challenges and
implications. Int. J. Inf. Manage. 53, 102078 (2020)

11. Rajabion, L.: Application and adoption of big data technologies in SMEs. In: 2018 International
Conference onComputational Science andComputational Intelligence (CSCI), pp. 1133–1135.
IEEE (2018)

12. Pereira, J.P., Ostritsova, V.: ICT and big data adoption in SMEs from rural areas: compar-
ison between Portugal, Spain and Russia. In: World Conference on Information Systems and
Technologies, pp. 291–301. Springer, Cham (2020)

13. Azevedo, F., Reis, J.L.: Big data analysis in supply chain management in Portuguese SMEs
“leader excellence”. J. Inf. Syst. Eng. Manage. 4(3), em0096 (2019)

14. Karim, S., Al-Tawara, A., Gide, E., Sandu, R.: Is big data too big for SMEs in Jordan? In: 2017
8th International Conference on Information Technology (ICIT), pp. 914–922. IEEE (2017)

15. Tien, E.L., Ali, N.M., Miskon, S., Ahmad, N., Abdullah, N.S.: Big data analytics adop-
tion model for Malaysian SMEs. In: International Conference of Reliable Information and
Communication Technology, pp. 45–53. Springer, Cham (2019)



268 S. Mukherjee et al.

16. Iqbal, M., Kazmi, S.H.A., Manzoor, A., Soomrani, A.R., Butt, S.H., Shaikh, K.A.: A study
of big data for business growth in SMEs: opportunities & challenges. In: 2018 International
Conference on Computing, Mathematics and Engineering Technologies (iCoMET), pp. 1–7.
IEEE (2018)

17. Coleman, S., Göb, R., Manco, G., Pievatolo, A., Tort-Martorell, X., Reis, M.S.: How can SMEs
benefit from big data? Challenges and a path forward. Qual. Reliab. Eng. Int. 32(6), 2151–2164
(2016)

18. Shah, S., Soriano, C.B., Coutroubis, A.D.: Is big data for everyone? The challenges of big
data adoption in SMEs. In: 2017 IEEE International Conference on Industrial Engineering and
Engineering Management (IEEM), pp. 803–807. IEEE (2017)

19. Saleem, H., Li, Y., Ali, Z., Mehreen, A., Mansoor, M.S.: An empirical investigation on how big
data analytics influence China SMEs performance: do product and process innovation matter?
Asia Pac. Bus. Rev. 26(5), 537–562 (2020)

20. Sen, D., Ozturk, M., Vayvay, O.: An overview of big data for growth in SMEs. Procedia Soc.
Behav. Sci. 235, 159–167 (2016)

21. Wang, S., Wang, H.: Big data for small and medium-sized enterprises (SME): a knowledge
management model. J. Knowl. Manage. (2020)

22. Ifinedo, P.: An empirical analysis of factors influencing Internet/e-business technologies
adoption by SMEs in Canada. Int. J. Inf. Technol. Decis. Mak. 10(04), 731–766 (2011)

23. Silva, J., Hernández-Fernández, L., Cuadrado, E.T., Mercado-Caruso, N., Espinosa, C.R.,
Ortega, F.A., Hugo Hernández, P., Delgado, G.J.: Factors affecting the big data adoption as a
marketing tool in SMEs. In: International Conference on DataMining and Big Data, pp. 34–43.
Springer, Singapore (2019)

24. Yadegaridehkordi, E., Nilashi, M., Shuib, L., Nasir, M.H.N.B.M., Asadi, S., Samad, S., Awang,
N.F.: The impact of big data on firm performance in hotel industry. Electron. Commer. Res.
Appl. 40, 100921 (2020)

25. O’Connor, C., Kelly, S.: Facilitating knowledge management through filtered big data: SME
competitiveness in an agri-food sector. J. Knowl. Manage. (2017)

26. Vajjhala, N.R., Ramollari, E.: Big data using cloud computing-opportunities for small and
medium-sized enterprises. Eur. J. Econ. Bus. Stud. 2(1), 129–137 (2016)

27. Tornatzky, L.G., Fleischer, M., Chakrabarti, A.K.: Processes of Technological Innovation.
Lexington Books (1990)

28. Alharbi, F., Atkins, A., Stanier, C.: Understanding the determinants of cloud computing
adoption in Saudi healthcare organisations. Complex Intell. Syst. 2(3), 155–171 (2016)

29. Ahmadi, H., Nilashi, M., Shahmoradi, L., Ibrahim, O.: Hospital information system adoption:
expert perspectives on an adoption framework for Malaysian public hospitals. Comput. Hum.
Behav. 67, 161–189 (2017)

30. Mukherjee, S., Chittipaka, V.: Analysing the adoption of intelligent agent technology in food
supply chain management: an empirical evidence. FIIB Bus. Rev. (2021)

31. Gupta, P., Seetharaman, A., Raj, J.R.: The usage and adoption of cloud computing by small
and medium businesses. Int. J. Inf. Manage. 33(5), 861–874 (2013)

32. Chang, I.C., Hwang, H.G., Hung, M.C., Lin, M.H., Yen, D.C.: Factors affecting the adoption
of electronic signature: executives’ perspective of hospital information department. Decis.
Support Syst. 44(1), 350–359 (2007)

33. Rogers, E.M.: Diffusion of Innovations: modifications of a model for telecommunications. In:
Die diffusion von innovationen in der telekommunikation, pp. 25–38. Springer, Berlin (1995)

34. Gangwar, H., Date, H., Ramaswamy, R.: Understanding determinants of cloud computing
adoption using an integrated TAM-TOE model. J. Enterprise Inf. Manage. (2015)

35. Gide, E., Sandu, R.: A study to explore the key factors impacting on cloud-based service adop-
tion in Indian SMEs. In: 2015 IEEE 12th International Conference on e-Business Engineering,
pp. 387–392. IEEE (2015)

36. Kouhizadeh,M., Saberi, S., Sarkis, J.: Blockchain technology and the sustainable supply chain:
theoretically exploring adoption barriers. Int. J. Prod. Econ. 231, 107831 (2021)



A Structural Equation Modeling Approach for Adoption … 269

37. Kamble, S., Gunasekaran, A., Arha, H.: Understanding the blockchain technology adoption in
supply chains-Indian context. Int. J. Prod. Res. 57(7), 2009–2033 (2019)

38. Makena, J.N.: Factors that affect cloud computing adoption by small and medium enterprises
in Kenya. Int. J. Comput. Appl. Technol. Res. 2(5), 517–521 (2013)

39. Kuan, K.K., Chau, P.Y.: A perception-based model for EDI adoption in small businesses using
a technology–organization–environment framework. Inf. Manage. 38(8), 507–521 (2001)

40. Queiroz, M.M., Wamba, S.F.: Blockchain adoption challenges in supply chain: an empirical
investigation of the main drivers in India and the USA. Int. J. Inf. Manage. 46, 70–82 (2019)

41. Xu, W., Ou, P., Fan, W.: Antecedents of ERP assimilation and its impact on ERP value: a
TOE-based model and empirical test. Inf. Syst. Front. 19(1), 13–30 (2017)

42. Wong, L.W., Leong, L.Y., Hew, J.J., Tan, G.W.H., Ooi, K.B.: Time to seize the digital evolution:
adoption of blockchain in operations and supply chain management among Malaysian SMEs.
Int. J. Inf. Manage. 52, 101997 (2020)

43. Umam, B., Darmawan, A.K., Anwari, A., Santosa, I., Walid, M., Hidayanto, A.N.: Mobile-
based smart regency adoption with TOE framework: an empirical inquiry from Madura Island
Districts. In: 2020 4th International Conference on Informatics and Computational Sciences
(ICICoS), pp. 1–6. IEEE (2020)

44. Oliveira, T., Thomas, M., Espadanal, M.: Assessing the determinants of cloud computing
adoption: an analysis of the manufacturing and services sectors. Inf. Manage. 51(5), 497–510
(2014)

45. Pateli, A., Mylonas, N., Spyrou, A.: Organizational adoption of social media in the hospitality
industry: an integrated approach based on DIT and TOE frameworks. Sustainability 12(17),
7132 (2020)

46. Premkumar, G., Roberts, M.: Adoption of new IT in rural small business. Omega 27, 467–484
(1999)

47. Baral, M.M., Verma, A.: Cloud computing adoption for healthcare: an empirical study using
SEM approach. FIIB Bus. Rev. 23197145211012505 (2021)

48. Al Hadwera, A., Tavana, M., Gillis, D., Rezania, D.: A systematic review of organiza-
tional factors impacting cloud-based technology adoption using technology-organization-
environment framework. Internet of Things 100407 (2021)

49. Badi, S., Ochieng, E., Nasaj, M., Papadaki, M.: Technological, organisational and environ-
mental determinants of smart contracts adoption: UK construction sector viewpoint. Constr.
Manag. Econ. 39(1), 36–54 (2021)

50. Ergado, A.A., Desta, A., Mehta, H.: Determining the barriers contributing to ICT implementa-
tion by using technology-organization-environment framework in Ethiopian higher educational
institutions. Educ. Inf. Technol. 26(3), 3115–3133 (2021)

51. Abed, S.S.: Social commerce adoption using TOE framework: an empirical investigation of
Saudi Arabian SMEs. Int. J. Inf. Manage. 53, 102118 (2020)
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