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Preface

The book coverage is concerned with the latest advancements in the areas of machine
learning, computer vision and pattern recognition, computational learning theory, big
data analytics, network intelligence, signal processing and their applications in real
world. The topics covered in machine learning involve feature extraction, variants of
support vector machine (SVM), extreme learning machine (ELM), artificial neural
network (ANN) and other areas in machine learning. The mathematical analysis of
computer vision and pattern recognition involves the use of Geometric techniques,
scene understanding and modelling from video, 3D object recognition, localiza-
tion and tracking, medical image analysis and so on. Computational learning theory
involves different kinds of learning like incremental, online, reinforcement,manifold,
multi-task, semi-supervised, etc. Further, it covers the real-time challenges involved
while processing big data analytics and stream processing with the integration of
smart data computing services and interconnectivity.Additionally, it covers the recent
developments to network intelligence for analysing the network information and
thereby adapting the algorithms dynamically to improve the efficiency. Lastly, it
includes the progress in signal processing to process the normal and abnormal cate-
gories of real-world signals, for instance signals generated from IoT devices, smart
systems, speech, videos, etc., and involves biomedical signal processing: electrocar-
diogram (ECG), electroencephalogram (EEG), magnetoencephalography (MEG),
electromyogram (EMG), etc.
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Revolutions in Infant Fingerprint
Recognition—A Survey

Shilpa Chaman

Abstract Fingerprint-based biometric recognition systems are routinely used in a
numerous forensic laboratories, government and civilian applications because of
the two basic traits: (1) Permanency: Fingerprint basic pattern of ridges and val-
leys remains invariant over time and (2) Uniqueness: Each individual has unique
fingerprint. Even the fingerprints of identical twins are distinct from one another.
Although fingerprint recognition is now a mature field but still accurate and reliable,
infant recognition system is still a complex and intricate pattern recognition problem
which yet has many aspects unexplored. An infant recognition system is urgently
needed to stop the suffering of millions of infants due to malnutrition and vaccine-
related diseases. Infant authentication will not only effectively provide nutritional
supplements but also would assist in accurate and reliable identification of miss-
ing or abducted children and prevent baby swapping. The basic problem that has
afflicted the infant health care system is infant matching or the ability to accurately
link health records for the same infant across multiple hospitals and clinics. With a
unique infant fingerprint ID, their previous health records can be accessed to pro-
vide better health care, financial services and government benefits throughout their
lifetime. This paper has tried to explored child dermatoglyphics (‘Derma’ means
skin in Greek, and ‘Glyphic’ depicts carvings), the scientific study of fingerprints of
infants which not only includes an overview of existing techniques for infant finger-
print sensing, extraction and matching of features, but also the challenges and bench
marking advancements made through deep convolutional neural networks. Finally,
the paper also provides an insightful analysis of the challenges faced during database
collection of infant fingerprints and future directions to improvise the existing infant
fingerprint system by incorporating the age progression model of fingerprints.
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1 Introduction

Fingerprints are those distinctive and immutable impressions that are made by the
series of dark lines called ridges and white areas between the ridges called valleys,
on the epidermis of our finger [1]. This formation of fingerprints is not only decided
by a genetic code in DNA, but also by the pressure on the fingers from the baby
touching, its surrounding amniotic liquid and the position of fetus in the womb. Due
to this reason, it is found that even identical twins do not have same fingerprints.
The formation of pattern of fingerprints is almost complete by the time a fetus is
6months old [2], and this configuration stays with an individual throughout his life.
This makes fingerprint a unique biometric.

Althoughfingerprint recognition is amaturefield, but still infants all over theworld
are deprived of their unique verifiable digital fingerprint ID. Due to lack of proper
identification, infants, especially from poor and less developed countries, are not able
to get proper vaccination, medical care and food supplements. According to World
Health Organization (WHO) [3], the global vaccination coverage of DTP3 course
(class of combination vaccines against three infectious diseases: diphtheria,tetanus
and pertussis), from 2015 to 2018, was only 85%. UNICEF [4] declares that over 1.5
million children dies every year due to lack of proper vaccination. The key factors
behind this is paucity of official ID for infants, which makes the tracking of vaccine
schedules extremely difficult.

Overcrowding in hospitals and insufficient maternity wards often cause swapping
of babies after birth. It is important to identify newborns and link their identities to
their mothers in order to solve this issue. A proper identification would also help
in investigation of missing or abducted child. However, paper records cannot be
used to identify infants since they could be misplaced or stolen. So the most unique,
socially acceptable [5], accurate, stable and practical means of infant recognition is
fingerprint biometric recognition. This would not only help them to get a distinct
national identification, but could also be used for their passport verification.

Other biometrics has the following shortcomings especially when we are dealing
with infants:

• Face recognition [6] is challenging due to the variation in facial characteristics
with age, gross head reflexes, pose and expression variations.

• Iris recognition [7] is difficult as the infant has to look at the camera with eyes
open. This becomes also practically infeasible if the infant is sleeping or crying.
Also, parents are concerned as it requires infrared illumination into the child’s eye
for iris capture.

• Footprint recognition [8] is difficult as the child feet must be properly cleaned to
get footprinted, which can make the infant cry or become uncomfortable.

• Palmprint recognition [9] is tough as it requires to open an infant’s fists to properly
capture the palmprint, whereas capturing a fingerprint requires only opening a
finger.



Revolutions in Infant Fingerprint Recognition—A Survey 3

2 Fingerprint Recognition System

Sir Francis Galton [10] conducted extensive research on fingerprint recognition of
infants. He inference that the fingerprint recognition is practicable for a child above
2.5years of age. European Commission-Joint Research Center (JRC) mentioned in
their technical report [11] that automatic fingerprint recognition can be done for
children if the time gap is less than 4.5years between the two captured fingerprints,
provided the images are of sufficient quality.

Depending on the application background, an infant fingerprint biometric device
may be used as an authentication or verification system. An infant biometric recogni-
tion (identification or verification) system requires to compare a registered or enrolled
infant fingerprint sample against a newly captured biometric sample. The enroll-
ment and identification processes are used by an identification method, whereas the
enrollment and verification processes are used by a verification system, as described
below:

Infant Enrollment In the infant enrollment system, the infant’s extracted feature
set is saved in the database as an infant fingerprint template. This template can be
generated from either a single fingerprint or by including multiple samples. Enroll-
ment is a basic step of registration before a biometric can be used for recognition,
i.e., verification or identification.

Infant Verification One to One: The infant verification system is used to claim
infant’s identity by comparing its fingerprint against enrolled sample template saved
in the database. The submitted claim or identity can be rejected or accepted using a
one-to-one comparison method. . For example, one can identify whether an infant
had taken vaccination or not.

Infant Identification One to Many: The infant identification system uses one-to-
many comparisons to identify an infant by scanning the entire enrolled infant pro-
totype database for a match and returning the enrollment reference’s identifier if the
match is successful. For example, one can identify whether a child is swapped or
not. It can also be used to find the identity of a stolen or an abducted child over a
large time lapse.

The modules mentioned in the following section are used in the infant enroll-
ment, verification and identification processes required in the fingerprint recogni-
tion. Modules include: (a) fingerprint sensor; (b) feature extraction; (c) matching
and decision-making; and (d) infant database.

3 Fingerprint Sensor Module

The acquisition of fingerprint image can be done by placing the fingertip of infant
on the fingerprint sensor module, which produces an image of the finger impression,
whose resolution is expressed in dots per inch (dpi) or pixels per inch. Image acqui-
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sition by fingerprint sensor is the most crucial step in the process of infant fingerprint
recognition, and the loss of information at this stage is barely recoverable. This
implicates that the fingerprint sensor designed for infants must have the following
desirable characteristics:

• Resolution: Due to the softness of the skin, wemay get poor contrast between some
of the ridges, and the relative positions of theminutia are fairly variable. Therefore,
in order tomake infant fingerprints recognizable, the optical fingerprint readermust
have resolution greater than 1000 ppi, so that it can easily acquire intricate details
in infant fingerprints such as ridge ends and bifurcations.

• Compact and Ergonomic: In order to gently place the tiny infant fingers on the
reader to capture the image, it should be compact and designed accordingly so that
very short and delicate fingers of infant must be conveniently captured.

• Faster capture, lower distortion and motion blur: When an infant’s finger is placed
on a glass platen, the grip reflex causes the finger to respond in an unpredictable
manner, so the reader must be fast to capture and should overcome any type of
distortion due to motion blur or improper placement of finger.

• Wet or oily finger: For newborns, the outer layer of skin can peel during the first few
weeks. After birth, the skin’s integrity can also change. Infants can also develop
the habit of sucking their fingers, which changes the texture of their skin. Such
textural changes must be captured properly.

A fingerprint acquisition can be done by a sensor in either online or offline mode
as explained below:

Offline Sensing: Offline system is usually partially automatic, and it is done by
first smearing black ink on infant’s finger and then scanning the acquired inked
fingerprint card. This mode is not suitable for oily and soft baby skin as ridges get
easily deformed when they come in contact with paper and ink.

Online Sensing: In a fully automatic online system, fingerprint is captured using a
live scanner, and here, immediate recognition is done.

3.1 Optical Sensors

The technique used in most of the optical sensors is called frustrated total internal
reflection (FTIR) [12]. The infant finger is put on the top of a glass prism, and when
the light enters the prism, it is reflected at the valleys and absorbed at the ridges. The
ridges can be differentiated from the valleys due to the lack of reflection. The light
which is reflected from the prism is focused via a lens over a CCD or CMOS image
sensor. They are quite robust and need less maintenance.

To capture the soft friction ridges of infants, Jain et al. [13] developed a custom
made 1270 ppi fingerprint reader for infants, but it worked well only for infants
older than 6months. The recognition accuracy was further improvised by Engelsma
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et al. [14], for infants below 6months of age by another fingerprint reader of 1900
ppi., which can capture minute friction ridge pattern, minutiae and pores using high
fidelity infant fingerprint images.

3.2 Solid-state Sensors

Solid-state sensor consists of a 2D-pixel array of micro-cells on a silicon chip. Each
micro-cell is touch-based sensor, and when the user touches its surface, it reads
the fingerprint pixel. There are mainly four types of solid-state sensors: capacitive,
piezoelectric, thermal and electric field. Themajor drawback of the capacitive sensors
is that its cost rises dramatically with the sensing area dimensions.

Skin conditions of infant’s finger are usually wet or oily where capacitive sensors
produce significant error rates as compared to optical sensors. Marcialis et al. [15]
has assessed experimentally that recognition accuracy obtained by optical sensors is
5.78 times greater than the accuracy obtained using a capacitive sensor.

3.3 Ultrasound Sensors

Echography is the basic principle behind ultrasound sensors. Its transmitter sends
short acoustic pulses and the echo signal, which has obtained the depth image of
the fingerprint and its ridge structure, is received by it [16]. Because it photographs
the subsurface of the finger, this approach may not be influenced by dirt and oil
accumulations or thin gloves on the finger. Still its usage is limited because ultra-
sound sensors are quite bulky, time consuming and expensive. In spite of producing
good quality images, this technology is not frequently used for infant fingerprint
recognition due to parental concerns.

To overcome the drawback of current fingerprint sensors related to sensing of
wet/dry fingers of infants or distortions caused bymotion blur or inadequate pressure,
new sensing techniques likemulti-spectral imaging [17] and 3D touchless acquisition
[18] need to be explored further.

4 Feature Extraction Module

A fingerprint image has series of ridges (dark lines) and valleys or furrows (bright
lines) as shown in Fig. 1a. Ridge ending or termination occurs when a fingerprint’s
ridges abruptly come to an end, and ridge bifurcation occurs when they divide into
two. When analyzing the fingerprint pattern at different scales, different sorts of
features emerge at different levels, such as (a) global level, (b) local level and (c)
very fine level.
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Fig. 1 Fingerprint images showing a ridges and valleys patterns; b white boxes indicate singular
regions, and circles indicate core points; c five major classes of fingerprints defined by Henry [12,
19]; d categorizes of minutiae ‘Galton Details’ [20]

• Global level: Fingerprint patterns show regions known as singular regions where
ridge lines exhibit distinctive shapes, which may be broadly classified into three
types, viz., (a)Whorl, (b)Loop and (c)Delta, as shown inFigs. 1b and characterized
by O, ∩,� shapes, respectively. Whorl fingerprint is a mix of two loops or one
whorl with two deltas, whereas left loop and right loop normally have one loop
and one delta. Arches are a wave-like pattern which can be plain arches or tented
arches which rise to a sharper point. Such five major classes of fingerprint defined
by Henry [19] are shown in Fig. 1c. For simplifying search and retrieval, matching
algorithms use singular points like core which is the north most center point of
the inner edge line point of loops and whorl, for assigning a distinct class to the
fingerprint pattern. For fingerprints of the arch class, it is tough to define the core.
As a result, the place of greatest ridge line curvature is designated as the core.
Unfortunately, when imaged by an FTIR scanner, the newborn fingerprint may
flatten on the surface and the ridges may fuse, resulting in feature fusion. It is dif-
ficult to precisely find the core point in all of the fingerprint images since newborn
fingerprint patterns vary so much. Therefore, for accurate matching additional
features like external fingerprint shape, orientation and frequency may also be
recognized at the global level [12].

• Local level: Discontinuities of the ridges of fingerprint are often called minutiae.
In 1892, Sir Francis Galton [20] did substantial research, and on scientific basis, he
categorized minutiae and inferred that they remain permanent over an individual’s
lifespan. They are also called ‘Galton Details’ in his honor as shown in Fig. 1d.
Although he mainly categorized them into seven different types, but the two most
distinguishedminutiae are: ridge endings and ridge bifurcations.When a ridge ends
abruptly, that point is marked as a ridge ending, whereas the point where a ridge
diverges into two branches is called ridge bifurcation. These minutiae points are
very important features at local level and are highly salient as their distribution is
quite peculiar. This minutiae extraction is a challenging task for infant fingerprints
whose inter-ridge spacing is usually of 4–5 pixels or may be less than 1 pixel.
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• Very fine level: Very fine features like intra-ridge width, ridge-shape, ridge-
curvature, ridge-edge contours, dots and incipient ridges can also be extracted
at very fine level. Another important fine level detail which is extracted at high
resolution of about 1000 dpi is sweat pores details, whose positions and shapes are
considered highly distinctive to aid infant fingerprint recognition systems where
minutiae are not always available, even at resolutions over 1500 ppi. Nguyen et al.
[21] suggested a pore-based matcher and pore extraction approach to improve the
recognition accuracy for fingerprint identification.

The main task of feature extraction module is to convert input fingerprint image
into its respective template. To accurately extract features for template formation,
a fingerprint image has to undergo following important stages as described below:
(a) ridge orientation and frequency; (b) segmentation; (c) singularity detection; (d)
enhancement; (e) minutiae extraction.

4.1 Local Ridge Orientation and Frequency

Ridge orientation is an intrinsic property of a fingerprint image which is determined
by the angle θxy that it makes with the horizontal axis. It helps to make proper
distinction between different types of minutiae points. Ratha et al. [22] proposed
a novel adaptive ridge flow orientation technique for robust feature extraction. The
local ridge frequency is another important featurewhich is defined at a point (xo; yo).
Hong et al. [23] counted the average number of pixels between two consecutive
peaks of gray levels along the direction normal to the local ridge orientation θxy and
evaluated the local ridge frequency.

4.2 Segmentation

The fingerprint must be separated from the noisy background area, through the seg-
mentation task. Local or global thresholding does not effectively isolate fingerprint
images frombackground as they are striated patterns. To selectively isolate fingerprint
area, Maio et al. [24] proposed a robust technique which discriminated foreground
and background by using the average magnitude of the gradient in each image block,
as the gradient response is high in the fingerprint area and small in the background.

4.3 Singularity Detection

For simplifying search and retrieval, matching algorithms uses singular points like
core, deltas and loops. The fingerprint orientation image is used in the majority of the
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methodologies proposed in the literature for singularity detection. The most well-
known approach by Kawagoe et al. [25] was Poincare’ index. For singularity detec-
tion, a variety of methods have been suggested, which can be roughly classified as
follows: (1) orientation image’s local characteristics-basedmethods, (2) partitioning-
based methods, (3) core detection and fingerprint registration-based methods [12].

4.4 Enhancement

The quality of image obtained by infant fingerprint is usually low due to motion blur,
incorrect finger pressure,wet or dryfingers of infants.Wemust improve image quality
because the efficiency of minutiae extraction methods and fingerprint recognition
procedures is strongly based on it. As a result, to boost the clarity and sharpness of
the friction ridge pattern, we will need to include a fingerprint enhancement module.

Hong et al. [23] proposed an image enhancement technique for fingerprint images
which included steps like: (a) pixel-wise normalization of fingerprint image; (b)
local orientation estimation using least mean square orientation algorithm; (c) local
frequency estimation from x signature; (d) region mask estimation and (e) filtering.
Zhang et al. [26] proposed image enhancement by using deep residual dense network
(RDN) for image super-resolution in which they extracted successive features from
all the convolutional layers.

4.5 Minutiae Extraction

Minutiae extraction is a challenging task especially when we are dealing with infant
fingerprint images. Most of the matching algorithms for fingerprint recognition are
based on the successful implementation of this stage. Following are the main steps
required for minutiae extraction as shown in Fig. 2:

• Binarization: After enhancement, the fingerprint grayscale is transformed into a
binary image.

• Thinning: To reduce the thickness of ridge line to almost one pixel, after binariza-
tion, a thinning is done.

• Minutiae Extraction: To extract minutiae points, the image is scanned pixel-wise
and crossing number (CN) is used to determine minutiae points. The CN of a pixel
in a binarized fingerprint image is defined as half of the sum of differences between
pairs of adjacent pixels in the eight neighborhood. Depending upon the values of
CN, the category of minutiae can be determined.

Few authors suggested direct method of minutiae extraction from the input
grayscale images, without undergoing the process of binarization or thinning because
they consider that binarization may introduce information loss and may not provide
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Fig. 2 Steps for minutiae extraction. a input grayscale image; b enhancement and binarization; c
thinning; d minutiae points extraction [24, 27]

good results in case of low quality images as in case of infant fingerprints. Also, the
process of thinning the binarized image may introduce numerous amount of spurious
minutiae. Maio et al. [24] suggested a direct minutiae extraction method in which
they tracked the ridge lines in the grayscale image, according to the local orientation
of the ridge pattern. David et al. [12] proposed a minutiae filtering stage after the
extraction of minutiae points in order to remove the spurious minutiae detected in
highly corrupted regions or introduced by the process of thinning. It is also found
that by using deep networks [28], better quality minutiae extraction is feasible as
compared to conventional approaches.

5 Matching and Decision-Making Module

During the fingerprint verification or identification stage, the feature set extracted
by the feature extraction module is compared against the feature set which was
previously stored in template(s) during the enrollment process, and a similarity or
match score is generated. The matching module also confines a decision-making
module, whose task is to take the decision according to the match scores. It can either
validate a claimed identity or provide a ranking of the enrolled identities in order
to recognize an individual. Algorithms for fingerprint matching can be classified in
three ways :

• Correlation-based matching: In this matching algorithm, the similarity between
the template and input fingerprint image is found using correlation (or cross-
correlation) between their corresponding pixels. To compensate for brightness and
contrast variations in images, a zero-mean normalized cross-correlation method
was suggested by Crouzil et al. [29].

• Minutiae-based matching: In this matching process, the extracted minutiae from
the template and input fingerprint image are stored as feature vector. They denote
attributes like co-ordinates of minutiae in the fingerprint image, their orientation
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and type like ridge ending or ridge bifurcation. In minutiae matching, the match-
ing algorithm finds the spatial difference and orientation difference between the
template and the input minutiae feature vectors, i.e., it must be minimum for
same type of minutiae, to result in the maximal number of minutiae pairings.
Some authors [30] have proposed global minutiae matching to determine the dis-
tinctiveness of fingerprint and to reduce the computational complexity. On the
contrary, some authors [31] suggested local minutiae matching to overcome the
effect of translations, rotations and scale changes in the matched images. But for
infant fingerprint matching , more robust matching algorithm is required which
should incorporate the advantages of both local and global minutiae matching
[32].

• Non-minutiae feature-basedmatching:To improve the systemaccuracy and robust-
ness, especially in cases where minutiae extraction is tough like poor quality fin-
gerprint images of infants, or the sensor fingerprint area is small, in such cases,
non-minutiae feature-based matching would be preferable. Features that can be
used in non-minutiae-based matching are textual information (global or local),
singularity information (type, number and position), attributes of ridge line (local
orientation, frequency, shape), sweat pores details and many more. On the basis of
these extracted features, non-minutiae-based methods do the matching of template
and input fingerprint image.

6 Infant Fingerprint Age-Progression

Gottschlich et al. [33] suggested an isotropic growth model to model the effect of
child growth on the isotropic rescaling of fingerprint images based on growth chart for
stature, in order to achieve better accuracy of fingerprint matching systems. Another
infant fingerprint agemodelwas proposed by Perciozzi et al. [34], where they showed
that for infant ages starting at one year old, after applying a growth factor interpolation
method, their fingerprints can be up-scaled to adult size, without a significant loss
of accuracy. A minutiae aging model was also proposed by Engelsma et al. [14],
where they scale the minutiae sets using bi-cubic interpolation. In a similar manner,
they aged the enhanced fingerprint images prior to passing them to the fingerprint
matching module.

7 Infant Database Module

The system database is the repository of infant’s biometric information. During the
enrollment process, a template is created from the feature set extracted from the raw
biometric image sample, and it is stored in the system database along with some
biographic information such as infant’s name, date of birth, address characterizing
the infant. Based on the fingerprints, an infant fingerprint recognition system must
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effectively be able to show its ability to recognize (verify or identify) a child even
after months of its initial enrollment. Therefore, a longitudinal fingerprint dataset
needs to be maintained, which contains fingerprint images of the same infant over
time at successive intervals for evaluation.

8 Discussion and Challenges

Although fingerprint recognition is a mature field, but still infant fingerprint recog-
nition needs to address following challenges:

8.1 Fingerprint Matching

Fingerprint matching is a challenging problem especially when it comes to matching
of fingerprints of infants, as the quality of fingerprint imagesmay not be good enough
for robust feature extraction. In such a case, they may show large intra-class varia-
tion and small inter-class variation. Large intra-class variations may be attributed to
factors like variable pressure, displaced or rotated fingers, partial overlap during fin-
gerprint acquisition from infants. Also, changing skin condition and noise may cause
errors in feature extraction of infant fingerprints. To solve these issues, feature-level
fusion of both the local and global details [35] can be done to not only improve the
matching algorithm performance but also to reduce the effect of noise by cancelation
in combination process and to increase the fingerprint area for matching. CNN-based
texture matcher [14] can also further improvise the matching algorithm.

8.2 Growth Model for Infant Fingerprint

The analysis of growth of fingerprints with age has already been explored by many
researchers, but it needs a more deeper analysis because the stature grows faster than
the hand in early childhood and the respective scaling factors may also change with
age. Thus, true body heights may also be considered for improvisation [33].

8.3 Database Collection

Collection of dataset is the most challenging task due to following reasons :

• Cooperation of an infant’s parents : The child’s biometric data needs to regularly
collected over a long period of time which requires the cooperation of an infant’s
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parents in returning to the clinic multiple times for participation in the study, and
there is a high risk that some of them would withdraw during the course of the
study.

• Difficulty in data collection for children: It requires working with uncooperative
infants who may become hungry or agitated during the data collection. Rahmun
et al. [36], based on experimental results for fingerprints of 300 children,mentioned
that it is difficult to acquire fingerprints of children below 12years of age.

• Quality of data: Even if a significant number of infants would still be available, the
minimum observation time needs to be large enough in order to have significant
measurements (above noise) to draw robust conclusions. Infants fingerprints due
to motion blur, wet/dry fingers may have low contrast parts, i.e., parts of the image
where no distinction can be made between ridge lines.

• Availability of dataset: Regarding pre-existing dataset, only few resources exist
[5, 14, 34], but still data subjects children needs to be tracked over a sufficiently
long period of time (0–12 years) for the complete data analysis. Also, the biggest
problems that the research community faces is that large datasets of fingerprint
images acquired in real operational conditions are, rightly so, secured under data
protection regulations that severely restrict the access to these data.

9 Conclusion

This survey has also emphasized the prospective benefits of infant fingerprint recog-
nition system as a suitable biometric solution for child recognition in applications
such as vaccination, tracking the missing/abducted infant, providing child health
care, passport verification and national identification to provide government benefits
throughout their lifetime. Thorough and integrated in-depth assessment about infant
fingerprint has led to the conclusion that although children also posses unique finger-
prints, but still automatic fingerprint recognition for children on real scenarios needs
some improvisation, related to feature extraction andmatching, since the recognition
rates obtained with this technology for children are not similar to those reached for
adults.
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A Review of High Utility Itemset Mining
for Transactional Database

Eduardus Hardika Sandy Atmaja and Kavita Sonawane

Abstract High utility itemset mining (HUIM) is an expansion of frequent itemset
mining (FIM). Both of them are techniques to find interesting patterns from the
database. The interesting patterns found by FIM are based on frequently appeared
items. This approach is not that efficient to identify the desired patterns, as it considers
only existence or nonexistence of items in database and ignores utility. However, the
patterns are more meaningful for the user if the utility is considered. The utility
can be quantity, profit, cost, risk, or other factors based on user interest. HUIM is
another approach to find interesting patterns by considering utility of items alongwith
the frequency. It uses minimum utility threshold to determine if an itemset is high
utility itemset (HUI) or not. There are several challenges to implement utility from
traditional pattern mining to HUIM. Lately, there are many research contributions
that proposed different algorithms to solve these issues. This review work explores
various HUIM techniques with detailed analysis of different strategies like apriori,
tree based, utility lists based, and hybrid. These strategies are used to implement
various HUIM techniques in order to achieve the effectiveness in pattern mining.
The observations and analytical findings based on this detailed review done with
respect to various parameters can be recommended and used for further research in
the pattern mining.
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1 Introduction

FIM is a technique to find interesting patterns by finding items which frequently
appear together in the transaction [1]. It has been experimented by many researchers
[2–6]. These researches are the basic techniques to solve FIM problem. The general
problem is solved by finding interesting patterns using frequency of items in transac-
tion. Minimum threshold of support is applied to decide whether or not an itemset is
frequent. Every frequent itemsets that has confidence higher thanminimum threshold
of confidence becomes association rule. For example, a rule: Pencil, Eraser → Pen
[Support = 10%, confidence = 90%]. It means that 10% customers bought pencil,
eraser, and pen together in one transaction. The value 90% for confidence interprets
that customers who bought pencil and eraser together also bought pen. This informa-
tion can be used by the manager to set up marketing strategies by putting the items
together in the display to increase sales. FIM only considers frequency to discover
interesting patterns, but in reality there are many factors that affect meaningfulness
of the patterns. Utility is an important factor that can make the generated patterns
more meaningful. It can be quantity, profit, cost, risk, or other factors based on user
interest. FIM does not consider these factors; as a result, there are many items with
high utility that cannot be detected. HUIM is then introduced to solve the problem.
It finds interesting patterns not only by considering frequency but also the utility.
Minimum threshold of utility is applied to determine whether an itemset is HUI or
not.With this approach, the undiscovered items which have high utility can be found.

The main challenge being faced by researchers in HUIM is that how to discover
interesting patterns effectively and efficiently. Effective means that the interesting
patterns truly represent the real-life conditions, for example, patterns should have
high profit and correlation when they are appearing together in the transaction. Effi-
cient means that the algorithms should produce interesting patterns by consuming
less time andmemory. Themain efficiency problem is that the number of item combi-
nations may be huge. To solve that problem, many researches have been proposed
such as apriori based [7, 8], tree based [9–17], utility list based [18–34], and hybrid-
based algorithm [35, 36]. Moreover, there are several HUIM variations such as high
average utility itemset mining (HAUIM) [16, 37], HUIM in incremental databases
[17, 38], HUIM in sequential database (HUSPM) [18–20, 33, 34], HUIM in regular
occurrence [31], close HUIM [27, 29, 30], and correlated HUIM [26, 28]. These
kinds of HUIM are introduced to make the results more meaningful.

In the last phase of pattern mining, once the HUIs are generated, post-processing
steps can be applied to generate association rules leading to final validation of
identified patterns. To evaluate performances of various strategies and techniques,
researchers have used different interestingness measures. These measures have a
significant role to decide whether a rule is interesting or not. It also can be used to
rank the rules [1, 26, 28, 39]. With this interestingness measures, we can get patterns
based on the user’s potential interest. Alongwith this, performance of HUIM systems
can be evaluated in terms ofmemory consumption and execution time.However, with
the existing challenges, HUIM is found to be a very interesting area to explore. With
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this objective in mind, this review work tried to explore major HUIM algorithms
along with their algorithmic details and performance comparisons to mine HUI.

2 Literature Review

The objective of this review is to explore, analyze, and compare various research
contributions in HUIM. This paper presents the detailed study and analysis of
different strategies with respect to working principle, its experimentation, and the
performance observations for each algorithm. All the major findings are summarized
along with advantages and disadvantages into six different sections (Point 2.1–2.6)
as follows.

2.1 Apriori-Based Algorithm

Apriori [2] is an algorithm that introduces downward closure property on FIM. It
means that if an itemset is frequent, then every subset must be frequent, and if an
itemset is infrequent, then every superset is infrequent. The pseudocode of apriori
is given in Algorithm 1. The function in line 3 has an important role to generate
candidate k-itemsets by pairing between itemsets from (k-1)-itemsets, and then the
unnecessary candidates are removed by line 9. The main advantage of apriori is
that it can generate all significant patterns, but it needs a lot of time to generate
candidate itemset. Apriori also needs database scan for every iteration, and it makes
the algorithm inefficient. The candidate generation also consumes much memory to
save the candidates.

Algorithm 1: Apriori

Input : database D, minimum support threshold minSup
Output : frequent itemsets Fk

1 F1={i|i∈I ∧ i.count ≥ minSup}//frequent 1-itemsets
2 for(k=2; Fk-1 �=Ø; k++){
3 Ck=apriori_gen(Fk-1);//generate candidate k-itemsets
4 for each transaction t ∈ D {
5 Ct=subset(Ck, t);//identify all candidates
6 for each candidate c ∈Ct
7 c.count++;//increment support count
8 }
9 Fk={c ∈Ck|c.count ≥minSup}//frequent k-itemsets
10 }
11 return ∪Fk;//return all frequent itemsets

UMining and UMining_H [7] work similar to the origin apriori to mine HUI, but
there are three steps modified, viz. first in the pruning step, utility upper bound in
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Eq. (1) is used instead of calculating actual utility which is similar process to line
4–7 in Algorithm 1. Second, it uses utility values instead of frequent values. Third,
in the generating step, since it does not assure downward closure property, the line
3 in Algorithm 1 cannot be adapted. The k-itemsets are created by combining (k-1)-
itemsets with list items I scanned from database. UMining_H uses same framework
as UMining, but it uses Eq. (2) instead of Eq. (1) to calculate the upper bound. It also
may prune some HUIs although it produces correct HUIs. Both algorithms do not
apply downward closure property so it produces a large number of candidate itemset.

b
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∑
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where Sk is an itemset of k, Ck is candidate itemset of k, s is support, and
∣
∣Ck−1

∣
∣ is

cardinality of Ck−1.
Two phases [8] has similar concept to downward closure property in apriori,

namely transaction weighted downward closure (TWDC) property. It means that
whenever an itemset is not HUI, every superset is not HUI. This concept reduces the
search space because all supersets from low transaction weighted utilization (TWU)
itemsets can be cut down. Although in the first phase there is a TWU pruning to save
execution time, in the second phase it needs more time to extra database scan.

2.2 Tree-Based Algorithm

To reduce search space in apriori-based algorithm, tree structure algorithm based on
pattern growth approach is proposed [12, 13]. UP-Growth [12] and UP-Growth +
[13] are extension of FP-Growth [4] in FIM. It uses a compressed tree, namely UP-
Tree to store crucial information about the utility. Figure 1a showsUP-Tree represen-
tation. There are four proposed strategies called discarding global unpromising items
(DGU), discarding global node utilities (DGN), discarding local unpromising items
(DLU), and decreasing local node utilities (DLN). These strategies are used to reduce
candidate itemset. UP-Growth+ added two new strategies are called discarding local
unpromising items and their estimatednodeutilities (DNU) anddecreasing local node
utilities for the nodes of local UP-Tree by estimated utilities of descendant nodes
(DNN).

CHUI-Mine [14] is an algorithm that can dynamically prune the tree during tree
construction by reducing count of items. It uses tree structure similar to UP-Growth.
When the count of an item is zero, then nodes having that item and its descendants
can be removed. The pruned nodes are moved to the buffer and ready to mine using
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root

1 3 134

3 1 312 2 103

3 1 57 4 1 46

4 1 35

2 1 35 3 1 48

5 1 48

4 1 48

4 1 30

5 1 30

a. UP-Tree
root

1 {(T1:13,0), (T2:18,0), 
(T3:13,0)}
{(T1:13,0), (T2:18,0), 
(T3:13,0)}

3 {(T1:18,13)}{(T1:18,13)}2 {(T2:22,18),
(T3:17,13)}
{(T2:22,18),
(T3:17,13)}

3 {(T2:17,40)}{(T2:17,40)} 4 {(T3:16,30)}{(T3:16,30)}

2 {(T4:15,0)}{(T4:15,0)}

4 {(T4:20,15)}{(T4:20,15)}

5 {(T5:18,30)}{(T5:18,30)}

5 {(T6:16,14)}{(T6:16,14)}4 {(T5:16,14)}{(T5:16,14)}

4 {(T6:14,0)}{(T6:14,0)}3 {(T5:14,0)}{(T5:14,0)}

b. PU-Tree
1

2

4

3 123 57 18 22 17

3 13 31 13 18

4 124 46 13 17 16
24 35 15 20

5 345 48 14 16 18
45 30 14 16

c. CUP-Tree

Fig. 1 Tree representations

pattern growth approach in concurrent time without waiting for the tree insertion
process finished. MIP [15] is also based on pattern growth approach. PUN-List is
the newdata structure. PUN-list which is node in PU-Tree contains list of transactions
(using vertical data format). MIP works in PU-Tree with depth first search approach
to explore and mine HUI. Figure 1b shows PU-Tree representation.

CTU-Mine [9] is an extension of CT-PRO [5] in FIM. Compressed transaction
utility tree (CTU-Tree) is the proposed data structure which is very compact and
efficient because it maps transactions into an ascending sequence of integers without
generating more branch. CTU-Tree is similar to CUP-Tree used by CTU-PRO, but
it sorts the items into TWU ascending order. It also does not have link node for
the prefix item, and it can be mined using top-down approach. CTU-PRO [10] and
CTU-PROL [11] are variants of CTU-Mine. CTU-PRO has new structure, namely
compressed utility pattern tree (CUP-Tree). Figure 1c shows CUP-Tree representa-
tion. CUP-Tree has link node to the prefix item, so it can be mined quickly using
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bottom-up approach. CTU-PROL is similar to CTU-PRO, but it mines LocalCUP-
Tree separately in concurrent time. CTU-PROL divides transactions into several
parallel projections and generates its LocalCUP-Tree from GlobalCUP-Tree. Table
1 shows tree-based algorithms comparison.

2.3 Utility List-Based Algorithm

Utility list-based algorithm is proposed to improve performance of tree-based algo-
rithms. HUI-Miner [21] is the former of utility list inspired by ECLAT [3] in FIM.
The utility list is built to produce k-itemset similar to apriori, but there is no candidate
generation. It uses enumeration tree to extend the search space.HUI-Miner prunes the
search space by applying minimum utility threshold. FHM [22] proposed a novel
structure, namely estimated utility co-occurrence structure (EUCS). It is a matrix
in triangular shape that consists of items with its co-occurrence with other items.
With EUCS, candidate itemset can be easily found without joining any item from
utility list. Estimated utility co-occurrence pruning (EUCP) is the proposed strategy
to prune candidate itemset from EUCS. IMHUP [23] is proposed to improve HUI-
Miner and FHM. Indexed utility list (IU-List) is proposed to maintain the database
efficiently. Two new techniques called reducing upper-bound utilities in IU-Lists
(RUI) by decreasing upper-bound utilities in IU-List and combining HUI without
creating IU-List (CHI) are applied.

HMiner [24] has two new data structures called compact utility list (CUL) and
virtual hyperlink. It is used to store and determine duplicate transactions. The algo-
rithm also uses three strategies to accelerate the mining process, viz. initial TWU
computation and 1-itemset CUL generation, search tree exploration, and k-itemset
CUL construction. It also uses several pruning properties such as U-Prune and EUCS
to decrease the search space and mine HUI efficiently.

ULB-Miner [25] has a new structure called utility list buffer. It is used for storing
the potential HUI by temporarily inserting the data in the data segment. StartPos and
EndPos are two pointers that express start and end index of data segments. It helps
to access the data quickly. Whenever an itemset is not needed anymore, it can be
replaced by other candidate to maintain efficient memory management.

SPHUI-Miner [32] has a new data format called high utility-reduced transaction
pattern list (HUI-RTPL) which consumes small memory. It has two data structures:
selective database projection utility list (SPU-List) to reduce the scanning process
andmaintain information of the database and Tail-Count list which helps to prune the
search space efficiently. It has two new upper bounds (TUP and PU) that also help
to reduce the search space effectively. Table 2 shows utility list-based algorithms
comparison.
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Table 1 Tree-based algorithms comparison

Algorithm Key principle Parameters: execution time, memory usage

Advantages Disadvantages

UP-Growth An extension of
FP-Growth to mine HUI
with compressed tree
structure called UP-Tree
and four new strategies:
DGU, DGN, DLU, and
DLN

Faster algorithm: The four
strategies support in
reducing the
overestimation of utilities
and candidates

– Dataset with distinct
items, the tree grows
bigger

– Leads to high
memory
consumption

– High traversal and
mining time

UP-Growth+ An extension of
UP-Growth with two new
strategies: DNU and
DNN

Two additional strategies
are effectively helping to
reduce overestimation
utilities and candidates
and performs better than
UP-Growth

The disadvantage is
same as UP-Growth
because it has same tree
structure

CHUI-Mine A pattern growth
approach by dynamically
pruning and mining the
tree during the tree
construction

– It reduces both: the
number of candidates
and the search space

– The dynamic pruning
helps to reduce the
memory consumption

– Concurrent mining
makes it faster

If the tree structure
grows widely and
deeply, in some cases it
makes the algorithm
slower

MIP A pattern growth
approach with PU-Tree
and PUN-List data
structures

– PUN-List avoids costly
and repeated utility
computation

– PUN-List generates
candidates efficiently

In sparse dataset, it
consumes more
memory because the
PU-Tree is grown
bigger

CTU-Mine An extension of CT-PRO
to mine HUI with
compact tree structure,
namely CTU-Tree

It can mine complete HUI
and perform good in
dense datasets

It overestimates the
potential HUI, then it
increases the memory
consumption and
computational process

CTU-PRO A variant of CTU-Mine
with more compact tree
structure, namely
CUP-Tree

– It has compact tree
structure that can
reduce the database size

– It is also efficient in
sparse and relatively
dense datasets

– It needs more time to
do the local mining
due to several global
tree scanning

– It needs more
memory
consumption during
local mining

CTU-PROL A parallel version of
CTU-PRO by using
paralel projection to the
transactions

– It uses parallel
projection effectively
and handles very large
database

– Concurrent mining
makes it faster

– It is slower for high
utility threshold

– Parallel processing
of data leads to more
memory
consumption
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Table 2 Utility list-based algorithm comparison

Algorithm Key Principle Parameters: execution time, memory usage

Advantages Disadvantages

HUI-Miner The first utility list-based
algorithm

It reduces execution time
by avoiding candidate
generation and utility
calculation

It needs more time to
join k-itemset among
utility lists

FHM An extension of
HUI-Miner with a new
pruning mechanishm,
namely EUCP

EUCP helps to reduce
execution time by
reducing join operations

The performance
decreases for dense
dataset

IMHUP Indexed utility
list-(IU-List) based
algorithm with two
strategies, namely RUI
and CHI

– It reduces execution
time by reducing join
operations and search
space

– It reduces memory
usage by reducing
utility list construction

The upper-bound utility
should be tightened

HMiner A utility list algorithm
with two new data
structures, namely CUL
and virtual hyperlink

The new data structures
reduce memory usage

It consumes more
memory for creating
CUL for every itemset in
sparse dataset

ULB-Miner Another utility list
algorithm that uses
utility list buffer to reuse
memory whenever
possible

– It reduces execution
time by accessing and
mining the data
structure quickly

– The utility list buffer
consumes less memory

More distinct items lead
to high memory usage

SPHUI-Miner A projection utility list
based with a new data
formatm namely
HUI-RTPL and two new
data structures namely
SPU-List and Tail-Count

– The data structure
reduces memory usage

– It reduces execution
time by reducing
database scan and
search space

The memory
consumption increases
when the minimum
utility is decreased

2.4 Hybrid-Based Algorithm

It is possible to combine tree and utility list-based algorithm [35, 36].mHUI-Miner
[35] is an algorithm that combines HUI-Miner and IHUP-Tree [17]. IHUP-Tree is
used to avoid expanding items that do not appear in database. It makes the mining
faster. The tree does not contain utility information, and it is used only to escort
the mining and extension process. It needs low memory consumption, because there
is no calculation and storing of utility in the tree. The concept of utility list from
HUI-Miner is used to maintain information about utility of the items. These two
strategies work together in the mining process, the tree helps to traverse and expand
the search space, and the utility list is used to prune the candidate based on minimum
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utility. These two strategies make the algorithm more efficient, but it is weak on
dense dataset.

The other hybrid-based algorithm is UFH [36] that combines UP-Growth+ and
FHM. UP-Growth+ is used to construct and mine the tree. FHM is called after
UP-Growth+ builds the conditional pattern base. The utility list is built based on
conditional pattern base. Then FHM is called to mine the utility list. It means that
FHM works with this utility list in local tree to mine HUI. The hybrid framework
performs better because in UP-Growth+ there is a transaction merging process to
reduce the memory consumption, and it also provides actual utility calculation to
prune the tree efficiently. Then, FHM mines the utility list efficiently because the
size of utility list is reduced by UP-Growth+ .

2.5 Other Variations

The other HUIM problem is that it may produce long itemsets which gets an incon-
sistent predicted profit opposing the actual value. This condition happens if the count
of distinct items is huge and the transactions contain many items. To overcome this
challenge,HAUIM[16, 37] is proposed. It considers the average utility (consider both
length and utility) of itemsets to decrease itemsetswith unreasonable estimated profit.
The earlier concept of HUIM assumes that transactional databases are static, espe-
cially the utilities. In real life, the utilitiesmay change over time. For example,mask is
cheaper before a pandemic, the price is increased because of high demand. This issue
may produce inaccurate results on real datasets. Moreover, transactional databases
also can be manipulated such as additions, deletions, and modifications. These kinds
of problem can be solved by HUIM in incremental databases [17, 38]. Sequence
dataset is the other problem in HUIM. Different from the usual dataset, sequence
dataset maintains the order of the item that cannot be reordered. For example, DNA
sequence cannot be reordered because it represents the important information about
someone’s DNA. To overcome the problem, HUSPM which maintains the impor-
tant sequence of items is proposed [18–20, 33, 34]. Regular occurrence of items
in HUIM [31] is also interesting to investigate. It can be used to investigate the
occurrence behavior of itemsets with their utility values. For example, in the retail
dataset, we can explore regular purchases items which have high profit. Close and
maximal HUI are compact representation of HUIM [27, 29, 30]. It helps to decrease
the number of candidate itemset. Close HUI means that if an itemset is HUI, then its
supersets do not have the same frequency. Maximal HUI means that if an itemset is
HUI, then its supersets are not HUI. It can prune redundant patterns efficiently.
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2.6 Interestingness Measures

Interestingnessmeasure is very essential in datamining. It can be used inHUIMeither
for pruning or ranking the patterns based on user-specific preferences [39]. A HUI
may has low correlation to each items since there is only utility threshold calculation
to prune the candidates. Some of the HUIM algorithms use interestingness measures
to prune the candidate during the mining process [26, 28]. In [26], all confidence and
bond measures are used, and in [28], Kulczynski measure is used to prune weakly
correlated candidate itemsets. There are another interestingness measures such as
X2, lift, jaccard, cosine, and max confidence [1]. Interestingness measure can be
used to rank the generated patterns by sorting the measure value either in ascending
or descending order. The ranking represents patterns from the most interesting to
the less interesting. This may provide more meaningful patterns because it has high
correlation that represents the real condition.

2.7 Overall Observations and Analytical Key Findings

Based on review of high utility itemset algorithms above, the overall observations
and analytical key findings can be described as follows:

i. Utility threshold plays significant role in HUIM algorithms as selection of
this threshold directly impacts the search space, memory utilization, and the
processing time.

ii. Changes in utility threshold values are based on the transactional databases as
per the buying selling properties and strategies being applied in the real-time
retail store transactions.

iii. Many researchers have contributed to handle these dynamics mentioned in
point ii. This leads to trade-off among various parameters while trying to
address the problems associated with the changing pattern in the utilities.

iv. So it still remains a challenge to handle such dynamics and comes to the
completed and generalized solution for HUIM.

v. Observations based on contribution from various researchers indicating that
the positive finding of various algorithms can be combined. The process of
determining the threshold can be automated and can be generalized to gain
interesting patterns leading to high profit.

vi. This should be experimented with the new real-time application areas, where
the utilities are changing dynamically and also huge transactions are being
generated.

vii. This study leads to the suggestion that there is need of changing not only
the algorithm but also the strategy of applying the various key solutions in
distributed manner to handle different problems with dedicated key solutions
in parallel fashion in order to improve the overall performance.
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3 Conclusion

HUIM is found to be effective over FIM as it considers the utility of every item and
not just the frequency. This leads to benefits in terms of desired pattern generation
along with the effective association rules. This mining approach is investigated by
many researchers using several data structures such as array, tree, utility list, and
hybrid based. Each data structures has its own advantages and disadvantages or
constraints with respect to the processing and handling of different datasets. Based
on the review of literature in this work, we found that most of the research done had
aimed to improve the existing algorithms and also to address the issues so the HUI
can be mined efficiently. Various challenges identified in this area are running time,
memory consumption, and generation of desired patterns and association rules. We
can delineate that there are basically four strategies named apriori, tree based, utility
list based, and hybrid approaches. Most of the papers have discussed how to create
pruning techniques to reduce the search space. Some algorithms applied more than
one pruning mechanisms to eliminate irrelevant candidate. The pruning techniques
greatly help the main algorithm to reduce the candidate itemset. We can state that a
qualified pruning technique is also necessary to efficiently produce the HUIs.

Overall study of this research survey is opening the door toward new research
directions along with the existing techniques (1) using efficient data structure such
as tree and/or utility list based, (2) using efficient mining and pruning strategies, (3)
working on utility thresholding and its impact in order to improve, (4) application of
parallel programming/processing strategies, and (5) effective use of interestingness
measures either to prune or rank the pattern that may help in final decision making
or recommendations.
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A Cross-Sectional Study on Distributed
Mutual Exclusion Algorithms for Ad Hoc
Networks

Ashish Singh Parihar and Swarnendu Kumar Chakraborty

Abstract The mutual exclusion problem has been substantially studied in the
distributed systems. Various solutions have been proposed to achieve distributed
mutual exclusion till date. These solutions are exposed to different network topolo-
gies as static and dynamic ones. On a broader categorical note, ad hoc networks are
the best-suited representation of dynamic networks in which node mobility is highly
unpredictable. Nowadays, wireless communication is everywhere; hence, the adapt-
ability of ad hoc networks is getting increased day by day. Through this research
article, we present a cross-sectional study on various existing distributed mutual
exclusion algorithms imposed on ad hoc networks and their associated network
variants including their performance metrics and fault-tolerant capabilities.

Keywords Distributed system · Distributed mutual exclusion · Flying ad hoc
network · Resource allocation problem · Unmanned aerial vehicles

1 Introduction

Distributed system [1] is a cluster of independent autonomous nodes that appear as a
single unit of coherent system to its corresponding end users. These nodes collaborate
with each other in a way to solve a particular issue that is beyond the processing
capacity of a single node. Since no shared memory or logical clock present in these
systems, message passing is the only way to establish communication between the
nodes. The concurrent access to a shared resource [2] by more than one process
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running on different processors needs extra attention to avoid any inconsistent state,
i.e., access should be in a mutually exclusive manner. Any process can access the
shared resource through its special code segment, namely as critical section (CS).
Mutual exclusion ensures to allow only one process at a time to its CS and such
solutions to maintain mutual exclusion in a distributed system known as distributed
mutual exclusion (DME) algorithms. The prime classifications of DME algorithms
are—token based and non-token based. A unique token circulates within the system,
and a process holding that token at any time is allowed to invoke its CS in token-based
DME algorithms [3–5, 28–30]. Whereas in non-token-based DME algorithms, a
process interested to invoke its CS requires permission from a special set of processes
in the system [6]. Network topology plays a vital role while designing any DME
algorithm, especially on its performance measure and fault-tolerant capabilities. On
a side, a tremendous level of work has already been imposed on static network
topologies and remains a keen interest on dynamic network topologies on the other
side.

As a major wireless classification [7], ad hoc networks are in trending and highly
adaptable due to its dynamic node mobility model in the current era. Mobile ad hoc
network (MANET) [8], vehicular ad hoc network (VANET) [9] and flying ad hoc
network (FANET) [10, 11] are the various variants of the ad hoc network. Through
this research article, we present a cross-sectional study on various existing distributed
mutual exclusion algorithms imposed on ad hoc networks and their associated
network variants including their performance metrics and fault-tolerant capabilities.

The rest of this article is organized as: In Sect. 2, we discuss ad hoc network
and their variants. Section 3 presents the literature survey. In Sect. 4, a comparative
study has been shown among various existed DME algorithms on ad hoc networks.
Section 5 contains open challenges and future research directions. Finally in Sect. 6,
we have concluded our work.

2 Ad Hoc Network

In the current era of rapid wireless technology advances, ad hoc networks are the
most adaptable network topology in existence. The node mobility model is the main
key feature of ad hoc network that makes this more appropriate as compared to
others. MANETs are the first main classification of ad hoc networks which extended
to VANET and FANET later. Mobile technology is one of the classic examples of
MANET in which the underlying network is based on wireless communication. In
VANET, sensors and devices are placed on vehicles to make them enable for commu-
nication while driving. An intelligent transportation system implements VANET as
its background technology.

FANETs [11] are the most trending network topology that exists till date.
Unmanned aerial vehicle (UAV) is the core component of FANET having a capa-
bility to fly in air without any human personnel. Due to the flying capacity of UAV,
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Fig. 1 a MANET, b VANET, c FANET

it has a huge potential in terms of its functionality in various domains like, mili-
tary operations [12], goods delivery [13], and forest monitoring [14] etc. Whereas
the demand and applicability of FANET are getting increased in various fields, the
collaboration and communication among the UAVs in FANET are complex due to
its random node movement and unpredictable nature [15]. A sample visualization of
MANET, VANET, and FANET can be seen in Fig. 1.

3 Literature Survey

The concept of DME in ad hoc networks was firstly proposed byWalter et al. [16] as
reverse link (RL) protocol. They claimed their solution to fault-tolerant and provided
the directed acyclic graph (DAG) as anunderlyingnetwork topology.Communication
is restricted only to neighbor nodes within the system. Message aging is done from
an event-based strategy through RL protocol. Better results have been drawn as
compared to existed static DME algorithms in terms of message complexity per
CS. Self-stabilization [17] enables the protocol to handle trivial faults automatically,
and based on that, Chen and Welch [18] proposed a self-stabilizing algorithm for
MANET through virtual rings. Constraint to their solution is the pre-assumed node
mobility model. Another self-stabilizing algorithm was proposed by Baala et al. [19]
to handle node failures. Wu et al. [20] presented another DME algorithm asMUTEX
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based on the non-token strategy and uses a look-ahead [21] technique to reduce the
number of message exchanges during a race condition within the system.

Sharma et al. [22] provided the first DME in VANET using a dual token strategy
for various classifications of the cluster as inter and intra. Through their simulation,
they claimed their algorithm to behave on the inversely proportional concept in
between the number of the nodes in the system and message exchanges. Various
intelligent transport systems [23–25] have been introduced in VANET as a DME
implementation.

Further to FANET, the only existed DME algorithms are proposed by Khanna
et al. [4, 5]. Initially, Khanna et al. [4] introduced token-based DME algorithm as
mobile resource mutual exclusion (MRME) on a FANET with resource mounted
on a UAV and rest of the nodes competes for their CS to invoke. They broadly
categorized various states of nodes in terms of their token status and determined
to allocate the token based on resource occupied UAV communication range with
overall message complexity to O(N). Another work of Khanna et al. [5] supports
local mutual exclusion to support non-neighboring nodes to invoke their CS simulta-
neously. They incorporate fuzzy logic to elect the leader in the system by considering
various quality parameters of a node. Token loss handling is also one of the supported
features in their solution.

4 Comparative Study

In this section, we firstly present a comparative analysis between all existed DME
algorithms on ad hoc networks by comparing their performance metrics and capabil-
ities to handle various faults. Table 1 comprises a detailed comparison for the same
and also, few observations have been made on the basis of that as: Walter et al. [16]
have lower messages exchange as compared to others in MANET but only supports
links failures. Fault-tolerant to node failures has been effectively handled through
Baala et al. [19] and Wu et al. [20] but costs to transmission message exchange.
An application-oriented approach has been implemented in VANET via DME as of
[23, 24]. Finally, in FANET, Khanna et al. [4, 5] introduced an effective approach
to handle DME through UAVs and shown better results as compared to their older
version.

Graph plots have been shown from Figs. 2, 3, 4 and 5 concluding the average
number of messages exchange and synchronization delay to various proposed algo-
rithms. Whereas from Figs. 2, 3 and 4, the average number of messages exchange
with number of nodes is drawn respectively to MANET, VANET, and FANET based
DME algorithms, and average synchronization delay is presented in Fig. 5 for all
existing DME solutions.
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Table 1 Existing DME algorithms for ad hoc networks (Refer Appendix 1 for various notations)

Algorithm Publisher Message
Complexity
(Worst Case)

Synchronization
delay

Fault-tolerant capability

Token
failure

Node
failure

Link
failure

MANET

[16] WN (Kluwer
Academic)

~O (log N) 1/er ✘ ✘ ✓

[18] IWDA (ACM) ub µ – – –

[19] JPDC
(Elsevier)

– – ✘ ✓ ✘

[20] PMC
(Elsevier)

3 N/2 O(1) ✘ ✓ ✓

VANET

[22] CCIS
(Springer)

O(1/N) T ✘ ✘ ✘

[23] TPDS (IEEE) – – – – –

[24] JOS
(Springer)

– – – – –

[25] IEEE Access – – – – –

FANET

[4] CEE
(Elsevier)

O(N) T ✓ ✘ ✘

[5] CC (Elsevier) < O(N) T ✓ ✘ ✘

Fig. 2 Average messages
exchange per CS in MANET

5 Open Challenges and Future Research Directions

Despite the different applicability and implementation of DME in ad hoc networks,
various significant challenges remain to be addressed in this domain. Here, in this
section, we incorporate the possibilities of such area which are untouched and also
discuss the challenges while merging those concepts in our possibilities.
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Fig. 3 Average messages
exchange per CS in VANET

Fig. 4 Average messages
exchange per CS in FANET

Fig. 5 Average
synchronization delay on all
studied ad hoc network
variants

As a prime classification of ad hoc network, MANET, VANET and FANET are
in existence and due to a trend in the evaluation of wireless communication in the
past few years, the adaptability of these networks is getting high. Major works as a
part of different DME variants have already been applied on MANET and VANET
(discussed in Sect. 3) but remain an unexplored area in FANET.
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5.1 Challenges

Node mobility model in FANET is highly unpredictable due to their fly in the air.
Srivastava and Prakash [11] mentioned various movement models in their work,
but still, a pre-determination of such movement during the transmission is complex
because of an open space. Assurance of packet/message delivery through routing
protocol might be guaranteed but in an unexpected time bound [15]. Sustainability
issues with UAVs are also one of the factors to be considered on as it depends on
various parameters like power consumption, transmission range, and speed etc.

5.2 Group Mutual Exclusion and Self-stabilizing Algorithms

The concept of group mutual exclusion (GME) was firstly introduced by Joung [26]
in which processes belonging to different groups in the system can invoke their CS
simultaneously and enhance the overall throughput. Such involvement of processes
to access the shared resource is still remains to be explored in FANET. A correlation
might be established in between the groups of the system and clusters in FANET
as a further approach to increase the throughput and lower the number of messages
exchanged. Self-stabilization [17] also be another aspect to be think on in FANET
where the solution develops a self-correction algorithm in itself to resolve the trivial
faults in the system.

5.3 Machine Learning/Blockchain Approach

Machine learning (ML) involvement in ad hoc network to achieve DME is still
an unexposed area in all regions. ML can insight and explore various aspects like
identifying node movement patterns, packet travel through hops, and prediction of
best suited DME algorithm etc. ML helps to build a model that represents the best-
case possible solution based on the historical data available. Nowadays, blockchain
is one of the most powerful technologies to ensure tamper-proof communication
while message transactions. We recently approach this technology in one of the
previous work [27] and again, this might be helpful while designing any secure
DME algorithms for dynamic network for the purpose of data protection.

6 Conclusion

Through this article, we present a cross-sectional study on various existing distributed
mutual exclusion algorithms imposed on ad hoc networks and their associated
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network variants including their performance metrics and fault-tolerant capabili-
ties. Open challenges and direction to future research have also been discussed as a
part of this study. Initially, we began our discussion on DME and various variants of
ad hoc networks as MANET, VANET and FANET. Further, we reviewed different
existing DME algorithms on these variants and found certain areas to be unexplored
in FANET which are addressed accordingly along with the challenges. Finally, we
hope that the work carried through this article might be useful and considered as a
quick reference to get the insights of distributedmutual exclusion in ad hoc networks.

Appendix 1

N = Number of nodes in network.

er = arrival rate of Poisson process.

µ =Maximum delay in between node-to-node communication.

ub = Upper bound limit of messages generated by a node.

T = Propagation time of a message.
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Estimation of Electromagnetic Pollution
Index of Macrocell

N. Padmavathy, M. C. Chinniah, and K. Ravi Varma

Abstract The exponential increase of the usage of mobile handsets and other elec-
tronic gadgets has significant impact on the global atmospheric warming of a cell and
is estimated as an electromagnetic pollution index. The evidence of electromagnetic
pollution index measures using the FS model in the literature, but the authors gener-
ated amathematical model that was erroneous. This research has focused on deriving
correct model tomeasure the pollution index ofmacrocell using the free space propa-
gation model considering macrocell simulation parameters like frequency, cell size,
power, and radius of macrocell. The results show that high transmission power,
frequency, and number of users have a significant impact on the environmental elec-
tromagnetic pollution index. The resulting electromagnetic pollution index values are
harmful, i.e., greater than 150 Wh, and an ideal strategy for small electromagnetic
pollution index (say, less than 150 Wh) has been proposed.

Keywords Electromagnetic pollution index · Electromagnetic radiation · FS
propagation · Global warming · Green mobile communication · Line of sight ·
Macrocell · Polluted area · Polluting energy · Transmission power

1 Introduction First Section

Mobile communication technology has evolved very rapidly from the age of pagers
to smart phones at the same time also include the integration of many heterogenous
devices. Furthermore, an enormous scattering of BS on the roofs and neighborhood
can similarly be irrefutably seen. In India, by the year 2023, it is estimated that almost
500.9 million mobile users would exists as seen in Fig. 1. As per the survey, India
had the world’s largest Internet population at about 483 million users in 2018. Due
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Year 2015 2016 2017 2018 2019 2020 2021 2022 2023

Fig. 1 Number of mobile phone users in India since 2015 [1]

to lack of policy making on deployment of the cell phone tower in India, hence,
people living in rural/urban/sparsely populated regions are severely affected by the
radiations.

Because of the existence of EM, the BSs emit RF radiation as a type of non-
ionizing radiation in the EM range, according to [2]. The Kyoto Protocol [2] is
being used by the Indian government, as well as many other countries throughout the
world, to diminish the energy usage. Moreover, India has been keen in reducing the
intensity of carbon by 20–25% between 2005 and 2020 and is poised to achieve 35%
reduction by 2029 [1]. With the Paris agreement, India has taken three quantitative
climate change goals.

As per the Paris agreement [2] signed by India with Finland in November 2020,
India had taken three strategic decisions on carbon reduction—1: is reduction in the
emissions intensity of GDP by 33 to 35% by 2030 from 2005 level; 2: is achieving
about 40% cumulative electric power installed capacity from non-fossil fuel-based
energy resources by 2030; 3: is creating an additional carbon sink of 2.5 to 3 billion
tons of carbon dioxide equivalent through additional forest and tree cover by 2030.

2 Literature Review

The increasing demand, constant development, and the speedy growth for continuous
production of latest and advanced communication devices have a major result on the
worldwide surroundings in terms of energy consumption, life-loss because of radi-
ation effects, biological changes, and disappearance of living species, etc. Several
reports have reported the decline of the sparrow population, colony collapse disorder
(slow disappearance of bees) occurs due to deadly effects of the EM radiation. The
most predominant previously mentioned issues have persuaded the researchers to
examine for the promotion of green communication [3–5]. Grzegorz, 2015, clearly
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Table 1 Air quality index
threshold and its counter
effects

Air quality index Particulate matter

301–500 Hazardous

201–300 Very unhealthy

151–200 Unhealthy

101–150 Unhealthy for Sensitive groups

51–100 Moderate

0–50 Good

emphasized that there is no scientific evidence of the effect of EM radiations on
living organisms but as a hypotheses it is also highlighted that there are literature
that shows evidence of the effect of EM radiation on the pineal gland (especially
its hormone melatonin) causing sleep disorders, lower mood, reduced concentration,
depression, and growth of cancer [6].WorldwideCommission onNon-IonizingRadi-
ation Protection (ICNIRP) defined rules that particularly overlooked the potential
long haul organic impacts like expanded danger of diseases like cancer [7].

Table 1 provides the effect of pollution index on the existence of the living beings.
It is very much necessary to limit the radiation in order to reduce the adheres effects
on health. For a healthy living, the quality index needs to be <50 Wh, and as the
EM pollution increases beyond 300 Wh, its hazardous. While between 101 and
299Wh, sensitive people developed breathing discomfort, and respiratory discomfort
(asthma), and other serious health issues.

Table 2 provides details of the ICNIRP radiation norms for setting mobile towers
in India. The international EMF radiation norms [8] for mobile towers vary between
0.001 W/m2 and 12 W/m2 (both values inclusive) at a frequency of 1800 MHz.
RF radiation from cell phones was designated as ‘possibly carcinogenic to humans
(group 2B)’ by theWorldHealthOrganization (WHO) [9] in early 2011. The panel on
climate, horticulture, neighborhood, and local issues summarizes the natural impacts
on verdure [10].

The European Council report [11] reported that ‘EMfields frommobile telephony
appear to have more or less potentially harmful, non-thermal, biological effects on
plants, insects, and animals [12], as well as the human body when exposed to levels
that are below the official threshold values.’ Henceforth, the public need to take the
simplest measures to remain far away from such natural impacts. As per the recom-
mendations reported by GoI, the electromagnetic radiations are to be considered as
a pollutant.

Table 2 ICNIRP radiation
norms for mobile towers in
India from
01.09.2012Frequency (MHz)
Power density levels (ICNIRP
radiation norms)—
W/m29000.4518000.921001.05

Frequency (MHz) Power density levels (ICNIRP radiation
norms)—W/m2

900 0.45

1800 0.9

2100 1.05
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To summarize, EM radiations have prolonged impact on the human health, flora,
and fauna. Literature also addresses that the EM radiation effects on the above
mentioned have been documented but no statistics on this has been established so
far. The work on studying the effect of EM radiation is still in its nascent stage, and
there is no study done so far in the proposed area. However, a few literature survey
show that few researchers have conducted experimental and comprehensive study
on impact of cell size on the EM pollution. This paper proposes an approach that
helps in understanding how the radiation can be reduced. The main objective is to
estimate the EPI in line of sight (LOS) for a macrocell. The subsequent paragraphs
would lead the readers to gain knowledge on estimation of EPI.

The radio frequency radiation radiated by BS andMSs is mostly measured as EM
pollution index (EPI). The EPI is mathematically given as seen in (1).

EPI � Normalized polluted area ∗ polluting energy

EPI � PAnorm ∗ PE (1)

The threshold range from 4.7 μW/m2 to 170 μW/m2 [2, 4] is recommended for
the normalized area of PoP [13].

PAnorm =
(
Total area of all PoP′s
Area of themacrocell

)
=

(
A1

A

)
(2)

The electromagnetic pollution (EMP) can be reduced using a cell size-based
approach [14]. The authors mainly focused on reducing the RF radiation and green-
house gases by increasing the system capacity. A prediction model theory for multi-
system BS and MS considering several antenna parameters [15] has been proposed
to calculate electromagnetic radiation (ER). The results of the past investigations
are summed up and there’s a necessity to supervise EMP, while the terms EMP and
EM have been utilized widely used broadly for quite a while [16], thus gives off an
impression of being no definition or model of such contamination with regards to
versatile correspondences. Such definition is essential to gauge, monitor, and oversee
EMP as pointed in [17, 18].

3 EMP and EPI in Mobile Communications

The FS propagationmodel is employed towork out the signal strength of the received
signal when the TR separation is a clear, unobstructed LOS path. Despite the actual
fact that EM signals once passing through remote channels experiences blurring
because of different deterrents, when compared to the signals traveling directly as
line of sight. The EPI computation for FS model utilizing the simulation parameters
like frequency (f ), cell size (j), macrocell power (P), and cell radius (D) are given
beneath.
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3.1 Estimate of EPI for Free Space Model

The EPI can be calculated using (1) and (2) to get (3)

EPI �
(
Total area of all PoP′s
Area of theMacrocell

)
∗ (

sum of energy in all PoP′s
)

(3)

As a rule, amount of space of all PoPs (4) is resolved as an element of region
because of base handset station and amount of j mobiles PoP territory.

A1 = αBTS +
∑

a j (4)

Sum of energy in all PoPs can be determined (5)

PE =
∑ T∫

0

Prdt (5)

(6) is got after substituting (4) and (5) in (3);

EPI =
[
αBTS + ∑

aj
]

A
∗

∑ T∫
0

Prdt (6)

Power density for the free space propagation

s = PtGt

4π
(7)

Received power.

Pr = P1G1

4π
(8)

The minimum received power for the FS model is (9).

Pmin = P1G1Gr

R2
max

∗
(

λ

4π

)2

(9)

The transmitter power can be estimated as shown in (10).

Pt = Pmin ∗ R2
max

GtGr
∗

(
4π

λ

)2

(10)
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Substitute (10) in (8), to get received power as shown in (11).

Pr = Pmin ∗ R2
max

Gr
∗

(
4π

λ

)2

(11)

Let Gr = 1; and substitute the receiver gain, the received power (12) is.

Pr = Pmin ∗ R2
max

Gr
∗

(
4π

λ

)2

(12)

Substitute (12) in (6), (13) to (16) is derived as

EPI =
[
αBTS + ∑

aj
]

A
∗

∑ T∫
0

Pmin ∗ R2
max ∗

(
4π

λ2

)
dt (13)

EPI =
([

αBTS + ∑
aj

]
A

)
∗

(
Pmin ∗ R2

max ∗
(
4π

λ2

))
∗

∑ T∫
0

dt (14)

EPI =
([

αBTS + ∑
aj

]
A

)
∗

(
Pmin ∗ R2

max ∗
(
4π

λ2

))
∗

∑
[T] (15)

EPI =
([

αBTS + ∑
aj

]
A

)
∗

(
Pmin ∗ R2

max ∗
(
4π

λ2

))
∗

[
uv∑
1

τi +
j∑
1

Tj

]
(16)

Finally, (16) is the EPI equation for FS model considering macrocell.
ABCDEF of Fig. 2 represents a hexagon with a side length of ‘a’, and the hexagon

area can be calculated using (17).

Area of cell(A) = 3
√
3

2
a2 (17)

Fig. 2 Hexagon with side
length of ‘a’

B C

A D

a

F E
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• Area of the PoP due to base transceiver station:

If the area of the cell is converted into six PoPs, then each PoP is consisting of
one base transceiver, then the area of the PoP due to BTS is given as

αBTS = A

6
(18)

Consider a hexagonal shaped PoP as shown in Fig. 3. In this PoP, the j mobiles
are distributed randomly. The range of the mobile radiation is between 1 and 10 mts.
Considering the sum of all mobiles area, i.e., consider a mobile which is radiating at
‘a’ mts range.

Case (1): Using right angled triangle (See Fig. 4a)

The area of the triangle = 1/2 ∗ base ∗ height(18)

= 1/2 ∗ opposite length ∗ adjacent length

The hexagon can be divided into 12 equal number of right angled triangles, then
the area of the mobile (which is hexagonal shape) with radiation of ‘a’ mts is given
by

= 12 ∗ 1/2 ∗ opposite length ∗ adjacent length

Fig. 3 PoP representation or
shape of POP

PoP

B C 

A D 

E F
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Fig. 4 Dividing the hexagon
as a a right angled triangle b
equilateral triangle to find
area

a 

A B D

F(b)(a) E 

G D 

B A 

C 

= 6 ∗ opposite length ∗ adjacent length

Case (2): Using equilateral triangle (See Fig. 4b).
The�ABC is equilateral triangle, for equilateral triangle all sides are of equal length.
So that the side of the hexagon is ‘a’ mts, then the area of the hexagon is given as
defined in (17) or (19)

Areaofequilateraltriangle =
√
3

4
a2 (19)

In the hexagon, there are 6 equilateral triangles, and hence, the area of the mobile
is as given in (20).

Area of equilateral triangle = 6

√
3

4
a2 (20)

The maximum radius of the PoP is calculated (21) with the knowledge of Pmin,
the minimum power (7) required at the maximum distance and area of the PoP.

a2 = 2A

3
√
3

a =
√

2A

3
√
3

(21)

Using (21), the maximum distance of the PoP can be determined. Here, area of
the PoP is nothing but area of the base transceiver station.

a =
√
2αBTS

3
√
3

(22)
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• ∑M
1 Tj (average transmit time for j mobiles)

T = d

s
(23)

s is the speed which is found using (24)

s = c√
εr

(24)

where εr is the dielectric constant, the electromagnetic waves are traveling through
the air medium. So for area medium, the dielectric constant is ‘1’.

s = c√
1

s = c

i.e., speed of the electromagnetic waves is equal to that of light speed, i.e., 3*108 m/s.
Then, the time period is calculated for all the mobiles at different distances and all
are summed together.

• ∑uv
1 τi (mean transmit time for ith channel of BTS)

Using Erlang B model, the average transmit time for ith channel of BTS is
calculated as given in (25).

A0 = QL ∗ τL

60
erlangs (25)

From (25), the transmit time (26) is

τi = A0 ∗ 60

Qi
(26)

The blocking probability is the number of blocked calls per hour and can be
calculated using (27) for a m number of indistinguishable equal assets like workers,
phone lines, and so on.

B =
Am
0

m!∑m
i=0

(
Ai
0
i !

) (27)

Erlang B table helps in finding the offered load by taking B = 2% and varying the
u. The number of users ‘j’ (28) can be calculated with the knowledge of total traffic
in cell to the per user traffic (Au)
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j = A0

Au
(28)

Au can be determined using (29)

Au = request rate ∗ holding time (29)

The total number of calls or maximum calls per hour in a cell ‘Qi’ is calculated
using (30)

Au = request rate ∗ number of users (30)

4 Algorithm

An algorithm has been developed to estimate the EPI of a macro cell considering a
FS model. The proposed algorithm considers several metrics like number of cells;
radius of the cell; frequency; and the power to calculate the EPI of the macro cell.
The simulation results are estimated using MATLAB 2018a run on windows 10 at
speed of 1.80 GHz and explained briefly in the subsequent sessions.

Step 1: Initialize the input parameters like cell size (j), frequency (f), power (P), and
cell radius (D)

Step 2: Find the area of cell (A) using (17),and also find the area of the base station
(aBT ) using (18)

Step 3: Using (20), calculate the area due to mobiles in a cell. Repeat for mobiles
having different cell ranges (

∑
aj)

Step 4: Using (21), calculate the side length (a) or radius of the PoP. Also, the average
transmit time for j mobiles is calculated using (23) at different distances in a PoP.

Step5:Using Erlang B model (i.e., (26), the mean transmit time for i channels of
BTS is calculated. The parameters like offered load (A) is calculated using Erlang
B model (26) (27), (28) and (29) or by using Erlang B table. Finally, the maximum
call per hour in a cell (Qi) is calculated using (30).

Step 6: Calculate the mean transmit time for each and every channel of BTS by using
the Step 5.

Step 7: Calculate the minimum power using (9)

Step 8: Estimate the EPI of a macrocell under FS propagation using (16).
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5 Illustration

Macrocell type has been considered as a case study for the approximation of EPI
under FS propagation. The essential simulation inputs utilized for the EPI estimation
are provided in Table 3. To have a healthy environment, the optimum parameters
like f = 70 MHz, j = 500, D = 10,000 m, and P = 60 W have been considered to
evaluate EPI.

The EPI of the macrocell in FS propagation has been simulated considering the
few simulation parameter as variable throughout the simulation, while maintaining
other parameters a constant. Everymobile phone (transceiver) emits radiations called
as pollution due to the influence of considered simulation parameters like P, f, and
D which increases with increasing cell size (i.e., number of users in a macrocell).
From Fig. 5, it can be understood that with increasing the cell radius, the pollution
index decreases drastically. For example (see red line), when cell radius is 20 km,
the EPI is 285.52 Wh and at 40 km its 285.42 Wh with same number of users in the
defined cell radius. With less number of users in large area, the pollution index falls
down by 5%. If the number of users increases in large area, then each mobile device
would radiate energy which causes pollution.

Thereby, increasing the sum of the radiations discharged by mobile phones that
result in increase in EPI of the macrocell as seen in Fig. 5 (see black line). That is
assuming 100 users in an area of 10 km releases EPI < 100 Wh radiation and 1000
users in same area would release 600 Wh radiation almost 83.33% increase in EPI.

From the simulated results considering LOS condition (FS propagation), it may
be concluded that with sizable amount of mobile users (say 1000 users) on a multi-
channel macrocell with operating frequency of 75 MHz; transmitting power 100 W
over a cell radius of 40 km; the radiated pollution lies between 285.4 and 561.7 Wh.
These indices indicate that all species are compelled to avoid physical activities
outside and confine themselves just to indoor. To have a non-hazardous environment,
it is advisable to have a macrocell design considering typical transmitting power of
60Wwith its operating frequency of 70MHz over a cell radius of 10 km with EPI as
67 ≥ EPI ≤ 125 Wh, i.e., pollution index reduces by 75% when 67 Wh and reduces
by 56% if 125 Wh. For example, consider the cell radius of 10 km, the measured
EPI is 285.9 Wh, and as the radius has been increased to 40 km, the measured EPI
is 285.4 Wh, which shows a negligible small variations in the pollution index.

Table 3 Simulation
parameters

Parameter Specification

Cell type propagation model Macrocell FS model

Indoor/Outdoor applications Outdoor

Number of users (j) 100–1000

Maximum output power (P) 40–100 W

Maximum cell radius (D) 10–40 km

Frequency (f ) 60–75 MHz
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Fig. 5 Effect of number of users (FS Model) and radius of macrocell on EPI

The transmitter converts the electrical signals to radio waves, and these signals
are transmitted over longer distances by boosting the transmission power. Due to
higher transmission power utilization, these RF signals (due to the base station and
mobile phones) radiate energy as EM radiation that cause an increase in pollution.
Accordingly, if power increases inevitably, the EPI increases as seen in Fig. 6 (see
red line). Whereas, the power and frequency are directly proportional to each other.
Generally, with increasing the transmitting frequency higher radiations are produced
within the macrocell (see Fig. 6, black line). Therefore, this radiation rise leads to
higher EPI.

Assuming a frequency of 60MHz and frequency of 75MHz, the difference in EPI
between these two levels resulted in 37% radiation which is hazardous to human life
and existence of birds. When the frequency increases, then there will be significant
effect on EPI of the macro cell. Based on EPI (16), the PAnorm depends on the ratio of
A1 to A as seen in (2). The formula to find A1 is defined in (4). According to (2), as
A increases, there is a fall in PAnorm which leads to small EPI change and vice-versa,
as observed in Fig. 6.
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Fig. 6 Effect of frequency and power (FS model) of macrocell on EPI

6 Conclusion

The use of the communication revolution (4G and 5G) and furthermore, the use
of electronic gadgets dramatically incremented the electromagnetic radiations. This
radiation presents electromagnetic contamination when the constraints of radiation
have exceeded the edge esteems (see Table 2). Electromagnetic pollution signifi-
cantly affects the climate, people, and living organic entities, and so on. It is crucial
to think about the EPI estimation while developing a transceiver system. Henceforth,
this research is focused on the EPI estimation of a macrocell utilizing FS model. In
this paper, considering the typical power of 60 W with its operating frequency of
70MHzover a phone range of 10 km for a set size of clients (say 100–200) in amacro-
cell prompts to a healthy environment. This examination infers that restricting the
quantity of clients gives a decent solid healthy climate to macrocell range working
in FS environment. Consequently, the fundamental boundary for a sound climate
of a macrocell, an architect needs to consider enhanced qualities like, communi-
cating power (60 W); frequency (70 MHz); cell span (10 km), and number of clients
(restricted to 100–200 clients).
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Appendix

Notations

λ Wavelength
αBTS Coverage area due to the BTS
τ i Mean calling time∑

aj Area of the PoP due to j mobiles
A Area of the cell (radius)
a Side of a hexagon in meters
A0 Offered load (total traffic)
A1 Sum of the area of all packets of pollution
B Blocking probability
d Distance of the mobile from the BTS
D Cell Radius
f Frequency
Gr Receiving antenna gain
Gt Transmitting antenna gain
j Cell Size (number of clients/users/mobile nodes)
P Power in Wh
PAnorm Normalized polluted area
PE Polluting energy
Pmin Minimum power required at the maximum distance
Pr Receiver power
Pt Transmitter power
Qi Maximum calls/hour/cell
Rmax Maximum distance covered by the BTS
s Speed of light in 3*108 m/sec2

T Time period
Tj Mean transit time for j mobiles
u Maximum number of frequency channels/cell
u Number of channels/base transceivers
v Number of base transceivers
εr Dielectric constant
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Prediction of Train Delay System
in Indian Railways Using Machine
Learning Techniques: Survey

Ajay Singh, D. Rajesh Kumar, and Rahul Kumar Sharma

Abstract Railway system all over the world faces many issues in detecting train
delay. Train delay is the major issue in railway networks throughout the world.
There are so many factors like bad weather, exogenous data, railway asset condition,
infrastructure conflicts, humanerrors, etc.,which are themain causes for delay in train
arrival. According to the (TOI) Time of India newspaper, in India, several millions
of people depend on the train for their travel, which increases year by year. But in
India, most of the train does not run as per the schedule because of few railway tracks
and poor signaling. This states that traveler gets delayed to their destination. One
of the difficulties of predicting train delay is the unpredictability and uncertainty
of times in railway traffic. This paper aims to survey many challenges and issues
faced by train delay prediction systems in India, USA, China, German, Dutch, etc.
Several methods and algorithms related to the prediction system survey know their
efficiency with various kinds of datasets regarding that particular region. This survey
is much efficient for the upcoming researcher to research this recent topic of train
delay prediction system.
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1 Introduction

Train delay is one of the common parameters used for predicting timetables and
resolving infrastructure issues. Delay date is most prominent for dispatching of train
and also for the operation of railway traffic. Sometimes train delays by hour-hours
or day-day with the same day, and irregularity of train delays makes the operators
tedious for planning railway operation in the short time.

Initially, the reason for train delay is external stochastic disturbance [1]. The initial
delay createdwithin an observed network is known as the original delay. Buffer times
among train are less than the length of initial disturbance, and the delay is transmitted
to other trains. Primary delay of one train delay affects trains arrival time and develops
secondary delay. It is very tedious to compute secondary delay because it is based
on primary delay. The reason for the primary delay is a technical failure, delayed
boarding and alighting time of passengers, lower than planned running speeds, and
bad weather condition [2]. With the use of statistical analysis, the primary train delay
can be estimated from current empirical data. Similarly, the use of the analytical
stochastic model can predict secondary train delay.

Accurate determination of train delay is the most prominent need for anticipa-
tive and proactive real-time control for railway traffic [3]. The traffic controller is
responsible for detecting train’s arrival time within their location to control the possi-
bility of timetable realization. Accurate evaluation of departure and arrival time is
most prominent for avoiding or minimizing delay propagation, maintaining connec-
tions, and offering consistent passenger data. One of the difficulties of predicting
train delay is the unpredictability and uncertainty of times in railway traffic. The
model for controlling real-time traffic control mainly concentrates on overcoming
the combinatorial difficulty of train rescheduling [4, 5], delay management [6], crew
rescheduling, and rolling stock [7, 8]. The developed methods can resolve complex
examples in real time.

In current years, the uncertainty of train time has become a common problem
for resolving the issues in railway traffic [9, 10] uses implementable solutions. The
uncertainty is denoted by realization’s probability distribution. However, current
methods consider that train delay is due to a fixed probability distribution. They do
not consider real-time data on train position, and delay may cause by equivalent
parameters.

The ability to manage risk becomes necessary for transportation operations to
enhance service quality and meet passenger’s expectation. The delay because of
unpredictable factors like facility failures, human error, and bad weather affects
railway operation [11]. Those factors result in train delay and train cancelation.
These issue constraints the quality of services provided by the railway.
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Related to China railway [12], train’s average punctuality at the destination is
below 90%, whereas delay of five minutes is acceptable [13]. In Norway, the best
routes have punctual arrival of 94%, whereas the worst route has an arrival rate of 8%
[14]. High-speed railway [15] is the most famous transportation mode for the people
of China. Recently, more than 2660 high-speed trains are being operated in China
every day. Numerous disruptions affect the operation of the train, which ultimately
affects the people who depend on the train for daily purposes. Disruption means
divergence from the plan. The sources of disruption are infrastructure breakdown,
bad weather, human error, etc. All these disruptions affect the reach of the train to the
destination location. This leads to the prediction and monitoring of the train delay
prediction system [16–19].

In USA, the railroads have unpredictable runtime [20] because of infrastructure
constraints from the network’s topology, including single track and sliding [21].
Single track requests for the human dispatcher to segment complex dispatching and
passing movements. This is one of the causes for train delay. Whereas in multi-track
routes, they run with predictability and regularity and accordingly allow the train
to attain their runtime [22]. In addition, US network has a heterogeneous train mix
related to physical characteristics and train type. Freight train varies from passenger
train, both trains vary with priority and length, in some location both trains will take
halt, all these factors affect the predictability of delay experienced by train, so there
is need to predict the train delay which becomes necessary [23, 24].

Similarly, [25] Indian railway is the 4th largest network in the world, which has
more than 20 thousand trains [26]. In India, most of the trains cannot reach the
destination on time because of poor signaling, high congestion, and more counts of
trains. In country like India, the majority of the population depend on the railway.
Every day, nearly 5.2% of people use the train. Frequent delay by train is quite
common in India, where people face lots of problems and inconvenience if predicted
in advance will help people using the train to plan their journey regarding their work.
In some cases, people cannot book train reservations from their place to destination,
so people go for break in the journey. The major issue with the break journey is that
if people found their first train, they would ultimately miss the second train. These
issues can be overcome only by prediction of train delay which is most prominent
and necessary. Train delay prediction provides flexibility to reschedule the journey.

2 Empirical Study

The main objective of this survey is to give way for the growth of basic knowledge
about the prediction of train delay systems and act as the basement for future work
within this field. Here, the researcher discusses various algorithms and tools that are
most suitable for determining train delay prediction systems in better way.
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2.1 Models for Train Delay Prediction System

In the Serbian Railway network, [1] two methods deal with the primary delay of the
train. The first model was developed with no historical data on train delays. Instead,
it uses data related to the length of train delays and frequency occurring of trains.
For this, fuzzy logic is utilized to compute train delay with experience, knowledge,
and expertise of railway person who is the main incharge for regulating railway
traffic. The fuzzy petri net model’s fuzzy system’s parameters are determined from
data collected from timetable information and personnel interviews to forecast time
delays.

Fuzzy petri nets. This utilizes fuzzy logic instead of Boolean logic [27]. The concept
of fuzziness is applied in petri net by using the mechanism of fuzzy reasoning over
petri nets structure.

Petri nets (PN). It is a mathematical tool utilized to simulate and analyze simul-
taneous systems [28]. PN’s theory depends on bipartite graphs. PN also describes
discrete distributed systems (DDS). The distributed system is designed with a bipar-
tite directed graph with two sets of nodes they are: Set of place denotes system object
or state, whereas set of events represents system’s dynamics. Petri net consists of
five tuples, PN = (Q, K, J, W, N), where

• Q = {Q1, Q2,…..Qn} denotes finite set of places.
• K = {K1, K2,…..Kn} denotes finite set of events.
• J: an input function, (Q×K)→M,whereM denotes non-negative integer number,

where j(q × k) is number of arcs from place q to transition k.
• W: denotes output function, (K ×Q)→M, where w(k × q) denotes count of arcs

from k transition to q place.
• N: Q → {0, 1, 2, 3...} is primary marking assigning to q place with non-negative

integer t which means marking place q with t tokens.

Similarly, high-level petri net is modeled with parameters like: HLP = (Q, K, C;
Type, Pre, Post, N0), where

• C denotes the non-empty finite set of the non-empty domain where every element
of C is known as type.

• Q∪K →C is function utilized to assign types to places and find transitionmodes.
• Pre, post: TRANS → μ PLACE are pre- and post-mapping with:

TRANS = {(k, n)|kεK , nεType(k)} (1)

PLACE = {(q, g)|q, gεType(q)} (2)

N0εμ PLACE is multiset called as primary asking of net.
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PN and HLPN have similar computational power, but HLPN has more modeling
power because of their good structuring facilities. HLPN can deal with complex
datasets because every token is assigned with their own colors. Token colors are
utilized to build functions and logic expressions. HLPN provides various tools for
describing, developing, and analyzing difficult railway system including:

• HLPN efficiently verifies parallel systems by evaluating standards and safety rules
for operation of train and analysis of timetable.

• HLPN uses graphical illustration which is simple to understand.
• HLPN can be modified easily due to its modularity.

Fuzzy logic in fuzzy petri net. Designing a fuzzy system with HPLN or PN guesses
that element is redefined in such way that fuzzy data can be introduced. For the
particular feature of fuzzy system, functional and structural elements are defined.
The parameters for fuzzy logic system vary for various cases. Similarly, the second
model depends on adaptive network fuzzy inference system (ANFIS),which supports
the system based on train delay’s historical data. The delay is utilized for training the
neuro-fuzzy ANFIS system. Once the result is evaluated, then using the fuzzy petri
net, ANFIS model is replicated. Here, data is gathered from a real-time system to
train and test novel neuro-fuzzy models to compute train delay and launch connec-
tion among train parameters and equivalent delays. In the future, fuzzy petri net is
enhanced by adding modules regarding train routes to manage the rising conflicts
using fuzzy logic to design plans for train dispatch in traffic control. Fuzzy petri net
model with train conflict model integrates to resolve conflicts rising in train route
similar to the real-time system of train managing conflicts.

Stochastic train delay prediction in large network. The stochasticmodel is utilized
for delay forecast and propagation of arrival and departure of the train, which is also
suitable for other public transport types [29]. The stochastic model is fairly real, and
it is formulated with event graphwhich designs train schedule andwaiting conditions
among plannedmove possibilities. It consists of the train’s commonwaiting policies,
profiles regarding driving time on travel arcs based on departure time, and the buffer
time of train driving and train stop. On travel arcs, discrete distribution of travel is
selected arbitrarily, which is used to test various scenarios, mainly with constraints
of the systems. A fundamental property of this method is it uses dynamic updates
regarding new delay data. For provided incoming data from an external source,
the data is used with the whole network. The event graph is plotted, which is a
kind of acyclic graph. Hence, delay propagation is performed in the topological
order of events. There is a need to propagate once primary distribution over the
event graph starts. Then, new forecast and efficient status data is propagated in
the forward cone regarding the equivalent event that is part of the network that
can reach it. Here, two kinds of distribution are utilized like one-point distribution
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used for previously realized events, and another distribution is the arbitrary discrete
distribution used for events that lie in the future. Stochastic delay prediction is quietly
costly. Experiments are performed on the German train network, and the waiting
rule among connecting trains is less than 14 s which is considered to propagate for
entire discrete distribution for whole traffic day. Here, prediction is compared with
two various days like weekend and midweek with four sets of waiting rules among
connecting trains. This work is performed with artificial distribution for train delay
prediction. In the future, artificial distribution is replaced by empirical distribution
for gathered statistical data for several months.

2.2 Big Data Analytics

Here, [30] data-driven train delay prediction system (TDPS) is built for larger railway
networks using big data, statistical tools, and learning algorithms. This system is
mainly built to give useful data regarding traffic management and train dispatching
using various techniques and tools. Data is gathered from railway data system
regarding historical train movement. Train delay is caused due to various issues
like natural disasters or human errors. So in order to predict the train delay, TDPS is
built. Here, single train profile is used for predicting time delay. The aim is to detect
train delay of that particular time in fixed time in the future k = k+ at proceeding
checkpoints. Here, most recent historical data is taken into account for forecast.
From previous observation, train delay determination issues are mapped to classical
time-varying multivariate regression issues.

In conventional framework, set of data Cm = {(y1x1),(y2x2)……(ynxn)} with
y j ∈ Y ∈ R

c and xi ∈ X ∈ R is taken from automation system. The aim is to discover
unknown mode ℘: Y → X through model M: Y → X is selected by algorithm
ÅH id distinct by set of hyperparameters (H). The accuracy of M model denotes
℘ unknown system can be estimated with reference to various measures of accu-
racy. Here, issues with train delay prediction are mapped with dynamic multivariate
regression model. Let us take train of interest as Kt , which is at checkpoint D

Kt
j with

j ∈{0,1,…,md}c. Accordingly, Y input space consists of

• Current day of week
• Boolean value represents whether current day is working day or holiday.
• Train delay, dwell time, and running time for Kt for k ∈ [k0 - δ−, k0]
• Train delay, dwell time, and running time for other train Ku with u �= t which is

running over same section of railway network during day for k ∈ [k0 − δ−, k0].

Regarding to output space X, it consists of DKt
i with i ∈{j + 1, j + 2,…,md}

where k0 + δ+ is equal to NT of Kt for every DKt
i . At last, Cm has been developed

by exploring historical dataset consisting of all data gathered during day in [c0 −
�−, c0]. Which can easily solve issues with dynamism? Rail traffic management
system (RMS) is created to manage inherent difficulties of rail service by combined
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and holistic view of operational performance, efficiently assuring high-level train
operation by giving accurate TDPS to TMS to enhance management of traffic and
train dispatching. Here, experiments were conducted on real-time data from RFI.
For purpose of validation, RFI provides rights to use six months of data of Italian
Railway Network. In the future, exogenous data is used as external resource which
affects operation of railway dispatching.

2.3 Support Vector Regression

Machine learning concept is utilized for prediction of arrival train delay in Serbian
Railway [31]. Support vector machine (SVM) is utilized to analyze train delay and
compared itwith artificial neural network (ANN).Here, experts opinion is considered
as method for fetching data which is related to train arrival delays. For fetching data,
interviews are conducted with experts regarding train delay; among them, seven
factors are chosen which affect train arrival delay in Serbian Railway. The input
variables are:

• Train category for passengers.
• Schedule time for arrival of train at station.
• Influence of infrastructure said by expert
• Percentage of journey finished by distance wise.
• Traveled distance.
• Traveled time.
• Headway.

Figure. 1 shows correlation among train delays and input variables. Let training
data be {(Y1, x1),…..(Ym, xm)}, where Y j , xi represent input data and target data, the
aim of SVR is predict function f (Y ) that (b) has at most ∈ divergence from target
data, and (a) is flat. Here, ∈-SVR is applied with radial basic function.

F(Y,U ) =
m∑

i=1

Uiexp(−γ ||Y − Yi ||2) (3)

where

γ denotes parameter.
Yi denotes input vector of training data.
U denotes unknown parameter which is calculated to reduce the function.

Min
1

2
||U||2 + D ·

m∑

j=1

max(|x j − f
(
Y j ,U

)| − ε, 0) (4)
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Fig. 1 Green dashed and red
solid links denote positive
and negative correlation,
respectively, [31]

U ∈ R

where parameter D > 0 controls tradeoff among flatness of f (·) and quantity up to
which deviation greater >ε is tolerated. The dual of this optimization issue is resolved
with use of technique called convex programming.

Parameter selection and data processing are most prominent for best SVR perfor-
mance. Primarily, entire variables are scaled linearly with range [0, 1]. Second,
ε—SVR consists of parameters like γ , D, and ε. The values of these parameters are
computed to know strength of SVM model. This is performed through combination
of grid search method and cross-validation. Here for cross-validation, fivefold is
taken and do grid search over the proceeding parameters: γ = 2b, b ε {2,…,8}; a ε

{-4,…4}; D = 1.1d (maxj xj − minjxj), d ε (-22,…-12}.
The generalization power of two model (SVM and ANN) is validated by

comparing them by training and testing them on multiple randomly chosen subsets
of data. A statistical comparison is performed to validate the performance of model
on datasets. Support vector machine with LIBSVM [32] outperforms the ANN by
achieving high average rate on testing.

2.4 Train Delay Prediction Based on Machine Learning
Techniques

In India, most of the people for their journey depend on the train [33]. So, there is a
need to predict the delay time of the train to schedule the procedure works. Here for
prediction, previous data regarding train delay is integrated with weather report data
to determine train delay. Here, four various machine learning methods are utilized



Prediction of Train Delay System in Indian Railways … 63

Fig. 2 Actual late minute
versus predicted late minute
[33]

for prediction of train delay. Here, Indian train detail is gathered from Indian Railway
API. Train delay data is manually gathered from Indian Railway website [34], and
weather data is gathered from the open weather map API. Particular region data
regarding train delay is combined with weather data collected from that region. This
combination serves as a single file. There is close contact among past delays in the
specified region and climatic conditions of that region. So hereby Fig. 2, it is clear that
past delay and weather data are most prominent for the train delay prediction system.
Using the scikit-learn Python library, data is segmented to test data and training data.
Seventy percentage data is used for training themodel, and 30%of data is used for the
purpose of testing. K-fold cross-validation is utilized for estimating various models
of machine learning, where k denotes integer. The models of machine learning are
as follows:

Linear Regression (LR) Model. It uses approximate real-time values that depend
on sequence variables. Here, relationship is established among dependent and inde-
pendent variables by best fit line. This line is called as regression line and is denoted
by linear equation

Y = M ∗ X + C (5)

where

• Y = denotes dependent variable.
• X = denotes independent variable.
• M = represents slope, and C represents intersect.

Gradient Boosting Regression (GBR)Model. This is a boosting algorithm utilized
to deal with lot of data to detect with higher prediction. This integrates various
base estimators in a way to enhance robustness over single estimator. It integrates
numerous average orweak predictor to develop strong predictor. This ismost suitable
for projects based on data science.

Decision Tree Regression. It observes object features and trains the model in tree
structure to determine data in the future to develop continuous meaningful output,
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where continuous output means the output is not discrete which means not denoted
by discrete value but with known set of the numbers.

Random Forest Regression. This is utilized for classification issues and regression
types of issues. RF is commonly trained through the bagging method. RF regression
is an optimized and convenient model for decision tree. RF consists of additional
randomness by searching the best feature while splitting the tree. This results in low
bias and high variance results in a good model.

The researcher computes the value for mean absolute error (MAE), root mean
square error (RMSE), and R2 for both unknown train and known train acquired from
test data shown in Table 1. These values for the journey were computed between
actual late minutes and determined late minutes. It is noted from Table 1 below that
RF gives better results compared to the other three methods.

Train delay for every day related to detected delay and actual delay is illustrated
in below Fig. 2.

From above Table 1, it is clear that 90.01% of accuracy is obtained by LR model,
91.68% of accuracy is obtained by GBR model, 93.71% of accuracy is obtained by
DT model, and to the highest of 95.36% accuracy is obtained by RFR model. RFR
had best average value for R2 for nearly 8 min as depicted in Fig. 3.

In the future, other deep learning models or algorithms are investigated to predict
train delay and to evaluate with the huge dataset to determine their effectiveness.
Additionally, some factors like the count of railway track, route information, kind of
rail engine, etc., are used for strong prediction to enhance prediction performance.

Table 1 Comparison of machine learning models [33]

Machine learning models R2 RMSE MAE Accuracy (%)

RFR 0.87 81.73 49.28 95.36

DT 0.69 102.47 74.31 93.71

GBR 0.51 98.27 54.29 91.68

LR 0.53 80.07 49.86 90.01

RFR 0.87 81.73 49.28 95.36

Fig. 3 Performance line
chart [33]
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Fig. 4 Machine learning-based train delay prediction system [33]

Multivariate Regression. Here, more than one input variable are utilized for the
estimation of the target [35]. Model with two input variables is shown as

X = G0 + G1.y1 + G2.y2 (6)

Common equation for this model with m input variable is shown as:

X = G0 + G1.y1 . . . . . . . . . · · · + Gm .ym (7)

where G denotes regression coefficient, and m denotes count of predictors (Fig. 4).

Neural Network. It works by organizing neurons in layer to create expected output
[35]. First layer is input layer, whereas final layer is output layer. The layers in
between first and last layer is known as hidden layer. Each neuron has activation
function. Network parameters are weight and biases of every layer. The aim of NN is
to study parameters of network such that detected output is similar as ground truth.
Backpropagation feedforward network is utilized for train delay prediction, and it
does better prediction with few error.

Kernel Regression. For prediction of train delay, two ensemble-based models like
context-aware RF and kernel regression models are used. Ensemble model utilizes
dissimilar set of models, statistical and simulations dependent to develop predic-
tion for train delay. Context-aware RF is used for network traffic states like current
headway, stretch conflicts exogenous weather, and work zone data, whereas kernel
regression captures dynamics of train delay. This model is widely used for delay
prediction of wide passenger service network. Here, prediction system is used on big
data, weather and exogenous data in Germany.

The main concept of KR is to preserve reference catalog for every movement
of train. The forecast is developed by sum of weight of the weight of reference
catalog, where weight is calculated by measuring similarities among reference
set and train of interest. This method is also used to for bus movements [36].
For the case of train movement, reference set is defined for every single-ordered
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set of station that is {T1, T 2, T3, . . . . . . . . . . . . Tm}. Every trajectory in reference
set N is represented by arrival departure pair for ordered set of station, that is,
cn = {cn1(C), cn2(B), , cn2(C), cn3(B), . . . . . . cnM(B)}. Arriving at start station and also
departure at end station are ignored. For partial trajectory, c = {c1(C), c2(B), c2(C),
c3(B),………cL(B)} of train that has progress till L stop, now forecast is made for
downstream station cL+g

∧

.
Trajectory y, x similarity is measured using Gaussian kernel:

Kern(y, x) = exp(−||y − x ||2/a) (8)

where a is bandwidth parameter which is utilized to control the weight spread in
reference set. From forecasting perspective, recent delay observation is most promi-
nent than older observation. To account this, u as window parameter is utilized to
restrict two trajectory comparisons. To normalize kernel argument, σ j r2 empirical
variance at every station departure/arrival is employed.With respect to delay in arrival
departure, the kernel weight is calculated as:

Kern(c, cn) = exp(−1

a

L∑

j=u

∑

r∈[B,C]

(c j (r) − cnj (r))
2

σ j (r)
2 ) (9)

Forecast delay is calculated by:

cL+g
∧

(r) = cL +
∑

n∈N kern(c, cn)(cL+g(r) − cnL)∑
n∈N kern(c, cn)

(10)

Delay was denoted in relative or absolute terms. Three various mechanisms are
tested to denote trajectory as illustrated in Fig. 5.

The first part depends on travel time, second part depends on delays, third part
depends on additional delay that is delay ensue since before stop. Kernel depends
on additional delays, and delays were significantly outperformed those depend on
travel time. The procedure depends on additional delay states that reference set was
needed to recalculate every time by itself which was observed. This computational
was too expensive, and final employed model depends on delays.

There are few practical concerns necessary to address. The kernel model can be
utilized only with operational train. Kernel is tested for non-operational train with the
dispatch time in the future, but the performance is not much better. There are several
kernel reference catalogs for every service. For infrequent train, catalog gives low
quality for forecast. Threshold-dependent heuristic was utilized to discard forecast
produced by reference catalogs. Additionally, two variants of model are tested, one to
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Fig. 5 Kernel plot for sample 383 trajectories

compute similarity of trajectory depending on departure/arrivalmessage, and another
one for intermediate passing message, which is produced at control points. Addition
of extra data does not contribute to accuracy of forecast. This is partially because of
higher empirical variance noted at intermediate control points (Table 2).

3 Conclusion and Future

Railway system all over world faces many issues in detecting train delay. Train delay
is the foremost issues in railway network throughout the world. There are some
many factors like bad weather, exogenous data, railway asset condition, infrastruc-
ture conflicts, human errors, etc. which is one of the main causes for delay in train
arrival. Here, study is made on several paper related to train delay prediction system
with various methods and algorithm with different kinds of datasets related to their
particular region. This prediction is much useful for the passenger to schedule their
task by knowing their delay time of train. This survey supports researcher to make
research on train delay prediction system with various methods and algorithms.
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Table 2 Train delay prediction models

Ref. No Tools/methodology Dataset Conclusion Research gap or
future work

[2] Effective delay
propagation (EDP)
algorithm depends
on time event graph

Dutch National
Railway timetable

EDP’s efficiency
enables the system
to use in real-time
application

Automatic
computation of
optimal
dispatching
decision

[37] ANN Dataset: Iranian
Railway

For evaluation,
multimodal logistic
regression and
decision tree are
used, and it achieves
90% accuracy

It is further
enhanced by using
metaheuristic
methods like
hybrid or genetic
algorithm

[38] Model based on
ANN, multi-layered
perceptron,
GA-BPNN model

Large quantity of
historical data from
observed
organization

Provide good
enough solution for
conflicts

Particular
circumstances are
not noticed in
BPNN model for
extraction of data.
This problem
should be
investigated in the
future. The
proposed system
takes more time

[15] Zero truncated
negative binominal
distribution model

Recorded data
from HSR in China

Reduce occurrence
of disruption

Reduce delayed
traffic before and
during disruption

[39] N-Markov model,
RFR, N-OMLMPF
algorithm

Indian railway Predict late minutes
at inline station

For enhancing
accuracy of
prediction rate,
parameters like
railway asset
condition to be
included

[40] Extreme learning
machine (ELM),
shallow and deep
ELM

Historical data
regarding train
delay

Prediction system
achieves better
accuracy

Most prominent
parameter weather
data is missing

[41] Machine learning
model

3-month dataset
related to weather
report, train
schedule, and train
delay is taken

The model is useful
for passengers,
railway operators by
giving most
accurate prediction
result

The model would
be executed with
recent data in the
future

(continued)
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Table 2 (continued)

Ref. No Tools/methodology Dataset Conclusion Research gap or
future work

[35] XGBOOST
algorithm and SVR
algorithm

Real-time
operational data of
2018

Model exhibits
sound applicability
over period of time
depending on SVR
and XGBOOST

Delay duration for
every train in PD
sequence is not
found, so it is the
future work to
determine
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Valence of Emotion Recognition
Using EEG

Avinash L. Tandle

Abstract Affective computing requires a sound algorithm that can distinguish, eval-
uate, process and simulate human affects. This article proposes frontal theta asym-
metry models which quantify the valence of evoked emotion due to musical stimulus
using features frontal theta power asymmetry of the participant, and Appreciator
and Non-Appreciator are the self-responses given to the stimulus as labels. Each
model classified using SVM and validated the performances using various perfor-
mance metrics of machine learning algorithms. The proposed models total emotion
valence index theta (TEVIθ ) and emotion valence index frontal F78 (EVIF78θ ) per-
form uniformly outstanding accuracy of model TEVI, EVIF78 89.66% and 88.22%,
respectively. Findings uncover the connection of neuronal and self-responses to the
musical stimulus of subjects. Appreciator and Non-Appreciator of melodic boost
have a novel pattern on fronto anterior regions. The outcome of study can be impli-
cated for various engineering and clinical application.

Keywords EEG · Emotion · SVM

1 Introduction

Affective computing is an assortment of computational methods that use machine
learning on biological data to predict the emotional and psychological response of
humans [1]. Affective computing has enormous applications in the fields of engineer-
ing, health, entertainment, human interaction andmarketing [1]. Affective computing
by measuring the neuronal activity of evoked emotions accurate rather than measur-
ing physiological responses due to stimulus [1]. EEG is the most suitable modality
because it directlymaps the neuronal activity outstanding temporal resolution 1msec
and good spatial resolution 10mm, andEEG is an appropriate to carry stimulus-based
experiment as it is [2]
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Fig. 1 Functional organization of the human brain adopted from [5]

• Non-ionizing
• Simple to operate, handy
• Silent
• No fear of close place
• Relatively low cost
• Stimulation experimentation can be easily design
• Easy to design HCI applications

Prior to understanding EEG signals, it is required to comprehend the functional
organization of the brain. Cerebrum, cerebellum and brain stem are the three parts
of the human brain refer Fig. 1. The human cerebellum divided into four part such
as frontal lobe, parietal lobe, occipital lobe and temporal lobe; each lobe associated
with some mental functions such as frontal lobe associated with emotion processing,
critical thinking, temporal lobe associated with hearing and memory, occipital lobe
take cares of vision related tasks and parietal lobe associated with taste and pain [3,
4]. The adult brain has average 100 billions neurons [6]. Each neuron communicates
with other neurons to process the stimulus by means of electrical and chemical sig-
nal. The electrical communication of neuron generates the oscillation this oscillation
called brain wave or EEG signal. The frequency ranges of the signal of these signal
are 0.5–100Hz, while amplitude ranges 10–100μV[7]. Refer Table 1 for functional
and electrical characteristics of these waves.

2 Related Literature

The present article is addressing the research gaps mentioned in the literature review
article refer article [8] for detail literature review.

For the pleasantmusical stimulus, left frontal EEGactivity raised, and for unpleas-
antmusical stimulus, right frontal EEGactivity raised, and the author also foundEEG
asymmetry distinguishes intensity of emotions [9], for the variousmusical stimuli like
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Table 1 Electrical characters tics of brain waves

Brain wave Freq. (Hz)/Amp. (µV) Mental function

δ 0–4 • Oblivion

10-=100 • During a profound dreamless sleep

θ 4–8 • Subconscious mind

10–50 • Focused attention

• Emotion processing

α 8–12 • Calm mental state

5–25

β 12–30 • Hyper focused cognition

0.1–1

γ 30–99 • Hyper brain activity

� 0.1 • Memory processing

classical music, jazz, rock-pop and natural sounds. The author discovered positive
emotional attributions were associated with an incriminating left temporal activa-
tion, negative emotion by increasing the right fronto-temporal cortex. The author
also discovered the activation was more in female compared to male [10]. Charming
and upsetting emotions were evoked by happy and sad musical stimuli; author dis-
covered happy music was related with increase in frontal mid-line θ power [11]. The
author explored the association of EEG signal and music evoked emotion responses
using four musical excerpt [12]. Author investigated frontal theta asymmetry using
stimulus Raag Bhairavi [13].

3 Methods

The experimental approach adopted for study as shown in Fig. 2. Raag Bhairavi
instrumental classicalmusic is unfamiliarmusic, unfamiliar stimulus andmost appro-
priate for the building of an emotion classification and identification system [14].
In related literature, various of emotions are considered for emotion classification.
Some emotions get overlapped with other emotion when higher number of emotion
considered [15]. The experiment started with ethics committee permission from Dr.
R. N CooperMunicipal General Hospital. The participants selected are normal right-
handed subject; mostly, clinical and engineering staff normalcy and handedness [16]
are confirmed by clinical supervisors. Clinical supervision satisfies major recom-
mendation of author [17]. The participant selection, stimulus selection, duration of
stimulus, EEG recording and the classification of Appreciator and Non-Appreciator
of subjects on the basis of self-responses to the stimulus as mentioned reference
[13, 18]. Refer [8, 13, 18] for experimental protocol experimental recording, artifact
removal and feature extraction steps.
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Fig. 2 Experimental approach

4 Model Formation

Themodels are formed byfinding stated in the literature survey and approach adopted
[8] using frontal electrodes Fp1, F7 and F3, while Fp2, F8 and F4 on the left and
right hemisphere in a referential montage taking A1 and A2 as reference electrodes,
respectively, as mentioned in reference [13, 18].

x(n), n = 0, 1, 2, 3 . . .. N are the sampled values of filtered EEG from left hemi-
sphere and right hemisphere during listening to musical stimulus for 10min. Refer
Eq.(1) for Fourier transform of spectral theta band. Equations 2 and 3 represent total
frontal theta power(TFθ ) left and right hemispheres Eqs. 4, 5, 6 and 7 represent four
models of emotion valence index of frontal theta asymmetry [19]. Using equations,
theta power for all subjects is computed.

x(θ) =
n∑

i=1

x(n)e
−2πθn

N (1)

T Fθ PL = θ P(Fp1A1) + θ P(F7A1) + θ P(F3A1) (2)

T Fθ PR = θ P(Fp2A2) + θ P(F8A2) + θ P(F4A2) (3)

T EV Iθ = [log10(T Fθ PL) − (log10(T Fθ PR))] (4)
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EV I Fp1p2θ = [log10 θ PFp1A1 − log10 θ PFp2A2] (5)

EV I F78θ = [log10 θ PF7A1 − log10 θ PF8A2] (6)

EV I F34θ = [log10 θ PF3A1 − log10 θ PF4A2] (7)

5 Machine Learning Classifier

For the evoked emotion classification, supervised SVM algorithm is most suitable.
The kernel tricks in SVM transform the data to find the optimal boundary to detect
possible output. Nonlinear kernel tricks can incarceration more intricate relationship
between data points [20]. The following feature makes it more suitable to test and
validate the model

• Prediction speed is very high
• High training speed
• Great accuracy
• Results are interpretable
• Suitable for small dataset

All models are classified using SVM exerting linear, radial, polynomial and sig-
moid kernels described above. For classification dependent variables, frontal theta
activity on the left and right hemisphere and feature vector Appreciator and Non-
Appreciator of musical stimulus grouped from the Likert scale of self-responses of
all participants converetd as Appreciator and Non-Appreciator refer Figs. 3, 4, 5 and
6 for classification of SVM using various kernels for models TAEVIθ , EVIF78θ ,
EVIF34θ and EVIFp12θ .

6 Model Performance

Model can be assessed using various metrics for example true positive rate, speci-
ficity, precision, false discovery rate, F1 score, Mathew correlation coefficient
(MCC), Youden index, ROC;manymetrics are biasedmetrics such sensitivity, speci-
ficity accuracy [8, 21]. ROC is best metric as it gives trade-off between sensitivity
and specificity; ROC is best metric to build the model [22–24]. Equation (8) repre-
sents formula of confusion matrix, whereas Eqs. (9)–(19) represent true positive rate
(TPR), true negative rate (TNR), precision (PPV), negative prediction Value (NPV),
false positive rate (FPV), false discovery rate (FDR), F1 score, Mathew correlation
coefficient (MCC), accuracy, and Youden index (YI) or markedness, respectively.
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Fig. 3 TAEVIθ classification using SVM

Fig. 4 EVIF78θ classification using SVM
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Fig. 5 EVIF34θ classification using SVM

Fig. 6 EVIFp12θ classification using SVM
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Cp =
[
Tp Fp
Fn Tn

]
(8)

TPR = Tp

Tp + Fn
(9)

TNR = Tn

Tn
+ Fp (10)

PPV = Tp

Tp + Fp
(11)

NPV = Tn

Tn
+ Fn (12)

FPR = Fp

Fp + Tn
(13)

FDR = Fp

Fp + Tp
(14)

F1 = 2
[PPV] × [TPR]
[PPV] + [TPR] (15)

M = (Tp × Tn) − (Fp × Fn)√
(Tp + Fp)(Tp + Fn)(Tn + Fp)(Tn + Fn)

(16)

Accuracy = Tp + Tn

Tp + Tn + Fp + Fn
(17)

Y -Index = TPR + TNR − 1 (18)

Markedness = PPV + NPV − 1 (19)
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7 Discussions and Implications

The emotional valence index is plotted in Fig. 7 and Table 1 of Ref. [18] for all
41 subjects from the figure. Subjects 1 and 2 are Appreciators as per self-report
(Likert scale 4) and per EVI of both 0.8442µV 2/Hz and 0.3518μV 2/Hz, respec-
tively For Subjects 3 and 4 are Non-Appreciators with EVI −0.3469µV 2/Hz and
-0.0218 µV 2/Hz. The EVI of most of the Appreciator is positive, while for Non-
Appreciator is negative. Results of SVM classifiers for radial, linear, polynomial
and sigmoid kernels presented in table classification using all model perform well in
radial kernel model TEVIθ and EVIF78θ perform uniformly outstanding, whereas
model EVIF34θ perform moderately and a model EVIFp12θ designated poor per-
formance. ROC of three models shown in figure area under the curve (AUC) for
three models TEVIθ , EVIF78θ EVIFp12θ and EVIF34θ are 89.66%, 88.22%, 75%
and 78.74%, respectively. Model TEVIθ ,EVIF78θ performing substantially iden-
tically (Table 2). Our findings are consistent with results in the literature. For the
Appreciator of music, theta power is high on the left frontal hemisphere, and for
Non-Appreciator, theta power right frontal region is increased. The formed valence
index for Appreciator is positive, while for Non-Appreciator is negative. The valence
index is not correlating with the Likert scale but corresponding with formed groups,
i.e., Appreciator and Non-Appreciator. Findings uncover the connection of neuronal
and self-reactions of subjectsAppreciator andNon-Appreciator ofmelodic boost that
has a novel pattern. Positive emotions evoked because of subjects preferring prompts
approach, while negative emotions evoked due aversions of jolt drives evasion [25].
In the present research, the evoked emotion due to Indian instrumental traditional
music recommends is more noteworthy on terminal F7-F8. This result will help in
evaluating evoked emotion utilizing fewer electrode by shaping a versatile gadget
computational speed will increment due to the decreased number of electrode, and
accuracy of proposed system [19] will improve due to fewer artifacts which the
primary requirements of various clinical and engineering applications.

Implication Engineering The outcome of study reveals the correlation of neuronal
responses and evoked emotion. The finding also leads to electrode reduced system

Fig. 7 Valence of emotion total frontal θ asymmetry
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such a system suable for neuromarketing application. In the current neuromarketing
research, for themost part, uses event-related potential ERP [26]. ERPs are all around
befitted to examine issues about the rate of neural activity and less very much suited
to inquire about inquiries concerning the area of such occasion [26].

Implication Clinical In the subjects of mental depression, focused attention got
impaired. Musically stimulated frontal theta asymmetry can be used to quantify the
depression. Frontal theta asymmetry biomarker of depression [27] as frontal alpha
[28]. The present systemof depression diagnosis is entirely qualitative and qualitative
systemwhich is error-prone.Music-evoked quantitative depression diagnosis system
will be the best solution.

8 Future Work

EOGartifact is themost challenging artifact to remove fromEEG; an automatedEOG
artifact removal algorithm should be investigated. This study only focuses mainly
on mental attentiveness function, during music listening to music psychological
process of memory processing and takes this needs to investigate by formulating a
psychoneurological hypothesis. Non-supervised machine learning algorithm should
be used to discover the neuronal reason for many psychological processes that take
place during music processing. For musical stimulus how the brain of the subjects
with dementia,Alzheimer and other affective disorder needs to investigate by creative
psychoneurological models testing and validating using various machine learning
algorithms. Non-supervised machine learning algorithm should be used to discover
biological reason of many psychological processes that take place during music
processing.

9 Conclusion

Models EVIFθF78, EVIFθF34 and EVIFθFp12 perform best in the radial kernel
of SVM indicating nonlinearity data of on that region, whereas TAEVIθ equally
performs well in linear kernel reporting on the overall frontal region data which is
linear interprets emotionmodulatedwith stimulus on the frontal region. The outcome
of the model-based study narrows down to the specific location (EVIFθF78) of
the frontal region which signifies in electrode reduction, due to electrode reduction
complexity, artifact, will be drastically reduced, whereas computation speed will
increase making more reliable system for quantifying evoked emotion for various
engineering and clinical applications.
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A Deep Learning-Based Approach
for an Automated Brain Tumor
Segmentation in MR Images

Puranam Revanth Kumar , Amogh Katti, Sachi Nandan Mohanty,
and Surender Nath Senapati

Abstract Brain tumor classification is done by biopsy, which is not normally
performed due to conclusive brain surgery without invasive interventions, improving
technologies and machine learning can help radiologists detect tumors. MRIs are a
commonly used imaging technique for the study of these tumors, but the vast volume
of knowledge given by MRI prevents manual breakup over an acceptable time span,
reducing the use of accurate quantitative calculations in clinical practice. This paper
introduces an approach to program division based on convolution neural networks
(CNN). The proposed work uses a 300 MR image dataset from Kaggle with 70%
training and 30% testing. In addition to having a positive impact on overfitting,
Kernel 3 × 3 enables the construction of a deeper architecture, provided the lower
number of weights in the network. The application of force standardization was
also discussed here as a pre-preparation step, which has proven extremely viable
in MRI images for brain tumor division, despite its lack of regularity in CNN divi-
sion strategy and data extension. Detection of accurate cancer cells in high-density
areas that are impure is difficult. The extraction and identification of tumor from
brain MRI scans are conducted using the MATLAB tool. The accuracy was 92.50%
with good generalization capabilities and good speed of execution, and for medical
diagnostic radiologists, the new developed CNN architecture will be an essential
decision-making tool.
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1 Introduction

The unwanted cell development produces a lump in the brain called brain tumors are
formed by the growth of uncontrollable cells in an unregulated manner in the brain
[1]. Early diagnosis of cancer can delay death, even though not always. The tumor
may be benign, pre-carcinoma, or malignant in comparison with cancer. Benign
tumors differ since they are not typically distributed and surgically removed to other
organ and tissue [2]. Magnetic resonance imaging (MRI) is widely employed in the
diagnosis of brain tumor patients, but it is not practical to make effective use of such
imaging methods due to a lack of sufficient means to handle vast volumes of data
generated by the image acquisition system. Gliomas, meningiomas, and pituitary
tumors comprise all primary brain tumors [3].

Tumors that develop from components of the brain other than nerve cells and
blood vessels are commonly referred to as glioma. The membranes around the brain
and around the central nervous system are, on the other hand, a source of menin-
giomas, and lumps in cranium are hypo-physical tumors [3–6]. The only difference
is that, among the three tumors, meningiomas are frequently benign and are the most
commonly malignant. Unlike meningiomas, which develop slowly, pituitary tumors,
though benign, can induce various medical problems [5, 6]. Given the foregoing,
distinguishing between all three types of cancers is a critical step in the clinical
evaluation process and the final successful treatment of patients.

A number of problems can arise with MRI images [7, 8] such as the intensity
of homogeneity or the variation of power ranges between related arrangements and
scanners.We use preprocessing processes such as tilt field and power standardization
to expel these disservices in theMRI images.MRI is one of themostwidely employed
ways of effective total representation [9] in tumor therapy.

The rest of the paper is planned as follows: in Sect. 2—literature survey, in
Sect. 3—we give information about the methodology, in Sects. 4 and 5—the imple-
mentations, performances, and experimental evaluation and investigation of thiswork
followed by the conclusion with recommendations for future work.

2 Background and Related Work

2.1 Background

In this section, CNN-based classification methods are presented briefly. The convo-
lution network, which consists of alternating convolution, pooling layers, and several
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completely connected layers, is a commonly usedmethod for biologic image segmen-
tation. These methods have been loosely segregated into two categories of analysis
and decision-making. The first is patched, the latter end to end. The network input
is a patch with fixed and odd sizes, and the output is the center pixel class. A sliding
window divides the images into patches based on the specification. The network is
often trained by means of patches extracted from an image collection, with the same
way of dividing the truth of the ground. This style is simple and easy to understand
for image segmentation. And through patch-based techniques, the data imbalance
can be overcome quickly.

In [10], DCNNwas proposed for multimodal image segmentation and three archi-
tectures. The patches for these three architectures are 28 × 28, 12 × 12, and 5 ×
5, and the kernels for these architectures are 5 × 5, 3 × 3, and 2 × 2, respectively.
There are 2, 2, and 1 layers of convolutions. It shows that the DCNN is able to
effectively segment brain tumors. In the meantime, it shows that the patch size and
the size of the convolution filter affect the results if the brain tumor is patch-based.
There are few layers in each of the three structures, the deeper the DCNN, the greater
the characteristics. Consequently, [11] is adding extra layers by reducing filter size
and pooling layers. The size of the input is 33 × 33 compared with [10], and the
size of the kernel is 3 × 3. This network is deeper than the previous network and
has enhanced efficiency. In addition, the entire patched segmentation process was
introduced in [10].

Havaei et al. [12] proposed a two-way architecture that incorporates the features
of various size networks. This study consists of two paths of different sizes of convo-
lution kernels. The characteristics obtained from two directions are concatenated,
moving through the convolution layer and the layer of SoftMax. In addition, some
cascade architectures based on a two-way architecture and combining different input
patches are also available. The input patches in [14, 15] are extracted from the axial,
coronary, and sagittal sections of the view. To produce the final results, all three
analyses will then be combined. This often takes advantage of the presented contex-
tual details. In addition, each layer’s phase size is set to 1. This avoids redundant
measurements and during research helps the section of images to be cut by slice.
In the end-to-end methods, the success of net training and image segmentation at
the image stage was achieved with the combination of completely convoluted or
de-convoluted networks. In comparison to the patch-based technique, the end-to-
end method will reduce numerous redundant measurements. Most approaches to the
segmentation of brain tumors are mainly based on FCN [16], SegNet [17], and U-
Net [18]. These approaches are essentially in the form of a devolution. The U-Net
has been implemented by [19] to automatically segment brain tumors. A novel 3D
segmentation approach based on cross-modality was suggested by [18].
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2.2 Related Work

The segmentation technique for the brain tumor does not exist perfectly, but several
groundbreaking solutions for the automatic segmentation of the tumor are constantly
being implemented. The distinction between strength, form, location, and frontiers
of the brain tissue varies between individuals and is a major challenge for automated
segmentation. The innovative result of deep learning is a signatory to these problems
in the segmentation and classification of images. This section will address several
profound methods of learning in the automated segmentation of brain tumors used
in the processing of MRI data.

In the neural network architecture, small overlapping filters like 3 × 3 are used to
preserve the larger CNN depth and to learn more about the inputs in every network
learning layer. [20] proposed one of those blocks consisting of three blocks of convo-
lution (11 layers deep) and six layers with a 3 × 3 filter, two layers of max, followed
by three layers fully connected. The authors used prepossession to balance all images’
sensitivity by normalizing and filtering sound through calculation of the default devi-
ation and the mean intensity value of all training pictures before network training.
The suggested model for the entire tumor was 88% accurate, for the core tumor 83%
correct, and for the active tumor 77% correct based on BraTS data.

A new neural network for automatic brain tumors segmentation was proposed in
MRI images [21] in three-dimensional confounding. It takes a lot of computing time,
but 3D visualization makes it easier of tumor development for radiologists. The 3
× 3 ×3 convolution filters, as well as the batch standardization layers, ReLu, and
3D max pooling layers, are used to reduce the size of feature maps. The 3D inputs
are arranged in a 4D volume and are visible in height, width, image channels, and
number of modes in four dimensions. In the MRI dataset, 87, 77, and 73% for the
whole area of the tumor, the main tumor, and the active zone have been accurate.

The automatic segmentation of brain tumors by teaching separately all methods
and integrating post-processing SegNet production has been suggested by [22]. First,
standardization and bias field correction inputs are important for eliminating unnec-
essary errors that boost segmentation efficiency. SegNet is used for the independent
training of the four related MRI modes. There are a couple of encoders and decoders
in the architecture (down sample) (up sampling). The encoder uses 13 convolution
layers with 3 × 3 filters, batch standardization layers, ReLU, and max pools with
two filters. The decoder also has 13 convolutional layer to complement the corre-
sponding encoder. High-dimensional features extracted from the decoder are fed to
the SoftMax layers to classify each pixel type independently. The segmentation tech-
nique obtained a precision of 85% for the entire tumor, 81% for the central tumor,
and 79% for the enhancement of the tumor.

The patch-based CNNmethodology utilizes CNN’s intrinsic functionality for the
detection of patterns and also performs extremely exact division within the MRI and
implemented a cascaded two-way CNN model, which extracted at the same time a
big 37 × 37 patch size and a minor 19 × 19 patch size [23]. The architecture has a
variety of learning criteria in order to discourage overfitting, the maxout, and dropout
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layers used in architecture thatmay contribute to overfitting during school. Themodel
consists of seven convolution layers of varying filter sizes, allowing the CNN model
to understand the features of various sizes and to use the ReLU. The network was
trained to end the initial CNN output and the second CNN entry by cascading. In
addition to the 3D slicer image package for bias field correction, similar to artifacts
that had previously been available, this led to improved segmentation results.

3 Methodology

An overview of the proposed system approach is given in Fig. 1. Preprocessing, CNN
classification, and post-processing are three main stages.

3.1 Preprocessing

The images of MRI are subject to predisposing to field distortion and homogeniza-
tion. As of today, due to field homogeneity in attractive reverberation images, there
are some formulas for correcting uniform power. X-ray pictures are changed by the
inclination field bending. This makes the force of similar tissues to fluctuate over the
picture. To adjust it we connected the N4ITK technique [2]. This is not enough to
guarantee the tissue’s dispersion by intimidation. As there will be a range of power,
even if the same patient’s MRI is taken at different times in the same scanner, the
results will be the same. We are thus using the methodology of force standardization
in this sense. It makes the patient’s challenge and ability more comparatively cross-
cutting and receiving. The N3 (nonparametric non-coherence uniformity) algorithm
is the influential force of the homogeneity correction technique [11]. It is iterative
and seeks a smooth field of propagation that increases the strong repetition of tissue
diffusion control content. It is a properly programmedmethodology.What is more, it

Fig. 1 Overview of the proposed method
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appears not to require an earlier display of tissue for submission. Youmay refer to any
image of the MRI. The MRI’s power scales are implemented by force standardiza-
tion. Without an established scale of force, it would be impossible to summarize the
relative action of various types of tissue across different volumes in the view of the
tumor. The test is based on the standardization of the regulation of ensemble method-
ology proposed by [23] is used here for assessment. The stage is being designed in
two phases, and the changes are being organized. The principal motivation behind
the planning phase is to find the default scale restrictions and to prepare histograms
for the candidate volume for the standard histogram scale. A more equal histogram
is obtained for each category. The mean power calculation and the standard devi-
ation are indicated in the planning arrangement. These characteristics are used to
standardize test patches. Force standardization involves the scheduling of stage and
the organization of transition. We discover the standard scale parameters during our
preparation stage, and when adjusting, the histogram organization of the data picture
is mapped to the default scale [intrigue power (IOI)].

3.2 Convolution Neural Network

In CNN, we have different layers. Using convolution layers [13, 14] allows maps
to be caused by convoluting a flag or image with parts. The unit in the part defines
the relation to the previous layer by the weights of the artifacts on these points.
Piece weights square measure modified in the middle of getting ready stage by
back propagation to optimize the safe properties of the results. Because all units
of analog part maps share these square elements, the convolutional layers are less
weight-to-order and less coordinate than those of thick FC layers. Moreover, an
analogous feature of the invariability of location perception is separately recognized
since a constant variable is convoluted over a complete picture. In the absence of a
few convolution layers, the distorted highlights are often typical of a deeper depth.
For example, the update of the primary layers shows the square measure massed
as subjects, bits, or queries in the required layers [15]. In CNN, some steps are
initialized, enabled, pooled, regularized, raised data, and loss function. To accomplish
convergence, the initialization system sets up data augmentation: To increase the
size of the set preparation and decrease overfitting, this can be achieved. We have
restricted the extension of the descriptions to turning operations because the class
of the repair is specified by the focal voxel. A few developers even recommend
image interpretations [16], but this may be achieved by adding the incorrect class to
a work-around for division (Fig. 2).
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Fig. 2 Proposed system architecture of CNN model for classification of brain tumor

3.3 Pooling

This combines the features of the includedmaps that are spatially close together. This
combination of possibly repetitive highlights reduces the computational heap of the
following stages by making the representation, for example, inconsequential subtle
components, more minimized, and invariant to small image shifts. The use of full
pooling or regular pooling [15] is more frequently demonstrated when used together.
Loss functionality: The loss feature should be minimized during the preparation
process.

3.4 Post-processing

To find out about the tumors, some of the tiny clusters left after the CNNphasewill be
reprocessed. We need to exclude the clusters acquired during the CNN segmentation
to establish these constraints. They will then see the results.
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Fig. 3 CNN architecture

3.5 Rectified Linear Unit

ReLU function is used in deep neural networks. Recently, it has been shown that
the convergence of Tanh functions has improved six times. Mathematically, rectified
liner units are defined as follows (Fig. 3):

f (x) = max(0, x)

If (x) = 0, f (x) = max(0, x) + αmin(0, x) and x ≥ 0, f (x) = x

f (x) = max(0, x) + αmin(0, x)

3.6 Loss Function

It is the function to be minimized during training:

H = −
∑

j∈voxels

∑

k∈voxels
c j,k log

(
c j,k
∧)

(1)

The probabilistic predictions (after the SoftMax) are represented by ĉ, while the
target is represented by c.

4 Results and Discussion

Even small details are significant in the field of biomedical imaging, as incorrect
interpretation can lead to a blunder in the diagnosis. So, in order to identify brain
tumors, we introduce a deep learning method that integrates residual relations along
with parametric ReLU with a value of α = 0.01. In our proposed model, we used
cross-channel standardization to standardize image data. Unlike the other networks
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in this paper, our proposed model provides better performance with validation accu-
racy 92.50%. In addition, the importance of the measurement metrics reinforces the
increased performance of our network.Higher precision is desirable for segmentation
to be treated as a good percentage.

The development of the network using either the tumor region or any other input
is more easily done, but also requires sorting approaches or an expert devoted to
categorizing those components. To our interpretation, Urban G [21] shows with a
precision of 87% the best results for literature using segmented image parts as inputs.
The 3 × 3 convergence filter decreases the map size, the batch normalization levels,
the ReLU, and the percentage of the 3D maximum pooling layers. It is observed that
CNN’s proposed architectures perform better with 92.50% accuracy in performance
measurements than other popular deep learning models.

For the calculation of CNN computation time, training parameters are important.
The training parameters should also be set equal for all models, and the same dataset
should be used.

CNN designs take longer for learning, but provide more classification efficiency
due to the increase in layers and training configurations. The network can be used as
a classification until a network is trained, and it takes only a few seconds to segment
the image with a trained model. However, it can take hours for healthcare profes-
sionals to manually segment tumors. The proposed image classification techniques
are accurate, quick, and can be used with low-cost data. It will allow physicians to
identify brain cancers easily and reliably, which will save the lives of many people
(Figs. 4 and 5).

Fig. 4 Performance evaluation of proposed CNN model
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Fig. 5 Segmentation results when the network was trained on the Kaggle dataset and evaluated on
the same dataset, the following results were obtained: a original image, b segmentation mask, and
c detected tumor

5 Conclusion

In the proposed works, we have introduced an architecture of a neural network that
can identify brain tumors with greater accuracy and false prediction information to
be used by radiation specialists in order to properly diagnose biomedical imaging.
Not only does our proposed network classify the tumor of the brain in MR images, it
also preserves tiny contours and limits. The network’s findings are particularly good
when the already trained network is fed with different datasets. The network can be
inferred that the issue of reshaping the network with multiple datasets is avoided.
Owing to the addition of residual and parametric RELU connections, the proposed
network is more flexible in terms of layers and more balanced compared with other
systems. In closing, the significant increase in the precision measurements obtained
by the proposed network showed that the tumor capacity of the network was best
classified over other network architectures.

The proposed CNNmodels will in the future be enhanced by the use of the hybrid
CNN model for segmentation of various filter sizes, all MRI image modalities will
be included in the tumor segment, and the classification result will be improved by
an increased mini-batch scale between 64 and 128 and a maxi-epoch between 60 and
80 (or 120).
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MZI-Based Electro-optic Reversible
XNOR/XOR Derived from Modified
Fredkin Gate

Shashank Awasthi , Sanjeev Kumar Metya , and Alak Majumder

Abstract Arithmetic logic unit (ALU) is the heart of any computational logic
module, and most of the operations in it are supported by XNOR/XOR gates, which
also play a vital role even in encryption/decryption circuits. Thus, efficient and reli-
able operation of XNOR/XOR using emerging technologies has become a point of
interest. The recent advancement of IC technology finds itself in a spot of bother
due to the excessive heat dissipation, which is needed to be addressed, and reversible
logic (RL) has emerged as a potential candidate. This paper unveils the exploration
of reversible XNOR/XOR logic using a single cell of 4 × 4 MFG. Electro-optic
Mach–Zehnder interferometer (MZI) is considered to realize the proposed logics
under beam propagation method using OptiBPM tool. The power model of output
ports is calculated and verified through MATLAB simulation.

Keywords Reversible logic · XNOR/XOR · Electro-optic effect · Modified
Fredkin gate · Mach–Zehnder interferometer

1 Introduction

In the era of nanotechnology, where researchers are finding it hard to preserve the
heat dissipation in a conventional CMOS technology, it is a high time to think over
reversible logic (RL) [1]. This is validated by [2], which shows that increasing gate
count leads to an increase in power density and on-chip device temperature. Landauer
[3] explained that a bit computation in irreversible logic corresponds to a minimum
of kTln2 (2.8 × 10–21 J) amount of energy dissipation where k stands for Boltzmann
constant andT refers temperature in kelvin. This small energymay culminate a bigger
value when a large number of transistors are integrated on a single die following the
Moore’s law. To resolve this issue, the concept of RL came into existence to preserve
both information and heat dissipation and hence to find applications in quantum dot
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cellular automata, quantum and optical computing [4, 5]. A few prominent reversible
gates (RG) are, namely the Fredkin gate, Peres gate and Feynman gate, etc. which
are used to emulate the fundamental basic logic gates. To implement these RGs,
several approaches have been rigorously studied in the literature [6–8]. One of the
most vital logical operations are XOR/XNOR, which is employed to configure major
building blocks of arithmetic circuits present in computer ALUs. Also, XOR logic
finds application in designing encryption/decryption circuits such as stream cipher,
e.g., set-top box of cable channels, wireless handsets, etc. From security point of
view, using XOR/XNOR or any other bit-wise operators makes no difference as it
actually depends upon the randomness of key stream generation. However, as single
XOR/XNORonchip canbeutilized in both encryption anddecryption, it saves silicon
space comparing to other [9]. The reversibility of such blocks depends on the fact
whether the unit design cell is reversible which preserves the bits during computation
and gives away least heat dissipation. Photons being ultrafast are unquestionably
superior to realize RG rather than the existing CMOS technology. Various optical
switches have been exercised to observe the functionality of RG [10, 11], and lithium
niobate-based MZI having Pockels effect has emerged to outperform other optical
switches due to its better switching speed and inherent property of higher refractive
index. In this article,wehave studied the logical implications andmathematical power
model of 4 × 4 MFG [11, 12] and explore the reversible XNOR/XOR operation,
which is validated in terms of many influencing device factors.

The organization of the paper is as follows: Sect. 2 deals with the overview of
MFG and its logical implementation of XNOR/XOR, which is followed by the math-
ematical modeling and its MATLAB simulation in Sect. 3. The simulation results
through OptiBPM are shown in Sect. 4, whereas Sect. 5 contributes the single unit
MZI and system level analysis followed by Sect. 6 that concludes the paper.

2 Overview of Modified Fredkin Gate

Figure 1 shows a 4 × 4 universal RG [11] famously called as MFG and having 16
distinct combinations of operation ensuring the principle of reversibility. The electro-
optic implementation of MFG is done using 8 MZIs, thus defining an optical cost of
8. The Boolean expression of MFG is given by;

Fig. 1 Block diagram for
MFG
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P = A

Q = B

R = C(A ⊕ B) + D(A � B)

S = C(A � B) + D(A ⊕ B)

(1)

From Eq. (1), it is evident that an ancilla input at each of ‘C’ and ‘D’ guides
MFG to output XNOR and XOR logic at port ‘R’ and ‘S’. With C = 0 and D = 1,
the equation for ‘R’ and ‘S’ can be re-written as given in Eq. (2) and accordingly
the logical behavior may be seen at Table 1, which conveys that the MFG swaps the
ancilla inputs at the output ‘R’ and ‘S’, only when the inputs A and B are equal.

R=A � B

S = A ⊕ B
(2)

Table 1 Truth table for MFG (blue color defines XNOR/XOR operation)

Inputs Ancilla Garbage Outputs

A B C D P Q R
(XNOR)

S
(XOR)

0 0 0 0 0 0 0 0

0 0 0 1 0 0 1 0

0 0 1 0 0 0 0 1

0 0 1 1 0 0 1 1

0 1 0 0 0 1 0 0

0 1 0 1 0 1 0 1

0 1 1 0 0 1 1 0

0 1 1 1 0 1 1 1

1 0 0 0 1 0 0 0

1 0 0 1 1 0 0 1

1 0 1 0 1 0 1 0

1 0 1 1 1 0 1 1

1 1 0 0 1 1 0 0

1 1 0 1 1 1 1 0

1 1 1 0 1 1 0 1

1 1 1 1 1 1 1 1
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3 XNOR/XOR BPM Layout

OptiBPM, being a tool run under beam propagation method (BPM), is used to design
and implement the MFG-based XNOR/XOR with titanium (Ti)-diffused lithium
niobate (LN) MZI and monitors the optical field propagated through the waveguide.
Figure 2 shows the BPM layout of the configuration with 8 MZIs. The input signals
(also referred to as control signal (CS)) are fed to MZIs in the following order: Input
A is fed to MZI1, input B is given to MZI2, MZI7 and MZI8, whereas ancilla input
‘C = 0’ is fed to MZI3 and MZI6, and finally, the input ‘D = 1’ is driving MZI4 and
MZI5. CS plays a vital role in guiding the MZI to either behave as a bar switch or
cross switch with CS= logic ‘1’ (= 6.8 V) and CS = logic ‘0’ (= 0 V), respectively.
It is very crucial to smartly consider the propagation direction of the design due
to anisotropic property of LN. In this paper, it has been considered to exercise z
cut wafer propagated in y direction [11]. The various parameters that are used in
designing the MZI and electro-optic XNOR/XOR are given in Table 2 [11].

Fig. 2 BPM layout for XNOR/XOR logic from MFG

Table 2 MZI designing
parameters

Parameters Value

Length of a MZI (µm) 33,000

Thickness (µm) 8

Wavelength (µm) 1.3

Substrate thickness (µm) 10

Cladding thickness (µm) 2

Refractive index (Ti:LN) 2.2

Buffer refractive index 1.47

Air refractive index 1
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4 Simulation Results and Mathematical Modeling

The simulation results of theMFG-based reversible XNOR/XOR logic are presented
in Fig. 3, where the laser light is provided to the top input port of MZI1, and based
on the CS of respective MZIs, the light travels through the desired path to yield
the expected output as briefed in the following case. The combination AB = 00
makes CS of both MZI1 and MZI2 to be logic ‘0’ thereby steering them to act as
a cross switch. Hence, MZI1 receives the light from top input port and emerges
out from lower output port to hit the lower input port of MZI2 only to come out
through the upper output port of it. This now travels through the upper 3-dB coupler
to hit MZI3 and MZI4 top input port, which are guided by ancilla input ‘0’ and ‘1’,
respectively, as mentioned in previous section. Because MZI3 is a cross switch, the
light is terminated at the lower output port andMZI4 allows the light to travel through
its bar port. Accordingly, the final output is yielded as P = 0, Q = 0, R = 1 (XNOR
operation) and S = 0 (XOR operation), which may be verified from Fig. 3a. In the
similar way, the other cases of Figs. 3b, c and d may be studied.

To verify the simulation results and the truth table presented in Table 1, the mathe-
matical model of the power at the output ports is carried out (refer Eq. 3–6) following
the relations presented in [11]. The power models are executed on MATLAB to
observe the logical implications as shown in Fig. 4, where the first row to last row
represents the output combinations of MFG-based XNOR/XOR module for input
conditions of 00–11, respectively. Considering the coordinates (row, column) (2,3),
(3,3) and (4,4) in Fig. 4, the output wave is noted to reach around 0.5 V only to roll
down to 0 V and the same is considered as logic ‘0’.

PP = sin2
(

�φ1

2

)
(3)

Fig. 3 BPM simulation results of XNOR/XOR logic
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Fig. 4 MATLAB simulation results
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5 Study of Performance Metrics

The unit cell of the design is a Ti-diffused LN-based MZI, which is an anisotropic
material, and hence, its performance gets altered as a function of refractive index
of the material. Referring [13], we know how any alteration in various parameters
like electrode voltage and wavelength affects the perfect execution of an MZI. The
coupling ratio and extinction ratio are studied in [13] as a function of wavelength
and horizontal diffusion length. In this paper, the execution of MZI is explored in
terms of insertion loss and excess loss as a function of wavelength (λ) and electrode
voltage (V).

5.1 Insertion Loss

Insertion loss (IL) refers to the loss of light between input and output ports of a
waveguide [14] and is expressed by the following relation:

IL = −10 log10
POUT
PIN

(7)

wherePOUT andPIN are the power available at the output and input ports, respectively.
Evidently, Eq. 7 corresponds to the fact that a least possible IL is expected for

the proper functioning of the MZI as a switch. A greater IL incurs a cost in terms of
light presence at the desired output port, which may have an impact on other MZIs
in the system. The IL due to the variation in switching (or electrode) voltage (SV)
is depicted at Fig. 5a while keeping the wavelength fixed at 1.3 µm and diffusion
stripe thickness at 0.051 µm. With the CS = logic ‘1’, the graph records a minimum
IL of 0.02 dB at 6.8 V when the major portion of light passes to the expected bar
port of MZI. If the SV gets varied extensively, there will be significant increase in
the IL slope, which may give away malfunction for a system-level application. On

Fig. 5 Insertion loss in a single unit MZI w.r.t. a switching voltage and b wavelength
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the other end, an optical waveguide follows the principle of optical window [10]
for efficient transferring of information through the light source. Out of the four
windows, the second window with λ = 1.3 µm is considered for this study due
to minimum dispersion and attenuation of 0.5 dB/km. It is clearly perceived from
Fig. 5b that beyond a small variation of 1.3 µm, the MZI functionality may fall due
to increased IL.

5.2 Excess Loss

Any light source while traveling through a waveguide may lose some light in terms
of intensity and amplitude. Thus, the amount of light that is wasted in addition to
the light that is coupled in two or more output ports is termed as excess loss (EL).
Mathematically, it is written as:

EL = −10 log10
P1 + P2 + · · · + Pn

Pin
(8)

In a MZI, being a 2 × 2 coupler, the light is fed to any one of the input ports, and
all the light is expected to be present at either output ports depending on the electrode
voltage. Thus, Eq. (8) may be re-written as:

EL = −10 log10
Pout1 + Pout2

Pin
(9)

Thus, ideally both the output ports must have all parts of light without leaking
while traversing through the waveguide.

Figure 6a confirms our MZI to leak a tiny light thereby offering the 99.9% of
input light intensity at the desired output of interferometer switch. As per Fig. 6b,

Fig. 6 Excess loss in a single unit MZI w.r.t. a switching voltage and b wavelength
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Fig. 7 Leakage of light a before waveguide and b after waveguide insertion

even though the wavelength ranging from 1.1 < λ (µm) < 1.2 offers negligible EL,
the tolerance of λ is very small to maintain light within second optical window and
that small variation in wavelength does not affect the performance of MZI.

5.3 System-level Analysis

To validate the performance of a single MZI, a random MZI is considered from the
system of MFG-based XNOR/XOR for an input combination of ‘00’. This means,
CS to MZI1, MZI2, MZI7 and MZI8 is set to logic ‘0’, and thus, they behave as
cross switches. If the undesired port of a MZI in a certain system remains floating,
it invites massive interference which may lead to complete functional failure. For
example, if we consider MZI7 to be studied in the proposed XNOR/XOR design,
and it is evident from Fig. 7a that the cross port of it is not connected to any other
MZIs thereby resulting to an excessive leakage of light. This problem may be solved
by placing an optical waveguide terminator [15] or a waveguide of certain length
at the end of the floating MZI port as exercised and shown in Fig. 7b to reduce the
amount of leakage.

As the input combination is fixed at ‘00’, the light traverses to the port of XNOR
logic (refer Table 1) through MZI4, which is taken into account for system level
analysis. EL and IL as a function of switching voltage and wavelength are studied
and found to offer optimum result around 6.8 V and 1.3 µm only as shown in Fig. 8,
which confirms a decent tolerance of both the influencing factors to maintain the
functionality of the design. It is to note that the tolerance of λ in Figs. 8c and d has
to be within the second optical window to have the minimum IL and EL.
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Fig. 8 Study of MZI4 a EL versus SV, b IL versus SV, c EL versus λ and d IL versus λ

6 Conclusion

Electro-optic (EO) or Pockels effect is most widely used method in observing arith-
metical/logical operations (ALOs) using various optical switches due to its nonlinear
electro-optic property. Out ofmanyALOs based onRG,modified Fredkin gate-based
reversible XNOR/XOR is presented with its EO design of Mach–Zehnder interfer-
ometer switch and using titanium-diffused lithium niobate (Ti: LiNbO3) material.
LiNbO3 is superior to other EO materials such as BaTiO3, GaAs, LiTaO3 due to its
best electro-optic tensor coefficient and minimum voltage requirement. The simu-
lation is carried out in OptiBPM tool, and the power equations have been verified
through MATLAB simulation to verify the truth table. The proper functionality of
MZI unit cell and the XNOR/XOR system is analyzed in terms of insertion loss and
excess loss as a function of switching voltage (SV) and wavelength (λ) to achieve
the optimum results at the SV = 6.8 V and λ = 1.3 µm. The future scope of the
proposed design can be considered in optical memory and online security systems
for encryption and decryption process to make the online system ultrafast.
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Secured Remote Access of Cloud-Based
Learning Management System (LMS)
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Abstract Globally, education system is in changing process. The new tendency
is everywhere, from traditional classroom systems to digitalization systems. Cloud-
based learningmanagement systems (LMS)will drive the educational sector forward
in the future years because they will provide end users with a flexible, easy-to-
use, secure, and cost-effective learning process. Especially when the economy is in
a slump due to global pandemic situation, cloud-based LMS model is the appro-
priate and most trusted learning model in global educational sector. It can be used
through web in remote places with multiple users on same platform. Hence, the
first thing which required is secured access of said LMS model. This security
based on some protocols like Hypertext Transfer protocol Secure (HTTPS) which
is maximum considered presently. It is more effective tool than the other security
protocols like (Hypertext Transfer Protocol) HTTP. Connecting cloud-based LMS
securely in remote locations using virtual private network (VPN) technology and
secure socket layer (SSL) and Citrix access gateway product, which ensures security
from authorizations to application-level protection and client-side security, improves
the usability of this LMS among remote users of various educational institutions in a
global pandemic situation. The goal of thiswork is to propose anSSLVPNdesign that
uses the Citrix access gateway product (which includes Windows and UNIX-based
systems and web-enabled applications) to ensure safe data transfer of a user-friendly
cloud-based LMS in remote locations.
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1 Introduction

Nowadays, the worldwide educational sector, whether it is schools, colleges, or any
educational service provider, uses LMS to give competitive service to their end
users, allowing them to gather and refresh their knowledge at any time and from any
location. However, because there are various remote users using same, all service
providers face huge issues in terms of security platform through cloud-based network
access. Here comes the role of virtual private network (VPN) which gives a private
network increasing power so that it can act as internet among public network. It
is allowing host computer to communicate through data exchanging among shared
network with appropriate function, security and maintaining different internet poli-
cies in private network. The choice of getting exact VPN in action depends on user’s
mode of exercise. VPN is having mainly two functions: remote or distant approach
for end users and site-to-site approach for two different geographically positioned
which able to connect with a Wide Area Network (WAN). IPSec, SSL are two most
trustedVPN technologies beingused in today’s network system.These twoare having
their own capacities and challenges. Secure socket layer (SSL) VPN is a growing
technology that makes remote access VPN strengthen and by using which a user can
float a web browser to access any remote VPN connections from an internet to enable
location. Another use of VPN can be to conceal actual information regarding remote
connections that are difficult to measure. The main challenges regarding appropriate
choice of VPN are depending on its security, functionality, and traffic measurement
ability. Themore perfect VPN one can use the more technical sound access of remote
network or internet facility users can enjoy. As a result, users can use the LMS more
effectively. In this paper, it has shown and discussed the parameters of selecting
appropriate VPN based on its effective performance.

The researchwork is having following sections: Sect. 2 presents a brief knowledge
of secured remote access. Section 3 described related works till date by extensively
going through related articles and researches. Section 4 said about the proposedworks
and methodology with optimum explanations in details. Section 5 briefly described
result analyses. Lastly, the conclusion and way forward described in Sect. 6.

2 Secured Remote Access

Remote access [1] is a special power given to any individual to control any computer
or network from any geographical location with the help of network connection. It
is a system where physical presence of a user does not require. A user can reach
any computer, file, or any related documents whenever it is needed by remote access
facilities. It is actually helping the service provider or LMS users of any concern
situated at different locations to get connected so that they can have well informed,
and by this way, it also helps in increasing usability and understanding between
service provider and users. It is actually an industry where different technical support
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teams solve the LMS user’s problems from any remote locations whether it is within
or outside of organization. Remote access VPN connection is the most trusted way
in this system as it is prudent for secured encrypted communication over internet
network. Another main motive of using VPN technology is to give a secure platform
to remotely access the organizational branches at different locations so that the users
can access other corporate facilities and resources. Actually, it is used to manage
related to coalition of network connection, software and hardware applications.

2.1 Virtual Private Network (VPN)

Virtual private network (VPN) is a program that allows for safe and encrypted connec-
tions across public networks such as the internet. It encrypts data in subway protocols
at the dispatch end and decrypts it at the receiving end, including the network address,
allowing for more secure online operations. It is also applied to furnish remote access
to software hosted on exclusive network. One should have the authentication process
to use the VPN app like password, biometric, or security token. VPN apps mostly use
through mobile devices for giving more secured data protection. Users should not,
however, confuse private browsing, which does not require any encryption and is an
optional feature. In essence, a VPN establishes an end-to-end connection that is only
accessible by authorized users. To continue, this VPN client (software application)
should be installed on every point, either in local or in the cloud. The execution may
be influenced by a variety of factors such as the user’s internet speed, the quality of
services provided by the service provider, and so on. There are now a few protocols
that must be followed in order to obtain an accurate rating of security in connected
systems. Here are a few protocols from a long list of VPN protocols: IP security
(IPsec), secure socket layer (SSL), and transplant layer security (TLS), point-to-point
tunneling protocols (PPTP), Layer 2 tunneling protocols (L2TP) open VPN.

Benefits of remote access VPN are it allows the remote users to access to LMS
network from any geographical location that can be useful for service provider and
end user who is highly mobile or situated remotely. In other way, remote users can
take lead of using public Wi-Fi connection as data are in encrypted version which
is more secure to access. So, while planning to use remote access VPN, a controller
always have to have enoughnumber ofVPNsoftware licensewith networkbandwidth
which can minimal the latency for remote users.

2.2 SSL VPN

A secure socket layer (SSL) VPN [2] is used in normal browser to get encrypted
data from HTTP traffic through SSL protocol. It also protects real-time protocol
(RTP) traffic. A remote user can reach to the LMS network and web applications
through SSL VPN. SSL VPN is having mainly three protocols. Handshake Protocols
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Fig. 1 Architecture of SSL VPN [2]

negotiate the encryption algorithm and authorize the server to the users. Record
Protocol helps client and server both to share key to encrypt data. In alert protocol,
user can get to know the error, if any. Figure 1 is describing the architecture of SSL
VPN, and its functionalities are mentioned below.

SSL VPN gateway is a common gateway of all VPN connections of the organi-
zation. It also helps to initiate internal application server of all connections which is
protected by Firewall both inside and outside. Outside Firewall gives permission to
connect with a machine and any internet with SSL VPN gateway. In the first step,
an end user is connecting, after authentic log-in, to an organization’s gateway with a
list of given applications. Simultaneously, internal server is connected through inside
Firewall by SSL gateway. As a result, a user gets a summarized feedback by SSL
VPN gateway, and SSL VPN tunnel is created between end user’s device and SS
VPN gateway.

Table 1 is describing the comparison between IPSec and SSL VPN (Table 2).

2.3 Citrix Access Gateway/NetScaler Gateway

Citrix authorizes [3] its end users to supply dependent, less risk access of services
associated with the cloud (SaaS) or other environment. It is helping in restricting the
user’s access to the internet bywebfiltering andweb isolation too.Citrix recommends
three way-out to its end users to carry out risk-free access with secured mechanism
(single sign-on) for the applications, information, and network. These three options
are as below:
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Table 1 Comparison between IPSec and SSL VPN

Parameters IPSec VPN SSL VPN

Gateway location Implemented on the Firewall Behind the Firewall

Security/control Broad access creates security
concerns

More granular controls
require more management

Application Can support all IP base
applications

Best for browser-based
application like email, file
sharing, etc.

Network layer as it works Operates at layer 3 Operates at layer 4–7

endpoints Require host-based clients Browser based with optional
thin client

Connectivity Connect entire remote host
network

Connect specific applications
and services

Complexity More Less

Table 2 Depicts the
strengths and weaknesses of
SSL VPN

Strength of SSL VPN Weakness of SSL VPN

Support remote access
No special software is required
Browser-based session
Granular-level control
Specific application gives
more security
Simple configuration

Restricted users
Vendor specific installation
Not appropriate for remote site
require always on-link

• Citrix gateway
• Citrix gateway service
• Citrix access control

Citrix access gateway is a network mechanism which securely transfers any
inquiry anywhere with policy-based smart access control. It is actually less risk
involved and capacity to long distance access to applications which helps in giving
answers to user’s problems. Citrix gateway furnished improved functionalities for
communication to Citrix virtual apps, Citrix virtual desktops applications from
remote access. In this environment, users can get needed explanations as per as
secured, completely trusted performance through Citrix gateway only. For high-
latency network like home and public Wi-Fi, Citrix HDX enlightened data transport,
a protocol developed on UDP, helps in faster the traffic over high latency which
is only supported by Citrix gateway. It is very important to use appropriate VPN
to access to cloud-based LMS server network. Citrix gateway provides the actual
solution to this as full SSL VPN. This is useful for both service provider and user
in respect to access the application on cloud environment. As it is a browser based,
users can reach to all web in a cloud any time and from anywhere through Wi-Fi
access. They can automatically connect on LMS network through internet. Citrix



116 P. Chatterjee et al.

also merges with third-party providers (authentication) which relates RADIOUS,
LDAP, TACACS, and diameter-based mechanisms.

2.4 Security Aspect

The users cannot measure that security level of their traffic flow in public cloud,
neither they prevent or create security protocol to prevent. The security factor
increases as the users are working remotely, using multiple devices with multiple
operating systems and multiple networks. The following risk factors are:

• Security related to authentication
• Virus and threats from user’s computer to LMS network
• Split tunneling
• Host identify verification
• Secure desktop
• Man-in-the-middle attack

2.5 Optimal Usability

To give more advanced security and execution on the network, SSL VPN is the
current trend than traditional VPN IP security. On the other hand, data protection
and LMS application tunneling are the smart process rather than data back up and
network tunneling. Presence of service-level guarantee (SLA) is important to stabi-
lized internet latency. As per benefit is concerned, SSL VPN is far ahead than other
VPN [4] technologies. This provides low-risk platform between remote users and
private network which are using SSL protocol, its successor transport layer security.
Apart from security, SSLVPN gives user-friendly interface. The ultimate aim of SSL
VPN is to give protected and trustworthy cloud connection to the service providers
so that end users can have a secured, fast, and user-friendly access too.

3 Related Work

After going through few related studies, it has been found that the researches are
developing based on VPN cloud-based remote access. Viewpoints of some papers
are given below:

In [4], it describes the development of the cloud related to VPN measuring the
security risk. In [2], it describes the comparison between IPSec and SSLVPN. In [3],
author tries to focus on Citrix for accessing any application from any geographical
location irrespective of any device. Like TOR (multiple VPN services) [5], Hotspot
Shield, and other services are going with unique fingerprints. In [6], Yamada et al.
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discussed a technique for encrypted traffic. In [7], it has found different applications
of VPN in context to Android usability, and in [8], it described its risk. In [9, 10],
author described about theVPNclients and respectiveVPN server connection. In [11,
12], it described the activity of different malicious entity in network traffic when the
connection is established. In [13], author discussed about TLS interception related
with the certificates trusted locally for effective work of VPN services. In [14], it
described risky situations related with sensitive data. In [15], it described the related
with the VPN services for information security. Authors [16] proposed an approach
of man-in-the-middle attack in VPN network traffic and forwarded a technique using
public key infrastructure (PKI) involving massive key management. In this paper, it
is considered that the raw data are available without encryption for analyzing and
finding out unencrypted VPN traffic with the help of application layer proxy. In paper
[17], it created new model called virtual private network as a service (VPNaaS) to
know the requirement of VPN service in discrete architecture with the help of cloud.
The paper [18] described use of different VPN to know the connection between
cloud computing and cloud services and their different software implementations. In
paper [19], author discussed about the unique method called round trip time (RTT)
to restrict the international traffic. In paper [20], it discussed about VPN-based app
and its privacy, security, protocols, and traffic. In [21], author discussed about the
traditional security measures of VPN and its modern applications. In the paper [22],
it is described as case study of remote real-time data analysis for maintaining work
flow. In paper [23], it discussed about new digital fabrication and introduced a new
service called fabrication as a service (FaaS) in cloud. In paper [24], it has discussed
that the remote use of cloud network in pandemic situation as the education system
started new mode of study which is online study.

4 Proposed Works and Methodology

In this proposed work, it is trying to carry out two numbers of Citrix access gateway
box in a datacenter. Figure 2 will show the conceptual network diagram of the data-
center, where the proposed box is in DMZ zone of the datacenter. The author is
trying to publish the LMS server URL through this box, and users can access the
LMS security.

Other networking products that interact with access gateway include the LMS
server load balancer, Firewalls, routers, and IEEE 802.11 wireless devices. When
installing an access gateway in any network infrastructure, there is no need to make
any changes to the existing hardware or internal network. To get more secured, the
access gateway is placed inside internal demilitarized zone (DMZ). Access gateway
is introduced in following networks, at the time of installing in the DMZ, (A) private
network, and (B) public network (routable IP address). Actually, private network is
internal network, internet defined as public network. This access gateway may be
used as partition local area networks internally to access control and security. The
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Fig. 2 Conceptual network diagram—secured remote access of cloud-based learning management
system

partition can be created among: (A) wired and wireless networks (B) data and voice
networks.

Figure 3 is describing the methodology;
All the steps of methodology are mentioned in Fig. 3 above described as below

in subsections.

4.1 Installing the Access Gateway

Identify the Internet Protocol (IP) addresses we need to configure the appliance.
These are included in Fig. 4:
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Fig. 3 Methodologies for implementation of secured remote access of cloud-based LMS

Internet Protocols 

• The mapped IP address
• The IP address of the Access Gateway The IP address of the subnet
• The IP address of the default gateway
• The virtual server's IP addresses

Fig. 4 Internet Protocol

4.2 Creating a Signed Certificate

A certificate authority (CA) sign server certificate should be assembled on the access
gateway. If there is no CA-authorized certificate, we can generate this certificate
request that is sent to the CA for signing. The steps for creating and installing a
CA-signed certificate on the access gateway are:

• Private key creation
• Request for certificate signing
• Getting the signed certificate
• Binding this private key and certificate to the virtual server

4.3 Installing License on the Access Gateway

Licensing processed in the following order in Fig. 5.
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Licensing Order 

1) Getting License Authorization Code (LAC) in email.
2) Assembling Access Gateway with host name.
3) Allocate Access Gateway licenses from MyCitrix.com. Using host name binding   

licenses to appliance in time of allocation process.
4) Generate this license entitlement and download this license file.
5) Install the license file on this Access Gateway.

Fig. 5 Licensing processed in the following order

Introduced this license on access gateway in directory named; /nsconfig/license
directory.

This license defines huge number of concurrent users which able to log on to this
appliance. User licenses are locked to the appliance host name or FQDN. The host
name needs to be changed in three places:

On the access gateway using the command line interface

• In the rc.conf file
• In the hosts file

The rc.conf and hosts file must always be in the /nsconfig directory. If these two
files are not in the directory, they must be created using a text editor, such as Vi.

4.4 Creating Virtual Server

The virtual server is the key logical component of the access gateway. A virtual server
created using configuration utility or command line interface is depicted in Fig. 6.

Creating Virtual server using configuration utility 

• In the left pane of Configuration Utility, click SSL VPN.
• Select SSL VPN policy manager from the right pane.
• Select Virtual Servers from the Configured Policies / Resources menu.
• Select Create new virtual server from the Related Tasks menu.
• In Name, type the virtual server's name.
• Type the IP address in the IP address field.   In Port, type port number. 
• Select a certificate from the Available section of the Certificates tab, then click Add. If 
the certificate is signed by a CA, select Add as CA, then Create, then Close.
• At the top of the page in Configuration Utility, click Save.

Fig. 6 Command line interfaces
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4.5 Creating Local Users and Groups

Locally created authentication, users are created for assembling into groups which
are situated at access gateway. Followed by the application takes place for session
policies, authorization, and other activities like creating bookmarks, specifying appli-
cations, and specifying IP address of file shares, servers to which generally user has
access.

4.6 Creating Name Server for Access Gateway

Name server can be added directly to the access gateway. This name server is then
used by the access gateway to resolve DNS queries. We can add this name server
by specifying just the IP address. This simplifies the process of configuring a DNS
server for the access gateway. Name servers are bound to the access gateway globally.

4.7 Configuring Name Resolution

To allow for proper client operation through the access gateway, a valid DNS name
server must be configured. Configure name of DNS service IP address and port
number that DNS service listens on. There are two steps:

• Configure DNS service
• Binding DNS service to the virtual server

4.8 Browser Plugin

The access gateway provides two kinds of plugins that are automatically downloaded
and executed on client devices after users are successfully authenticated.

4.9 Assembling of Both Access Gateway Appliances in High
Availability (HA) Mode

To assemble primary or secondary access gateway in the high availability pair.

(i) Log on to either the primary or the secondary access gateway as an
administrator using the default user name nsroot.

(ii) Set the password for the administrator account and RPC node to the same
value. The password must be the same on both appliances.
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(iii) Make sure the following entries are specified properly in the ns.conf file:
(a) IP address of the access gateway (b) ID and IP address of the access gateway
(iv) On the secondary access gateway, synchronize the certificates, licenses,

startup scripts, and other configuration files with those on the primary access
gateway.

(v) Modification of the present system IP address.
(vi) Disable necessary interfaces on primary and secondary access gateway,

which not connected or being used for traffic.
(vii) Disable monitoring for any interfaces whose failure do not cause a high

availability mode failover.
(viii) At a command prompt, type: save.
(ix) Connect the primary or secondary access gateway back to the network.

5 Result Analyses

By typing web address in browser, user connects to access gateway. A log on page
appears, and user needs to provide prior given id and password. In case of configura-
tion of external authentication of servers, access gateway communicates with server
and defers whole process to it. If on board authentication is in use, user authentication
is performed locally on the access gateway.

After successful authentication of user, initiation of access gateway tunnel starts.
Permission of authenticated browser plugin being installed (after download) by
access gateway is initiated. Alternatively, on user’s device, secure access client is
activated. In addition, access gateway installs an encrypted, per-session cookie on
the user’s computer which contains the user’s authentication credentials. In the case
of the Java applet plugin [18], the plugin begins with a list of resource Internet
Protocol addresses (preconfigured), port numbers.

If there are any client-based security policies exist, access gateway checks. If there
are, it runs those checks on client access. Verification of security on client device is
related required steps like (1) security-related operating system updates, (2) antivirus
protection, and (3) perfectly configuration of firewall. Access gateway either blocks
user (for log on) or places them in a quarantine group action, when the client is
unable to do security check. If log on fails, necessary updates or packages required
download and install. We can also configure pre-authentication policies that check
the client device before the user logs on and is authenticated. If the users do not
pass the pre-authentication scan, they are not allowed to log on. If authentication is
successful, the access gateway logs on client. The tunnel is now established, and all
data of internal network traverse authenticated and encrypted tunnel.

After establishment of session, users are instructed. They can choose resources for
accessing to an access gateway portal page. Users also see the plugin’s secure remote
session window in the lower right corner of their screen. This window remains on
the users’ desktop as long as the session is active.
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Each time the client accesses an internal resource, the access gateway checks to see
whether any application name-based configurations or time-of-day-based configura-
tions are in place for this resource. If there are name-based configurations in place,
the access gateway verifies that the user’s client application is allowed to access
the requested resource. If time-of-day-based configurations are in place, the access
gateway verifies that the user is logging on during a permitted time of day.

Access gateway displays an error message to the client in case of failure to check.
If both checks are feasible, some activities are done by access gateway:

(i) Finding of requested resources.
(ii) Establishment of secured connection between client and needed resources.

If there are both access gateway implementation configured as (1) high availability
pair and (2) pair experiences a failover, all user sessions established with the primary
access gateway are transferred to the secondary access gateway. Users do not have
to log on again, although they might need to restart any applications they were
using. The client may end this active session and may tick logout button in secure
remote session window or in the secure access client, or by closing the secure remote
session window. After logging off the session, client no longer has access to internal
resources, and encrypted session cookie is also removed.

6 Conclusions and Future Scope

In present educational system, globally the cloud-based LMS model is now largely
accepted as medium of new e-educational system. While talking of e-learning, users
whether student or teacher or educational service provider can be situated remotely
and access from anywhere or any geographical locations. Here is most important
factor secured and user-friendly access to the given system as multiple users using
same platform. And hence, the usability of appropriate VPN is utmost important.
Not only the data security or secured access, but network traffic is also need to
take care of while using the internet. SSL VPN and Citrix, all are having their role
in network security, data encryption, and secured access of remote LMS users. To
prevent internal as well as external threats, especially when users are more tending
toward using mobile devices, One log-in or Single Sign-on (SSO) Log-in is getting
importance among future security analysts so that one can access easy and reliable
to remote data. For all cloud LMS applications, One Log-in access is getting popular
as the trusted experience platform for.

(i) Easy, low-risk access
(ii) Enable security policies
(iii) Check VPN activities to lower the risk

In this paper, it has tried to suggest an optimum solution of using appropriate
VPN, and in the future research work, it will be based on configuring cloud-end
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and user-end security policies and utilize proper authentication method based on
distributed architecture and distributed database.
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Surface EMG Signal Classification
for Hand Gesture Recognition

Priyanshu Raj, Binish Fatimah, and B. Sushma

Abstract This paper develops a classification algorithm to recognize basic hand
movements using surface electromyography (sEMG) signals. This can be used in var-
ious applications related to brain computer interface (BCI), in particular for orthotic
exoskeletons. The algorithm is developed by decomposing the given sEMG sig-
nal into narrowband signals and computing features like mean, variance, skewness,
kurtosis, and Renyi entropy from each of the sub-band signals so obtained. The per-
formance of three popular signal decomposition algorithms namely variational mode
decomposition, discrete wavelet transform, and empirical mode decomposition are
compared for a publicly available dataset. The dataset includes six basic handgestures
namely lateral, palmar, cylindrical, hook, tip, and spherical. The average accuracy
obtained for recognizing six hand gestures for five healthy subjects is 95.33% using
variational mode decomposition, 97.78% using empirical mode decomposition, and
97.89% using discrete wavelet transform. The proposed work studies the efficacy of
using two-channel sEMG signal for recognizing these hand movements.

Keywords Surface EMG · Variational mode decomposition · Machine learning ·
Discrete wavelet transform · Pattern recognition · Empirical mode decomposition

1 Introduction

Around ten million of the world population are reported as amputee, in which three
million are armed amputee. Approximately half million amputees are reported in
India, with more than 23,500 cases reported every year [22]. The majority of these
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cases belong to low income working age group, and these accidents affects their life
tremendously. Significant advances in prosthetic limbs have been reported by the
medical community and in the robotics area using electroencephalogram (EEG), elec-
tromyography (EMG), and surface electromyography (sEMG) signals. Exoskeleton
prosthetic limbs can help people with amputee limbs to perform daily life activities
such as basic hand gestures using myoelectric control systems.

Biomedical signals can capture vital information regarding the functioning of
human body and are used extensively to diagnose various pathological conditions.
Some of these signals can carry similar information, and the choice of the biomedical
signal depends on the application in hand. EMG and EEG data acquisition are not
as convenient and user-friendly as sEMG, which can effectively capture the required
muscular information and therefore can be used in hand gesture detection. The sEMG
signals are collected in a non-invasive manner and can capture the neuromuscular
activity in the form of an electrical signal. The research and technological advances
in the field of biomedical sensors and devices such as theMyo armbands have created
an opportunity for researchers to explore these signals for a variety of applications
related to brain computer interface devices. sEMG signals can be used to develop
healthcare devices for assisting people with amputee limbs and for patients with
neuro-degenerative diseases to help them in their daily activities. Also, depending
on the extent of damage to amputee limb the sEMG-based assisting device can be
manufactured with different degrees of freedom.

Authors in [4] used auto regression coefficients, Hjorth features, integral abso-
lute value, mean absolute value, root mean square, and cepstral features to classify
ten hand movements using myoelectric signals. An average accuracy of 92.3% was
obtained with the multiclass support vector machines (SVMs) with radial basis func-
tion as the kernel. Vasanthi and Jayasree [35] computed various time domain features
and compared the results obtained with machine learning algorithms, deep learning
networks,ANN, and cascaded feed forwardANN.Here, support vectormachine clas-
sifier gives the best result of 98.88%. Authors in [25] used support vector machine
to classify fifteen hand gestures using sEMG signals collected using eight sensors.
The best accuracy of 79.36% was obtained using radial basis function as the kernel.

Ahsan et al. [1] computed root mean square value, standard deviation, variance,
mean absolute value, waveform length, zero-crossings, and slope sign change to
train artificial neural network (ANN) to detect four hand movements collected from
three subjects. ANN has been explored by various authors, such as in [17] neural
network was trained with signals collected from a number of subjects to classify four
hand gestures. ANN has also been used by Zhang et al. [39] to develop a real-time
hand gesture identification algorithm. The algorithm classifies five hand gestures
collected from twelve subjects with an average classification accuracy of 98.7%. In
[28], sEMG signal has been used for hand movement recognition for a bionic hand.

Geng et al. [15] showed that the instantaneous values of high-density sEMG can
be effectively used for hand movement recognition. The sEMG images of eight hand
movements were used with deep convolutional network and an accuracy of 99%was
obtained using majority voting over 40 frames. In [26], a hand gesture recognition
algorithm has been proposed which is robust to different arm postures. In order to
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do so, the authors have collected EMG signals and signals from an accelerometer.
Features such as the average value and the waveform durations are used to classify
eight hand gestures based on themaximum likelihood estimation. Tunable Q-wavelet
transform (TQWT) has been used in [23, 33] to decompose the sEMG signal. In [23],
a TQWT-based filter bank was developed and Kraskov entropy was computed from
each sub-band signal. Subasi andQaisar in [33] used themean absolute value, average
power, standard deviation, skewness, kurtosis of the coefficients obtained from the
sub-band signals, and the absolute mean value ratios of the neighbouring sub-band
signals.

In [21], intrinsic mode functions (IMFs) are obtained using empirical mode
decomposition (EMD) for four channel sEMG signals collected for seven hand ges-
tures of thirty subjects. Deep convolutional network based on ResNet are then used
with the first three IMFs to obtain the required identification. EMD is a popular
choice for non-stationary signals such as biomedical signals. Authors in [27, 38]
have also used EMD to decompose sEMG signals for hand movement classification.
Sapsanis et al. in [27] used various time domain features such as the mean of the
absolute values of signal, number of slope sign changes, waveform length, number
of zero-crossings, and statistical features such as variance, kurtosis, and skewness.
The algorithm was validated on a publicly available dataset and an average accuracy
of 89.21% was obtained for classifying six hand movements of five subjects. Yan
et al. [38] used autoregressive (AR) model parameters obtained for each IMF and
classified four hand gestures using least squares support vector machines. In [37],
variational mode decomposition (VMD) has been used to represent the sEMG sig-
nals as variational mode functions (VMFs). Composite permutation entropy index
is computed from each of these VMFs, and machine learning algorithms are then
employed to classify the hand gestures. The FDM has shown its efficacy in many
applications such as detection of sleep apnoea events [12], modelling, audio signal
processing [11], ECG and EEG signal analysis [10, 13, 14, 31].

In this work, we present the comparison of the performance of popular signal
decomposition techniques including VMD, EMD, and DWT (discrete wavelet trans-
form). Each sEMG signal is decomposed into multi-scale components and time
based and statistical features includingmean, variance, skewness, kurtosis, andRenyi
entropy are computed for each sub-band signal. Different machine learning algo-
rithms are then used to classify the feature space. A freely available dataset from
UCI machine learning repository has been used in this work to test the hand gesture
classification algorithms based on each decomposition scheme.

The paper is presented in five sections. Section2 provides a detailed discussion
on the dataset, and Sect. 3 presents the proposed algorithm. Simulation studies and
conclusions are presented in Sects. 4 and 5, respectively.
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2 Dataset

The dataset used here is acquired from the UC Irvine machine learning reposi-
tory, under the name “sEMG for Basic Hand movements Data Set”. It includes two
databases, where the first contains sEMG signals collected from two male and three
female participants. The subjects considered in the study does not have an amputee
limb and thus can be treated as sample from healthy population. Each subject per-
forms six handmovements namely tip (TI), spherical (SP), lateral (LA), palmar (PA),
hook (HO), and cylindrical (CY). Each gesture is repeated 30 times. The sEMG sig-
nals in the dataset have been acquired using a two channel programming kernel of
the National Instruments (NI) Labview. sEMG signals have been de-noised using
frequency selective filters, and the signal obtained after processing lies between 15
and 500Hz.

The second database includes the sEMG signal acquired over three days from one
healthy male participant for six hand grasps. Each movement is conducted hundred
times over three consecutive days. This database unlike the first can be used to test
the time invariance property of the hand movement recognition algorithm.

3 Methodology

The machine learning-based algorithm developed in this paper consist of decom-
posing the de-noised sEMG signals using multi-scale decomposition techniques and
extracting features from the sub-band signals so obtained, as shown in Fig. 2. Differ-
ent machine learning algorithms are then trained using the feature set. In the dataset
considered in this work, the sEMG signal has been collected using two channels, we
could either take correlation of these channels as the single input to the proposed
scheme as done in [23] or we can consider individual information which will give us
a feature vector in a higher dimensional space as considered in this work. The sEMG
signals are represented as multi-scale components using three algorithms including
VMD, EMD, and DWT.

EMD was proposed by Huang in [19] as an adaptive time-frequency analysis
algorithm for non-stationary and nonlinear signals. EMD decomposes the signal into
finite multi-scale components termed as intrinsic mode functions (IMFs). The set of
IMFs makes complete basis for the given signal and should fulfil two conditions,
the number of extrema and the number of zero-crossings should be equal or their
difference is not more than one. The second condition states that at any instant the
mean value of the envelope defined by the local maxima and the envelope defined
by the local minima is zero. EMD has been employed in umpteen signal processing
applications like denoising, pattern recognition, neuroscience, financial time series
prediction, ocean data and seismic data analysis, etc. [3, 7, 16, 18, 32]. EMD is not
robust to noise and suffers from sifting issues, moreover it is based on an empirical
algorithm not on mathematical equations. In order to overcome these limitations,
various authors have presented variants of EMD [5, 36].
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VMD decomposes signal into intrinsic modes known as variational mode func-
tions. It was proposed in 2015 by [9] to improve the noise and sampling properties
of EMD. Unlike EMD, it is a non-recursive adaptive algorithm to obtain VMFs con-
currently such that backward error can be taken into account. VMD decomposes the
given signal into finite number of narrowband signals such that the VMFs recon-
structs the given signal exactly or in the leasts squares sense. The VMFs, vi (t), of a
continuous time finite energy signal x(t) are given as

x(t) =
∑

i

vi (t) =
∑

i

Ai (t) cos(φi (t)) (1)

where Ai (t) is the instantaneous amplitude and φi (t) is the instantaneous phase of
vi (t). Here, each vi (t) is sparse with specific properties. For more details, refer [9].

DWT decomposes the given signal into dyadic sub-band signals. Unlike EMD
and VMD, DWT is not a signal adaptive algorithm. DWT has been used by vari-
ous researchers in varied applications including denoising, feature extraction, image
processing, etc. [8, 24, 29]. Researchers have used DWT for multi-scale modelling
of various stationary and cyclostationary signal, and it has also been explored for
non-stationary and nonlinear signals as well. If ψ[n] is a wavelet with a support in
[−K/2, K/2], a discrete wavelet scaled by a j , is expressed as

ψ j [n] = 1√
a j

ψ
( n

a j

)
, 1 ≤ a j ≤ NK−1 (2)

The discrete scaling filter, φ j [n] is defined as

φ j [n] = 1√
a j

φ
( n

a j

)
(3)

DWTdecomposes successively each approximationa j ∈ Vj into a coarser approx-
imationa j+1 ∈ Vj+1, and thedetailed coefficientd j+1∈Wj+1. {φ j,n}n∈Z and {ψ j,n}n∈Z
are orthonormal bases of Vj andWj . The approximate coefficients and detailed coef-
ficients of level j + 1, represented as a j+1 and d j+1, respectively, are obtained using
the following equation:

a j+1 [n] = a j ∗ h[2n] (4)

d j+1 [n] = a j ∗ f [2n] (5)

where “∗” denotes convolution, h[n] is the impulse response of low-pass filter, H(z),
and f [n] is the impulse response of the high-pass filter, F(z) as shown in Fig. 1.

The narrowband components obtained using EMD, VMD, or DWT are then used
to compute the features. Considering the performance of various time domain and
frequency domain features, we have chosen the following time domain statistical
features for the problem addressed in this work (Fig. 2).



132 P. Raj et al.

x[n]

H(z)

F (z)

2

2

a1

d1

H(z)

F (z)

2

2

a2

d2

Fig. 1 Block diagram of DWT

1. Mean value of the kth sub-band signal

μk = 1

L

L∑

i=1

sk [i], (6)

where sk [i] denotes the kth sub-band signal and L is the length of the signal.
2. Variance of the kth sub-band signal

σ 2
k = 1

L

L∑

i=1

(sk[i] − μk)
2, (7)

3. Skewness of the kth sub-band signal

Skewness =
L∑

i=1

(
sk [i] − μk

σk

)3

, (8)

4. Kurtosis of the kth sub-band signal

Kurtosis =
L∑

i=1

(
sk [i] − μk

σk

)4

(9)

5. Renyi entropy of the i th sub-band signal

Ent = 1

1 − α
log2

(
L∑

i=1

p (sk [i])
α

)
, (10)

where p (sk [i]) is the discrete probability of sk [i], α is the order of the Renyi
entropy, α ≥ 0 and α �= 1.

The feature vector, thus, obtained for both channels are used to train machine
learning algorithms. Performance of machine learning-based recognition algorithms
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Fig. 2 Proposed methodology

depend on the feature vector used and, also, on the machine learning algorithm
selected. In the next section, to choose the best classifier, we will compare various
machine learning classifiers using extracted feature set based on performancemetrics
used in classification algorithms.

4 Numerical Results

Wenowdiscuss the simulation results procured using the proposed algorithm. Table1
presents the results obtained for classifying the six handmovementswhen the selected
signal decomposition scheme is VMD. Here, the first three VMFs are used for fea-
ture extraction as increasing the number of VMFs did not improve the recognition
rate. A 10-fold cross-validation scheme has been used in this work with differ-
ent machine learning algorithms such as SVMs with linear, quadratic, cubic and
Gaussian kernels, ensemble bagged trees (EBT), k-neighbouring neighbour (kNN),
ensemble subspace discriminant (ESD), and ensemble subspace kNN (ESkNN). The
best accuracy obtained for Sub#1 is 93.89% using SVM cubic, 96.11% for Sub#2
with ESD, 97.22% for Sub#3 with EBT, 94.44% for Sub#4 for SVM cubic, and
95.00% for Sub#5 for EBT. The simulations have been carried on MATLAB 2020b.

Results attained using theEMDalgorithmare presented inTable2. The best results
as reported in the table are obtained using the first two IMFs. The best accuracy
obtained for Sub#1 is 95.56% using SVM linear and quadratic, 97.78% for Sub#2
with linear discriminant, 97.78% for Sub#3 with EBT, 98.89% for Sub#4 for SVM
quadratic, and 98.89% for Sub#5 for SVM quadratic and linear.

The results obtained using the DWT are shown in Table3. Wavelet Symlets four
have been used in the DWT. The best accuracy obtained for Sub#1 is 95.56% using
EBT and ESD, 98.33% for Sub#2 with ESD, 98.33% for Sub#3 with EBT, 98.33%
for Sub#4 for ESD, and 98.89% for Sub#5.

Table4 presents the confusion matrix obtained when the second database is con-
sidered andEBT classifier is used. The classification accuracy of 83.2% is obtained in
this case. The signals in the first database were acquired in a single session and there-
fore does not give an idea about the time variance property of the hand movement
detection algorithm.
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Table 1 Performance comparison of several machine learning classifiers with 10-fold cross-
validation for each subject using first three VMFs obtained with VMD

Classifier Accuracy (%) for five subjects

Sub#1 Sub#2 Sub#3 Sub#4 Sub#5

Linear
discriminant

93.33 95.56 89.44 84.44 90.00

SVM linear 92.78 96.11 92.78 92.22 93.33

SVM
quadratic

93.33 93.33 94.44 93.89 94.44

SVM cubic 93.89 93.33 92.22 94.44 92.78

SVM
Gaussian

90.56 94.44 90.00 91.67 92.22

kNN 88.33 92.78 80.56 76.67 92.78

EBT 90.56 93.33 97.22 92.22 95.00

ESD 91.67 96.11 92.22 87.22 88.89

ESkNN 82.78 89.44 87.22 86.11 93.33

The best results are bolded

Table 2 Performance comparison of several machine learning classifiers with 10-fold cross-
validation for each subject using first two IMFs obtained using EMD

Classifier Accuracy (%) for five subjects

Sub#1 Sub#2 Sub#3 Sub#4 Sub#5

Linear
discriminant

95.00 97.78 92.78 98.33 98.89

SVM linear 95.56 96.11 93.89 98.33 98.89

SVM
quadratic

95.56 95.00 96.11 98.89 98.89

SVM cubic 95.00 94.44 93.33 98.33 98.33

SVM
Gaussian

93.33 93.33 94.44 95.56 95.00

kNN 86.67 91.67 88.33 93.33 96.67

EBT 94.44 95.56 97.78 96.67 96.67

ESD 93.89 97.78 92.78 97.22 97.78

ESkNN 87.22 92.78 94.44 94.44 94.44

The best results are bolded

From Tables1, 2 and 3, it is noted that for the chosen features and dataset, the
performance of DWT is superior than VMD and EMD. Finally, we tabulate the
results presented by various authors in the literature for the UCI dataset in Table5.
For the proposed framework, DWT performs better than VMD and EMD, however,
the obtained accuracies are low compared to algorithms presented in [23, 30]. While
[23] utilized TQWT based filter bank, [30] obtained better results usingmultichannel
convolutional neural networks.
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Table 3 Performance comparison of machine learning classifiers when the decomposition scheme
used is DWT

Classifier Accuracy (%) for five subjects

Sub#1 Sub#2 Sub#3 Sub#4 Sub#5

SVM linear 93.33 95.56 95.56 97.78 97.22

SVM
quadratic

93.89 96.67 95.56 97.22 98.89

SVM cubic 93.33 96.11 94.44 96.67 98.33

SVM
Gaussian

91.11 95.00 94.44 95.66 96.11

kNN 81.11 91.11 85.66 90.00 96.67

EBT 95.56 96.11 98.33 97.22 97.78

ESD 95.56 98.33 96.11 98.33 98.89

ESkNN 89.44 93.89 90.00 93.89 94.44

The best results are bolded

Table 4 Confusion matrix obtained for the second database using EBT classifier

Predicted class → Lateral Tip Spherical CylindricalPalmar Hook

True class ↓
Lateral 220 13 0 2 53 12

Tip 15 224 0 5 29 7

Spherical 0 1 292 6 0 1

Cylindrical 1 11 2 268 0 18

Palmar 57 25 1 0 209 8

Hook 10 13 1 13 7 256

Table 5 Performance comparison of the proposed algorithm with the existing hand movement
recognition algorithms using common dataset

Author Mean CA (%) for five subjects

Sub#1 Sub#2 Sub#3 Sub#4 Sub#5 Average

Sapsanis et al. [22] 87.25 88.05 85.53 90.42 94.80 89.21

Iqbal et al. [20] 82.78 87.67 83.11 90 90 86.71

Akben [2] 93.04 86.66 97 99.23 97.66 94.72

Too et al. [34] – – – – – 95.74

Bergil et al. [6] 90.90 94.83 97.83 94.85 96.37 94.96

Sikder et al. [30] 98.15 98.15 96.3 100 100 98.52

Nishad et al. [23] 98.33 97.78 99.44 98.89 98.83 98.55

Proposed work (DWT) 95.56 98.33 98.33 98.83 98.89 97.89
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5 Conclusions

In this paper, the performance of VMD, EMD, and DWT algorithms is compared
for sEMG signal classification application. The dataset used in the paper consists
of sEMG signals collected from five healthy subjects for six most commonly used
hand gestures. Each sEMG signal is first decomposed into multiple sub-band signals
usingVMD, EMD, or DWT algorithms. Time domain and statistical features are then
computed for each narrowband constituents of the sEMG signal so obtained. The
average accuracy reported by various machine learning algorithm is 95.33% with
VMD, 97.78% with EMD, and 97.89% with DWT. The accuracy can be increased
with deep learning and ANN.
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Improved Energy Efficiency in Street
Lighting: A Coverage-Based Approach

Tanmoy Dey and Parag Kumar Guha Thakurta

Abstract An approach to reduce the energy consumption of the street lighting
system is proposed in this paper through the efficient deployment of sensor-based
lights over a geographical area. The target area for installing the streetlights is
divided into multiple Voronoi cells with non-overlapping coverage. Each such non-
overlapping region contains at least one street light. These lights are equipped with
different sensors for controlling the intensity of light depending on street conditions.
An auto changeover technique has been used here to regulate the illuminance level of
the lights depending on the road conditions across the different duration of a day. The
lighting unit is equipped with solar photovoltaic cells, which convert solar energy
to electricity to initiate the battery charging during the daytime. The streetlight can
automatically switch to a utility power source if there is an insufficient charge in the
battery. The simulation results show the effectiveness of the proposed approach over
existing street lighting techniques.

Keywords WSN · Street light · Deployment · Target area · Coverage · Energy ·
Intensity control · Illuminance · Threshold

1 Introduction

Nowadays, wireless sensor networks (WSNs) have typical coverage applications
[1] of an area under surveillance using sensor nodes. One of those is the efficient
deployment of streetlights to obtain less energy consumption. A WSN-based smart
lighting [2] can monitor an area by sensing the environment, communicating with
neighboring nodes, and performing pre-determined operations based on the data
collected from the environment. In case of installation, the streetlights are deployed
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so that the target area will be fully covered, as said in [3], with either no or minimum
overlapping of the coverage area of two neighboring sensors.

According to a survey in [4], there are more than 315 million streetlights in
the entire world, which emits nearly 110 million tons of CO2 per year, which is
almost 5% of global CO2 emissions. A 40% of electrical energy is getting wasted,
which costs nearly 20 billion dollars [5]. Therefore, the design of a cost-effective
utilization of streetlights and carbon emission reduction is the primary goal. To
achieve this, an efficient light-emitting diode (LED) luminary with illumination level
control [5] is the current need. India consumes about 20% of electric power for
both street lighting systems and residential lighting [5]. Here, the streetlights take a
significant part, while India faces a deficiency of electricity [6]. This paper highlights
an efficient deployment of the streetlights with LED lights through a wireless sensor
network interface for controlling the illuminance level of the light so that unnecessary
electricity wastage can be reduced.

An approach to reduce the energy consumption of the street lighting system is
proposed here through efficient deployment of the sensor-based lights. In order to
install those lights competently, the target area is divided into multiple Voronoi cells
with non-overlapping coverage. These lights are equipped with motion sensors for
controlling light. In this arrangement, the proposed solar-powered LED streetlight is
charged with adequate solar energy. An auto changeover technique is used such that
the streetlight can automatically switch to a utility power supply when the battery
has insufficient charge. The charging of the battery of the sensor node in the daytime
is initiated via a Photovoltaic (PV) solar panel. In the dusk, the streetlight is auto-
matically turned on with a minimum threshold intensity level (ITh) with the help
of a light-dependent resistor (LDR). Subsequently, the battery starts discharging.
Until sunrise, if the street light detects any object movement, the intensity of light
increases from suchminimum threshold level to maximum intensity level for a preset
time period. When this preset period expires, the intensity of light would gradually
reduce to ITh level. In the meantime, if the sensor further perceives any movement,
the intensity is increased again to the maximum. On the other hand, if no motion is
detected in that preset time, the light would turn OFF automatically and remains in
passive mode until either any movement is detected or any signal is received from
neighboring lights. The simulation results represent the acceptability and effective-
ness of the proposedmethod over other existing techniques in terms of various aspects
of energy efficiency.

The remaining part of this paper has been structured as follows: Sect. 2 discusses
a brief study of the related works. Section 3 presents the preliminaries and system
model followed by the problem statement discussed in Sect. 4. Section 5 describes
the proposed methodology. Various simulation results have been given in Sect. 6.
Finally, the paper is concluded in Sect. 7.
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2 Related Work

Many kinds of research have been done on monitoring an area toward energy effi-
ciency using WSN. Dhivvya et al. [7] discussed the application of different types of
wireless sensors to monitor energy waste in buildings. They presented a complete
system for achieving sustainable urbanization through effectivemonitoring of energy
resources. Priyadarshi and Gupta [3] discussed a technique to increase the area under
sensor coverage through smaller mobility of nodes. However, it is not suitable for
satisfying energy constraints, and redeployment of sensor nodes is very difficult
here. Thet et al. [2] presented a design, implementation, and testing of an intelli-
gent lighting system for better visibility comfort, high reliability, along with energy
efficiency. Again, Jabbar et al. [8] proposed an efficient control operation of the
street lighting system based on the availability of sunlight and the movement or
motion detection by wireless communication support. However, this concept does
not guarantee full coverage of an area.

In short, various energy-efficient street lighting systems are discussed concerning
different coverage aspects. However still, there is scope to improve energy efficiency
in this regard. So, the streetlight system proposed here introduces an auto changeover
technique to change the light intensity as per requirement. As a result, the streetlight
can automatically switch to a utility power supply when the battery has insufficient
charge.

3 Preliminaries and System Model

3.1 Network Model

In the proposed work, the WSN consists of physically distributed sensor nodes
communicating with each other and the sink node or base station (BS) via wire-
less links, as shown in Fig. 1. Here, the BS can monitor and control each of these
nodes. Each node includes an LED light and a passive infrared (PIR) sensor, which
detects the appearance of an object in the visibility range of the light. Solar photo-
voltaic (PV) cell is considered as the source of power supply of the sensor node.
Furthermore, a sensor node can be in one of the two modes: active and passive
(power-saver) modes. In the active mode, the light attached to the node remains ON
after sensing the presence of any moving object by the PIR sensor, and subsequently,
the camera can capture the object present within its range. On the other hand, in
passive mode, the lights remain OFF during daytime and at night until the sensor
detects any moving object. However, the transceiver unit remains ON to receive
signals from the neighboring active sensor nodes if requires.
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Fig. 1 WSN containing several sensor modes deployed in a region

3.2 Target Area Layout

In the proposed work, the concept of the Voronoi diagram [9] is utilized for dividing
the target area under surveillance into numerous Voronoi cells, as shown in Figs. 2
and 3. Here, we consider a set (P) of n distinct points p1, p2, ..., pn in the target area,
and these points are called Voronoi sites. Each Voronoi cell must obey the following
characteristics.

Fig. 2 Voronoi diagram of a polygonal area
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Fig. 3 Voronoi diagram of a
geographical area

• Every point pi ∈ P lies in precisely one Voronoi cell.
• If any point q /∈ P belongs to the same cell as pi, then the Euclidian distance from

point pi to point q would be less than the same from point pj to point q, where pj
is another point in P [10].

• The shared edge of two adjacent Voronoi cells is the bisector line pi p j between
the two points pi and pj in the corresponding two cells.

After dividing the target area into several Voronoi cells, the sensor nodes attached
with the streetlights are to be deployed in such a way that the entire area of interest
can be monitored through efficient coverage.

3.3 Coverage Used

The term ‘coverage’ is generally interpreted as how well a WSN can be used to
monitor a target area of interest. In this work, three types of coverage such as area
coverage, point coverage and barrier coverage are introduced next in the perspective
of the proposed work.

3.3.1 Area Coverage

As shown in Fig. 4, area coverage is used to estimate the minimum number of sensor
nodes attached to the lights so that every point in the target area is monitored by at
least one sensor. When each point in the target area is observed by at least k (≥1)
active sensors every time, then the WSN is known as a k-coverage network, where k
is called the degree of coverage. The Voronoi diagram helps sensors to distribute the
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Fig. 4 Area coverage

sensing task by partitioning the area in a meaningful way. Thus, the Voronoi cell of
a sensor node S is the subset of the area in which all points are closer to S than any
other sensor node.

3.3.2 Point Coverage

A point in the target area is said to be covered by a sensor if it lies within its sensing
range. So, by point coverage, a set of given points (also termed as targets) in the
target area can be monitored by at least one active sensor all the time, as shown in
Fig. 5. Here we have three sensors viz. S1, S2, and S3. P1, P2, … P13 are the points
of interest. Each of these points is covered by at least one sensor.

3.3.3 Barrier Coverage

Barrier coverage aims to securely monitor the belt region [11] or boundary of the
target area against the trespassers trying to enter through this critical area by providing
the total coverage with the minimum number of sensor nodes [11]. Figure 6 shows
the layout of the barrier coverage.
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Fig. 5 Point coverage

Fig. 6 Barrier coverage

4 Problem Statement

A set of sensors, S = {S1, S2, …, Sn} in a two-dimensional (2-D) area A is given.
Each sensor node (Si) can monitor any point within its transmission range (Ri). The
objective is to deploy each sensor Si, i = 1… n, at coordinate (xi, yi) inside region A,
such that the minimum number of sensor nodes can cover the entire target region. As
a result, energy efficiency for the proposed work can be obtained to a great extent.
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In order to obtain such an outcome, the following issues with respect to the target
area are considered.

• The entire target area is divided into several Voronoi cells, as discussed earlier.
• The sensor node(s) of each Voronoi cell must cover the boundary of the target

area so that the entry of any intruder through the boundary can be detected.
• Each node includes one solar-powered dimmable LED light, which can be

controlled accordingly to reduce power consumption.
• If an active node detects any object, it sends a signal to the nearby passive nodes

to activate and switch on the light. Otherwise, it remains off in passive mode to
reduce the power consumption.

5 Proposed Methodology

In the proposed work, adaptive street lighting goes into dim during no movement
detection and brightens for detecting movement by the sensor. In order to obtain
such an outcome, different sensor nodes are connected with the microcontroller to
perceive information from the environment. These sensors are motion sensor, light
sensor, brightness sensor, and temperature sensor. To increase the lifetime of the
battery, a solar panel has been attached to it so that in the daytime, the battery
gets charged from the solar PV cell, and at night, the LED lamp uses that battery
charge. When a vehicle or a passerby comes within the visibility range of light,
the motion sensor detects the presence of the corresponding object and intimates
the microcontroller [12]. The temperature sensor is receiving temperature data, and
according to this information, the brightness sensor controls the intensity of LED
light. Hence, the LED light gets on. If no object is detected, the light is dim with
low intensity, and if there is any moving object in the visibility range of light, then
the light is brightened again with high intensity. ZigBee network having a specific
coverage range with improved data rate [13] is connected with the microcontroller,
which collects the data from every sensor node and communicates it to the base
station (BS). This working procedure of the proposed methodology is shown with a
block diagram in Fig. 7.

The proposed lighting system does not require all the lights in active state
throughout the whole day, as discussed earlier. It follows a dynamic arrangement
of the active and passive modes depending on the street condition, as shown in
Fig. 8. Since about half of the lights are in passive mode unless all the nodes detect
an object in its sensing region, it reduces the power consumption of the lighting
system to a great extend.
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Fig. 7 Block diagram of the proposed methodology

Fig. 8 Active and passive modes in proposed work
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6 Result and Performance Comparison

The streetlight with a dynamic brightness control strategy can reduce energy cost
by almost 80% and substantially reduces maintenance time and cost. In order to
measure the effectiveness of this proposed system, the energy consumption (E) of
the streetlights by the proposed approach is determined by the following expression.

E =
∑

W × I × H (1)

where ‘W ’ represents theWattage of the streetlight, ‘I’ denotes the percentage of the
intensity level of the streetlight at a particular time and ‘H’ represents the number of
hours during which the streetlight remains ON or active mode.

In order to compare the energy efficiency of the proposed work with respect to
other existing techniques, let us consider, there are 20 smart LEDstreet lights installed
throughout the target area, where each light with the power consumption of 75W and
the typical duration for which the streetlights remain ON is 10 h. Here, three types
of streetlights, such as High-Pressure Sodium (HPS) streetlights, traditional LED
streetlights, and LED streetlights with automatic intensity control, are considered
for the simulation works. We used MATLAB R2011a to do the comparative study
among the results. The parameters used for this comparison are wattage of light,
illuminance level and active time (in Hours).

Since our proposed lighting system controls the intensity level of lights as per
requirements such as full intensity, threshold intensity, or OFF when not needed.
Consider a particular light is in 100% intensity for 3 h, in threshold (say 30%)
intensity for 4 h, and in passive mode with 0% intensity for 3 h. Thus, the energy
consumption becomes 315 W per light as per (1). Furthermore, the average CO2

emission for electricity [6] is estimated asC = 475 × Total KWh/1000 Kg. Various
results of the proposed system are shown in Figs. 9, 10 and 11. Here Fig. 9 shows
how daily power consumption changes with the number of streetlights deployed.
Figure 10 represents the daily electricity cost concerning the number of lights, and
Fig. 11 shows the amount of CO2 emission with respect to the number of lights.
Since the electricity cost and amount of CO2 emission are proportionally related to
energy consumed, these three results show the same relational behavior. In addition,
a comparative study between the proposed technique and existing approaches is
highlighted in Table 1. It is to be noted here that the streetlight equipped with solar
cells does not consume any electricity from the utility power supply; as a result, it
works free of cost till the provided battery backup is consumed.
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Fig. 9 Number of lights versus daily power consumption

Fig. 10 Number of lights versus daily electricity cost
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Fig. 11 Number of lights versus daily CO2 emission

Table 1 Comparative study
between the existing and
proposed system

Sodium vapor
light

Existing LED
light

LED with
diming
control

Power (W) 250 75 75

Duration (h) 10 10 10

Yearly
consumption
(KWh)

912.5 273.75 115

Cost of
electricity
(Rs/KWh)

7.65 7.65 7.65

Yearly
electricity cost
(Rs/light)

6980 2094 880

Yearly CO2
emission (kg)

433 130 55
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7 Conclusion

The aim of the proposed system in this paper is to find cost-effective and energy-
efficient street lighting systems using WSNs. In order to reduce the electricity
consumption by the streetlights, an efficient technique that facilitates controlled
modules has been discussed here. The microcontroller is used to control different
illuminance levels for street lighting conditions as desired. Furthermore, dimmable
LED lighting in the proposed work can obtain an energy-saving performance. The
proposed approach utilizes dimmable LED and wireless sensor technology in order
to activate the street lighting within an area in a regulating way. Again, it reduced the
electricity cost compared to existing lights, and the proposed approach has assured
a significant reduction in CO2 emission. The significance of considering coverage to
obtain energy efficiency is discussed thoroughly. The performance of the proposed
work using LED street lights with automatic intensity control can show an improve-
ment over other existing lighting techniques. In the future, the proposed approach
can be utilized to ensure fault tolerance at every point of the target area.
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Cognitive IoT for Future City:
Architecture, Security and Challenges

Saikat Samanta , Achyuth Sarkar , and Aditi Sharma

Abstract Internet of things has little capacity of its own. It has to be intellectual to
reap the real benefits of IoT. The challenges in this area have prompted researchers
to focus their attention on developing cognitive strategies for IoT use. Cognitive
Computing canmake IoTmore advanced, smarter and immersive. This article reflects
on the integration of IoT with Cognitive Artificial Intelligence. In addition to the
presentation of the basic principle of Cognitive Computing, the paper touches on
a variety of CIoT problems. There will be a special discussion on how automation
has reached a new standard for CIoT. The difficulties in adopting CIoT, along with
the social and ethical issues, were described and deeply addressed. In this sense, the
market principles of CIoT and some potential implementations have been illustrated.
In this article,we suggest a future city architecture usingCognitive Internet of Things.
Finally, we recognize potential possible challenges and possibilities that could arise
through the design of the planned architecture.

Keywords Smart city · Artificial intelligence ·Machine learning · Encryption ·
Data analysis

1 Introduction

Weare nowat the edge of the intelligent universe, inwhich anything can be done auto-
mated and with or without human interference. Innovation is supposed to introduce
us to the fantasy world, defined as the Internet of Things. IoT is a digital network,

S. Samanta (B) · A. Sarkar
Department of Computer Science and Engineering, National Institute of Technology Arunachal
Pradesh, Papum Pare, Arunachal Pradesh, India
e-mail: s.samanta.wb@gmail.com

A. Sarkar
e-mail: achyuth@nitap.ac.in

A. Sharma
Department of Computer Science and Engineering, School of Technology, Quantam University,
Roorkee, Uttarakhanda, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
D. Gupta et al. (eds.), Pattern Recognition and Data Analysis with Applications,
Lecture Notes in Electrical Engineering 888,
https://doi.org/10.1007/978-981-19-1520-8_12

153

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1520-8_12&domain=pdf
http://orcid.org/0000-0001-8154-1148
http://orcid.org/0000-0001-6646-5220
http://orcid.org/0000-0002-5364-8420
mailto:s.samanta.wb@gmail.com
mailto:achyuth@nitap.ac.in
https://doi.org/10.1007/978-981-19-1520-8_12


154 S. Samanta et al.

Table 1 Recent literature analyses

Year Reference Technology approach Focus

2017 [1] Cognitive IoT architecture The architecture model consists of a single
central server that stores all data

2018 [2] Cognitive computing A examination of cognitive computing,
including its evolution from information
discovery to cognitive science and big data

2018 [3] Cloud and fog computing Issues with cloud-IoT coupling are
discussed, accompanied by a comparison
of fog and cloud computing

2018 [4] Cognitive architecture A smart home framework focused on IoT
and ICT solutions with a focus on
usability for a smarter lifestyle

2018 [5] Security of IoT IoT-CPS security challenges, risks, and
solutions

2019 [6] IoT challenges IoT challenges and comprehend the
interdependence of these challenges to aid
in the growth of smart cities

which enables everything to be connected to the real world through the Internet. We
are supposed to make IoT smarter. We cannot truly understand the ability and vision
of IoT without AI. AI will bring more progress in this field and autonomous actions
to the smart world. Cognitive AI reaches beyond the regular intellect of the machine
to cognitive thought and to the reasoning of solutions of problems such as human
intelligence. Cognitive AI transforms an unintelligent computer into a humanoid
intelligence which allowing computers to read, think and interact with people in
natural language. The Cognitive IoT is an awareness that applies context and makes
a decision and communicates it to people.

Table 1 summarizes some recent literature analyses and studies. First, we discuss
the basics of IoT and CIoT’s layout and terms. We introduce a new framework for
CIoT-based architecture in this paper.

We present the latest research the architecture that illustrates various realms of
the future city network, such as intelligent house, intelligent industrial automation
and intelligent grid to construct several cognitive-based applications.

Our solution differs from others in that it uses a unique architecture in solving
privacy issues and security concerns. The paper comes to a close with some final
thoughts and plans for future studies on the subject.

2 Integrated Technologies

In this section, we introduce some basic knowledge regarding IoT, AI, Cognitive IoT
and Cognitive AI.
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2.1 IoT and AI

The Internet is a connectivity of different devices. The Internet vision was further
expanded by IoT. Not only the machines are interconnected here but also they can
be linked to all beings on earth. The fundamental aim was to automatically and
systematically collect and exchange data. IoT devices can detect or read the world
they are installed in or around them. The sensed data was collected and evaluated in
order to gain knowledge. In reality, the essence of IoT is to make everyone and every
time knowledge accessible through all barriers [7]. Without any specific external
instruction IoT devices can do their function independently. They gather information
individually and proactively share it with other network IoT devices.

IoT technologies have been found to be in operation of engineering, logistics,
shipping, agriculture, hospitals, home, grid and transportation, etc. Advances in
technology that have resulted allowed IoT to gather environmental information and
communicate with the physics world at a low cost, cheap encoding and cheap band-
width with pervasive wireless coverage and smart phones [8]. The distance between
physical structures and the cyber universe has thus been minimized and the moni-
toring of these machines has been made easier. In brief, IoT has taken us, through
universally connected computers, to the modern opportunities of an intelligent future
for smart homes. As just a new phase towards automation, the beneficial features
of IoT have been taken by enterprises and organizations to allow for centralized
monitoring and control [9].

IoT-based automation can minimize the operating costs by linking and collabo-
rating with each other relative to the manual process by automating monitoring and
maintenance of isolated and autonomous devices [10]. From the point of view of
computer science research, AI is a system that comprises several branches such as
neural networks, deep learning, fuzzy systems, genetic algorithms, natural language
processing and many others. However, many areas of research are different from
AI, but IoT seems to be the product of a synthesis of several fields of study. AI will
increase data processing precision, efficiency and speed. Human intelligence can be
derived from the IoT data by applying intelligent algorithms [11]. This lowers the
level of production and operating performance in the current framework plans which
were otherwise unachievable before [10]. There are still several automation-related
opportunities in IoTs and in AI to resolve issues and challenges. The current field of
research highlights things to be trained and how well they communicate as expected.
The research into how things can be improved and cleverer in the future.

2.2 Cognitive AI and Cognitive IoT

AI means the capacity of the computer to learn or understand. AI can execute only
those functions that are described by strict guidelines that are coded by humans.
To overcome the limitation, the AI people have embraced knowledge of the human
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mind and behavioural mechanism and encouraged it beyond the study of it. They
named this amalgamation the natural continuation of the present AI for Cognitive
AI. Cognitive AI plays an important part in bridging the human–machine gap. CIoT
seeks to enhance efficiency and achieve IoT wisdom through Cognitive Computing’s
cooperative mechanisms [12].

Today’s IoT is usually based on observing the surroundings and responding appro-
priately. IoT-connected systems usually make decisions based on pre-programmed
versions. They should assume on the basis of accessible sensed data. However they
are not fully autonomous devices and canmake their choices depending on the imme-
diate context. They will be able to sense, interpret and comprehend, very similar to
human beings, as well as to assimilate this knowledge to an excerpt of actionable
knowledge and functional patterns [13]. They must be aware of the context in which
IoT is used and behave accordingly [14].

The IoT’s aim is to erase the distinction between human and physical universes by
individually communicating and exchanging knowledge amongst our surrounding
objects with us. In order to reap the full advantages of IoT, we must use Cognitive
Computing as an update to what we consider Cognitive IoT [15]. By reacting to the
current state of the network, cognitive networks aim to attain optimum efficiency.
CIoT will make the decision using cognitive networks by knowing the existing state
of the network and analysing perceived knowledge [16].

3 CIoT Potential Application for Future City

AI has made devices smarter, more flexible, more robust, more conscious and more
powerful. Over time,maybe in the very distant futureAIwill be completely converted
into Cognitive AI. Although amajority of work is getting closer, the understanding of
CIoT to the fullest degree is aways away to go. In general cognitive deviceswill be the
next big technologies that will have a huge effect on industry and the environment,
health care, culture and life, make recommendations and transactions, etc. [17].
AI would also improve the productivity of current technology. Some IoT-based AI
including Cognitive AI applications are described below (see Fig. 1).

3.1 Intelligent Living

Home automation and intelligent environment are no more only imagination, but
the different items we find in their everyday lives are smart. They will improve our
ease of living by supporting our everyday lives in a variety of ways. For example,
a home automation detects the presence of an object at house and, based mostly on
background of the individual, appropriate resources are enabled. Smart life simplifies
our lives and eliminates dependency Smart living does have a major role to play in
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Fig. 1 Cognitive IoT and its application

improving the lives of elderly people. However, a lot needs to be achieved in this
respect, and more focus needs to be paid to it.

3.2 Intelligent Health Care

One of several greatest effects of CIoT is on healthcare services. Health technologies
with intelligencemay be used to track the state of health for ill people. Each detritions
identified could be assessed in order to avoid a hazardous medical problem, saving
people’s lives in time health help attached to a human could be used to track heart
rate, blood pressure, oxygen levels in the blood, blood sugar, tiredness or exhaustion,
epilepsy, etc. In the event of an emergency, the monitoring system connected to the
patient could warn to health services. IoT aims to track senior citizens living remote
location from home. Early notice of an urgent health condition can avoid bad injuries
from occurring [18].

3.3 Home Appliances

Cognitive IoT has made it possible for home appliances to be smart. The web appli-
cation allows you to associate perception that allows the computer to understand
the expectations of the user, the pattern of operation and their regular routine. The
useful knowledge created by the system can be used as guidance for engineering and
development to create smarter machines that can support people more intelligently.
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3.4 Autonomous Vehicles

Autonomous cars, which tend to be a futuristic novel, are no longer the focus of
imagination, but a rather advanced fact. The numerous functions that the driver
would perform may be supplemented by CIoT sensors that imitate the driver’s eyes
and ears, and cognitiveAIs that imitate the driver’s intellect. To negotiate the passage,
a car with awareness connects with others, thus reducing signalling by sound and
light. Service assistance is immediately called for by the cognitive AI in the car if the
sensors sense any malfunction. In the operation of the system, sometimes required
steps such as halting the car and raising the alarm are applied for any significant
phenomenon. In comparison, previous car data and traffic data observed may be
used for traffic control, signalling, traffic redirection, etc. [13].

3.5 Social Surveillance

A significant IoT-centric application is social surveillance. The IoT monitors inci-
dents or conditions and initiates effective protective steps for the safety of persons.
Automated workplace temperature and light monitoring, depending on people’s
mood or tension. People mistakenly abandon their objects whilst in transport or
are frequently left unsupervised. New sensors allow the IoT to “hear” sound input
from groups of individuals [19]. Other social influence of CIoT is to help people
interact/communicate with one another effectively by increasing group dynamics
[20].

3.6 Climate Prediction

Modern IoT system can identify and measure the state of the area. Data obtained
from sensors connected to smart technology, vehicles, houses, smart phones and
social media networks offers enough information to reliably predict the climate per
each area or region. Climate Firm, air pressure data, sensed by a large number of
mobile phones, is gathered and analysed by cloud technologies for precise and instant
weather forecasting [21]. Important information could be expected from the weather
report in advance. It could help to recommend regular switches for early exits or to
carry an umbrellawhen it is raining.Kids suffering fromcold or asthma are frightened
into taking care as temperatures are going to dip. This form of application includes
complex atmospheric simulations that can be performed by integrating Cognitive
Computation and IoT to atmospheric physics.
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3.7 Real-Time Monitoring

A large complex network is often generated by connected IoT devices. Such systems
constantly produce information that needs to be processed in real-time in order to take
effective action at the appropriate time and place The AI device provides real-time
data analytics to the IoT system [22]. Actual research is mostly about information
collection in real-time, so that the machine can respond in the same time frame
of the timeframe wherein the information or intervention request is made. Actual
research is a time-criticalmethod that relies on variables such as network latency, data
information processing, pattern detection, historical data inference, datamanagement
and stream data retrieval.

4 Cognitive IoT Architecture for Future City

Our proposed design requires a minimum number of separate frameworks to be
developed for various technologies. We use several data sets obtained from different
sensors to serve various cognitive computing functions. The proposed structure is
shown in Fig. 2. We would have easier, more real-time methods to support the
complexity of data generated by smart communities efficiently. The proposed CIoT-
based architecture consists of three layers, the future city application platform, data
knowledge layer and the cognitive system layer. Every section is listed in depth
below:

Fig. 2 Proposed future city architecture
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4.1 Future City Application Platform

Future city consists of intelligent houses, intelligent electricity, intelligent trans-
port, intelligent agriculture and intelligent enterprises, etc. Both unstructured and
structured data are generated here. Sensor data from intelligent residential buildings
includes various human variables such as thoughts, sound, brain function and so on.

Intelligent buildings Intelligent buildings are consisting of multiple detectors that
allow data from various sources to be gathered to optimize light systems, lifts, etc.
Houses gather data such as feelings, the atmosphere that together offer several solu-
tions, such as maximizing energy usage by heat treatment and lighting manage-
ment, air product quality, elevators, based on user expectations to improve their
functionality.

Intelligent energy Data from both the sensory and mental regions of the brain was
combined and used to create the intelligent visualizationmethod. Going to connect to
cognitive tool for imaging and weather prediction, energy providers offer innovative
safety technologies to power plants, like predicting safety threats in machines whilst
increasing efficiency.

Smart industry Similar to the data obtained from sensors in the world and sensors
in the brain industry output can be enhanced to incorporate human data such as
workflow processes and qualitative information, efficient decisions can be taken in
full detail and natural assets can be best controlled in industries.

4.2 Data Knowledge Layer

These solutions can be seen as a major symbiotic relationship of cognitive outcomes
and big data. The amount of data produced by IoT-based sensor systems, virtual
sensors and home apps, in the form of both data frommultiple sources and data from
multiple sources, is growing [23]. Research by Kambatla et al. [24] suggest that a
large quantity of data is produced in big data. The cognitive process is affected by a
variety of influences, including the smart city network, the IoT framework and the
data access layer.

Importantly, cognitive processes have the capacity to evaluate, understand and
recall an issue that might be cognitively important to an organization. The key char-
acteristics of the neuralmethod are awareness and learning capacity to changewithout
reprogramming; the creation and review of theories based on the existing level of
knowledge of the framework.

The method, in which certain complex improvements can be implemented by
it, demonstrates the complexities of cognitive computation over the processing of
massive data. Natural interaction can be found to have a profound impact on the
synthesis of natural language and make the cognitive system particularly attractive.
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Based on the analysis of Santos et al. [25], the analysis of the data set would make for
a clearer understanding and resolution of a complicated set of issues because there
are a number of information sources. Such data may be regarded as unstructured,
organized, multimedia and textual information. It is considered that the power to
make choices based on evidence is in the cognitive system. Value is considered in
big data as an attribute that means useless data volume before the data is translated
to the source of information.

4.3 Cognitive Service Layer

This level describes the mechanism by which the cognitive programming algorithm
is constructed. We illustrate the steps that include preprocessing, data interpretation,
cognitive feature extraction and deep learning.

Data preprocessing: There might be noisy or fragmented data in the raw data
obtained from sources. The incorporation of this information would result in inef-
ficient artificial intelligence-driven models based on cognitive computation. If it is
inconsequential to the result, the lost data is omitted, or it may be substituted to
prevent destroying data.

Data analysis: Analysis of data includes the collection of cognitive traits which
are important for the preparation of our model. Multiple characteristics are chosen
that represent diverse applications instead of establishing a different cognitive model
with each specific use case in a future city.

Machine learning: Machine learning enables software systems based on the
training obtained to include analytics or prediction. Machine learning has learned
to think intelligently so that its learning habits can be formed on their own and
further evaluated. Artificial intelligence is what this evolution is calling. Cognitive
computing has taken another step further by combining the way people learn and
teach computers to think with a far more logical way.

5 Overview of Security Issue and Discussion

In this section we will survey security related issue and proposed some precautions
for that challenges. Our private and confidential data is gathered, preserved and
exchanged with international agencies in relation to our everyday activities and our
lives. As seen in Fig. 3, we address the open problems and security issue or this
architecture. In addition, large volumes of such data are processed for potential
analytics and information retrieval in distributed cloud computing systems. Data
processing and usage-related technical advancements outperform the advancement
of privacy, trust and protection frameworks. As such from several entry points in the
IoT data network, attackers could intercept personal data.
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Fig. 3 Security and privacy issue for CIoT architecture

A big task of cyber-security is data safety. Reasonable countermeasures are also
required to reduce the possibility of leakage of information, whichmay have an effect
on personal data protection, privacy and protection [26]. Some citizens claim and
prefer that they are discreet and that the right of identity and monitoring in public
spaces is still maintained [27].

The principle of protection by design requires that safety risks should be handled
across all stages and across all interfaces. When attached to the real world, security
concerns are more important because risks switch from accessing information to
managing processes. We should secure records, computers, networks, servers and
the cloud to improve the protection within IoT systems. In order to provide data
security on the move, constructive vulnerability thwarting intelligence should be
introduced.

Challenges of the existing CIoT architecture must be protected. We address
some precaution for different challenges in the layer of CIoT architecture shown
in Table 2.
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Table 2 Precaution for different challenges in the layer of CIoT architecture

Layer Challenges Precaution

Future city application platform Data leakage
Jamming
Trustworthiness

Policies for lost data in software
Data reduction
Regulation formulation that is
flexible and consultative with
consumers

Data knowledge layer Identification of Information
Data accessibility
The integrity of data
Secondary application

Encryption is used to preserve
records
Schemes for access
management dependent on
device hierarchy
Anonymization of data should
be used
Data validation is used before
use

Cognitive service layer Attacks on the side channels
Service disruption

Often use authentication
protocols
Using public networks to
encrypt data

6 Future Direction

Several recommendations can be made based on the analysis of this paper. Encryp-
tion techniques, authentication protocols, data anonymization techniques, and other
approaches to avoid invalidated access to the CIoT network are all part of a major
research field in the protection and privacy of CIoT in smart cities. Access moni-
toring and supervision, safe system discovery, spoofing protection and data leakage
will all be made possible with blockchain, as long as end-to-end encryption is used.

Another area to focus on is the advancement of cost-effective storage strategies
and low-power hardware. Decentralized networks have been suggested as the best
options for increasing device efficiency from an implementation standpoint.

In addition, there is a lot of future work in the field of AI. This involves the
development of data fusion techniques to make it possible to use heterogeneous data
sources, aswell as intelligent data reduction/feature selection approaches to eliminate
redundant data. This would result in a faster response time and better implementation
efficiency.

7 Conclusions

Cognitive IoT is providing various innovative and smart services for our commu-
nity. This cognitive intelligence will make the IoT environment more sustainable
to risks and attacks. The trust and privacy problems in IoT environments become



164 S. Samanta et al.

more complicated because of the large number of interconnected devices. We have
established similar protection concerns and cognitive IoT-related threats. We address
the research in the areas of IoT, CIoT and smart city design. We introduce the future
city architecture based on CIoT. In our article, we introduced a feasible framework
for cognitive IoT-based systems. Proposed architecture explains various cognitive
features which offer real-time solutions to future city platforms. The proposed CIoT
architecture solves the new, dynamic and scaling problems that concern smart cities
when processing large number of IoT files. Finally, we are addressing the problems
and possibilities that emerge with our proposed architecture.

References

1. Patra, M.K.: An architecture model for smart city using cognitive Internet of Things (CIoT).
In: Proceedings of the 2017 2nd IEEE International Conference on Electrical, Computer and
Communication Technologies, ICECCT 2017. Institute of Electrical and Electronics Engineers
Inc. (2017). https://doi.org/10.1109/ICECCT.2017.8117893

2. Chen, M., Herrera, F., Hwang, K.: Cognitive computing: architecture, technologies and intel-
ligent applications. IEEE Access 6, 19774–19783 (2018). https://doi.org/10.1109/ACCESS.
2018.2791469

3. Aazam, M., Zeadally, S., Harras, K.A.: Fog computing architecture, evaluation, and future
research directions. IEEE Commun. Mag. 56, 46–52 (2018). https://doi.org/10.1109/MCOM.
2018.1700707

4. Baig, M.N., Himarish, M.N., Pranaya, Y.C., Ahmed, M.R.: Cognitive architecture based smart
homes for smart cities. In: Proceedings of the 2nd International Conference on Trends in
Electronics and Informatics, ICOEI 2018, pp. 461–465. Institute of Electrical and Electronics
Engineers Inc. (2018). https://doi.org/10.1109/ICOEI.2018.8553774

5. Kim, N.Y., Rathore, S., Ryu, J.H., Ho Park, J., Park, J.H.: A survey on cyber physical system
security for IoT: issues, challenges, threats, solutions (2018). https://doi.org/10.3745/JIPS.03.
0105

6. Janssen, M., Luthra, S., Mangla, S., Rana, N.P., Dwivedi, Y.K.: Challenges for adopting and
implementing IoT in smart cities: an integrated MICMAC-ISM approach. Internet Res. 29,
1589–1616 (2019). https://doi.org/10.1108/INTR-06-2018-0252

7. Industrial Automation Industry Exploring and Implementing the Internet of Things: https://
blog.isa.org/industrial-automation-industry-exploring-implementing-internet-of-things. Last
accessed 02 July 2021

8. IoT: Implementation and Challenges | OpenMind. https://www.bbvaopenmind.com/en/techno
logy/digital-world/iot-implementation-and-challenges/. Last accessed 02 July 2021

9. Pramanik, P.K.D., Pal, S., Choudhury, P.: Beyond automation: the cognitive IoT. Artificial
intelligence brings sense to the internet of things. In: Lecture Notes on Data Engineering and
Communications Technologies, pp. 1–37. Springer Science and Business Media Deutschland
GmbH (2018). https://doi.org/10.1007/978-3-319-70688-7_1

10. The Automation Internet of Things | Automation World. https://www.automationworld.com/
products/data/blog/13307756/the-automation-internet-of-things. Last accessed 02 July 2021

11. AI and the IoT: Are We Truly Prepared for What’s Coming? | IT Business Edge. https://www.
itbusinessedge.com/networking/ai-and-the-iot-are-we-truly-prepared-for-whats-coming/. Last
accessed 02 July 2021

12. Cai, H., Xu, B., Jiang, L., Vasilakos, A.V.: IoT-based big data storage systems in cloud
computing: perspectives and challenges. IEEE Internet Things J. 4, 75–87 (2017). https://
doi.org/10.1109/JIOT.2016.2619369

https://doi.org/10.1109/ICECCT.2017.8117893
https://doi.org/10.1109/ACCESS.2018.2791469
https://doi.org/10.1109/MCOM.2018.1700707
https://doi.org/10.1109/ICOEI.2018.8553774
https://doi.org/10.3745/JIPS.03.0105
https://doi.org/10.1108/INTR-06-2018-0252
https://blog.isa.org/industrial-automation-industry-exploring-implementing-internet-of-things
https://www.bbvaopenmind.com/en/technology/digital-world/iot-implementation-and-challenges/
https://doi.org/10.1007/978-3-319-70688-7_1
https://www.automationworld.com/products/data/blog/13307756/the-automation-internet-of-things
https://www.itbusinessedge.com/networking/ai-and-the-iot-are-we-truly-prepared-for-whats-coming/
https://doi.org/10.1109/JIOT.2016.2619369


Cognitive IoT for Future City: Architecture, Security … 165

13. Sathi, A.: Introduction. In: Cognitive (Internet of) Things, pp. 1–12. Palgrave Macmillan US
(2016). https://doi.org/10.1057/978-1-137-59466-2_1

14. Vodyaho, A.I., Osipov, V.Y., Zhukova, N.A., Chervontsev, M.A.: Cognitive technologies in
monitoring management. Autom. Doc. Math. Linguist. 53, 71–80 (2019). https://doi.org/10.
3103/s0005105519020080

15. Choi, N., Kim, D., Lee, S.-J., Yi, Y.: Fog operating system for user-oriented IoT services:
challenges and research directions (2016)

16. Zhang, M., Zhao, H., Zheng, R., Wu, Q., Wei, W.: Cognitive Internet of Things: concepts and
application example. Undefined (2012)

17. Worldwide Big Data and Analytics Spending Guide. https://www.idc.com/tracker/showprodu
ctinfo.jsp?containerId=IDC_P33195. Last accessed 02 July 2021

18. Embedding Intelligence in the Internet of Things—THINKBlog. https://www.ibm.com/blogs/
think/2016/02/embedding-intelligence-in-the-internet-of-things/. Last accessed 02 July 2021

19. The Cognitive Era Presents Opportunities For Enhanced Collaboration. https://www.forbes.
com/sites/ibm/2015/12/14/the-cognitive-era-presents-opportunities-for-enhanced-collabora
tion/?sh=744440c01301. Last accessed 02 July 2021

20. Weathering Hurricane Season with Cognitive, IoT—THINK Blog. https://www.ibm.com/
blogs/think/2016/05/weathering-hurricane-season-with-cognitive-iot/. Last accessed 02 July
2021

21. AI Could Be The Catalyst ToUnleash The Power of IoT. https://www.oodlestechnologies.com/
blogs/AI-Could-Be-The-Catalyst-To-Unleash-The-Power-of-IoT/. Last accessed 02 July 2021

22. Sicari, S., Rizzardi, A., Grieco, L.A., Coen-Porisini, A.: Security, privacy and trust in Internet
of things: the road ahead (2015). https://doi.org/10.1016/j.comnet.2014.11.008

23. Talari, S., Shafie-Khah, M., Siano, P., Loia, V., Tommasetti, A., Catalão, J.P.S.: A review of
smart cities based on the internet of things concept (2017). https://doi.org/10.3390/en10040421

24. Kambatla, K., Kollias, G., Kumar, V., Grama,A.: Trends in big data analytics. J. Parallel Distrib.
Comput. 74, 2561–2573 (2014). https://doi.org/10.1016/j.jpdc.2014.01.003

25. Santos, M.Y., Oliveira e Sá, J., Andrade, C., Vale Lima, F., Costa, E., Costa, C., Martinho, B.,
Galvão, J.: A big data system supporting Bosch Braga Industry 4.0 strategy. Int. J. Inf. Manage.
37, 750–760 (2017). https://doi.org/10.1016/j.ijinfomgt.2017.07.012

26. Corea, F.: Introduction to data (2019). https://doi.org/10.1007/978-3-030-04468-8_1
27. Christidis, K., Devetsikiotis, M.: Blockchains and smart contracts for the Internet of Things

(2016). https://doi.org/10.1109/ACCESS.2016.2566339

https://doi.org/10.1057/978-1-137-59466-2_1
https://doi.org/10.3103/s0005105519020080
https://www.idc.com/tracker/showproductinfo.jsp?containerId=IDC_P33195
https://www.ibm.com/blogs/think/2016/02/embedding-intelligence-in-the-internet-of-things/
https://www.forbes.com/sites/ibm/2015/12/14/the-cognitive-era-presents-opportunities-for-enhanced-collaboration/?sh=744440c01301
https://www.ibm.com/blogs/think/2016/05/weathering-hurricane-season-with-cognitive-iot/
https://www.oodlestechnologies.com/blogs/AI-Could-Be-The-Catalyst-To-Unleash-The-Power-of-IoT/
https://doi.org/10.1016/j.comnet.2014.11.008
https://doi.org/10.3390/en10040421
https://doi.org/10.1016/j.jpdc.2014.01.003
https://doi.org/10.1016/j.ijinfomgt.2017.07.012
https://doi.org/10.1007/978-3-030-04468-8_1
https://doi.org/10.1109/ACCESS.2016.2566339


A Heuristic Model for Friend Selection
in Social Internet of Things

Ashish Kumar , Sunil Kumar Singh , and Pawan Kumar Chaurasia

Abstract TheSocial Internet of Things (SIoT) is emerging as a future of information
dissemination in society. It is a new concept in the combination of social network
with IoT, may enable interaction between humans and objects. Many times, finding
desired servicesmay lead to high computation andmemory demands as the number of
friends increase over time. Therefore, it is in need to judiciously select future friends
by applying a few heuristics to minimize the computational load and memory. In
this work, we have incorporated three different heuristic-based strategies to select
the future friend and also to optimize the average degree, average path length, and
average clustering coefficients. The performance analysis of the model depicts its
effectiveness in terms of future friend selection.

Keywords Social Internet of Things · Internet of Things · Friend selection · Social
networking

1 Introduction

Autonomous interaction between social networking and the Internet of Things is an
emerging interdisciplinary research area [1] and it is being emerged as the Social
Internet of Things (SIoT). The term social networking is used as Internet-based
media platforms to remain connected with family, friends, colleagues, customers,
and clients, etc. Social media platforms like Facebook, Twitter, Instagram, and many
others are being used for social purposes, business purposes, or both [2, 3]. Figure 1,
indicates the collaboration of social networking and the Internet of Things.

Internet of Things has emerged as a key concept for moving toward automation
on social networking. It is defined as the network of physical Things/objects that
are embedded with sensors, softwares, and other technologies for connecting and
exchanging data with other devices. The term IoT was coined by Kevin Ashton in
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Fig. 1 Social Internet of Things

1999 [4] to ease out the many application areas like healthcare, agriculture, smart
cities, education, and social networking [5].

Appropriate friend selection in this new paradigm SIoT which is an integration of
social networking, and the Internet of Things is not an easy task. The idea behind the
selection of friends is to look for desired services, using its friendship. Friend selec-
tion always has been a key issue especially when we have limitations on the number
of friends. Generally, friend selection depends on the following three concerns; first,
what kind of people tend to have more friends? And second, what kinds of people
are plausible to be chosen as a friend? And the last one, assortative personalities (the
kind of people who have similar levels of openness) affect the friend selection [6].

If we look at the number of friends on Facebook, we cannot have more than 5000
friends on our friend list. Therefore, it is very difficult to decide, whom we should
keep on our friend list, and to whom we should remove. Many social networking
sites have their policies and constraints for their users. To deal with the better friend
selection, a few important concepts are required to be highlighted which are as
follows:

1.1 Social Network

Nowadays most people using Internet-based social networking platforms to commu-
nicate with family, friends, colleagues, clients, or customers. Social networking has
become a prominent footing for communication looking to engage people. The social
network is made of nodes (People, Organizations, and Groups) that are tied by social
links where these links may be directed, undirected, or multi-directed. In the social
network, each node’s position and links could also be individually analyzed and
compared with those of other actors to analyze their comparative importance in the
network.
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1.2 Social Internet of Things

SIoT takes the scope of backing the emerging applications and networking services
for the IoTmore effectively and efficiently to overcome themeticulous issues of scal-
ability and heterogeneity [7]. The term “Social Networking” roam across the online
social networking platforms as well as social relations among people. In general,
the communication of an object depends on its relationship with the other objects.
Closely associated objects may communicate directly without any intermediation
from neighbor objects. The smart objects communicate with their friends directly
and by continuing this process they try to communicate with the devices which are
not in friends.

SIoT enables the formation of enchanting applications that simplifies the interac-
tion among humans and physical objects over the digital space thereby assisting the
creation of a shared community that operates toward the improvement of society. The
key research areas of SIoT are mainly Service Discovery and Service Composition.

Service Discovery is the basic ingredient that finds, what service can be retrieved
from the objects similar to the persons looking for information and services on the
social networks.

Service composition enables the communication between objects, somewhere
the services are recognized by the service discovery component. The objects pair in
SIoT,makes the service discovery processmore prominent and scalable [7]. Figure 2,
shows the IoT devices association with Social networks.

This work proposes a heuristic approach based on friendship selection strategies.
The objectives of the work are as follows;

• To select a better future friend for meaningful information dissemination.
• To remove a friend from the friend list which is obsolete in the list.

Physical World

Physical Objects

Social Network

ATM

Medicine

Mobile

Printer

Camera
Laptop

Smart Class

Smart Home

Smart Hospital

Smart Car

Fig. 2 SIoT components
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The organization of the work is as follows. Section 2 briefs the recent related
works. Sections 3 and 4 describe the problem definition and proposed model.
Section 5 states the working of the model with the help of an illustrative example.
A performance study of the proposed model is done in Sect. 6 by its simulation in
python along with the analysis of the results. Finally, the conclusion of the work is
mentioned in Sect. 7.

2 Related Work

SIoT plays a vital role in the dissemination of information. There are a few similar
works that have been done to select a future friend for exchanging the information.
A friendship selection-based model is given by Nitti et al. [8]. In which, a few friend
selection strategies have been applied to select the right friend. Also, they have
analyzed the impact of strategies in terms of network navigability by measuring the
giant components, the average degree of connections, local clustering, and average
path length. Observation suggests that a few better strategies are still required to be
explored.

A model [7] indicates that IoT devices can collect information from surroundings
and abstracted as a service. The IoT devices along with social networking can build
a social relationship to discover devices along with services viz; Social Internet
of Things (SIoT). SIoT can provide reliable and trustworthy networking solutions
for utilizing the social network of friends. It can play its significant role in service
discovery, relationship management, service composition, and trust management,
etc. Model [9] also classified the trust and friendliness-based approaches in the SIoT
with important highlights of scalability, adaptability, and suitable network structures.

An advanced heuristic-based friend selection model given by Ramasamy and
Arjunasamy [10] in SIoT environment. Finding the desired service in SIoT environ-
ment with the help of friends may lead to high computation and memory demands.
Therefore, it is highly required to select a friend judiciously to minimize the compu-
tation load and also minimize the network navigability. In this model, after applying
the heuristic, network navigability is slightly improved.

The model [11] also focused on wise friendship selection for the benefit of overall
network connectivity. In this model, efficient, distributed, dynamic solutions are
proposed to select the right friend, considering the overall network connectivity.
The solution is based on a game-theoretic approach and shapely-value-based algo-
rithm. Performance is analyzed in terms of the average number of hopes and also
compared with the standard solutions where objects are not bounded with any limit
in terms of having the number of friends. Arjunasamy and Rathi [12] proposed the
relationship management-based heuristic to manage the objects which are directly
communicating with the devices. Because cope up with the memory and compu-
tational capacity of each object is an important task. Results analysis of the work
shows that the average degree and average path length of the network are reduced
quite significantly.
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A few other works also have been done to maintain the trust level among the
devices [13] in SIoT environment. Even after considering the works done in the field
of SIoT, still there is a scope to devise some new heuristic mechanism to improve the
friendship selection for disseminating the information. The work done in the paper
is aimed to propose an efficient heuristic to effectively select the future friends.

3 Problem Definition

Many of us using social media platforms for communicating with friends, family,
colleagues, and other people all over the world. When the friend list of the node is
reached the maximum timeline then, no new request can be accepted by the user. If
a new request is important than existing friends but no room available then we have
to remove some friends from the list to accept the new request. Various social media
platforms having their own constraints to impose a limit on the maximum number
of friends. For example, in Facebook maximum of 5000 friends can be connected to
a node. The model is aimed to propose a heuristic-based approach to select the best
future friends.

4 The Proposed Model

In the proposed model, we have applied three strategies for friendship selection and
to remove a friend from the friend list if it is reached to its maximum limit. A friend
which will be removed from the friend list will be having the least priority in the list
and even it will have lower importance than the request arrives.

Figure 3, shows the flow of the model along with the applied strategies; Common
neighbors’, Jaccard Coefficient, and Adamic Adar index.

In Fig. 3, X send request to Y , then Y can accept the request only when if Ydegree <
Nmax and if it is not then applying the heuristic to find a friend the one which is
having less importance to remove from the list. The meaning of the symbols used,
are indicated in Table 1.

Strategies used in the model for friendship selection are as follows;

• Strategy 1: Many users send the request to Y and Ydegree < Nmax timeline accepts
the new request based on the highest common Neighbors’ otherwise if Ydegree <
Nmax then there is no room available for the new request, remove the friend from
Y ′s list based on the common neighbor value, then accept the new request.

• Strategy 2: When many users like X send the request to Y and Ydegree < Nmax

timeline accepts the new request based on the highest Jaccard Coefficient value
otherwise when Ydegree < Nmax then for accepting the request it is required to
remove the friend from the Y ′s list whose common neighbors is minimum and
then accept the new request based on the highest Jaccard Coefficient value.
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of Y<=Nmax?
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sort the values in 
decreasing order

Apply AA and 
sort the values in 
decreasing order

Strategy 1

Strategy 2

Strategy 3

Fig. 3 Flow chart of the proposed methodology

Table 1 Notations Symbol Description

N Number of nodes

X, Y Represents the nodes in the network

Ci Local clustering coefficient

en Number of linked set neighbors of n

Kn Number of neighbors of a node

Ydegree Number of nodes directly connected to Y

Nmax Maximum permissible degree of any node

• Strategy 3: In the last strategy, when many users like X send the request to Y
and again if Ydegree < Nmax timeline accepts the new request based on the highest
Adamic Adar Index value. Otherwise, Ydegree < Nmax then there is no room to
accept the new request, then for accepting the new request, remove the friend
from Y ′s list and then after, accept the new request based on the highest Adamic
Adar Index value.
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The neighbor-based heuristics used for implementing the model are as follows;

I. Common neighbors
Common neighbors are the intersection operation of the two sets. The greater
values give the chance of future friendship between them and vice versa [14].

Common Neighbors (X,Y ) = |N (X) ∩ N (Y )| (1)

where X and Y are two nodes in the network, in which N (X) indicates the
number of nodes adjacent to X and N (Y ) indicates the number of nodes
adjacent to Y .

II. Jaccard Coefficient
It compares the number of common neighbors of node X and Y concerning the
total neighbors of X and Y. With help of Union operation, we can calculate the
total number of neighbors in the set. The working of the metric JC depends on
set overlapping and it is based on the ratio of intersection and union operations.
It may suffer from division by zero when it contains the empty set in the
denominator [15].

Jaccard Coefficient (X,Y ) = |N (X) ∩ N (Y )|
|N (X) ∪ N (Y )| (2)

III. Adamic Adar Index
It is used to find out the probability that a nodeX is associated to a node Y as the
sum of the number of mutual neighbors. Also, it can determine the intersection
of neighbor-sets of twonodes in the network or graph but emphasize the smaller
overlap. The working of this metric depends on the commonality between the
two problem nodes [16].

Adamic Adar Index (X,Y ) =
∑

u∈N (X)∩N (Y )

1

log(|N (u)|) (3)

4.1 Flow Chart

The flow chart, to explain the working of applied strategies is given in Fig. 4. In the
proposed model, JC, CN, or AA any one of the techniques can be used to find the
suitable node which is required to remove for adding a new node into the list.

Figure 4, shows the detailed working of applied strategies in the proposed model.
The objective of the flow chart is to show the process of adding a future friend by
removing an obsolete friend from the list.
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Fig. 4 Flow chart

4.2 Algorithm

The algorithm of the proposed model is as follows which addresses the limitation of
already existing models.

Algorithm: Future Friend Selection
Input: X sends a friend request to Y
Output: Friend request Accepted or Rejected
Steps: Initialize the degree of each node in the network

(continued)
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(continued)

1. New request from node X to node Y
2. i f Ydegree < Nmax then
3. Compute the value of nodes by applying the CN, JC, AA-based heuristics
4. Accept the friend request based on a higher-value request
5. The request may be rejected if the value is too low for future requests.
6. el se_i f Ydegree ≥ Nmax then
7. if (X among the first Nmax) then
8. Select a friend Zdel from the existing list with the least value and delete from the list
9. Create the space for a new friend and accept the request
10. else
11. Reject the request to add to the list
12. else
13. end

In the algorithm, initially start with a new friendship request, line number 2–5 is
used to simply accept the request by checking the usefulness of the request with the
help of JC, CN, AA values if receiving node Ydegree < Nmax.

Line number 6–12 check the maximum limit of friends in a friend list if it is
Ydegree ≥ Nmax, then based on calculated values check X is in the top Nmax or not. If
it is, then simply accept the request by deleting Zdel which is having the least mutual
friend among the list of nodes. Otherwise, simply reject the request.

In the end, line number 13 indicates the termination of the algorithm.Line numbers
1–13 will be repeated for every new request received.

4.3 Parameters

A few key parameters used in the proposed model for evaluation and explanation
are as follows. A node refers to each object in the social network and edges are
the friendship link between any two objects. The shortest distance between any two
nodes in the network is averaged as the average path length. Degrees of the nodes in
SIoT network are one of the important parameters to analyze its behavior. Average
degree is defined as the ratio of the total number of degrees of each node in the
network to the total number of nodes where the degree is defined as the number of
connections to the nodes.

The average clustering coefficient [17] and the Giant component are the important
parameters to analyze the network. The average clustering coefficient is used to
measure the nodes’ closeness. It is calculated for each node; the range is 0–1. The
clustering coefficient can be different for the directed and undirected network [17]
as indicated in Eqs. 4 and 5. Equation 6 represents the average clustering coefficient
for the directed network.
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For Undirected Network

CCn = 2en
(kn ∗ (kn − 1))

(4)

For Directed Network

CCn = en
(kn ∗ (kn − 1))

(5)

Average Clustering Coefficient for directed Network

c = 1

n

n∑

i=0

Ci (6)

The giant component is also one of the popular parameters that refer to the
connected component in the network wherever a cluster of connected nodes is orga-
nized. It also refers to the higher is the network navigability of the network. The large
complex networks often contain a giant component that holds a large percentage of
all nodes.

5 An Illustrative Example

In this section, we have taken a scenario of the network to explain the working of the
model. In which, BA model is taken with 15 nodes, Nmax = 10, and m = 2 (average
overrun); Nodes 4, 1, 5, 10 want to become the friend of node 0.

So, in this model, we have calculated the number of common neighbors of the
nodes 4, 1, 6, 10 with node 0 which is shown in Table 2.

From Table 2, it can be seen that the maximum common neighbors are between
node 0 and node 4 which is 3. From Fig. 5, it can be seen that the degree of node 0
is 4 (Node 0)degree = 4. We can see that (Node 0)degree < Nmax because Nmax = 10.
Therefore Node 0 can first accept the request of the node which is having the highest
common neighbors. In Fig. 5, we can see that (Node 4) is connected with (Node 0)
and it is indicated by the thick brown line.

Table 2 Nodes with
common neighbors

Requesting nodes Receiver node Common neighbors

Node 4 Node 0 3

Node 1 Node 0 2

Node 6 Node 0 1

Node 10 Node 0 0
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Fig. 5 SIoT network

After reaching to Nmax, a node cannot send the request to another node in the
network. So our proposed model can suggest a future friend to the nodes which
are having the highest node-based heuristic value. The request receiving node can
remove a friend from the list which is having fewer mutual friends and can accept
the request of a suggested friend.

6 Performance Analysis

To analyze the outcomes of themodel, simulation is done in the python programming
language using the “NetworkX” package. It is used for creation, manipulation, and
to study the dynamics and functions of complex networks. The performance of the
proposed model is observed on a Facebook dataset collected from Stanford Large
Network Dataset collection [18] and BA model.

In this section, experiments are conducted to observe the performance of the
model in terms of the following parameters; Network navigability, Average degree,
Average clustering coefficients, Average path length.

6.1 Experiment 1

This set of experiments are carried out to observe the network Navigability of the
proposed model where navigability refers to the network in which we have a short
path between all or almost all pair of nodes in the network.
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Table 3 Parameter of
Facebook and BA model

Parameters of network Facebook BA model

Nodes 4039 1000

Edges 88,234 4975

Network diameter 8 5

Average path length 3.68 2.7

Average clustering coefficient 0.605 0.108

Average degree 43.6 9.99

Table 3, shows the values of various parameters applied on the BA model and
Facebook dataset.

In this section, we have also observed the degree distribution of the BA model
with the number of nodes are 1000 andm = 5 (averaged over 5 runs). Figure 6 shows
the degree distribution of the BA model. Observation shows that higher degree node
frequency is comparatively low.

We have also analyzed the Facebook dataset to observe the degree distribution,
and it is observed that the nodes which are having low frequency are of high degree
while high-frequency nodes’ degree is comparatively low as shown in Fig. 7.

Figures 6 and 7 show the degree distribution of the Facebook and BA model
through a log scale which is also known as the power-law function.

Fig. 6 Degree distribution of BA model
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Fig. 7 Degree distribution of Facebook

6.2 Experiment 2

This set of experiments are carried to observe the comparative analysis of all the three
strategies used in the proposed model. The parameter used for comparative analysis
is Average Degree, Average path length, and Average clustering coefficients.

The input parameters are as follows; the number of nodes is 1000, and the average
number of edges is 4975.

Figure 8, shows the variation in the average degree of nodes on a varying number
of Nmax connections. It can be observed that after increasing the Nmax average degree
is also being increased.

Figure 9, indicates the variation in average path length on a varying number of
Nmax connections, and it is overserved that average path length is decreasing when
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we increase the Nmax. It is lowest for all the three strategies when the value of Nmax

is 50.
Average clustering coefficients has been observed in Fig. 10 on varying Nmax. It is

observed that the average clustering coefficient is highest when Nmax = 50. Overall
observation derived fromFigs. 8, 9, and 10 shows that Strategy-1 is performing better
in comparison to other strategies.

7 Conclusion

In this work, we have applied the proposed heuristic strategies on the BA model
and Facebook data set. The model is aimed to observe the performance in terms
of minimizing the computational load and memory in SIoT. We have applied the
strategies to select the better future friend and removing the obsolete friend from the
list especially when the friend list is exhausted. An illustrative example confers the
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working of the model, in which we can add the future friend by removing the less
important one.

Comparative analysis of the proposed strategies is also tested on varying Nmax to
observe the performance on the parameters’ Average degree, average path length, and
average clustering coefficients. Results conclude the effectiveness of the proposed
model in SIoT environment. In future work, a few soft computing-based techniques
can be applied to minimize the service discovery time by selecting the appropriate
friend.
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A Fuzzy String Matching-Based
Reduplication with Morphological
Attributes

Apurbalal Senapati , Arunendu Mondal , and Soumen Maji

Abstract String matching is a common problem in the field of computer science,
and it is a common operation in various language processing tasks. Several efficient
algorithms have been developed for string matching problems like Knuth-Morris-
Pratt (KMP) algorithm [1], Rabin-Karp’s algorithm [2], matching using a finite-
state machine, etc. But in natural language processing, the problem related to string
matching is much complex and the conventional string matching algorithm does not
fulfil their requirement. This paper presented one such issue related to the string
matching on partial reduplication. In that context, a fuzzy-based string matching
technique has been proposed. In this approach, the fuzzy membership is not only
considered based on the character/symbol or sub-string matching rather some other
grammatical information like morphological information, prosodic pattern, etc., are
considered. The experiment is done on the Bengali dataset, and finally, the system
is tested on real-life text to measure the accuracy.

Keywords Natural language processing � String matching � Fuzzy � Reduplication

1 Introduction

Reduplication is a linguistic phenomenon that exists in almost all human languages.
It is defined as a multi-word or lexeme that repeats two identical or almost identical
parts. In other words, it implies the repetition of a linguistic entity, and sometimes,
it is treated as morphological and phonological processes [3]. Sometimes, the root
word and its morphology are repeated to form a new word. For example,
goody-goody, bye-bye, night-night, flip-flop, etc., are used in the English language.
Sometimes, the repetitions change their semantics or meaning. In some languages
[4] (like Bengali, Hindi, Bodo, etc.), the root word is with a slight change also takes
part of reduplication. The exact semantic of reduplication needs to capture in
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various language processing applications like machine translation, anaphora reso-
lution, information retrieval, etc. In the above example, the reduplication in bye-bye
is the exact reduplication, but in the case of the flip-flop, it is not exact but a partial
match and called the partial reduplication. The morphology of partial reduplication
is relatively simple in English like European languages, but languages like
South-Asian, African are complex and difficult to identify from the text.

Reduplication is relatively simple in English-like languages and is less fre-
quently used in language. But in Indic language like Bengali, Hindi, it is used
frequently in language, and their morphology is complex [4]. Hence, it needed
special attention whilst it uses in various language processing applications.

The use of reduplication (partial) is shown in Fig. 1 in Bengali, and it also shows
that its translation in English using the Bengali–English Google translation
(translated on 27th March 2021). The result clearly shows that the system could not
capture the reduplicated information and hence produce a wrong result. It clearly
shows the importance of the study of reduplication.

1.1 Types of Reduplication

Different types of reduplications are there and vary from language to language.
Language is a dynamic entity and it evolves in time. For example, the etymological
study shows that reduplicated features in English do not appear at all until the
fifteenth century [5]. So in this study, first gives a brief outline of the English
reduplication and next explained it in the Bengali language.

It is already mentioned that there are two types of reduplication, such as full and
partial. But, based on their morphological formation, they can be categorized into
different types and it varies upon the languages. In English, it is express in a

Fig. 1 Bengali–English Google translation that could not translate the reduplicated information
(translation date: 27-03-2021)
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different way, e.g. imitate sounds (bow-wow, ding-dong, etc.), suggests alternative
patterns (ping-pong, flip-flop, etc.), sometimes are disparaging (wishy-washy,
dilly-dally, etc.) or it intensifies in meaning (tip-top, teeny-weeny, etc.) [6].
Reduplication is not a frequent means of occurring lexemes in English, rather it is
perhaps the most uncommon one. Most of the reduplicated words forms involve a
similar morphological or phonological form that results in the rhyme of words [7].
Sometimes, two separate meaningful words combine the reduplication (examples
culture-vulture, flower-power, etc.), or sometimes, one of the words is not mean-
ingful, as in super-duper, or both, as in namby-pamby. In some cases, the results are
a combination of two existing words, like culture-vulture and flower-power, but
more usually, one of the elements is not meaningful, as in super-duper, or both, as
in namby-pamby.

The reduplication is a complex morphology for South–Asian language. It is used
frequently in the languages to satisfy the various pragmatic and linguistic reasons
and purposes. From the structural aspect, there are six category of reduplication in
the Bengali language [4], which are as follows with examples:

(i) Exact reduplication: repetition of the same word, and it looks like ww or
w–w or ‘w w’, where ‘w’ is any token of the language.
Example, বছরবছর/bachharbachhar (every year), whereas the meaning of
বছর/bachhar is a year. দিন-দিন/din-din (day by day), whereas the meaning
of দিন/din is a day.
Note that in exact reduplication, each word has valid mining, and in most of
the cases, it is different from their reduplicated meaning.

(ii) In this category, the duplicated word is the inflection of the first word.
Example, ধবধবে/dhabdhabe (pure white colour), whereas ধব/dhab and
ধবে/dhabe are not a meaningful word. In the example টকটকে লাল/taktake
lal (deep red colour), whereas the meaning of টক/tak is sour but টকে/take is
not a meaningful word.
It shows that in this category, each individual word is not a valid word but
the reduplicated form gives a valid meaning.

(iii) In this category, the first part is inflected, and then, the inflected one is
repeated.
Example, ঘরেঘরে/ghareghare (in every house) whereas the meaning of ঘরে/
ghare is in house. Similarly, কানেকানে/kanekane (secretly), whereas the
meaning of কানে/kane is in ear.
The semantic behaviour of this category is almost similar to the category (i).

(iv) In this category, semantically two words or almost similar words are used to
form the reduplication.
Example, চালচুলো/chalchulo (economically poor) where the meaning of
চাল/chal is rice and চুলো/chulo means cooking burner. Similarly, চুরিচামারি/
churichamari (robbery) where the meaning of চুরি/churi is theft, চামারি/
chamari means illegal work.
Noted that, in this case, the semantic of each individual token is almost
similar, and their reduplicated meaning is also same as of individual word.
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(v) Sometimes, an eco-word is co-occurrence along with to generate the redu-
plicated word.
Example, জলটল/jaltal (water, beverage, etc.) where the meaning of জল/jal is
water and টল/tal is the eco-word. Similarly, খাবারদাবার/khabardabar (vari-
eties food) where the meaning of খাবার/khabar is food and দাবার/dabar is
eco-word.
Generally, in these cases, the first token has a specific meaning, but with the
eco-word, it changes its meaning. It is also noted that the composite meaning
is almost similar to that of the first word but in plural form. But this rule does
not applicable in all cases.

(vi) Sometimes, the repetition of onomatopoeic words behaves like reduplications.
Examples, ছমছম/chhamchham (feeling of sound of silence), খিলখিল/khilkhil
(sound of laugh), ঝিনঝিন/jhinjhin (jingling), etc.
These are also considered under reduplication, and in these cases, the
semantic is related to sound of some real event or virtual feeling.

2 Previous Study on Reduplication

Most of the theories on reduplication are contributed by the linguistic people, and the
study has started long back in various Indic languages [8–10]. After the advance-
ment of the computer, it has drawn special attention and produced several works in
computational aspects to explore the semantic. Senapati and Garain [4] have ruled
the reduplicated pronoun in the application of anaphora resolution. They have also
[4] tried to develop an algorithm to find the reduplication from the raw corpora.
A semantic-based analysis of reduplication is carried out by Bandyopadhyay [11],
whereas an extensive study is found from Dash [12]. Dolatian et al. [13] tried to
model the reduplication with 2-way finite-state transducers. There are so many
attempts to model reduplication using the finite-state machine [14–18].

3 Problem in Existing System and Proposed Solution

Most of the computational approaches are based on the morphological construction
of the duplicated words. The morphological similarity implies that the similar or
almost similar of words in terms of their use of characters, word length, and use of
vowel modifiers in the words. But such similarities do not cover all types of
reduplication. Especially for the partial reduplication identification, the classical
string matching algorithms are not suitable, rather they need special treatment.
Some researchers [4] tried to address by the heuristic approach, but they face
high-false positive cases. To solve this problem, we have introduced a fuzzy-based
string matching that produced a better result.
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3.1 Fuzzy-Based String Matching

Fuzzy is a mathematical concept introduced by Zadeh [19] use to measure the
quantity or qualitative of the vagueness of data. The literary meaning of fuzzy refers
to the concept of vague or not. For example, a person of the age of 50 years. It
cannot consider that person as an old man or a young man. Because that person has
some features of an old man and some features of a young man. In such cases, it is
difficult to define such a hard decision rather we need to define such activities in a
fuzzy manner. Particularly, in this case, it is more suitable to say that person is an
old man with weightage 0.6, and person is a young man with weightage 0.4.

Fuzzy string matching technique is the matching technique that matches a pat-
tern approximately rather than exactly. In other word, the fuzzy matching is a
matching technique that will find the degree of matches even when there is some
mismatch in characters in the words. This is also termed approximate string
matching. So, this concept can be import in the finding of the partial reduplication
in the corpus. There is an in-built fuzzy Python library FuzzyWuzzy that is used in
string matching. That library uses the Levenshtein distance to calculate the
differences by counting the mismatching characters between the strings. For
example, using the FuzzyWuzzy library, the matching score of the pair (‘হাবি/habi’,
‘জাবি/jabi’) and (‘হাবি/habi’, ‘হারি/hari’) is 67 in both the cases, but the pair
(‘হাবি/habi’, ‘জাবি/jabi’) is a valid reduplication but (‘হাবি/habi’, ‘হারি/hari’) is not
a reduplication at all. So this cannot be a matching criterion for partial reduplication
because there involve some other linguistic features like morphology, suffix, prefix,
rhythms, etc., and hence, we need to develop separate fuzzy string matching
techniques incorporating all such linguistic features.

There are five morphological features which are used in the fuzzy string
matching criteria. In computational viewpoint, the morphological features are
defined as the (a) length of characters excluding the vowel modifiers, (b) length of
characters in the vowel modifiers, (c) ordered sequence of the characters, excluding
the vowel modifiers, (d) ordered sequence of characters of vowel modifiers,
(e) position of mismatch.

The following partial reduplicated example illustrated the features with a
concreate example.

Consider the partial reduplicated strings s1 = ‘চাকরি’ and s2 = ‘বাকরি’.
Vowel modifier of string s1 =< া, ি > and of string s2 =< া, ি >
String excluding vowel modifier of s1 =< চ, ক, র > and for s2 =< ব, ক, র >

Whenever partial reduplication comes, it calculates the fuzzy similarity score
based on the above morphological features. It calculates an aggregate score, and it
is considered a reduplicated pair if its fuzzy score is exceeding a predefined
threshold score.

How to assign the fuzzy score for each morphological feature is a critical issue
and what should be the threshold value is also important. This is done by the survey
of the existing reduplication in the Bengali literatures. Philosophically, it is
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assuming that when it matches all the morphological properties, its highest score
should near 1 and none of these properties matches, then the score should be near
zero, i.e. the range of membership value is [0, 1]. Since, there are five morpho-
logical features are used, so, for every matching feature/criteria, the fuzzy score is
considered 1/5 = 0.2. For the position mismatch criteria (e), a score of 0.20 has
been considered when mismatched at 1st position, the score will be 0.10 when a
mismatch is in 2nd position, and so on and the threshold score has been set to 0.75.

4 Results and Discussion

Though the reduplication is a common phenomenon but the partial reduplication is
relatively less frequent in the regular Bengali text. To test the performance of our
system, five randomnews articles are selected from theAnandabazarPatrika, a leading
Bengali newspaper, where 20 partial reduplications are injected randomly into the text
and are considered as the text data. Some of such injected partial reduplication are
{‘খবরা খবর’/khobora-khabor (information), ‘সামনা সামনি’/samna-samni (face to
face), ‘ঝাপটা ঝাপটি’/jhapta-jhapti (act like wrestling), ‘আম আদমি’/aam-aadmi
(common people), ‘মার কাট’/mar-kat (bloodshed),…}.

The fuzzy-based string matching system retrieves the 18 from the 20 injected
partial reduplications and fails to identify two cases. On the other hand, the system
retrieves two more cases from the text which are not valid reduplication. Hence, the
precision = 18/20 = 0.9 and recall = 18/20 = 0.9.

4.1 Error Analysis

The above results show that the system fails in two cases (i.e. false negative = 2)
and besides, it identified two wrong instances (i.e. false positive = 2). To inves-
tigate these erroneous cases, the error analysis is performed, and details are
represented in a confusion matrix in Table 1. The table also shows the false
instances in false negative and false positive cells, respectively. In case of false
negative (‘আম আদমি’/aam-aadmi (common people), ‘মার কাট’/mar-kat (blood-
shed)), the morphological structure of these cases is different which is not
explained above and is not incorporated in the fuzzy score calculation. So their
total calculated fuzzy score goes below the threshold value and not treated as
reduplicated. Similarly, in the case of false positive (‘গড়িয়ে গিয়ে’/gariye-giye
(after rolling), ‘নিজেই নিজের’/nijei-nijer (by itself)), there is a similarity in
morphological structure, and hence, the calculated fuzzy score goes above the
threshold value and treated as reduplicated.
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5 Conclusion

The paper reported an ongoing work of fuzzy-based partial reduplication identifi-
cation technique. Earlier, this problem is addressed by the heuristic and 2-way finite
transducer. In comparison with existing systems from an algorithmic viewpoint, our
approach is more sophisticated, robust, and scalable. With the fine-tuning of the
fuzzy scoring scheme, the incorporation of unrevealed morphological features for
better performance. This technique can be imported easily for other morphologi-
cally rich languages.
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Accelerating LOF Outlier Detection
Approach

Abhaya, Mohini Gupta, and Bidyut Kr. Patra

Abstract Outliers are the deformities in the data that diverges from the normal
behavior. Detection of outlier points is a crucial task as it leads to the extraction of the
discordant observations in different domains. One of the most popular density-based
outlier detection techniques is local outlier factor (LOF), and later many variants of
this approach are also introduced. These techniques have more execution time as
they calculate the outlier score for every data point. In this paper, we propose an
approach that first detects the data points which have a high probability of being
an outlier (i.e., probable outliers) based on Z-score and modified Z-score statistical
techniques. Subsequently, we compute the anomaly score of only these probable
outliers. Therefore, we avoid to calculate the outlier score of a substantial number
of data points. We conducted experiments on synthetic dataset as well as on real-
world datasets, and experimental results demonstrate that our proposed approaches
outperform the popular outlier detection technique LOF and its variants.

Keywords Density-based outlier detection method · Local outlier factor ·
Z-score · Modified Z-score

1 Introduction

Outlier detection is investigating the abnormal activities that are generated by
some uncertain mechanisms. These unusual activities behave differently across the
domains. The discovery of these activities is significant in various applications like
traffic monitoring, intrusion detection, credit card fraud analysis, medical field, etc.
[1]. Many approaches are introduced to identify anomalies in literature [2–6]. These
approaches can be categorized into three classes: (a) supervised outlier detection
techniques, (b) semi-supervised outlier detection techniques, (c) unsupervised out-
lier detection techniques. Supervised techniques require a dataset that has labeled
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normal and outlier classes. Semi-supervised techniques require the dataset, which
has labeled normal classes, and if an instance does not belong to that class, then
considered as an outlier point. Unsupervised outlier detection techniques detect the
anomalies in an unlabeled dataset. These techniques consider that most of the similar
instances in the dataset are normal while remaining are outliers.

There are different distance and density-based approaches used for detecting the
outliers. Distance-based techniques are based on threshold values. If the distance
between an instance and its kth nearest neighbor is beyond the threshold limits,
then that data object is considered as an outlier [6]. In the density-based outlier
detection techniques, each data instance density is estimated and compared with
respect to its neighbors. These approaches do not perform well in regions of the data
that have varying densities. The various ways are used to obtain the anomaly score
of the data object. Among all the proposed approaches, LOF is the most popular
technique for detecting the outliers [2]. LOF is an efficient technique and is applied
in various application domains like in the mining of outliers in large databases [7],
sensor networks [8], streaming data [9], intrusion detection systems [10], etc. LOF
computes the score that determines how a data point is isolated with respect to its
neighborhood. Later, its other variants are also introduced like COF [3], LDOF [4],
etc. In LOF, the anomaly score of each data instance is computed, which leads to
higher execution time.

In this paper, we propose an approaches that reduce the execution time of LOF
and its variants by detecting the probable outliers. We apply a clustering approach
to the whole data, and the properties of each cluster are used to identify the probable
outliers. We efficiently utilize the statistical technique Z-score and modified Z-score
for identification of probable outlier points. Subsequently, we compute LOF of only
probable outliers. The summary of our main contributions in this paper are

– k-means clustering approach is exploited to divide the dataset into number of
clusters to reduce the computation time.

– Efficiently utilized a statistical Z-score method to identify the probable outlier
points.

– To overcome the limitation of Z-score method, another statistical approach mod-
ified Z-score is employed to select the probable outlier points.

– To compare the performance of our proposed approaches to the popular outlier
detection approach LOF, one performance evaluation metric is introduced in this
paper.

– One synthetic dataset and four real-world datasets are used to evaluate our proposed
approaches for detection of outlier points.

The rest of the paper is ordered as follows. Section2 explains the related work
on anomaly detection and LOF in detail. The proposed work is illustrated in Sect. 3.
Experimental results and analysis are discussed in Sect. 4. We conclude the paper in
Sect. 5.
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2 Related Work

Most of the researches on outlier detection are based on density-based approaches.
The concept behind the density-based approach is that it computes the relative density
of an instance and compare it with respect to its neighbors. The point is considered
as a normal point, if the density of data instance is close to its neighborhood points. If
the density of an instance deviates significantly from its neighbors, it is regarded as an
outlier. In these methods, the density of an object is measured locally to test whether
the data object lies in the dense region or the sparse region. In all approaches, the
anomaly score for each data instance is evaluated. The instance which has a higher
anomaly score is considered as an outlier.

Breunig et al. introduced a concept named local outlier factor (LOF) to detect
outliers [2]. It is one of the most popular density-based outlier detection approaches
which is totally based on the statistics of k-nearest neighbors. In LOF, firstly, the
reachability distance is computed, which measures how far an instance p is from an
instance o. The reachability distance reach-dist of point p with respect to point o is
reach-dist (p, o) = max{k-distance(o), d(p, o)}.

Where, k-distance(p) is the distance of instance p from its kth nearest neighbor
and d(p, o) is the actual distance between p and instance o.

The reachability distance concept is further use for another useful concept
local reachability density. For each instance o ∈ NMinPts(p), where NMinPts(p)
are the minimum number of nearest neighbors of p, the local reachability density
lrdMinPts(p) is the inverse of the average of reachability distance of point p to its k
nearest neighbors.

Finally, it computes a outlier score denoted as LOF for each point p, which is
average of the ratio of local reachability density of a point to its nearest neighbors.
The anomaly score of a point p is

LOFMinPts(p) = 1/

(∑
o∈NMinPts(p)

lrdMinPts (o)
lrdMinPts (p)

|NMinPts(p)|

)
(1)

The point p is considered as an anomaly, if LOF(p) >> 1. LOF computes the
anomaly score of each data instance, and topN points with the highest values are
declared as topN outliers. Therefore, the number of computations will be huge, and
it leads to high-execution time and also does not perform well for scattered datasets.

To improve the execution time, Goldstein et al. brought up the concept, which
is inspired by an expectation-maximization algorithm [11]. It computes the local
outlier factor (LOF) incrementally and runs faster than the standard method. In this
algorithm, the dataset is randomly partitioned into the number of chunks, and for each
point, the nearest neighbor is computed within the chunk. Based on the computed
nearest neighbors, local reachability distance (LRD) and local outlier factor (LOF)
are calculated for all the data points, the same as in Eq.1. The point is considered as a
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normal point, if the LOF score is close to 1 andwill not be used for further processing.
For the remaining points, the process repeats until the n-outliers are detected. It takes
less execution time than LOF. However, the outlier detection accuracy is not at par
with the original LOF approach. Further, Poddar et al. proposed another approach
that reduces the execution time [12]. In this approach, a metric DevToMean is used,
which recognizes the normal data points, and computation of anomaly scores for
these normal data points is avoided for further processing. They applied a clustering
technique k-means for the partition of data points into different clusters, and then
within a cluster, they computedDevToMean for each data point. Based on the concept
that inlier points situated in the dense region and outliers in the sparse region, they
consider the data points as a normal point if the DevToMean score is close to 1. For
outlier points, the value of DevToMean is high (>> 1) means the distance of point
with the mean is high or is close to 0 means near to the mean point. They avoid
the outlier score computation for normal points; however, for the computation of
selected probable outlier points, all the data instances are used. For the selection of
probable outlier points, they applied 10 percentile rule on sorted DevToMean values.

In this paper, we propose an approaches that overcome the execution time issues
of LOF and its variants and also improve the performance. We exploit two statistical
approach such as Z-score and modified Z-score. Iglewicz and Hoaglin [13] intro-
duced these statistical approaches for outlier labeling. Z-score is based on the normal
distribution concept. Computation of Z-score is given in Eq.2.

Zi = (xi − x̄)

s
(2)

where xi is the observation, x̄ is the mean of all the observations and s is standard
deviation.

The mathematical concept median is used for modified Z-score calculation given
in Eq.3.

Mi = 0.6745(xi − x̄)

MAD
(3)

where xi is the observation, x̄ is median of ordered observations and MAD is the
median of the absolute deviation of each observation from the median x̄ .

3 Proposed Methodology

LOF is an outstanding outlier detection technique. It computes anomaly scores using
the statistics of k-nearest neighbors. However, computing outlier scores for each
data point is not required as the number of outlier points is very less compared to
the normal points. In this paper, an algorithm is introduced that computes the outlier
score of only those data points which have a higher probability of being an outlier.We
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termed those data points as “probable outliers”. We avoid outlier score computation
of normal points without removing it.

In our propose approach, we first divide the dataset into a number of chunks,
and each cluster properties are exploited to find the probable outlier points. Here,
we use the k-means clustering algorithm as it has linear time complexity. Let π =
{C1,C2 . . .Ck} be the clustering obtained after applying k-means algorithm on the
dataset D. We compute the distance of each instance i in the cluster C j from its
center mC j as d(i,mCj ). After obtaining the distance of all the points, we find the
mean and standard deviation of distances within the cluster C j denoted as dmean j and
σ j , respectively. Subsequently, we compute the Z-score of each data instance i by
using

Z -score(i ∈ C j ) = d(i,mCj ) − dmean j

σ j
(4)

In our approach, Z-score plays a vital role in identifying the probable outliers
across the clusters. It measures the deviation of the point from the mean. Within a
cluster, if the Z-score value of a instance i differs significantly from the rest of the
points, then it can be treated as a probable outlier denoted by prob_outlier . There
are two possible scenarios associated with the Z-score: (i) If the cluster center mCj

lies in the dense region, very likely, the outliers will reside far away from the cluster
center and (ii) if the center of the cluster mCj will lie in the sparse region, an outlier
may also lie into the sparse region close to mCj .

Here, first scenario is for the regular shaped clusters. The cluster center mCj , in
that case, will lie in the dense region so the outliers will reside far away from the
cluster center. In such a case, the Z-score will have a much greater value. So the data
objects having a higher value could be the probable outliers. The second scenario
is for an arbitrarily shaped cluster; the center of such cluster will lie in the sparse
region. In this case, the value of the Z-score will be less for these data points. The
instances having a lesser Z-score will also be considered as probable outlier points.
Therefore, data points with very high and low Z-score values can be considered as
probable outlier points.

After obtaining the Z-score of each instance i , we accommodate all the Z-scores
and sort them. In our approach, we consider top-N percentile and bottom-N per-
centile points on the basis of Z-score as probable outlier points. Once we detect
the probable outliers, the outlier score of only those points is computed. This leads
to reduction in the execution time of the entire procedure. It can be noted that we
compute the anomaly score of only probable outliers. Therefore, the execution time
of LOF is reduced. The procedure is discussed in Algorithm 1.
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Algorithm 1 Z-score-based outlier detection
Input: Dataset D, #clusters
Output: outlier-score
cluster ← k-meansClustering(D, #clusters)
for each C j ∈ cluster do
mC j ← mean(C j )

for each i ∈ C j do
d(i,mC j ) ← dist (i,mC j )

end for
end for
Compute mean and standard deviation of distances for every cluster C j as dmean j and σ j , respec-
tively.
for each point i ∈ C j do
Compute Z-score(i)

end for
points ← sort (Z-score)
prob-outlier ← Filter Z-scores by applying N percentile rule
for each i ∈ prob-outlier do
Compute LOF of i considering entire D

end for

In the case of a small dataset, Z-score-based approach does not perform well. To
improve the performance of the proposed approach, we applied a statistical technique
modified Z-score. In the modified Z-score based approach, after computation of the
distance d(i,mCj ) of each point i from the center of each cluster in the Z-score based
outlier detection approach, we ordered the distance and found out the median and
MAD of each distance. We compute the modified Z-score of each data point based
on this equation:

Mi = 0.6745(d(i,mCj ) − d̄)

MAD
(5)

where d̄ is themedian of ordered distance of each point andMAD is themedian of the
absolute deviation of the distance from the median (d̄). After obtaining the modified
Z-score of each point i , we combine all the scores and sort them. In this approach,
we consider the top-N percentile and bottom-N percentile based on modified Z-
score value as probable outlier points. After the detection of probable outlier points,
we calculate the outlier score for only these points. In this way, we can reduce
the outlier score computation time of normal points, which do not play any role in
identifying any actual outlier point.We do not delete these data points, onlywe do not
consider these points for further calculation. This leads to execution time reduction
and also improves the performance of the approach. The procedure is deliberated in
Algorithm 2.
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Algorithm 2Modified Z-score-based outlier detection
Input: Dataset D, #clusters
Output: outlier-score
cluster ← k-meansClustering(D, #clusters)
for each C j ∈ cluster do
mC j ← mean(C j )

for each i ∈ C j do
d(i,mC j ) ← dist (i,mC j )

end for
end for
Order the distance d(i,mC j ) and find the median d̄

Find the absolute deviation of each distance d(i,mcj ) from the median d̄
for each i ∈ C j do
Compute modified Z-score(i)

end for
points ← sort (modified Z-score)
prob-outlier ← Filter modified Z-scores by applying N percentile rule
for each i ∈ prob-outlier do
Compute LOF of i considering entire D

end for

4 Experimental Results

The experiments are performed on synthetic dataset as well as on real-world datasets
in order to evaluate the proposed algorithm. We compared execution time of our
approaches with three existing techniques such as LOF [2], FastLOF [11], and Dev-
ToMean [12].

We introduced one evaluation measure detection factor@n to compare our pro-
posed approachwith thepopular density-based approachLOF.Weconsidered theout-
lier obtained by theLOF technique as ground truth and compared our both approaches
Z-score-based outlier detection and modified Z-score-based outlier detection with
this ground truth. Computation of detection factor@n (DF@n) is given in Eq.6.

DF@n = |A ∩ B|
n

(6)

where A is the outlier set obtained by the LOF approach, B is the outlier set obtained
by our proposed approach, |A ∩ B| represents number of elements present in the set
(A ∩ B) and n is the number of injected outlier points in the dataset.

We also considered recall as an evaluation metric given in Eq.5.

Recall = TP

(TP + FN)
(7)
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Fig. 1 Non-uniform dataset

where true positive (TP) is when the observation is relevant and is predicted to be
relevant, and false negative (FN) is when the observation is relevant but is predicted
as irrelevant.

4.1 Dataset Description

We designed one synthetic dataset named as non-uniform dataset. It has varying
density, and 10 outlier points are injected over the feature space (Fig. 1). We also
performed our experiments on four UCI machine learning real-world datasets. In the
case of real-world datasets, we considered one class or group of classes as normal
points, and we injected the data points from other classes and considered as outlier
points. The details about the synthetic datasets and the real-world are illustrated in
Table1.

Table 1 Detail description of datasets

Dataset Dimension Size #Injected outliers

Non-uniform 02 6310 10

Statlog (landsat
satellite)

36 5742 10

Pendigits 16 9952 15

Mammography 06 10,933 10

Shuttle 09 45,606 20
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(a) Non-uniform dataset (b) Statlog dataset

(c) Pendigits dataset (d) Mammography dataset

(e) Shuttle dataset

Fig. 2 Execution time comparison of different dataset

4.2 Result Analysis

The experiments are performed by considering the different number of clusters (5 and
10) as the parameter for our proposed approach and DevToMean existing approach.
In the LOF approach, there is no concept of clustering. So, we keep the number of
nearest neighbors constant (knn = 20) for this approach. Another existing approach
FastLOF is based on the different number of chunks concept, where the size of the
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(a) Non-uniform dataset (b) Statlog dataset

(c) Pendigits dataset (d) Mammography dataset

(e) Shuttle dataset

Fig. 3 DF@n of different dataset

chunk is
√
D, D is the size of the dataset. Also, we experimented with different

values of N percentile for the selection of probable outlier points from the dataset in
our Z-score-based and modified Z-score-based outlier detection approach.

The execution time comparison with LOF and its variants on the synthetic non-
uniformdataset is reported in the plot (Fig. 2a).Our proposedZ-score-based approach
takes the least execution time than all the existing approaches. In the case of a
modified Z-score, its execution time is lesser than the existing approach but more
than the Z-score-based method. Statlog dataset comparison is reported in the plot
(Fig. 2b). We can notice that the Z-score-based approach takes the least time than all
the existing approaches as well as a modified Z-score-based approach in different
numbers of the cluster and different N percentile probable outlier data points. The
execution time result of the pendigits dataset is shown in plot (Fig. 2c). In this dataset,
the Z-score based approach takes the least time than all the existing approaches.
Modified Z-score-based approach in different numbers of the cluster and different
N percentile probable outlier data points takes more execution time than Z-score
based approach. The execution time result of the mammography dataset is reported
in the plot (Fig. 2d). In this dataset, Z-score based approach takes the least time than
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all the existing approaches as well as a modified Z-score-based approach. The result
of shuttle dataset is reported in the plot (Fig. 2e). We can infer that FastLOF has
the least execution time than all the other approaches. In this dataset, the modified
Z-score has the higher execution time compared with the existing and Z-score-based
approach.

We experimented with a different value of N percentile for DF@n measure
computation. Figure3a represents the comparison of our approaches Z-score-based
andmodified Z-score-based with the ground truth, which is the outlier score obtained
by popular technique LOF on a non-uniform synthetic dataset.We can notice that our
Z-score based approach is comparable with the popular LOFmethod. DF@n results
with statlog dataset is reported in Fig. 3b. Z-score-based approach with 5 number of
clusters performance is very near to the LOF approach. Obtained DF@n results
on the pendigits dataset and shuttle dataset by Z-score based detection approach is
also comparable with the approach LOF (Fig. 3c, e). In the mammography dataset
(Fig. 3d), LOF hardly detects outlier point. As a result, during comparison of our
performance with the LOF approach, DF@n is degraded.

We used evaluation measure recall for performance calculation of all the tech-
niques (proposed and existing). In the LOF and FastLOF approach, there is no con-
cept of clustering. Table 2 depicted the recall of each approach on different datasets.
We experimented with #cluster=5 and #cluster=10. Here, #cluster represents the
number of cluster. We only represent the recall of the 10 percentile selection of prob-
able outlier points. Recall in bold represents the best performance on each dataset.
For #cluster = 5, modified Z-score achieves 100.00% recall, which is better than
Z-score-based method and all the existing methods. In the case of Statlog dataset,
performance of Z-score-based approach and modified Z-score based approach is
equivalent and also better than all the other existing approach. LOF and FastLOF
are not able to detect outlier points on the mammography dataset. In this dataset,
performance of DevToMean approach is better than other approaches. On the shut-
tle dataset, LOF performs better than a modified Z-score-based approach. However,
our other approach Z-score-based outperforms all the other techniques with 50.00%
recall. When we experimented with #cluster=10, performance of FastLOF and LOF
is poor for all the dataset. The popular technique LOF performs better on shuttle
dataset. However, our proposed Z-score based approach is comparable with LOF
on this data. For all the other datasets, modified Z-score performs better than other
approaches (existing and Z-score-based) [14].
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Evaluating Quality of Machine
Translation System for Digaru-English
with Automatic Metrics

Rushanti Kri and Koj Sambyo

Abstract The machine translation output requires evaluation to measure its rele-
vancy to the reference for checking its quality. The evaluation of the output trans-
lations can be done manually by human translator, but it requires immense amount
of time and labor cost. Therefore, the automatic evaluation metrics has been intro-
duced which is widely used for machine translation evaluation task. In this paper,
the translation quality of Digaru-English translation output of 10,500 sentence pair
is measured using the automatic evaluation metrics. Further, the translation output
of Digaru-English from the Moses SMT system has been evaluated by the BLEU,
NIST,METEOR, and TERmetric. Further, manual evaluation of Digaru-English has
been examined and judged based on fluency and adequacy.

Keywords BLEU · NIST · TER · METEOR · Evaluation metrics

1 Introduction

Determining the quality of a translation has been quite difficult since the very begin-
ning as there are many possible ways to interpret a translation with respect to its
reference. The use of humans for evaluation has been stated as time-consuming and
expensive.Most of the low-resourced languages likeDigaru have relatively freeword
order, complex grammatical construction and are morphologically rich [11]. This
property of a language makes evaluation even harder when compared to the English
language which does not have declensions [3]. The evaluation approach was first
proposed by Miller and Beeber-center in 1956 followed by Pfaffine in 1965. Evalu-
ation was only performed by the human judges during the initial phase of machine
translation evaluation which was particularly subjective [8]. In the recent years with
the rapid increase in human and computer interaction through different languages, it
has resulted in higher demand of efficient language processing toolswhich has piqued
the interests of researchers in the field of natural language processing. For translation
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accuracy, computer needs to perform several analyzes on two large parallel aligned
corpora. Advancements in the field of machine translation in the recent years have
led to the analysis of parallel corpus with higher accuracy and almost perfect trans-
lation of a target sentence given its source sentence from the parallel corpora [2].
The automatic evaluation metrics impart assessment of the translation accuracy and
its quality. Although the evaluation metrics provides us with relatively faster and
cheaper evaluation of a translation quality without any requirement of the bilingual
speakers, it still does not provide reliable scores for an individual sentence. For a
much reliable output, the need of a large dataset is required [20].

This paper discusses the different type of automatic evaluation metrics like the
BLEU, TER, NIST, METEOR, etc., and compares the score generated form these
metrics for the Digaru-English corpus consisting of 10,500 parallel sentences. The
translated output generated from the Moses SMT system has been evaluated on the
basis of its fluency and adequacy to judge its quality [10].

2 Related Works

The parameters like fluency and adequacy determine the relativity of a translation
with its reference for manual evaluation. Manual evaluation is a labor-intensive
process and requires linguistic experts for both language and hence is cost effec-
tive. Therefore, several automatic evaluation metrics are being introduced based on
scoring the output for judging the quality. The metric is the measurement that eval-
uates MT output to represent its quality. Quality scores should be assigned by the
MT evaluation metric for higher correlation with the human judgment that is usually
subjective in nature [14]. Several machine translation evaluations metric perform
well with large amount of data; evaluation measures are relatively less reliable on
shorter translation (Turian et al. 2003). Automatic metric must include five attributes
for it to be acceptable, and this fives attributes include correlation, reliability, sensi-
tivity, consistency, and generality [1]. The automatic evaluation came in light with
the introduction of BLEU metric which is based on the n-gram match between the
candidate and reference. BLEU is the standard metric till date as it highly correlates
with the human judgment based on the average output of individual sentence error
(Papineni et al. 2001). The NIST was then introduced which is also an automatic
evaluation metric that calculate the matched n-grams and attaches heavier weight for
rare word. The NIST was introduced to improve BLEU and uses arithmetic mean
of the n-gram matches between candidate and reference translation, and a brevity
penalty is also introduced (Doddington 2002). The TER metric has been designed to
give very intuitive metric that requires less data compared to other automatic evalua-
tion techniques and avoid labor-intensive work required in human evaluation (Snover
2006). The METEOR metric makes use of recall which is calculated at word level.
Tuning of weights is required inMETEOR tomatch human judgment [1]. Languages
like German, French, etc., with English translation had been used for determining



Evaluating Quality of Machine Translation … 207

the correlation between automatic metrics and human evaluation where metric with
higher correlation-coefficient determines translation quality of a system.

3 Automatic Evaluation

The automatic evaluation metric evaluates the output of a MT system to judge the
quality of the translated output in context to its reference translations [12]. Quality
of any automatic evaluation metric for the translated output must assign scores that
correlates with the human evaluation of the same. The automatic evaluation metrics
were developed to reduce higher cost, subjectivity, etc., of the human judgment
[19]. There are several automatic machine translation evaluation metrics like the
BLEU, NIST, METEOR, TER, etc., which gives effective results mostly based on
the precision, recall, editing distance, and f-measure [5–7]

1. Precision: which gives us the correct words count in the machine translation
output.

2. Recall: provides us with the total no. of words that are correct in the reference.
3. Both Precision and Recall: The combination of the precision and recall gives

us the F1 score which can be calculated by F1 = 2PR/(P + R).
4. Levenshtein edit distance: provides the total number of insertions, deletion,

and the substitution needed to transform the machine translation output to its
reference.

3.1 The BLEU Metric

The bilingual evaluation understudy (BLEU) metric was developed to measure the
relativity of SMT output with the human reference translation with the help of
weighted match average. BLEU metric makes use of modified n-gram precision.
If the reference translation matches with a candidate word, the reference translation
is considered exhausted [15].

The BLEU metric requires brevity penalty to compensate for the difference in
length of the candidate and reference translation and is calculated as

PB =
{
1, c > r
e
(
1−rc

)
, c ≤ r

r and c are the length of reference corpus and candidate translation, respectively.

The BLEU Metric

BLEU = PB exp

(
N∑

n=0

wn log pn

)
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Here, wn is positive weights summing to 1, N is the maximum length of n-grams,
and pn is the n-gram precision.

3.2 The NIST Metric

The NIST score is an evaluation metric (Doddington 2002) that formulates the n-
gram to give us an insight to the n-gram output and the degree of information it can
provide, the rarer a correct n-gram the higher will be the weight assigned to it.

The NIST score can be calculated by the use of below equation:

NIST Score =
∑
n=1

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∑
allw1, w2, . . . , wn

that co - occur

info(w1, w2, . . . , wn)/
∑

allw1, w2, . . . , wn

in sys output

(1)

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

.

exp

{
β log2

[
min

(
Lsys

Lre f
, 1

)]}

In the above equation, L ref represents the average no. of words in a reference
translation which is the overall averaged of all the reference translation, Lsys is
the total no. of words scored based on the translation. The NIST score is stable in
scoring and reliability. Similar to the BLEU score, NIST score can be generated for
various language pairs, and it requires a source translation and one or more reference
translations [16].

The NIST score for the Digaru-English translation output has been normalized
under 0–1 by using min–max normalization:

Z = μ − α

β − α

where Z is the normalized value, μ is the actual value, α represents the minimum of
μ, and β represents the maximum value of μ.

3.3 The METEOR

Metric for evaluation of translation with explicit ordering (METEOR) is an auto-
matic evaluation metric that generates translation score by computing the alignments
with reference to its exact word, synonym, stemmed word matching, and paraphrase



Evaluating Quality of Machine Translation … 209

matching of the word and sentences [1]. These modules lay out alignment between
the reference and the predicted translation [4].

Execution of the precision accompanied with recall gives higher relativity to
human judgment at sentence level [13].

Let us consider few notations:

ϕ: Number of unigrams in reference translation.

ω: Number of unigrams in predicted translation.

θ : Number of identical unigrams between ϕ and ω.
The unigram precision ρ can be obtained by

ρ = θ

ω

The unigram recall γ can be obtained by

γ = θ

ϕ

And, F-measure £ generated while computingMETEOR score provides the mean
of ρ and γ with the formula:

£ = 2 ∗ ρ ∗ γ

ρ + γ

The use of higher order n-grams is not required as there is no need for explicit
word-word matching of the n-grams. METEOR produces additional features such
as the matched synonym, stemming, and exact word. Unlike the bilingual evaluation
understudy (BLEU) and NIST metrics that depends only on precision, METEOR
makes use of both precision and recall.

3.4 TER Metric

The translation edit rate (TER) which has been proposed by Matthew Snover and
Bonnie Dorr 2006 calculates the minimum number of edits required to change a
hypothesis in order to match it with one of the references. The TER score measures
the hypothesis with its nearest reference [18]. TER score requires minimum number
of editing which include the insertion, deletion, substitution of a word, and shifting
of word sequences.

TER = no. of edits

avg. of reference words
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Table 1 Digaru-English MT
system

S. No. Corpus description Total no. of instances

1 Training set 8590

2 Testing set 1000

3 Tuning set 910

Translation edit rate is commonly used when the machine translation output is
produced for post-editing purpose since it helps in estimating the total amount of
changes need to be done by the human translators to produce translation of human
(gold) quality.

4 Human Evaluation

The manual evaluation technique which is also termed as the human evaluation is
among the most used technique for judging the machine translation quality. The
human evaluation requires an expert who is fluent in either one or both the language
and aware of the linguistic features behind the translation. Therefore, a greater
number of experts are requested to evaluate the translation, and final evaluations
are made and justified statistically. Manual evaluation requires effort and is costly
and very time-consuming process.

Human evaluation is usually done by rating translation on a fixed scale where the
highest rating symbolizes higher quality translation and lowest rating indicates the
opposite. Adequacy and fluency of a translation determine the quality of translation
based on the level of meaning it preserve and how fluent is the translated output.

5 Corpus Description

The automatic evaluation has been performed on the output of Digaru-English corpus
consisting of 10,500 parallel aligned sentence pairs. TheMoses SMTsystemhas been
used to obtain the output of the Digaru-English corpus consisting of the training and
testing sets [9] (Table 1).

6 Result and Analysis

The quality of Digaru-English translation output has been analyzed, and based on
the scores, the performance of the automatic evaluation metric has been judged. The
BLEU/NIST is based on the n-gram precision, and the output of 3 g from training
and tuning has been evaluated and compared below.
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Table 2 BLEU score with and without tuning

n-gram Without tuning With tuning

1-g 0.4596 0.4847

2-g 0.1843 0.2252

3-g 0.1232 0.1442

Fig. 1 Comparison of BLEU score from Table 2 with and without tuning

6.1 BLEU Score With and Without Tuning

The BLEU score has been evaluated based on the precision and the degree of infor-
mation a translation could provide. The Digaru-English corpus has been trained and
tuned, respectively. After application of the tuning parameter, the score of the BLEU
has increased its efficiency for the unigram, bigram, and the trigram values.

The BLEU score of 1, 2, and 3 g for the Digaru-English corpus with and without
tuning is given in Table 2 and its corresponding comparative graph is given in Fig. 1
respectively.

6.2 NIST Score With and Without Tuning

The tuning parameter has refined the scores in both the BLEU and the NIST metric
for evaluation of the Digaru-English corpus. The BLEU score of 1, 2, and 3 g for the
Digaru-English corpus with and without tuning is given in Table 3 and Fig. 2.
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Table 3 NIST score with and
without tuning

n-gram Without tuning With tuning

1-g 2.5187 3.0054

2-g 0.4940 0.6250

3-g 0.0870 0.1057

Fig. 2 Comparison of NIST score from Table 3 with and without tuning

6.3 Automatic Evaluation on Digaru-English Corpus

The result of different evaluation metric with value ranging between 0 and 1 has
been applied on the Digaru-English corpus to determine the quality of the translation
output. Table 4 provides the output for different automatic evaluation metrics applied
on the Digaru-English corpus.

Figure 3 depicts the comparative analysis performed on theDigaru-English corpus
with different automatic evaluationmetricwhere theTERmetric has the highest value
within 0–1 range followed byNIST,METEOR, and the lowest BLEU. Here, the TER
metric calculates the no. of edits between the reference and the hypothesis, and the
lower the result of TER in 0–1 range better will be the quality of the translation
output.

The higher value of TER for Digaru-English corpus suggests more edit required
in the Digaru-English translation output.

Table 4 Comparative analysis of automatic metrics for Digaru-English

No. Automatic evaluation metrics Output

1 BLEU 0.1947

2 NIST 0.3056

3 TER 0.7983

4 METEOR 0.2432
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Fig. 3 Comparative analysis on output of different automatic evaluation metrics performed on
Digaru-English corpus

6.4 Human Evaluation for Digaru-English

To further examine the translated output of Digaru-English corpus, human evaluators
who are native speaker having Digaru as their first language has been approached.
The automatic evaluation metrics scored very low for Digaru-English translation
quality and quality judgment failed in most of the important quality parameters.
Here, we make use two parameter adequacy and fluency to judge the quality of
our predicted translation. Few samples of the translated English sentences from the
predicted outputs are examinedwith its reference translation and the input translation
in Digaru of the same sentence pair for examining their translation quality from
different perspective.

Table 5 shows the best, moderate, and worst translation output according to the
human translators for Digaru-English machine translation output.

In Table 5, the prediction ranges from perfectly fluent and adequate translation to
translation which are fluent and to translations that does not relate with the reference
in any word. Since Digaru is a morphologically rich language [17], evaluating the
translated output has been quite difficult by the automatic metrics since it requires
large dataset for obtaining higher scores, therefore it can be concluded that the SMT

Table 5 Human evaluation on Digaru-English translation

S. No. Source (Digaru) Reference Predicted Quality parameter

1 a lai, haa nyu kasadi Hey, I know you Hey, I know you Adequate and fluent

2 cho chow na Start running let us run Fluent

3 haa naara I am not well I am sick Partially adequate and
fluent

4 tachung bari hanana Get out of bed bed come down Neither adequate nor
fluent
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system performed quite well for a new and small 10,500 Digaru-English corpus that
gave several nearly perfect translation outputs.

7 Summary/Conclusion

This paper provides the performance level of several automatic evaluation metrics on
a relatively small Digaru-English corpus. The n-gram score for 1, 2, and 3-g has been
evaluated with tuning and without tuning where the scores with tuning parameter
are slightly higher compared to the scores without tuning. Form the comparative
analysis performed among the BLEU, NIST, METEOR, and TER metric, the TER
has the highest score suggesting that the Digaru-English translation output requires
a lot of edit to match the reference.

Even with the availability of several evaluation metrics to judge the quality of
translation, there is a need of large dataset for the metrics to perform its finest. For
a small corpus of 10,500 Digaru-English sentence pairs, the automatic evaluation
metrics scored quite low. Therefore, the translation output has been evaluated by the
human translator to check the translation quality based on fluency and adequacy.
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PREP: Prerequisite Relationship
Extraction Using Position-Biased Burst
Analysis

Aditya Limaye , Sujyoth S. Karkera , Hardik Khatri ,
and Vijay T. Raisinghani

Abstract An intelligent tutoring system (ITS) provides personalized instructions
and feedback to learners without requiring expert intervention. One of the compo-
nents of an ITS is the domain modeling module where the system stores the depen-
dencies between the concepts in the domain using a concept map. These concept
dependencies are used by an ITS to determine how to sequence the teaching of
concepts to a student and as a representation of student knowledge. This requires an
expert to manually find concepts in the domain and enter the dependencies between
concepts. We aim to automate the process of domain modeling by finding relation-
ships among concepts in a domain. One such type of relationship is a prerequisite
relationship which represents the learning order of a pair of concepts. Determining
prerequisite relationships helps in developing an effective concept map for an ITS.
These relationships can be extracted by finding patterns between occurrences of the
concepts in the text. We propose a method “Prerequisite Relationship Extraction
using Position-biased burst analysis” (PREP) based on burst analysis to determine
prerequisite relationships between the concepts present in unstructured text using
the order of occurrence of concepts. We have evaluated the proposed method using
textbooks spanning multiple domains like data mining, geometry, precalculus, and
physics to test its robustness. The proposed method results in as much as a 17%
improvement in precision over existing methods.

Keywords Prerequisite relationships · Concept maps · Learning order
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1 Introduction

A concept map summarizes a domain graphically in terms of concepts as nodes and
relations among concepts as edges connecting these nodes. Conceptmaps are used for
evaluating student knowledge, capturing expert knowledge, curriculumplanning, and
mapping concept dependencies. Intelligent Tutoring Systems (ITSs) use prerequisite
relationships to determine the learning order of concepts. A prerequisite relationship
is a dependency relation between two concepts. It represents the concepts which
must be known to or studied by a learner before approaching another concept. Since
a large number of concepts are present in a domain, it becomes increasingly tedious
for domain experts tomanually enter the dependencies between concepts.Wepropose
a method for automatically determining prerequisite relationships from unstructured
text documents.

The existing methods that attempt to automate the extraction of relationships
between concepts are co-occurrence-based methods [1, 2] and burst-based methods
[3, 4]. According to the findings in [3], co-occurrence-basedmethods perform poorly
compared to burst-basedmethods as high co-occurrence of concepts is not a necessary
and sufficient condition to determine the strength of prerequisite relationships. Burst-
based methods [3, 4] are based on Kleinberg’s algorithm [5]. A burst of a concept
is a set of consecutive sentences where a concept has an increased frequency of
occurrence. Thepatterns between the bursts of a pair of concepts are used to determine
the prerequisite relationship between the concepts. The drawback of this approach
is that every burst is given equal importance. However, some bursts of a concept
could be more important in finding prerequisite relationships between concepts than
other bursts. The proposed method addresses this problem by giving precedence to
the initial bursts of a concept over the other bursts.

Wehave evaluated and validated the results of ourmethod and compared itwith the
Burst Analysis method [3]. The precision of the extracted prerequisite relationships
is used to compare both the methods. We have validated our results using statistical
hypothesis testing. We have tested the proposed method on English language text-
books across domains like precalculus, geometry, physics, datamining, and computer
science which are used in the AL-CPL [6, 7] and PRET [8] datasets.

This paper is organized as follows: in Sect. 2, the related work is discussed; in
Sect. 3, the proposedmethodology is discussed; in Sect. 4, we describe the evaluation
parameters; in Sect. 5, the results of the evaluation and the basis for validation of the
proposedmethod are discussed; and in Sect. 6, we summarize our work and conclude
this study.

2 Related Work

Wang et al. [9] uses Wikipedia as an external knowledge source along with the
table-of-contents of a textbook to determine relationships between concepts. The
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method assumes that a Wikipedia article will exist for every concept mentioned
in the book. However, this may not hold true for domains with less coverage in
Wikipedia. The method given in [10] does not depend on any external knowledge
sources. It extracts rule-based semantic relations between concepts from unstruc-
tured texts using domain-specific patterns. Relations determined by this method are
very domain-specific and are only extracted if explicitly mentioned in the docu-
ment. Such relations are also not suitable for finding concept dependencies. Concept
dependencies are better represented by prerequisite relationships [3].

A prerequisite relationship is a dependency relation between two concepts. It
represents which concept a learner must know or study before approaching another
concept. ITSs could use prerequisite relationships to determine the learning order
of concepts. The method given by Adorni et al. [3] is predicated on the idea that
concepts have intervals with high frequency known as bursts. After detecting bursts
for each concept, the method identifies patterns formed by the bursts of each pair of
concepts to determine and quantify the prerequisite relationship between them.

Determining prerequisite relationships from unstructured text is a nascent field
of research. Adorni et al. [3] provides state-of-the-art performance for prerequisite
relationship extraction fromunstructured text.However, themethodhas the following
problems:

1. Every burst is given equal importance. However, certain bursts of a concept may
be more important than other bursts. For example, the burst where a concept is
defined is more important than a burst where a concept is mentioned in passing.

2. The direction of prerequisite relationships is determined by using only the order
of first occurrence of the concepts.

3. The method does not consider the instances where a concept is being referred
to by a pronoun. For example, a concept may be referred to by the pronoun “it”
after it has been introduced.

Our work focuses on addressing problem “1” to improve prerequisite relationship
extraction from unstructured text.

3 Proposed Methodology

We propose a new approach for generating concept maps from unstructured text.
As discussed in the previous section, Burst Analysis [3] assumes that every burst of
a concept is equally important for determining prerequisite relationships. However,
this assumption fails to consider that the initial bursts of a particular concept could be
more important as these bursts hold the formative stages of the concept; and the other
concepts that are mentioned in these stages have a higher chance of being prereq-
uisites. Therefore, better extraction of prerequisite relationships can be achieved by
considering the initial bursts of a concept.

The proposed method is divided into the following phases: first, the bursts of all
the concepts in the document are extracted. After extraction, patterns are identified
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Fig. 1 Bursts extracted for concept “Network Layer”

between the bursts. Using these patterns, the prerequisite relationship for a given pair
of concepts is determined.

3.1 Burst Extraction

A text document D and a list of concepts C = {c1, c2, …, ck} appearing in D are
given as input to the method. D is split into a list of sentences S = {s1, s2, …, sn}
where sn is the nth sentence of D.

The bursts for each concept ck are extracted using Kleinberg’s algorithm [5]. A set
of consecutive sentences where a concept has an increased frequency of occurrence
is identified as a burst of that concept. Such sets of consecutive sentences are detected
throughout the text. Finally, the start and end of each burst of ck in terms of sentence
indices is stored in Bck = {[b1,start, b1,end], [b2,start, b2,end], …, [bn,start, bn,end]} where
bn,start denotes the index of the sentence from which the nth burst starts and bn,end
denotes the index of the sentence at which the nth burst ends.

For example, in Fig. 1, the bursts extracted for the concept “Network Layer” can
be observed. The 1st burst of “Network Layer” starts at the 5th sentence and ends
at the 11th sentence. Similarly, the further bursts are extracted from the text and are
finally stored in BNetwork Layer = {[5, 11], [30, 35], [45, 60], [65, 80]}.

3.2 Pattern Identification

Once the bursts for each concept in C have been detected, patterns are identified
among these bursts. For a given pair of bursts Bcu [i] (referring to the ith burst of
concept cu) and Bcv [ j] (referring to the jth burst of concept cv), a weightW is given
to the pattern. This weight is determined according to the degree to which the pattern
implies a prerequisite relationship. Similar to Lee et al. [4] and Adorni et al. [3],
burst patterns are identified according to the set of patterns given in Allen’s interval
algebra [11] along with a tolerance gap proportional to the burst length.

For example, in Fig. 2, the identified patterns between the bursts of the concepts
“NetworkLayer” and “Routing” can be observed. The 2nd bursts of both the concepts
start together. The 3rd burst of “Network Layer” includes the 3rd burst of “Routing”.
The 4th bursts of both the concepts overlap each other.
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Fig. 2 Identified patterns between bursts of “Network Layer” and “Routing”

3.3 Determining Prerequisite Relationship

To determine the strength of prerequisite relationships, we use a formula based on
the prerequisite relationship (PR) formula given by Adorni et al. [3] as shown in
Eq. (1). The strength of the prerequisite relationship between every pair of concepts
in C is determined. These relationships are then used to generate a concept map.

PRX,Y =
∑

i

(
W

f (X, BX [i]) × |BX |∑
m |BX [m]|

∑
j

f (Y,BY [ j])×|BY |
min(i, j)∑

n|BY [n]|

)
(1)

The strength of the prerequisite relationship between a pair of concepts (X, Y) ∈
C is determined by adding the pattern weights of the concepts and normalizing it by
using the following factors:

• f (X, BX [i]): the frequency of concept X in the ith burst of concept X
• |BX |: the number of bursts of concept X
• ∑

m
|BX [m]|: the total sentences in all the bursts of concept X

• min(i, j): the minimum of the burst indices i (the index of the ith burst of concept
X) and j (the index of the jth of concept Y ).

Concepts that are used to explain or define a concept have a higher chance of being
prerequisites as they are utilized to explain that concept. Since it is not possible to
determine which burst includes the definition or explanation of a concept, we assume
that a concept is defined and explained in its initial bursts. Hence, we consider the
inverse of the burst indices so that the patterns between the earlier bursts of concepts
have a higher influence on the strengths of prerequisite relationships.

For example, if the bursts of concept Y form patterns with the initial bursts of
concept X, these patterns will have a higher influence in determining the strength of
the prerequisite relationship between X and Y.
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Table 1 Details of the textbooks used for evaluation

Name # Chapters # Concepts # Pairs # Prerequisites

Geometry [14] 12 89 1681 524

Precalculus [15] 13 223 2060 699

Physics [16] 30 152 1962 487

Data Mining by Yang [17] 8 120 826 292

Data Mining by Aggarwal [18] 20 120 826 292

4 Evaluation

This section describes the evaluations performed onPREP.Wehave tested themethod
on textbooks across different domains. We have used precision as a measure to
compare the performance of PREP and Burst Analysis [3]. We have also performed
hypothesis testing to validate the results.

4.1 Dataset

We have evaluated our algorithm on the PRET [6] and AL-CPL [7, 8] datasets.
PRET [6] is a dataset having prerequisite relations that have been extracted by

four domain experts from a chapter in a computer science textbook [12]. The dataset
[6] consists of 185 concepts and 526 prerequisite relationships.

The AL-CPL [7, 8] dataset is based on the Wiki concept map dataset [13]
containing prerequisite relationships collected from textbooks on geometry, precal-
culus, physics, and data mining. The dataset contains prerequisite relationships for
each domain. The details of the textbooks used for evaluation are given in Table 1.

4.2 Evaluation Metrics

We evaluated our algorithm on the datasets [6–8] mentioned in Sect. 4.1. We
compared the relationships extracted by the algorithms with the relationships anno-
tated by experts. We have computed the precision for the top 300 relationships
extracted by both the methods. The formula for calculating the precision is given
in Eq. (2).

Precision = number of correct relationships extracted

total number of relationships extracted
(2)

A relationship extracted by the algorithm is considered as a correct relationship
if the same relationship has been annotated by experts.
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We have performed hypothesis testing to validate our results by using one-tailed
Z-test. One-tailed Z-test is used to validate whether the proposed method performs
better than the Burst Analysis method [3].

4.3 Experimentation

Wehave tested the proposedmethodwith varying input sizes to evaluate its robustness
to different input sizes. The textbooks used for evaluation were divided into parts by
considering factors like number of chapters, size of the book, and the memory size
of the testing computer. The various inputs given to the method are as follows:

• Chapter-wise division: The contents of the textbook were given as input to the
method chapter-wise. The aim of this division was to observe the extracted
prerequisite relations pertaining to a single chapter.

• Part-wise division: The contents of the textbook were given as input part-wise
with each part consisting of multiple chapters. The aim of this division was to
extract prerequisite relations which featured inter-dependencies between different
chapters within the divisions of the book.

• Sliding window of chapters: The contents of the textbook were given as input to
the method as a sliding window of chapters. For example: the chapters 1, 2, and
3 were given as input in the first iteration; the chapters 3, 4, and 5 were given as
input in the second iteration; and so on. The aim of this type of division was to
find whether the intersecting chapters between two windows had an impact on
the extraction of prerequisite relationships.

After dividing the textbook into parts (based on the type of division), we gave each
section as input to the algorithm in an iterative manner. The extracted prerequisite
relationships were scored as discussed in Sect. 3.3. We have considered the top 300
relationships extracted by both the methods for evaluation.

5 Results and Discussion

In this section, we discuss in detail the results of our evaluation of PREP. As
mentioned in Sect. 4.2, we have evaluated our algorithm on textbooks belonging
to multiple domains. However, due to shortage of space, we have only presented the
results obtained on the precalculus textbook [15]. This section is divided as follows:
in Sect. 5.1, we provide chapter-wise input of the textbook [15]; in Sect. 5.2, we
provide the textbook [15] in one-third divisions as the input; in Sect. 5.3, we provide
a sliding window of chapters as the input; in Sect. 5.4, we validate our findings by
applying statistical hypothesis testing on the results; and in Sect. 5.5, we discuss the
observations made on the evaluation results.
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Fig. 3 Comparison of precision; input given chapter-wise

5.1 Chapter-Wise Division

We tested PREP and the Burst Analysis method [3] by feeding them the textbook
[15] chapter-wise. Figure 3 shows the precision of both the methods.

The peak precision of PREP is greater than that of the Burst Analysis method [3].
The average precision of PREP is 0.621 with an S.D. of 0.066, while that of Burst
Analysis method [3] is 0.596 with an S.D. of 0.046. The PREP method yields an
improvement of 4.19% over the precision of the Burst Analysis method [3].

5.2 Part-Wise Division

We tested PREP and the Burst Analysis method [3] on the textbook [15] by taking
the input in three parts. Figure 4 shows the precision of both the methods.

The peak precision of PREP is greater than that of the Burst Analysis method [3].
The average precision of PREP is 0.724 with an S.D. of 0.083, while that of Burst
Analysis is 0.617 with an S.D. of 0.047. PREP yields an improvement of 17.34%
over the precision of the Burst Analysis method [3].

5.3 Sliding Window

We tested PREP and the Burst Analysis method [3] on the textbook [15] by using a
sliding window of 3 chapters at a time. Figure 5 shows the precision of the methods.
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Fig. 5 Comparison of precision; input given as a sliding window

The aim of using a slidingwindow of chapters as input was to observe the effect on
precisionof the transitive relationships present in the commonchapters of consecutive
windows.

The peak precision of PREP is greater than that of Burst Analysis method [3]. The
average precision of PREP is 0.669with an S.D. of 0.07 and that of Burst Analysis [3]
is 0.592 with an S.D. of 0.02. The PREP method yields an improvement of 13.01%
over the precision of the Burst Analysis method [3].
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Table 2 Results of the hypothesis testing

S. No. Type of input Mean Z-stat Z-critical Null hypothesis

Burst analysis [3] PREP

1 Chapter-wise 0.596 0.621 2.35 1.64 Rejected

2 One-third 0.617 0.724 8.71 1.64 Rejected

3 Sliding window 0.592 0.669 7.78 1.64 Rejected

5.4 Hypothesis Testing

We can observe that PREP yields better precision compared to the Burst Anal-
ysis method [3]. To further validate this claim, we have applied one-tailed Z-test to
investigate the following hypotheses:

• H0: PREP does not perform better than the Burst Analysis method [3]
• H1: PREP performs better than the Burst Analysis method [3].

For one-tailed Z-test: If Z-stat is greater than Z-critical, then we reject the null
hypothesis (H0). Table 2 shows the results of the hypothesis testing.

For each input type (chapter-wise, one-third and sliding window), Z-stat is greater
than Z-critical which leads to the conclusion that the null hypothesis (H0) is rejected.
Thus, we can claim that PREP performs better than the Burst Analysis method [3]
in terms of precision for prerequisite relationship extraction.

5.5 Observations

In this section, we discuss the observations made during the evaluation of the
proposed method.

The proposed method yields a 12.02%, 11.58%, 11.45%, and 8.7% improvement
in precision for data mining [17], geometry [14], precalculus [15], and physics [16]
textbooks, respectively, over the Burst Analysis method [3]. The increase in preci-
sion was observed across different input sizes (chapter-wise, part-wise, and sliding
window) showcasing the robustness of the proposedmethod acrossmultiple domains
as well as different input sizes.

We observed that the size of the input in terms of the number of chapters is
directly proportional to the precision of the extracted relationships. For instance, the
average precision calculated for chapter-wise input of the precalculus textbook [15]
is 0.621, whereas the average precision for one-third division is 0.724. This increase
in precision could be caused due to an increased sample size for finding patterns
between concept bursts. The increased sample size enables the algorithm to find
relationships between concepts across multiple chapters.
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6 Conclusion and Future Work

Building concept maps from unstructured text is a non-trivial task as there is a dearth
of features through which prerequisite relationships can be determined. We have
proposed a method to extract prerequisite relationships from unstructured text. The
proposed method improves over the Burst Analysis method [3] by incorporating
the position of bursts to calculate the strength of prerequisite relationships between
concepts. Our method yields a 12.02%, 11.58%, 11.45%, and 8.7% improvement
in precision for data mining [17], geometry [14], precalculus [15], and physics [16]
textbooks, respectively, over the Burst Analysis method [3].

Since prerequisite relationship extraction is a nascent field of research, an adequate
amount of research has not been conducted on the factors which may affect the
accuracy of extracting prerequisite relationships from text.

One such factor that our proposed method does not consider is the writing style
adopted by the author of the textbook. The approach of extracting prerequisite rela-
tionships could be varied depending on whether the author has used a bottom-up
approach or a top-down approach for explaining the concepts while writing the text-
book. Different writing styles could lead to different burst patterns between prereq-
uisite concepts which would require different weights being assigned to patterns for
proper identification of prerequisite relationships.

Automatic extraction of prerequisite relationshipswould help an ITS in generating
learning orders for students which would be helpful in breaking down the learning
of complex subjects. Moreover, it could also help students in making mind maps of
textbookswhile studying a subject.Our proposedmethodwould serve as a foundation
for further improvements in prerequisite relationship extraction from unstructured
text.
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Abstract There are many methods that enable a learner to receive education online
from distant locations, but online education is growing fast. There remains the issue
of the security of digital content during transmission over the cloud. However, it was
noted that the security of digital information has to be increased. The emphasis of the
current study is on the safety and efficiency improvement of distant learning systems
in the cloud. Several kinds of cloud computing research have been conducted to offer
remote learning. Previous research found issues with data performance and security.
There is a need for amechanism that could transfer educational content fromoneplace
to another in less time securely. During data transmission, the education materials
have to be protected and compressed. In order to decrease the size of the packet,
research utilized a content replacement method. The proposed work has improved
security with the use of the substitute mechanism Exclusive OR (XOR), since other
types of encryption are time-consuming, such as the Advance encryption standard
(AES) and the Data encryption standard (DES). The technology is safe and quick,
since data is first compressed and encrypted on the sender’s side before sending it.
During packet transmission, proposedwork has provided a solution tomanage packet
loss, errors, packet hijacking and many different attacks. Finally, data is decrypted
and decompressed at the receiver end after receiving. The probability of cracking
encrypted files also gets reduced as the data is encrypted after compression. The
comparison of the proposed work is made to the previous Rivest–Shamir–Adleman
(RSA), Deoxyribo Nucleic Acid (DNA) cryptography mechanism. The impact of
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1 Introduction

1.1 Cloud Computing

Cloud computing provides services over a network that could be public or private.
These clouds can be found in remote locations. It could be utilized in a wide area
network (WAN) as well as in a local area network (LAN). The virtual private network
could also make use of cloud computing. Many applications, such as email and web-
based conferences, are hosted in the cloud. Platform independence is provided by
cloud computing. The dominance of cloud computing in the education sector [1,
2] is increasing rapidly. Corona virus disease (COVID) has further accelerated the
demand for cloud-based education systems. Students self-enroll for classes; staffs are
available to provide learning; and administration personnel provide support through
the use of a cloud-based education system. Students obtain their homework in the
presence of an Internet connection [3]. Teachers can send study materials directly to
the students. Additionally, teachers could hold live sessions on the cloud system to
educate their students. It has been observed that cloud-based distance learning mech-
anisms are also used in industries for professional training [4]. The online clouds
provide technical and competent information to the professionals. These clouds [5]
host interactive and multimedia websites with high-quality content. This content
takes time during transmission. Moreover, these contents need to be protected.
However, several mechanisms are built to increase their security, but these security
mechanisms reduce data communication performance. Thus, there remains a need
for a system that could provide security for digital content hosted on the educational
cloud [6, 7] without affecting the performance of data communication. Moreover, it
has been observed that there remains the issue of packet dropping and hijacking.

1.2 Challenges and Issues in Distance Education Cloud
Computing

Existing studies have looked at the challenges of implementing cloud infrastructure
in the education field [7] for faculty, employees, and students. Researchers have
also looked at protection risks and danger classifications. The areas where cloud
computing can affect education, are examined [8, 9]. A big concern that the education
sector faces in developed countries is security monitoring. Moreover, students in
underdeveloped countries [10] are deprived of appropriate teaching management
[11]. Security issue involves the hacking and cracking activities by intruders.

The main issue with not implementing an online education cloud system is a lack
of security. Clouds are currently used by educational institutions, but they are always
concerned about safety issues. Previously, DNA [12] and RSA [13, 14] cryptography
mechanisms were used in previous research. Issues related to safety are also faced
by independent clouds which are different from above. Delivery of significant data
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by service providers in a secure manner is a difficult task. This data is transmitted by
means of the Internet. Due to this, it has become necessary to consider data security
in a cloud environment. The following are some of the security concerns raised by
cloud computing:

• Data integrity refers to instances inwhich humanmistakes aremadewhen entering
data into a system. Errors may occur during the transmission of data from one
system to another. Hardware failures, such as crashing hard drives, may cause
errors.

• Data theft: Cloud computing employs an external data server to perform flexible
and cost-effective activities. As a result, there is a chance that information may
be stolen from an external server.

• Data loss is considered as a significant cloud computing concern. If banking,
business transactions, and Research and Development (R and D) ideas are all
carried out online, unauthorized persons can collect data shared in the cloud.

• Privacy concerns: With cloud computing, the protection of user data is a top
priority. Since many servers are external, the provider must ensure that the data
is protected against unauthorized access.

• Challenges at the user level: It is essential for the user to ensure that there is no
risk of data loss as a result of their own actions or the actions of other users sharing
a shared cloud server.

• Security issues at the supplier level: Cloud is the ideal choice if high security is
provided by the supplier.

This research has made an effort in order to provide better security with high
per-romance in favor of a cloud computing environment for distance education.
Performance has been increased by reducing the size of data by applying a content
replacement mechanism where large words have been replaced by small words. In
order to increase security, the cryptography technique has been employed. Cloud-
based education systems are frequently used by students, teachers and professionals.
The growing need for distance education is themotivation for the proposedwork. The
rapid development in the field of cloud computing is a source of motivation. There
has been research that has provided solutions for remote learning and secure data
transmission via the cloud. The performance and security issues found in existing
research have motivated the proposed model. The proposed work addresses the secu-
rity and performance issues associatedwith cloud-based distance learning. This study
proposed amechanism thatwill allow the integration of exclusive or and data replace-
ment in order to enhance data transmission security and decreases the chances of
error and packet dropping. In this way, the proposed work has contributed to reli-
able, secure, flexible and scalable approach to distance learning. The remainder of
this paper has been organized in six sections. Section 1 has presented role of cloud
in distance learning and motivation of research. Sections 2 and 3 explained existing
researchfieldof cloud computing in education system, cryptography security anddata
compression. Section 4 introduces the research methodology used for the proposed
model. Process flow of proposed model has been discussed. Sections 5 presented
simulation outputs. Section 6 discusses the research’s findings and scope.
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2 Related Work

Much research has already been carried out in the areas of cloud-based distance
learning, encryption and data compression. But still, there is a need to do more work
to introduce amechanism that could provide distance learning features over the cloud
in a more secure manner without affecting the performance.

2.1 Researches in Area of Cloud Computing in Education
System

Many researchers have considered the features of the present electronic learning (E-
Learning) system [1] for distance learning. Some research represents the needs of
cloud computing in online education [2, 5], and it has been discovered that cloud
computing is a dynamically scalable system. It has the ability to provide Internet-
based services. Due to technical enhancements, virtual technologies are playing an
important role in online education. The research concentrated on the utilization of an
online education system that is dependent on cloud computing environments. During
this research, it has been observed that the diversity and importance of the data that
has been used in education is increasing because of technology enhancement [3].
Research has presented the role of web technologies and their contributions to the
distance learning system. Cloud computing ramifications and problems in the area of
academia [4] have been addressed. Researchers have explained the security loopholes
in cloud computing and the prevention mechanisms to restrict the attack on the
cloud environment. The research presents e-learning approaches by utilizing cloud
computing [5]. Distance Education Technologies has been presented as e-learning
system along with cloud computing [6]. The focus of the study is on how cloud
infrastructure services are used in e-learning to support e-learners. Some studies [7]
focused on five areas: conceptual and pedagogical dimensions, applications available
in thefield of education, data and resourcemanagement, advantages and limitations of
cloud computing in education, database management system (DBMS) incorporation
into cloud-based services, and DBMS integration into cloud-based services. Some
cloud computing models in distance learning [8] opted to provide a cost-effective
web-based solution at any time and anyplace and focused on economical solutions for
cloud-based distance education systems. Novel observations [9] on cloud computing
in education are proposed to analyze education sectors that are making use of cloud
computing as a service. Online cloud-based education for underprivileged students
from underdeveloped countries [10] is supposed to be provided. The development
of teaching resources to perform teaching management [11] has been introduced for
innovative practice teaching.
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2.2 Researches in Cryptographic Security

Many researchers have implemented DNA Cryptography [12] for cloud computing.
TheHuffmanAlgorithmhas also been used in such research to performdata compres-
sion. These researchers have also used the concept of socket programming to build
new mechanisms for securing data over the cloud. The RSAmechanism [13, 15] has
been frequently used for cryptography to secure data in a cloud environment. The
issue with such a mechanism is its time consumption during encryption operations.
Several other researchers have also used different cyber security [14] mechanisms
to protect the e-learning environment on the cloud platform. They also analyzed
security issues in cloud-based e-learning [16]. Many researchers have discussed the
needs, scope, issues, and challenges in cloud environments, considering cost and
security [17–22]. Secure access and storage of data in cloud computing [23–25] has
been provided in existing research. Some authors used digital signatures with Diffie
Hellman key exchange [26], while others used theAES encryption algorithm to boost
data protection in cloud storage.

2.3 Researches Data Compression

To increase performance, there is a need to introduce the concept of data compression.
Because compressed content is quickly transferred over the network, the likelihood of
error and packet loss has decreased. However, the Huffman algorithm [12] has been
used in many types of research to reduce the size of content because it provides loss-
less data compression, but the time consumption by the Huffman algorithm is high.
Thedata securitymodel for cloud computing [27] has been introduced considering the
requirement of data compression. Also, recent literature has addressed the successful
review [17] of Cloud-based web platforms for interactive learning platform Systems
Integration.

3 Problem Statement

The proposed work is focused on implementing distance education in a cloud envi-
ronment. The major challenge is the network speed and size of data. The educational
content needs to be secured and compressed during transmission. The proposedwork
would integrate the proposed mechanism into the educational module and test the
performance and security of the proposed cloud-based education system and do a
comparative study of traditional and the proposed work.
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4 Methodology Used in Proposed Work

The proposed work has focused on the security of data using encryption mechanisms
and compression of data using compression mechanisms. The educational content
would be first compressed and then encrypted before transmission from the server to
the client. As shown in the process flow, the education content has been considered as
D.After compression, the content is converted toCD. Then an encryptionmechanism
is applied. After applying encryption data, CDE is transferred to the receiving client.
Here, the contents are decrypted and decompressed to restore their actual educational
content.

4.1 Internal Working of Proposed Work

This section presents how the proposed work compresses the large-sized packet and
how the security to the data is provided by applying the XOR-based encryption
mechanism (Fig. 1).

4.2 Data Compression Using Replacement Mechanism

The large-size content took a lot of time to travel over the network. Moreover, there
are always chances of packet dropping and hijacking. Thus, in the proposedwork, the
content has been compressed before sending it. There should be less data loss during
compression, so the proposed work has used a replacement mechanism to reduce the
size of the data. The large-sized strings are replaced with small-sized strings that are
mentioned in the replacement table. The replacement table contains the strings with
their corresponding small-sized strings. The string in the data packet is replaced with
its corresponding string only if that string is available in the replacement table. For
example, if the data packet consists of a “Computer” string and the small string in
the replacement table is “_c1_” corresponding to “computer”, then the “Computer”
word in the data packet would be replaced by “_c1_”. In this way, all strings in the
data packet will be replaced. As a result, the size of the data packet has been reduced.
Moreover, this could be termed as first-level encryption where data is not the same
as the original data.

4.3 XOR-Based Encryption

It has been observed that traditional techniques such as AES and RSA take more
time during data encryption due to the complexity of the algorithm. The proposed
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Fig. 1 Process flow of proposed work

work applies an XOR operation after content replacement to encrypt the data. The
content that is to be sent is processed using the XOR mechanism after compression.
The XOR operation has been used to encrypt the content in the proposed work. The
working of the XOR mechanism is explained in this section. Assume the user needs
to send data “8” and the XOR token is “5”. After XORing 8 and 5, the result is 13.

On the receiving end, the data is again processed by XOR mechanism to produce
the actual information. XOR operations return a value of 1 if the bits are not the
same and a value of 0 if the bits are the same. The content that would be processed
by the XOR operation is sent to the receiver side. On the receiver end, during the
decryption phase, data is again decoded by XOR operation and the real contents are
restored by a replacement table.
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5 Implementation

During the development of the network application, the sender and receiver module
was developed in the “NetBeans IDE 6.1” environment. On the receiver end, the port
number, file path and the token to decode the data are stated. The XOR mechanism
has been used to encrypt data. The user-defined port was used to securely transmit
data. Because port numbers 1–1023 are already reserved for existing protocols. The
file name is set in the file path name text box to store the received content in a text file.
On the receiver end, the user would specify the port number, file name and token to
apply XOR operation on the incoming data. Then the user clicks on the enable upload
option to enable the receiver. During sender implementation, the module works to
transfer data. Here, the port, the path of the file, the Internet protocol address of the
server and the token to encode the code are set. Here, the sender would set the port
number that should be the same as that of the client-side port. Then the user specifies
the file path and the name that is to be sent. The IP address of the receiver is set in
the IP address box. In the token box, the sender would send the code to encrypt data
using the XOR mechanism. During the implementation of the receiver, the path of
the file, port number, and decoding code is set. A text file would be transmitted from
the sender to the receiver. The large string content of this file would be replaced by
small words and data would be encoded by applying the XOR application. During
the implementation of server-side code, it is a must that the port number should
be more than 1023. During the execution of the sender module, the port must be
user-defined. Moreover, it must be the same as the port number used on the receiver
side. To compress the size of packets to be transferred over the network, the data
compressing mechanism has been used. The large-sized contents are replaced with
small-sized ones in this case. The sender and receiver module has been developed on
NetBeans platform using Java as a programming tool. During simulation, the time
consumption in the case of previous work and in the case of proposed work is noted
according to a different number of packets. Simulation work has been performed in
a MATLAB environment.

5.1 Simulation for Time/Error/Packet Size

Time Consumption

Time taken has been simulated in the case of the proposed system in comparison to
previous RSA; advanced RSA and DNA cryptography-based research are shown in
Fig. 2. The proposed work makes use of an exclusive order during encryption and the
compressed data has been encrypted. Previous research, on the other hand, has used
RSA, a DNA mechanism that takes longer to encrypt data. Furthermore, previous
research did not compress the data prior to transmission. Thus, the time consumption
is evidently less as compared to others, due to the smaller size of the data packets.
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Fig. 2 Comparison of time taken in RSA, advance RSA and DNA cryptography with proposed
work during transmission of data

Error Rate

There remain chances of errors during data transmission. However, if the packet
size is reduced and the packet remains on the network for a shorter period of time,
the likelihood of an error is reduced. Also, the length of the string is reduced using
a replacement mechanism that decreases the chances of error. However, previous
research using RSA and DNA cryptography [12, 13, 15] mechanisms did not reduce
packet size. As a result, the current study has the potential to reduce the error rate.
Figure 3 shows a comparative analysis of the error rate for previous RSA, Advance
RSA, DNA cryptography and proposed work.

Packet Size

The replacement technique used in the proposedwork has reduced the content length,
resulting in a smaller packet size. So, present research allows smaller data packets
as compared to previous research. Previous studies using RSA and DNA [12, 13,
15] cryptography did not compress the data. Comparative analysis of packet size in
the cases of RSA, Advance RSA, and DNA cryptography has been done with the
proposed model (Fig. 4).
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Fig. 3 Comparison of error rates for RSA, advance RSA and DNA cryptography with the proposed
work

5.2 Matlab Simulation for Comparative Analysis of Security

This section presents the impact of the proposed work on security. In the case of
the proposed work, the number of packets affected is less as the number of attacks
increases. From previous research, it has been found that DNA cryptography [12] is
better as compared to RSA [13] and advanced RSA [15]. But the proposed work is
better than DNA cryptography. Based on the figures below, it is concluded that the
affected packets are fewer in the proposed work than in the RSA and DNA-based
cryptography approaches.

Man-in-the-Middle

Its impact on the packet in the case of RSA, Advance RSA, and DNA cryptography
and proposed work in the case of these attacks are shown below in Fig. 5.

Brute Force Attack

A brute force attack involves guessing login information via trial and error. Encryp-
tion keys and a hidden web page are also used. A comparative analysis of this attack
is shown in Fig. 6.
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Fig. 4 Comparison of packet size for RSA, Advance RSA and DNA cryptography with the
proposed work

Fig. 5 Comparative analysis in case of attack Man-in-the-Middle
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Fig. 6 Comparative analysis in case of Brute force attack

Denial-of-Service

A Denial-of-Service (DoS) attack is a kind of cyber-attack that attempts to prevent
people from accessing a computer or network resource. Due to reduced size of packet
and less time taken during transmission over the network, the probability of Denial-
of-Service has been reduced. Thus, the impact of Denial-of-Service is less in case of
the proposed work. Figure 7 depicts a comparison of Denial-of-Service attacks.

Traffic Hijacking

If the data is left on the network for an extended period of time, the likelihood
of traffic hijacking increases. But the proposed work has reduced this probability.
However, previous research ignored the factors that influence traffic hijackings.
Figure 8 presents the comparative analysis of traffic hijacking in the case of RSA,
Advance RSA, DNA cryptography and proposed work.

Access Violation

Proposed work is making use of user-defined port and security keys for exclusive
or getting modified each and every time in different sessions. Thus, access violation
issues have been resolved in the proposed work. Figure 9 presents the comparative
analysis of access violations in the case of RSA, Advance RSA, DNA cryptography
and proposed work.
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Fig. 7 Comparative analysis in case of Denial-of-Service

Fig. 8 Comparative analysis in case of traffic hijacking
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Fig. 9 Comparative analysis in case of access violation

Application Level Attack

Attacks at the application level have been reduced by providing users with a special
user interface. The chances of sending and receiving data without using that user
interface are negligible. But previous research work has not provided a special user
interface. Figure 10 presents the comparative analysis of traffic hijacking in the case
of RSA, Advance RSA, DNA cryptography and proposed work.

Attack by Malicious Insider

The possibility of a malicious insider attack has been reduced by allowing different
keys to encode and decode data. Previous researches have used same key in different
sessions. As a result, the possibility of an attack by a malicious insider exists.
Figure 11 presents the comparative analysis of attacks by malicious insiders in the
case of RSA, Advance RSA, DNA cryptography and proposed work.

Attack on Cloud Services

Data compression and user-defined port numbers have reduced the likelihood of
various attacks on cloud services. Figure 12 presents the comparative analysis of the
attack on cloud services in the case of RSA, Advance RSA, DNA cryptography and
proposed work.
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Fig. 10 Comparison analysis of the application level attack

Fig. 11 Comparative analysis for attack by malicious insider
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Fig. 12 Attack on cloud services

6 Conclusion and Scope of Research

The major limitations of existing distance learning models are slow performance and
a lack of security. It has been observed that if the security parameters are attached to
it, then the performance gets degraded. The integrated method has been investigated,
in which the content replacement mechanism decreased the size of the data packet
while the XOR operation provided security via encryption. The suggested study has
ensured the security and performance of educational cloud systems. The results of the
simulations indicate that the suggested cloud-based education system outperforms
conventional solutions. Because data is compressed first and then encrypted on the
sender’s side, it is safe and quick. The data is decrypted and decompressed on the
receiving end. Because the data amount is less during transmission, the problem
of error rate and delay is no longer a concern. In addition, the packet dropping
ratio has decreased. When compared to conventional security systems, the proposed
mechanism is more resistant to various types of attacks, such as man-in-the middle,
Denial-of-Service, brute force attack, and attacks on cloud services, as well as attacks
from the malicious and application layers. In comparison to RSA-based and DNA
cryptography-based methods, the suggested approach is more secure.
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7 Future Work

The future work may provide better compression mechanism. In the future, security
can be improved. Future research might provide better performance along with a
reduced error rate by integrating advanced cloud services and optimization mecha-
nisms. The use of soft computing techniques could improve the reliability and quality
of services. To improve the dependability of the cloud in distant learning, researchers
may examine its high availability and zero downtime.
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Hate-Speech Detection in News Articles:
In the Context of West Bengal Assembly
Election 2021

Prasanta Mandal , Apurbalal Senapati , and Amitava Nag

Abstract A hate speech represents an expression or phrase of offensive language.
The intention behind the usage of hate speech is to abuse, dehumanize, disparage, or
harass a person or a group of persons based on their race, color, gender, religion, caste,
ethnicity, disability, language, belief, nationality, or other factors. Hate speech is also
used to express violence, harm, or hatred against the targeted people. Nowadays,
the amount of hate speech is overgrowing in social media, online newspapers, etc.
It becomes very difficult to moderate the data containing hate speeches manually,
as it is a tedious and time-consuming task. Therefore, an automated hate-speech
detection technique is very essential. Numerous works have been done to develop
the technique or tool for automatic detection of hate speeches in Twitter, Facebook,
and other social media data. This paper studies hate speeches on political news
articles in the context of theWest Bengal Legislative Assembly Election 2021. In the
computational aspect, this task is carried out in three phases. First, a political news
corpus has been created, and next from that corpus a key word/phrase-based hate-
speech identifier is developed. A semi-automated approach has been used to find out
the set of hate-speech-related key words/phrases. Finally, the system’s performance
is evaluated, and the results are investigated.
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1 Introduction

Since the last decade, social media has been growing at an exponential rate. It
has become a great platform for communication/sharing information irrespective
of their social status [1]. The revolution of communication technologies, cheap and
user-friendly devices such as smartphones, tablets, and laptops has accelerated the
engagement of people in various social media like Facebook, Twitter, etc. As a
public communication in an open platform, there are various expressions reflecting
in the critical discourse [2], and sometimes the content includes abusive languages
in different forms and modes. A common form of offensive and abusive language is
hate speech. The text that is intended toward a group of people for harm, violence,
or social chaos is considered as hate speech [3]. Hate speech in society or social
media can lead to harm, disturbance, disrespect, insult, anger, etc., that affect the
harmony of conversations and disturb the social stability. According to the United
Nation, hate speech is defined as any expression in spoken, written, or behavioral
form which assaults or uses deprecatory or prejudicial language relating to a person
or group of persons depending on their identity, origin, cast, creed, sex, religious
conviction, ethnic group, national belonging, etc. Often it promotes discrimination,
intolerance among people and dislodges social harmony and unity [4]. The hate-
speech-related issues have also become a serious problem in India. National Crime
RecordsBureau (Ministry ofHomeAffairs) showswith statistics that the cyber-crime
is rapidly increasing including hate-speech content [5]. According to the Supreme
Court of India, resolving hate-speech-related issues needs deeper consideration and
amendment to the Indian Penal Code (IPC), 1860 and Code of Criminal Procedure,
1973 titled with “Hate Speech” [6]. The Gazette notification, dated February 25,
2021, the Government of India, has directed to implement the Intermediary Guide-
lines and Digital Media Ethics Code Rules, 2021 [7]. According to that notification,
the social media platforms, such as Twitter, Facebook, and others, require to conform
to the rules.

2 Related Work

At the very beginning, several countries and agencies identified the dangers and
consequences of spreading the hate speech. Agencies like United Nations, Euro-
peanCommission, etc., initiated various awareness, propaganda, against hate speech,
racism, and intolerance [4, 8]. Different countries imposed various strategies and
restrictions on hate-speech content in social media, and on the violation, there is a
provision of fine/punishment against the hateful postings [9]. As a result, researchers
tried to identify hate-speech content from a post automatically. The companies like
Google, Facebook, etc., initiated research in that domain. Several shared tasks have
been initiated since last few years related to the identification of hate speech [10–
14]. In most of the approaches, machine learning and deep learning have been used.
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The classical classifiers like Naive Bayes, SVM, decision tree, etc., are also being
used [15, 16]. Mubarak et al. [17] have focused on detecting the vulgar and porno-
graphic obscene with a phrases-based approach in Arabic social media, whereas
Mohaouchane et al. [18] have used the deep learning-based approach. Sood et al. [19]
have used the Yahoo! social news data, and various SVM classifiers have been used
for classification. Nobata et al. [20] have used a feature-based n-gram model. Some
of them tried to incorporate the behavioral phenomenon in their models [21, 22].

The common thing of all the existing works is that almost all are related to the
domain of social media and in other domains, and it is hardly found. But, other
domain like print media also contains the hate-speech content. In that concern, we
have tried to address the hate-speech-related news articles in the print media.

3 Hate Speech in Other Domain

The main focus of hate-speech detection is concentrated in various social media.
Nowadays, it has become a serious issue in visual as well as print media. Especially
in the election period, so many hate speeches-related texts can be found in print
media [23]. In India too, the usage of hate speech during the election is increasing
gradually. But to the best of our knowledge, the work of hate-speech detection in the
news articles is still not explored. In that context, this task is dedicated to the hate-
speech identification in the news domain. There are several additional problems in
finding hate speech in the news domain. One important issue is whether to consider
the hate speech at sentence level or article level and we have tried to address this
issue.

4 Contribution of This Work

This work is different from the traditional hate-speech detection domain. This is an
attempt to address hate speech in the news domain. Because of the socioeconomic–
cultural situation, the use of hate speech is increasing during the election in state or
nation levels. This problem is more challenging in comparison with the social media
text. One major issue is that in social media the text of the message is written by
the user himself/herself, whereas in the newspaper the article is written by the third
person, and as a result, there is an information gap and a biasness may be introduced.
For the time being, we have ignored such difficulties and tried to find the hate-speech
content in a news text with a phrase-based matching approach.
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5 Data Preparation and Methodology

Since the work is dedicated to identify hate-speech content in a news article, it is
worthwhile to collect data fromnews articles in the election period.Wehave collected
all the political news articles from a daily Bengali newspaper “Anandabazar Patrika”
[24]. The election date of West Bengal has been declared on February 26, 2021,
by the Election Commission of India [25], and hence, we have collected the news
articles from February 20, 2021, toMarch 30, 2021, (total 39 days’ news articles) and
considered this data as a political news corpus for West Bengal Assembly Election
2021. After building the political news corpus, we have prepared a list of key phrases
related to hate speech in a semi-automated manner. Finally, a phrase-based matching
system detects the news articles containing hate speeches.

5.1 Data Preparation

To prepare the political news corpus, all the political news article related to West
Bengal Assembly Election 2021 are collected up to date March 30, 2021. According
to the notification of the Election Commission of India [25], the election will be
conducted in eight phases (dated March 27, 2021, April 1, 2021, April 6, 2021,
April 10, 2021, April 17, 2021, April 22, 2021, April 26, 2021, and April 29, 2021).
In this context, all the political news articles of a leading Bengali daily newspaper
“Anandabazar Patrika” from February 20, 2021, to March 30, 2021, (i.e., of 39 days
in total) have been considered. Note that, the date is considered up to March 30,
2021, i.e., it covers some news after the first phase of the election. Figure 1 shows
the block diagram of the system used for building the political news corpus.

Web scraping

• To access the past dated political news articles, first we have prepared a list
Uniform Resource Locators (URLs) from “Anandabazar Patrika” online web
portal.

Fig. 1 Block diagram of the system used to retrieve data for building political news corpus



Hate-Speech Detection in News Articles: In the Context … 251

Table 1 Volume summary of
political news corpus

S. No. Heading Value

1 Total number of files 1642

2 Total number of news articles 1642

3 Total number of sentences 57,755

4 Total number of tokens 602,141

5 Total size of the corpus 10 MB

• To select only the political news articles, a filter is imposed on the URLs.
To incorporate the filter, we have prepared a list of West Bengal election-
related key words {“west-bengal-election”, “west-bengal-election-2021”, “wb-
election”, “wb-election-2021”, “west-bengal-polls-2021”, and “west-bengal-
assembly-election”}. The filter will take any URL and return as it is, if the URL
contains any of the enlisted keywords, otherwise return nothing. Now we pass the
already prepared list of URLs through this filter, and we get the final list of West
Bengal election-related news articles’ URLs.

• To download the news articles, we have written a Python-based web scraper using
the library Beautiful Soup. Now we have downloaded the news articles by using
the web scraper and saved each article’s raw text as a separate .txt file.

Cleaning

• In this step, we take each .txt file containing raw news data, remove the unwanted
HTML tags, texts, links, advertisement texts, etc., from the raw data.

• After eliminating all the undesirable things, we get the necessary details and the
actual content of the news article. Now we take only the news headline as well as
the content and save it in a .txt file using UTF-8 encoding.

• Actually, each file will contain the news article’s headline followed by the news
article’s content for a specific news article. Therefore, the total number of files in
our corpus will be equal to the total number of news articles present in the corpus.

Corpus summary

• Table 1 shows the brief of the political news corpus in size.

5.2 Methodology

Our political news corpus has already been prepared. To detect the news articles
containing hate speeches, two steps are used sequentially. First, a list of hate-speech-
related key phrases is prepared from the corpus in a semi-automatedmanner, and then
a phrase-basedmatching technique is used to find out the news articles which contain
at least three phrases from the enlisted hate-speech-related key phrases. Following
steps (shown in Fig. 2) are used for finding out the news articles containing hate
speeches. As said earlier, this experiment tried to identify hate speech at a text level
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Fig. 2 Block diagram of the system used for detecting the news article with hate speeches

rather than a sentence level. On analyzing the hate-speech content news articles, it
is found that the article contains hate speech multiple times in all the cases. It is
also found that sometimes non-hate-speech content news article still contains the
hate-speech-related key phrases. To avoid such types of errors, a threshold value
of three is considered, i.e., if the article contains three or more hate-speech-related
terms/phrases, then only the article is considered as a hate-speech content article.

Preparing hate-speech key phrases list

• To prepare the list of hate-speech-related key phrases, a semi-automated technique
is used where first n-grams (for n= 1, 2, 3, 4, 5) are created from the entire corpus.

• Then those n-grams are arranged in descending order based on their frequencies
in the corpus.

• Finally, the n-grams containing hate speeches are selected, and a list of
hate-speech-related key phrases is prepared. The list of hate-speech-related
key phrases contains total 217 key phrases. The sample key phrase set is
{[ ] / mithyebadi (liar), [ ] / pisi (aunt), [ ] / dangabaz
(rioter), [ ] / gaddar (traitor), [ ] / biwasghatak (traitor), [ ]
/ bhaipo (nephew), [ ] / humki (threat), [ ] / gundar (hooligan),
[ ] / maphiya (a closed group of people involved in criminal activi-
ties), [ ] / larai hobe (there will be fight), [ ] / dhandabaj
(grabby), [ ] / beimaan (betrayer), [ ] / pacharkaree (trafficker),
[ ] / hunshiari (warning), [ ] / bandar (monkey), [ ] / bahi-
ragata (external), [ ] / bijemul (a term used to represent a political
party badly), [ ] / pagal (crazy), [ ] / harmad (a goon, antisocial
element, or armed cadre), [ ] / dustu loke (naughty guy), [ ]
/ khela hobe (there will be play), [ ] / ek jhuri loke (one basket
people), [ ] / ghare chele dhukiye debo (a threat to let in
boys in the house), [ ] / chore (thief), [ ] / durneetibaz (corrupt),
[ ] / manasik bharshamyaheen (mentally imbalanced), …}.
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Phrase-based matching

• Bengali language is a rich language with respect to inflectional variations. Here
we have used a heuristic-based prefix-matching approach for matching the list
of hate-speech-related key phrases with each news article to detect whether it
contains hate speeches or not.

• Actually in this step, we take each news article (containing news headline and
content) and use phrase-based matching technique to check whether at least three
of the hate-speech key phrases are found there. If it is found, then it is declared
that the news article contains hate speech, i.e., the news article is a hate-speech
content article.

6 Experiment and Result

Our political news corpus contains a total of 39 days’ political news articles of
February 20, 2021, to March 30, 2021, from the leading Bengali newspaper “Anand-
abazar Patrika”. From the entire period, we have randomly selected three days’
(February 26, 2021, March 9, 2021, and March 30, 2021) political news articles
and evaluated the performance of our proposed system. Tables 2, 3, and 4 show the
confusion matrices for the respective three days separately, and Table 5 shows the
performance measure of the system in terms of precision, recall, and F1-score.

Table 2 Performance evaluation of the system for February 26, 2021

Total no. of political
news articles = 29

News article contains hate speech
(detected)

Date: 26/02/2021

Yes No

News article
contains hate
speech (actual)

Yes 9 (TP) 6 (FN) Total no. of actual
hate-speech content
news articles = 15

No 4 (FP) 10 (TN) Total no. of actual
non-hate-speech content
news articles = 14

Total no. of
detected
hate-speech
content news
articles = 13

Total no. of detected
non-hate-speech content
news articles = 16
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Table 3 Performance evaluation of the system for March 9, 2021

Total no. of political
news articles = 36

News article contains hate speech
(detected)

Date: 09/03/2021

Yes No

News article
contains hate
speech (actual)

Yes 9 (TP) 9 (FN) Total no. of actual
hate-speech content
news articles = 18

No 2 (FP) 16 (TN) Total no. of actual
non-hate-speech content
news articles = 18

Total no. of
detected
hate-speech
content news
articles = 11

Total no. of detected
non-hate-speech content
news articles = 25

Table 4 Performance evaluation of the system for March 30, 2021

Total no. of political
news articles = 48

News article contains hate speech
(detected)

Date: 30/03/2021

Yes No

News article
contains hate
speech (actual)

Yes 24 (TP) 7 (FN) Total no. of actual
hate-speech content
news articles = 31

No 6 (FP) 11 (TN) Total no. of actual
non-hate-speech content
news articles = 17

Total no. of
detected
hate-speech
content news
articles = 30

Total no. of detected
non-hate-speech content
news articles = 18

Table 5 Performance
measure of the system

Date Precision Recall F1-Score

February 26, 2021 0.692 0.600 0.643

March 9, 2021 0.818 0.500 0.621

March 30, 2021 0.800 0.774 0.787

In total 0.778 0.656 0.712
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7 Error Analysis

In order to find out the weakness of the system, the source of errors is investigated.
The confusion matrices show that the false negative (FN) is higher compared to the
false positive (FP). The two main causes are identified for these errors as follows:

1. Phrase-based matching error: The complex morphology of the language is the
root cause of thematching problem. This error could beminimized if our system
considered the morphological variations with high precision.

2. List of hate-speech-related key phrases: This key phrases list is not complete,
i.e., in this list, all possible hate-speech-related key phrases are not included.

Apart from these, some other problems are also identified. Some instances are
found in both (FN and FP) cases which signify that the context information is needed
to identify the hate speech from the text.

8 Conclusion

In the literature, it is seen that most of the works have been done for hate-speech
detection in Facebook, Twitter, and other social media data, but it is hardly found in
the news domain. Therefore, our work is one of the pioneering attempts to identify
hate speeches in political news articles. The complexity to detect hate speech in the
news article compared to other social media Facebook, Twitter, etc., is also explored.
Because the news content may include direct or indirect speeches and moderated by
editors. The error analysis gives hints to improve the accuracy. This result can be
considered as a benchmark and helps for further improvement.
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A Structural Equation Modeling
Approach for Adoption of Big Data
Analytics by SMEs in India

Subhodeep Mukherjee , Venkataiah Chittipaka ,
and Manish Mohan Baral

Abstract Big data means a large volume of data used and stored by different firms
in their day-to-day operations. It is a field that extracts and analyzes a complex,
large volume of data. This research is conducted to study the adoption of big data
in Indian SMEs using the TOE framework. This research created awareness for
the adoption of big data software in Indian SMEs. For this, a structured literature
review was conducted. Three independent variables, technological, organizational,
and environmental perspectives, are identified. Survey is carried out in the SMEswith
the help of questionnaires. The target population is IT managers, plant managers,
owners, and directors. For data analysis, exploratory factor analysis using SPSS
20.0 software and structural equation modeling using AMOS 20.0 software is used.
The developed model using three independent variables and one dependent variable
showed a good fit.

Keywords Big data · TOE framework · Indian SMEs · Structural equation
modeling · Exploratory factor analysis

1 Introduction

The information has begun to produce a massive volume in various fields throughout
the most recent years. It has been typical that the data will expand to a great extent.
It had been portrayed that big data (BD) is the dramatic development of complex
information for a vast scope as an advancing term [1]. As per [2], “major information
is the data resource portrayedby its volume, velocity, variety, variability, andvolatility
that requires explicit innovation and logical strategies for its change into esteem.”
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Various government establishments just started adopting BD in their offices. Most
researchers have found many advantages of using BD as it helps in handling massive
information amongmany sectors [3]. However, many firms are not ready to adopt the
latest technologies of BDdue to the cost of installations and the cost of handling it [4].
Thepresent circumstance features the requirement for another top to bottomexamina-
tion to comprehend the inspirations driving the amazing cycle of huge information
reception [5]. Indeed, even numerous analysts accepted that massive information
appropriation could essentially upgrade firm execution [6].

In the light of digitalization, where everyone utilizes new computerized innova-
tions, like cell phones and online media, design as far as raw data has become avail-
able principally to get a handle on, keep, examine, and use at a lowered cost [7, 8].
In this way, a pervasive and always expanding advanced record, commonly named
considerable information, is getting produced by every person globally. However,
notwithstanding the numerous advantages of BD, less exploration has occurred about
how organizations can receive it and make business esteem from such an innovation
[9]. Along these lines, there is an absence of comprehension of how organizations
manage the cycle of BD, usage, and worth age [10]. Accordingly, the appropriation
of creative advancements can deliver more business favorable circumstances and
openings for huge companies and small and medium-sized enterprises (SMEs).

2 Literature Review

2.1 Big Data Analytics in Small and Medium Enterprises

SMEs go about as the principal component of economic development by making
open positions and being creative and profitable [11–14]. BD is a recently arisen
technique for SME’s development, which empowers them to settle on better choices
about the market and clients’ requirements by depending on analytical instruments
[15]. It will also help them expand their severe status on the lookout. SMEs can get an
incentive from voluminous information by accepting the help of BD specialist orga-
nizations. The selection of BD in SMEs can be productive in handling the significant
difficulties of organizations. Utilizing BD and its insightful methods are not just for
enormous endeavors [16–18]. These days, independent companies likewise can use
the favorable circumstances and shrouded estimations of the high measures of on the
web and disconnected information to settle on dependable choices following their
organizations’ target [19, 20].

The intense feeling of rivalry among the SMEs in the market would compel them
to grasp BD’s appropriation to increment operative execution [21–24]. However,
advancement among SMEs ought not to be downplayed. The more significant part
of the current writing underscored BD’s significance in huge organizations [25]. Be
that as it may, most SMEs are hesitant to use BD, strategies in their organizations,
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or they neglect to have useful utilization of BD ventures, which is essential because
of an absence of comprehension and information about BD [26].

2.2 TOE Framework and Hypothesis Development

First proposed by Tornatzky et al. [27], the TOE system is a hypothetical structure at
the association level that clarifies factors that influence the way toward receiving and
rehearsing mechanical advancements from the innovative, hierarchical, and natural
points of view, as opposed to factors identified with the attributes and feelings of
people inside the association. Various investigations have checked the TOE struc-
ture’s viability in selecting different data frameworks and innovations. Three inde-
pendent variables are technological factors (TF), organizational factors (OF), and
environmental factors (EF). One dependent variable is big data adoption (BDA).

2.2.1 Technological Factors (TF)

Alharbi et al. [28] have characterized the relative advantage (RA) “as how much a
development is seen as being superior to the thought it overrides.” Earlier research,
for exampleAhmadi et al. [29], recommends that RA is an essential component of the
mechanical setting that is fit for empowering or debilitating innovation’s reception. It
had been characterized compatibility (COM) as “how much the development is seen
as predictable with the current qualities, past encounters, and needs of the expected
adopter” [30–32]. As per [33], complexity (COMP) is how much development is
seen as moderately hard to comprehend and utilize. The innovative products would
be less inclined to be executed if seen as the more aspiring and testing for actualizing.
Trialability (TR) is the degree to which IT advancement is conceivable to attempt
[34–37]. It has characterized TR “as how much a development might be explored
different avenues regarding restricted premise.”

H1: TF influences BDA in SMEs.

2.2.2 Organizational Factors (OF)

(Makena [38]) Characterizing top management support (TMS) refers to how many
administrators grasp and grasp another innovation framework’s innovative capac-
ities. Likewise, Kuan and Chau [39] describe TMS as the uplifting demeanor of
CEOs toward innovation reception. As indicated by Alsetoohy et al. [30], Queiroz,
and Wamba [40], organizational readiness (ORN) is referred as the degree for which
necessary hierarchical assets are accessible for use innovation BD [41–43]. For
instance, organizations need skilled labor (SL), such as information researchers,
information board specialists, and experts talented at working with huge scope data
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when receiving and using BD and business investigation [44–46]. Financial invest-
ment competence (FIC) refers to how firms can put resources into presenting and
working BD [47]. It takes a great deal of monetary venture to receive BD in firms,
including gear, programming bundle, and counseling [48–50].

H2: OF influences BDA in SMEs.

2.2.3 Environmental Factors (EF)

(Abed [51], Stjepić et al. [52]) Competitive pressure (CP) is one of the transcen-
dent precursors of IT advancements selection inside firms. Rivalry in an industry is
generally seen to affect the reception of IS advancements positively [53–55]. The
external support (ES) is re-evaluating had been shown as the primary drivers in the IT
development achievement, which can undoubtedly impact IT advancement reception
[56, 57]. Government regulations (GR) have been acknowledged as another essential
component in advancement selection [58, 59].

H3: EF influences BDA in the SMEs.

3 Research Methodology

3.1 Sampling

The data is collected through a structured questionnaire. Qualified academicians and
researchers checked the questionnaire. The questionnaire was sent to the employees
working in SMEs across India. The target populations were plant managers, IT
managers, directors, and owners. The sample is selected simple random method
from each strata because it enables population harmony from the subpopulation [60].
Four hundred fifty-nine respondents received the questionnaires; however, only 288
respondents provided usable, insightful questionnaires. For avoiding the biasness
of the data, few precautions are being taken. It is mentioned in the first page of
the questionnaire that the survey is for research purpose and it will not be used for
anything else. We used the Harman test to calculate the single factor after the data
was collected. The first factor showed a percentage of 26.445 which is below the
recommended threshold level of 50% [61]. So, we can say that the data collected is
not biased.
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3.2 Demographics of the Respondents

Table 1 shows the characteristics of the respondents for the survey. The firm in which
a total number of employees are in the range 51–100 respondents’ percentage was
18%, which is the highest. Followed by employees in the range 151–250, respon-
dent’s percentage was 17%. The rest are in the range 26–50 employee’s respon-
dent’s percentage with 16%, the range 1–9 employee’s respondent’s percentage was
15%, the range 101–150 employee’s respondent’s percentage was 14%, the range
10–25 employee’s respondent’s percentage was 12%, and the range 251 and above
employee’s respondent’s percentage was 8%. The percentages of respondents who
are directors are 29%,which is the highest. The plantmanager is 26%, the ITmanager
is 25%, and the owners are 20%. The percentages of respondents from the type of
medium enterprises are 39%, which is the highest. Followed by microenterprises are
31%, and small enterprises are 30%.

Table 1 Characteristics of
the respondents for the survey

Characteristics Percent

I. Total number of employees

A 1–9 employees 15

B 10–25 employees 12

C 26–50 employees 16

D 51–100 employees 18

E 101–150 employees 14

F 151–250 employees 17

G 251 and above 8

II. Respondents current position

A Owner 20

B Director 29

C Plant manager 26

D IT manager 25

III. Type of firms

A Microenterprises 31

B Small enterprises 30

C Medium enterprises 39
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Table 2 Cronbach’s alpha, composite reliability, rotated component matrix, and AVE for the
variables

Latent variable Indicators Cronbach’s alpha
(α)

Composite
reliability (CR)

Rotated
component matrix

AVE

TF RA 0.849 0.830 0.840 0.510

COMP 0.869

TR 0.882

COM 0.720

OF TMS 0.886 0.838 0.843 0.541

ORN 0.886

FIC 0.892

SL 0.838

EF CP 0.847 0.794 0.886 0.514

ES 0.898

GR 0.840

4 Data Analysis

4.1 Reliability and Validity

4.1.1 Cronbach’s Alpha

A reliability test is being performed with the data for each factor. Cronbach’s alpha
is considered as a measure of the scale reliability. Cronbach’s alpha (α) is being
calculated for all three factors. The values should be higher than 0.70 [62, 63].
Hence, all the values are within the threshold, as shown in Table 2.

4.1.2 Composite Reliability

For all the components, composite reliability (CR) was measured. It is measured
by its ability to provide better results in terms of internal consistency [64]. Three
CR constructs have > 0.7, which indicates the reliability of the composite reliability
measures [60, 62], as shown in Table 2.

4.2 Exploratory Factor Analysis (EFA)

Evaluation of the sample size was the first step of the EFA. For EFA, SPSS 20.0 has
been used. Bartlett’s sphericity test had inspected the correlations between the items
[65]. For current investigations, the KMO value is 0.741 which is greater than 0.60,
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Table 3 Discriminant validity matrix

CR AVE MSV MaXR (H) TP OP EP

TF 0.830 0.510 0.151 0.881 0.714

OF 0.838 0.541 0.010 0.894 0.046 0.735

EF 0.794 0.514 0.151 0.862 0.388 0.100 0.717

i.e., the minimum acceptance level. The principal axis factoring is the extraction
method used. Only values with values more significant than one have been extracted
because the maximum variance is explained. For these components, components 1
(32.396%), 2 (26.310%), and 3 present the share of the total variance (14.788%).
The cumulative proportion of all three components explained is 73.494%.

For interpreting the analysis results, the rotated component matrix is essential.
Rotation helps to group items, and the structure is simplified by at least more than
two items for each group. This is, therefore, the objective of the rotation objective.
We have achieved this goal in this research. Total 11 variables are grouped into three
components, as shown in Table 2.

4.3 Construct Validity (CV)

CV is the measure in which a test quantifies the idea or development that should be
quantified. CV does not have a cutoff [65].

4.3.1 Convergent Validity

This is measured by the help of the average variance extracted (AVE). As per [66],
the convergent validity AVE > 0.5. For the constructions, Table 3 shows AVE values.
Every value is more than 0.5, which satisfies all the building structures’ convergent
validity.

4.3.2 Divergent or Discriminant Validity

Fornell and Larcker [66] suggested that the AVE construct must be more than one
square for this validity to be calculated by the relationship between these constructs
and the other constructs. Table 3 represents the values for discriminant validitymatrix.
Hence, in Table 3, we can see that all the constructs, i.e., TF, OF, and EF values
for MSV, are lesser than AVE, which satisfies the discriminant validity of all the
constructs.
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4.4 Structural Equation Modeling (SEM)

For testing the proposed hypothesis taken in the study, SEM is used using the soft-
ware AMOS 22.0 [67]. This shows the results of the model. The final model and
latent variables and their indicators and their dependent variable are represented in
Fig. 1. TF: technological factors have four indicators RA, COMP, TR, and COM;
OF: organizational factors have four indicators TMS, ORN, FIC, and SL; EF: envi-
ronmental factors have three indicators CP, ES, and GR. One dependent variable
is BDA: big data adoption, which has four indicators: BDA1, BDA2, BDA3, and
BDA4. Table 4 shows model parameters.

Fig. 1 Final model for the adoption of BDA

Table 4 Model fit measures
for the confirmatory factor
analysis

Goodness-of-fit
Indices

Default Model Benchmark

Absolute goodness-of-fit measure

χ2/df
(CMIN/DF)

2.898 Lower limit: 1.0
Upper limit 2.0/3.0 or
5.0

GFI 0.908 >0.90

Incremental fit measure

CFI 0.934 �0.90

IFI 0.925 �0.90

TLI 0.917 �0.90
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Table 5 Path analysis result for structural model

Estimate SE CR P Hypothesis

TF ← BDA 0.405 0.138 2.94 *** Supported

OF ← BDA 0.180 0.075 2.40 *** Supported

EF ← BDA 0.318 0.086 3.69 *** Supported

Table 5 shows the path analysis result. Three hypotheses support the P-value
[68]. Hence, the three factors TF, OF, and EF have a positive impact on BDA. The
structural model explains 41.6% of the variance of BDA.

5 Discussion

The current research found that the TOE perspective plays an important role for BDA
in Indian SMEs. The indicators which had a significant impact are RA, COMP, TR,
COM, TMS, ORN, FIC, SL, CP, ES, and G.R. From the results, it is obvious that
the three components suggested by the framework help in BDA in Indian SMEs.
The KMO value is 0.741, which is greater than 0.6, which is within the threshold
level [60], which allows the data for factor analysis. The values below 0.4 were
suppressed in the rotated component matrix table. Only the values more than 0.4
were displayed as output. The component TF relates to the technological aspects for
adopting BDA. It comprises four sub-components: RA, COMP, TR, and COM, and
each loading is 0.840, 0.869, 0.882, and 0.720. OF relates to organizational aspects
for adopting BDA. It comprises four sub-components: TMS, ORN, FIC, and SL,
and each loading is 0.843, 0.886, 0.892, and 0.838. EF relates to the environmental
aspects of adopting BDA. It comprises three sub-components: CP, ES, and GR, and
each loading is 0.886, 0.898, and 0.840. Hence, the loadings of sub-components are
>|0.40|. In the present circumstances, BDA will play an important role in the smooth
running of the Indian SMEs.

Construct validity is also an essential component of the analysis. Hence, AVEwas
calculated,which is >0.5 for all the three constructs TF,OF, andEF,which satisfies the
convergent validity for all the constructs. Further divergent or discriminant validity
was also checked for all the three constructs, which shows MSV < AVE. Hence, this
criterion was also satisfied. Earlier research conducted by Lai et al. 2018 in logistics
and supply chain management for BD supported this research work. Another study
using the TOE framework in Korean firms for BD has supported this research [69].
Another study was conducted in the SMEs of Iran using the TOE framework for BD
and supported the results and other studies [70]. Hence, the current research is based
on a survey method, and a structured questionnaire was developed to collect data
from the respondents from various Indian SMEs. Finally, SEMwas performed to get
the model fit.
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6 Conclusion

This study’s main aim is to find out the role of BD in the Indian SMEs using the TOE
framework. For this, a structured literature review was conducted from the available
literature. TOE framework was identified for the research as many earlier IT-related
innovation adoptions studies being conducted using TOE. The target population was
owners, plant managers, IT managers, and directors. Three independent variables
were TF, OF, and EF. The dependent variable was BDA. For the analysis, EFA and
SEM were used. The model developed showed a good fit, and the three hypotheses
were accepted. This research was supported by other research work conducted in
different countries.

Further this study can be extended to other sectors or some other countries.

Annexure: Questionnaire

1. Name of the employee (optional):
2. Designation:
3. Total number of employees:
4. Type of firms

a. Microenterprises
b. Small enterprises
c. Medium enterprises

Please rate the following factors for your firm on the scale of 1–7, 1 for strongly
disagree, 2 for disagree, 3 for partially disagree, 4 for neutral, 5 for partially agree,
6 for agree, and 7 for strongly agree.

Questionnaire Please mark

Big data adoption 1 2 3 4 5 6 7

Our firm is interested in adopting big data

Our firm intends to adopt big data

I would not hesitate to recommend to adopt big data

I feel comfortable to recommend big data for my firm

Technological factors

Relative advantage

Complexity

Trialability

Compatibility

Organizational factors

Top management support

Organizational readiness

Skilled labor

Financial investment competence

(continued)
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(continued)

Questionnaire Please mark

Big data adoption 1 2 3 4 5 6 7

Environmental factors

Competitive pressure

External support

Government regulations
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Optimized Distributed Job Shop
Scheduling Using Balanced Job
Allocation and Modified Ant Colony
Optimization

S. Vivek, Kishan Rakesh, and Biju R. Mohan

Abstract Many challenges are being faced by the manufacturing industry: ensuring
profitable growth, reducing costs, increasing productivity, and giving quick responses
to customers. To become more productive, reduce transportation costs, and reduce
bottleneck on a single factory, industrial companies are shifting from single to dis-
tributed systems. Scheduling problems like distributed job shop, distributed flow
shop, and distributed process planning are becoming a popular field to study. We try
to solve the distributed job shop scheduling problem (DJSP) where the allocation
of jobs to different factories needs to be done and additionally, the determination
of good operation schedules for each factory. The goal of DJSP is to minimize the
makespan over all the factories. To solve this problem, we first use a method of allo-
cating jobs to factories to evenly distribute the workloads among all the factories.
Later, we use a bio-inspired algorithm on each factory after the allocations, namely
ant colony optimization to get a solution that is close to the most optimal solution.

Keywords Ant colony optimization · Job scheduling · Job shop · Pheromones ·
Heuristic algorithms · Makespan

1 Introduction

One of the major problems facing the manufacturing industry is that of scheduling.
The job scheduling problem is an extremely important factor in order to maximize
the productivity of a company. While there are many approaches to tackling the job
scheduling problem, there are now significantly more factors that are to be accounted
for. Namely, the presence of distributed workshops. This is problematic for the stan-
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dard job scheduling problem approaches as this distributed nature is not accounted
for. Therefore, there has been an increased focus on dealing with job scheduling
in a distributed workspace: distributed job shop, distributed flow shop, etc. While
effective approaches to the DJSP do exist, they are subject to improvement.

In this paper,we intend to improveupon the existing approach to tackling theDJSP.
The DJSP problem is comparable to the job scheduling problem. The job scheduling
problem deals with a factory containingmmachines, and a certain number of jobs are
meant to be processed on those machines. Thus, the factors to be accounted for are;
the time taken by the operations within the jobs, the precedence of those operations
to each other, as well as the assignment of jobs to machines. The distributed job
scheduling problem further adds the factor of the assignment of specific jobs to
specific factories. Therefore, DJSP is more complicated as it increases the number
of decisions to be taken. The additional decision is the allocation of jobs to different
factories. The second decision to be taken is similar to that of the regular JSP, i.e.,
the scheduling of operations on the machines within factories. This is done with
the intention of minimizing a specific performance criterion. Since a job scheduling
problem is strongly NP-hard, the DJSP is ordinarily NP-hard and the job scheduling
problem is attained when the number of factories, f is 1.

Due to the large complexity of this problem, for our model, we assume that all
of the factories have the same number of machines. We aim to reduce the maximum
completion (makespan) of the factories. We do this by first using a job allocation
algorithm to assign the jobs to factories such that theworkloads are evenly distributed
among all the factories, then making use of the modified ant colony optimization
(ACO) algorithm. The ant colony algorithm is a method of finding optimal paths
within a graph. It does this by mimicking the approach of ants in search of food.
Ants initially wander at random. After an ant finds a food source, it returns to the
ant colony leaving pheromones in its path in order to identify the route to the food.
When other ants come across the pheromones, there is a certain probability that they
are to follow that specific path. As subsequent ants follow the path and reach the
food, they, in turn, leave their own pheromones. As more ants follow that specific
path, the pheromones get stronger until there is a stream of ants following that path.
Since ants drop the pheromones every time they reach the food source, the strongest
pheromones are likely to be along the shorter paths. We use the same approach as
using pheromones to determine the best path on the graph of jobs.

In the literature survey section, we have talked about the various approaches
used previously to solve the DJSP. In the methodology, we first elaborate on the
problem statement and the constraints associated with it, then describe how the
DJSP is converted into a graph. The job assignment algorithm to evenly distribute
jobs among factories and the MACO applied to the graph is also described in the
methodology. In the results section, we compare the minimum maximum makespan
obtained using the proposed model and the existing models which uses traditional
job assignment followed by MACO.
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1.1 Contribution

Vivek andRakesh conceived the research.Vivek conceived anddesigned the balanced
job allocation algorithm and performed experimentation with parameters to optimize
the model. Rakesh integrated the balanced job allocation algorithm with modified
ant colony optimization and performed data accumulation and comparison with the
existingmodel. Vivek andRakesh conducted a literature survey,wrote and revised the
paper. Mohan performed supervision over the paper. All authors read and approved
the final manuscript.

2 Literature Survey

The job scheduling problem has been a popular topic of study for researchers. Col-
orni et al. [1] propose the ant system to find optimal solutions for job scheduling
problems. Guo et al. [2] propose a mathematical model which even considers energy
consumption to solve the distributed flexible job shop scheduling problem (FJSP).
Davis [3] proposes a new look to the initial population in the genetic algorithm to
enhance the effectiveness. Zhang et al. [4] have considered the transportation time
to transfer a job from one machine to another and propose an improved genetic
algorithm to solve the FJSP.

The DJSP has had relatively fewer researchers dealing with it. Awerbuch et al.
[5] was one of the pioneers in tackling the distributed job scheduling problem. They
propose an online algorithm for scheduling jobs in a competitive manner. Jia et al.
[6] propose a genetic algorithm approach in order to facilitate collaboration between
distributed plants. In order to solve the same problem in a multi-factory network,
in their next paper, Jia et al. [7] presented a modified genetic algorithm which uti-
lized a two-step encoding method that encodes the factory candidates and affects
operations and jobs. Subsequently, Jia et al. [8] refined their prior approach and pro-
posed a genetic algorithm integrated with Gantt Chart in order to derive the factory
schedule and combination. Naderi and Azab [9] proposed six mixed-integer linear
programmingmodels and analyzed them for performance. De Giovanni and Pezzella
[10] proposed an improved genetic algorithm model that utilizes gene encoding to
include information on job to flexible manufacturing units (FMU) and a greedy
decoding approach to determine job routings. It then uses a local search-based oper-
ator to refine the most promising individuals of each generation to improve solutions.
Chaouch et al. [11] propose a modified ant colony optimization algorithm to solve
the DJSP which involves a local search procedure on the solution given by ACO
algorithm. The exact problem with the constraints which we are trying to solve in
this paper is the distributed complete FJCP (C-FJSP) which is mentioned in [12] by
Zhang et al.

It is clear that the main objective of many approaches followed to solve the DJSP
is by finding the best scheduling to minimize a specified criterion. This criterion is
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Fig. 1 Flowchart of algorithm

generally maximum tardiness, total tardiness, or makespan. We are trying to reduce
the global makespan among all the factories using a job allocation algorithm that
distributes the workloads evenly among all the factories followed by a bio-inspired
modified ant colony optimization algorithm (MACO) to optimally schedule the jobs
in each factory.

3 Methodology

The following section illustrates the problem statement and research methodology
that is followed for the proposed work. An overview of our model is shown in Fig. 1.

3.1 Problem Statement and Constraints

The exact problemwe are trying to solve is the distributed version of theC-FJSPmen-
tioned in [12]. The distributed C-FJSP can be stated as: a set J = j1 . . . jn of mutually
independent jobs. Each of these jobs consists of a set of operations. Operation j + 1
of job i must be executed after operation j of the same job i. Any operation can be
executed on any machine as long as the dependency constraint between operations
of the same job is met. The factories are assumed to be geographically distributed.
All the factories are said to be identical; i.e., all the factories are assumed to have the
same set of machines M. Other constraints in the distributed C-FJSP which are:

– At time 0, all jobs are autonomous and ready to be processed, and all machines
are available at all times.

– A job cannot be moved to another factory after it has been allocated to one because
the remaining operations must be done in the same factory.

– All factories are capable of processing any job.
– There are no precedence constraints between the operations of different jobs.
– Each operation must be completed in a consistent manner throughout the course
of its processing period and on the allocated machine.
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Table 1 Processing time matrix

Job Machine 1 Machine 2 Processing route

1 4 7 {1, 2}

2 3 5 {2, 1}

3 5 2 {2, 1}

– At most, one machine can process a job at a time, and one machine can process
only one job at any given time.

– Machine setup times and transit times between operations are minimal.

Given these constraints, we need to schedule jobs in the factories so as to reduce
the global makespan among all the factories.

3.2 Graphical Representation of the DJSP

The processing timematrix given as the input for each factory after the job allocation
phase is transformed into an equivalent graph on which the ACO algorithm is applied
to get an optimized schedule. The graph has a source and a sink node. The remaining
nodes represent an operation of each job assigned to that factory. A node N (i, j, w j )

represents the j th operation of the i th job, and w j represents the processing time of
the operation j of job i. Directed edges exist between operations of the same job; i.e.,
directed edges exist from nodes N (i, j, w j ) to N (i, j + 1, w j+1) where j represents
the j th operation of the i th job and j + 1 represents the j + 1th operation of the i th
job. Undirected edges exist between the nodes N (i, j, w j ) and N (k,m, wm) where i
�= k. The weight of an edge from the Node N (i, j, w j ) to N (k,m, wm) is equal towm

which is the processing time of the operation to which the ant wants to travel to from
the operation N (i, j, w j ). Figure2 represents the equivalent graphical representation
for the processing time matrix of the jobs given in Table 1.

3.3 Job Assignment Phase

Job assignment is an integral phase in solving the DJSP. Our job allocation algorithm
aims to equalize the workloads in different factories as much as possible. In the first
part of allocation, we use the first step of the job-facility assignment rule introduced
in [6]. In this first step, the workload of each job j is defined as follows:

workload( j) =
⎛
⎝∑

i∈ j

Wi, j

⎞
⎠ (1)
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Fig. 2 Graphical
representation of the DJSP

whereWi, j is the processing time of the i th operation of the j th job. The workload of
each job is made equal to the sum of all its operation’s processing time as described in
Eq. (1). Then, the jobs are ranked in the descending order of their workloads. Given
there are f factories, the first n jobs are allocated to factories 1 . . . n, respectively.

In the second phase of the allocation, to assign the next job, the workloads of
all the machines in each factory are sorted in descending order and the operations
of the job to be assigned are sorted in ascending order. These sorted workloads and
operation processing times are added up to get the new workloads of the machines,
and the maximum among these new workloads is calculated for each factory. The
job is then assigned to the factory with a minimum new workload. This procedure
repeats, and the workloads keep getting updated until all the jobs are assigned.

The pseudocode below shows the main steps involved in the second phase of job
allocation:

1. Begin
2. For each job which is yet to be assigned to a factory do:
3. Sort the operations of the selected job in ascending order
4. Sort the workloads of all the machines in each factory in descending order
5. Initialize NewMinMaximumWorkload = MathMax
6. selected factory = −1
7. For each factory f, do:
8. Add the sorted workloads of the machines and sorted operations of the job

as two vectors to get the new optimal workloads assuming the job is assigned to
the factory f.

9. Find the maximum new workload for the factory f among all its machines,
let’s say it is Fmax

10. UpdateNewMinMaximumWorkload=Minimum(NewMinMaximumWorkload,
Fmax)

11. If (NewMinMaximumWorkload = Fmax) Then
12. selected factory = f
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Table 2 Job matrix

Job Operation 1 Operation 2 Total workload Initial rank

1 12 6 18 2

2 11 10 21 1

3 8 5 13 3

13. The job is assigned to the selected factory
14. Update the workloads of all the machines in the selected factory.
15. End.

Given there are two factories, two machines, and for the job matrix given in
Table 2, by the allocation algorithm, Job 2 is assigned to factory 1, and Jobs 1, 3 are
assigned to factory 2.

3.4 Ant Colony Algorithm

The traditional ACO algorithm is applied on the graph generated for each factory
after the balanced job allocation is done. A fixed number of ants are spawned at
the source node of the input graph for the factory, and pheromone values of all the
edges are initialized to 0. The ants make the decision of choosing the next node to
move to based on the weight of the edge and the pheromone value of the edge to that
node using a randomly spun roulette wheel which gives more weightage to the edge
having a lesser weight and more pheromone value. An ant is permitted to move from
its current Node N1 (i, j, w j ) to a neighboring Node N2 (k,m, wm) if the following
conditions are met:

– The ant should not have previously visited N2.
– If i = k, then m = j + 1, i.e., it can visit the next operation of the same job.
– If i �= k, then the ant must have visited all the previous operations of the job k, i.e.,
all Nodes N (k, p, wp) such that p < m, must be visited by the ant.

– If N2 is the destination node.

The pheromone value of the edge along which the ant moves is increased. The
pheromone values of edges are reduced after every movement of the ants due to
evaporation.

This process is repeated until all the ants have visited all the nodes which complete
one cycle giving us a possible schedule from each ant. This cycle is repeated multiple
times but spawning new ants again on the existing graph with the pheromone values
updated by the previous set of ants. Such multiple cycles are repeated a fixed number
of times to get the final optimal schedule from the ant which recorded the minimum
makespan among all the cycles. This is done for each factory to get the global
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Table 3 Table of results

No. of jobs No. of factories Avg max
makespan
(existing)

Avg max
makespan
(proposed)

Difference (%)

7 2 376.13 357.80 4.87

12 3 384.87 368.87 4.16

15 4 404.53 387.13 4.30

makespan which is the maximum makespan among all the minimum makespan of
each factory.

3.5 Modified Ant Colony Optimisation

The solution given by the ant colony algorithm is fed into the MACO algorithm
mentioned in [11]. The MACO uses a procedure called local search to get a better
solution using the existing solution by scheduling an already scheduled operation
to a machine that is free at that time. The improvement is first done by taking the
job which was last scheduled within a factory by the ant colony algorithm. The
constraints to schedule this operation are mentioned in [11]. The DJSP constraints
are also respected by theMACO.Good results were observed as stated in [11]; hence,
we incorporate MACO at the last stage of our model to give the final schedule which
gives an optimal global makespan.

4 Results and Analysis

The job allocation algorithm used gave better results. The maximum makespan
among all the factories using the innovative distribution was lesser compared to the
original distribution methodology, as the workloads were evenly distributed among
all the factories in the job allocation phase. In order to assess the performance of our
model, we used random values as work times for the jobs, compared the maximum
makespan of our algorithm to the existing algorithm, and then applied the MACO
algorithm having the same parameters of ant colony optimization.We performed this
comparison with different numbers of factories and jobs (Table3).

Our model gives an improvement of approximately 4% (Figs. 3 and 4).
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Fig. 3 Gantt Chart of job scheduling obtained using the existing allocation algorithm followed by
MACO (maxmakespan 253 units)

5 Conclusion

The distributed job scheduling problem is an important problem for the manufactur-
ing sector as well as operations research. While existing models do exist, they are
subject to further optimization. Our proposed model which uses an allocation algo-
rithm that balances the workloads among different factories performs better than the
existing model in all the cases that we experimented for. This improvement reduces
the maximum makespan by 4% on randomly generated datasets. We believe there
is potential for further improvement to the performance of the algorithm by exper-
imenting with the different parameters, such as the initial pheromones and the rate
of modification of the pheromones.
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Fig. 4 Gantt Chart of job scheduling obtained using the proposed allocation algorithm followed
by MACO (maxmakespan 240 units)
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Detection of Copy–Move Image Forgery
Applying Robust Matching with K-D
Tree Sorting

Partha Chakraborty , Sabakun Nahar Tafhim, Mahmuda Khatun,
Md. Abu Sayed, Sabab Zulfiker, Priyanka Paul, Md. Farhad Hossain,
and Tanupriya Choudhury

Abstract Digital images contribute significantly to the field of visualization. Using
stronger technology, digital image forgery is easier. The most common method
of image forgery is to re-create a portion of a person’s location or to conceal a
portion of an image. In our paper, we worked on detecting region duplication forgery
using COMOFORD databases by utilizing the discrete cosine transform (DCT), k-
dimensional tree (k-d tree) for sorting efficiently, and a robust matching method.
Here, the size of the block will be 16 × 16, and it will be divided into four blocks.
This study can detect forged portions for PNG images with better performance by
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highlighting the images with a quality factor of 0.5 and a threshold value of 10, as
well as gives good results for JPEG images.

Keywords Image detection · Robust matching · K-D tree sorting · Image forgery ·
DCT

1 Introduction

We are living in such an era where people are able to share any kind of information
with each other, located on every side of the world, with the least amount of cost by
using the Internet. Widespread accessibility of technology and the negligible cost of
equipment make it very convenient for daily life. The photography system provides
a sophisticated medium for image modification with a top-notch appearance. For
this reason, we are highly at risk of facing numerous threats related to our identity,
financial security, as well asmany national safety issues.We cannot completely avoid
or be free of these dangers. People can share images on a variety of different Internet
platforms. Digital images are assigned to various information and can be skillfully
modified as a result of a limited but adequate protection system.The easy accessibility
of editing software tools on all devices means that image editing has become an easy-
going job at present. Edited images alter the original affection provided by the real
image, which may contain threats to information security for people.

Many procedures exist to detect forgery in images, making it difficult to find
more practical and perfect implementation procedures. Which algorithm has the
best performance? It could have a high rate of false-positive detection. Further-
more, runtime capabilities are a critical component in determining how efficiently
an algorithm works and ensuring the algorithm’s usability. They are different in
performance. Some provide good real-time performance, while others provide better
results through modifications, and still others detect different geometrical modifica-
tions. The purpose of the research work is to inspect the existing forgery detection
procedures for images for complexity reduction [1].

2 Literature Review

For image forgery detection, many researchers have done related work at different
times. This paper established a combined procedure for copy–movement forgery
supported by scale invariant transformation features as well as the Fourier-Mellin
technique [2]. This paper worked on a detection method named blind copy–move
forgery by deploying theKS and SVD testingmethods [3]. They proposed aDCT and
cellular automata-based robust copy–movement fraud descriptor in [4]. Parveen et al.
[5] suggested block-based copy–move picture fraud detection using DCT. Prakash
et al. [6] worked on detecting copy–move forgeries using AKAZE and SIFT key
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point extraction. Hegazi et al. [7] discovered a density-based clustering approach
with satisfied outlier dismissal based on a copy-moving forgery approach. Tan et al.
[8] conducted a review of digital image copy forgery detection for localization using
passive procedures. The paper worked on a copy-moving forgery approach based
on modified key point extortion and pairing [9]. Mushtaq and Mir [10] worked on
copy movement forgery detection for pictures. Mahmood et al. [11] suggested a
robust stationary wavelet and DCT approach in order to detect and localize copy
movement forgery. Ouyang et al. [12] developed a comprehensive copy movement
forgery approach by combining Zernike moments and the pyramid model. Emam
et al. [13] developed a two-stage key point detection system capable of detecting
region duplication forgeries in digital images. Rasse [14] examine the detection
of digital picture splicing forgeries using illumination color estimation. Kaur and
Sharma [15] are working on improving the prevention of duplicate fraud technique.
In this work, the author has experimented with the DCT and wavelet transformations
[16]. This paper has conducted extensive research into various types of picture forg-
eries [17]. This paper investigated features to detect forgeries using a copy-moving
forgery [18]. These study investigated the identification of copy–move frauds in
digital pictures [19]. The emphasis of the research was on passive forensics for
copy–move forgeries utilizing a DCT-based technique [20]. They investigated the
copy–move forgery approach using cellular automata in [21]. This paper has worked
on copy–move detection by merging cellular automata with regional binary patterns
[22]. Create a system that uses template and HOG features for object detection in
[23]. Create a method for robots to compute the degree of visual focus of human
attention [24, 25], which tries to find object instances in unknown image sources.
Make a system that uses face detection to obtain automatic student attendance [26].

3 Methodology

The proposed system used in this study is described in Fig. 1.

3.1 Taking Input Image

An input picture is a pixel-by-pixel modification of a source images. Detection of
that input image in Fig. 2 has a higher value (less match) and a lower value (stronger
match). In the input image, the threshold number of pitches appears to be copied
together for it to be considered a forged region by the algorithm.
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Fig. 1 Proposed system model

 

Fig. 2 Image compression block diagram using DCT

3.2 Divide Image into Overlapping Block

In order to detect copy–move fraud in pictures, the standardized shifting matrix
counter C must be increased by one for each identical pairing of blocks:

C(d1,d2) = C(d1,d2) + 1
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Displacement vectors are designed as well as in the ordered matrix A. Counter C
is augmented in every combination of progressively fitting rows. Before this process
begins, the displacement vector C is reset to null. Finally, in the pairing procedure,
timerC represents the frequency throughwhich separate scaled displacement vectors
emerge.Theprogram then searches for any standardizeddisplacement vectors—d(1),
d(2) … d(n), wherein frequency surpasses a consumer threshold K:

C (r)
(d) > K

For all r = 1, n.
The size of the smallest part that can be recognized by the method is proportional

to the threshold K value. Larger numbers may cause the algorithm to overlook some
blocks that aren’t quite so tightly matched.

3.3 DCT Calculation

The DCT is a transform that is connected to the Fourier series. The Fourier series
constants of a periodically and symmetrically long sequence are frequently related to
the DCTs. There are eight standard DCT variations, with four of them being the most
prevalent. The most common discrete cosine transform variation is the kind-II DCT,
which is often referred as “essentially the DCT.” The type-III DCT, as its inverse, is
indeed referred to as the inverse DCT or the IDCT. Because of its solid power density,
the DCT, and particularly the DCTII, is widely used in signal and image processing,
particularly for overfitting compression. In typical applications, a significant amount
of channel estimation is contained in a small group of low DCT processes [2].

3.4 K-D Tree Sorting Calculation

K-D trees are a suitable data structure for a wide range of purposes, particularly
searches involving connecting multidimensional search keys. It has been discovered
that the othermethods’ weakest point is that if toomany blocks are incorrectly paired,
this leads to incorrect hypotheses on the dominant shift vectors, rendering the result
only usable large images as well as on minor images.

This performance completely changes when using a k-d tree. Here, the moment
features detect operations in all images. Only, FMT and DCT crops have better
detection in large image in Fig. 3. Among the color-based methods, COLOR 3 is
the most effective. The structures of COLOR 1 and COLOR 2 have very high false-
positive rates and cannot be constantly used for detection.Actually, themore balanced
distance computation of the k-d tree makes the nature of most feature vectors better
(Fig. 4).
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Fig. 3 Feature test K-D tree sorting

Fig. 4 Feature test k-d tree representation with small images

In Fig. 3, every feature can be used to detect copy–move forgeries with a k-d tree.
Only, MOMENTS 2 and COLOR 3 presented difficulties with a single small image.
Upon closer examination, one can see that the error rates of the small images exhibit
a very low false-positive rate for all methods [3].

3.5 Common Shift Sector Analysis

All AC frequency components for 16 × 16 blocks are 2.5 times greater on average
than for 8 × 8 blocks, according to experiments, and the DC factor is two times
as large. As a consequence, in the following of the 16 × 16 blocks, the frequency
modulation matrix (for the Q-factor Q) required to compute the frequency domain
has a different shape in Fig. 5.

I is an 8 × 8 unit matrix, and qij is a standard JPEG normalization matrix with
a center frequency of Q where all components are equivalent to one. This is under-
standable because it is an impromptu test, yet the matrix functioned well throughout
the practical tests and subtle tweaks to thematrix had a small impact on the outcomes.
We stopped looking into the quantization matrix selection [4].
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Fig. 5 Common shift sector analysis

3.6 Forgery Detection Using Pixels

Full steps in Fig. 6 are described below:

I. Image splicing is a technique that uses a mixture of multiple or perhaps more
mutual photos to generate a fake image, or a method that uses a mixture of two
or perhaps more mutual photos to make a convincing photograph.

II. The images are modified less in image retouching. It only highlights a few of
the image’s many facets.

III. The replicamovement forgery is one of the best solid forgeries. This is themost
major form of picture tampering, in which information is added or removed
by coating a section of an image. A copy–move operation is one in which
a segment of a picture is cut and pasted into another segment of a compa-
rable image. In the following, there is an overview of copy–move forgery:
(1) Copy–move without reflection; (2) Copy–move with different scaling; (3)
Copy–move with different scaling; (4) Rotate the copy–move. According to
the literature review, copy–move and forgery sequence information are clas-
sified into two types. (1) A method based on blocks, (2) A method focused on
key points.

Fig. 6 Forgery detection
using pixels
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3.7 Color the Pixels in Duplicated Region

The following requirements for the detection algorithm can be directed at:

I. An approximate comparison of image object segments must be possible with
the detecting technique.

II. There must work for a fair length of time and produce a minimal false positive
rate, such as locating erroneously linked regions.

III. It is also worth mentioning that instead of a mixture of tiny patches or single
pixels, the fabricated portion will most likely be a linking element.

3.8 Exact and Robust Match

The user requires the smallest segment size that should be considered for the match
at first. Assume this segment is a BB pixel square. A matrix has rows which are
lexicographically sorted (as BB numeric data points) in order to classify the identical
rows. In MN log2 (MN) phase, this can be done. MN log2 (MN) phases can be used
to accomplish this. The matching rows in Fig. 7 can be found by searching for the
sorted matrix A presenting MN rows for two comparable concurrent rows.

Robust match detection is the same as targeted search detection in that we sort
and compare the blocks’ robust representation, which includes quantized DCT coef-
ficients, rather than their pixel representation. The algorithm also considers each
matching block pair’s shared positions and only produces an exact block pair when
there are several other corresponding combinations in about the same reciprocal
location (shift vector). The technique maintains the positions of matching blocks in
a different section. As an example—the dimensions of a block’s uppermost left pixel
are used to determine its own location and increase a displacement vector counter C
if two following rows of the ordered matrix A are detected. Let’s denote the locations
of the two identical blocks (i1, i2) and (j1, j2), respectively.

Fig. 7 Results of the
experimental algorithm
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D = (d1, d2) = (i1− j1, i2− j2)

is the displacement vector between the two matched blocks.
The displacement vectors d is regularized since the displacement vectors—d as

well as d correlated to the same displacement.

4 Experimental Details

In this experiment, we used an AMD A8 processor. It is a very simple processor but
works smoothly. For problem solving, we use a 64-bit operating system, 2.00 GHz
graphics, and the MATLAB software; the three parts of the coding section are as
follows:

I. In the first section, a color image known as a suspected image is printed. The
first section is linked to the second and third sections.

II. In the second section, overlapping blocks are divided using a robust matching
DCT matrix design. The size of the block will be a 16× 16 matrix, and it will
be divided into four blocks and a compute DCT matrix.

III. In the third part, we detect a forged region. Before computing the shift vector,
the data are sorted using the k-d tree. We convert the detected part into an RGB
color image.

In the test results, the sample result is displayed shown in Figs. 8 and 9. Here, three
test results are found by applying the above methods. The image has been tempered
with a quality factor and a threshold for locating common shift vectors. This JPEG
image was divided into overlapping blocks, DCT’d, and then sorted using a k-d tree.
The shift vector is then computed. In this PNG-formatted image, two common shift
vectors are obtained.

The detection of the input image has a higher value (less match) and a lower value
(stronger match) in each of the three input images. The threshold number of pitches
appears to be copied together in the given picture of this computation to consider it
a forged region divided into overlapping blocks. Here, we use MATLAB software.

The size of the block in the second portion of the input picture will be a 16 ×
16 matrix, split into four blocks. This work is able to detect forged portions after
modification. In this case, we are going to use a quality factor of 0.5 and a threshold
of 10. We computed the DCT matrix here.

Here, we detect forged regions. The k-d tree sorts and then computes the shift
vector. We make an RGB image out of it shown in Fig. 9. In this PNG-formatted
image, two common shift vectors are obtained.

Two common shift vectors are obtained in this image. In the detected forged region
of the image, a color is assigned to the forged region. The image is highlighted with
a quality factor of 0.5 and a threshold value of 10, which gives better performance
in detection. We used the COMOFORD database in our research, which included
60 tempered photos. In these photos, this technique correctly and efficiently detects
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Fig. 8 Tempered image and highlighting with quality factor and threshold for finding common
shift vector

Fig. 9 Forged region detection

most copy–move forgeries. We can see that the previous approach failed to detect
fraud in the jpeg format of images. However, there is anothermethod to detect forgery
in jpeg format images. DCT may also be used to identify image forgeries, with good
results for jpeg images, as seen in the figure. Detecting forged digital photographs
is being accomplished in a variety of ways. In this case, we discovered a region of
copy picture forging, which is a technique for duplicating and pasting a section of
an image.
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5 Discussion

Copy–move forging is one of the most frequent counterfeit techniques. Several
researchers have defined a variety of methods for detecting altered photos.

However, before being pasted, the duplicated portions are sometimes rotated or
flipped. In our paper work, we adopted an effectivemethod for digital images in order
to perceive the identical area in the image. To begin, the image is subdivided into
adjoining rectangular blocks, which are then used to generate overlapping blocks.
Second, the DCT transformation is used to restrict the search area and makes the
search unit more resistant to post-processing operations like compression and rota-
tion. Finally, the feature vectors are sorted using a k-d tree after they have been
transformed. The output is shown in Figs. 10 and 11.

Fig. 10 Tempered image and highlighting with quality factor and threshold for finding common
shift vector

Fig. 11 Forged region detection
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We are now working on detecting copy–move image fraud utilizing robust
matching and k-d tree sorting. It onlyworkswith compressed photos; original images
are not supported. To improve query performance and accuracy, we want to modify
the data structures evenmore. Even if the pasted region has been rotated or translated,
this method still works.

6 Conclusion

On the COMOFORD database, we utilized a DCT transformation technique and a
robust matching method to identify region replication forgery and obtain efficient
results. The obtained result is shown in Figs. 12 and 13.

Our future target is to work on our own large dataset and modify the DCT and
k-d tree sorting data structures for jpeg images to acquire noticeable results. We will
also try to modify the model in such a way that it can work with the original images.

Fig. 12 Tempered image and highlighting with quality factor and threshold for finding common
shift vector
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Fig. 13 Forged region detection
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Abstract OCRmeans optical character recognition, which is a text extraction tech-
nology that works with photos, scanned data, and PDF documents. By extracting text
data, OCR systems typically convert non-editable, non-searchable documents into
editable, searchable files.As a result, informationfinding and identification fromdigi-
tized files is simplified. R bindings are provided by the Tesseract package. Tesseract
is a strong optical character recognition (OCR) engine with over 100 languages
supported. The engine is highly customizable, allowing you to fine-tune the detec-
tion algorithms to achieve the best possible results. With the help of Tesseract OCR
technology, a method for extracting texts from photos was created. Any image can
be used as input for the proposed OCR system, which converts it into a searchable
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text document. Furthermore, this system can search for words within the generated
text and display the Bengali meaning terms. It finds the words and lines first, then
identifies the words, then the static character classifier classifies the character, then
does analysis, and finally an adaptive classifier. It is a framework which also includes
a natural language processing approach for classifying commonly used terms with
Bangla meanings from the output text, in addition to OCR.

Keywords Tesseract · OCR · NLP · Bangla translation · NLTK

1 Introduction

In the field of information technology, image processing has become a hot topic.
It falls within the category of digital signal processing. One of the most common
applications of image processing is optical character recognition (OCR). Tesseract
is an open-standard OCR engine that can adapt to a variety of scripts and languages.
Aside from providing a corpus of text, very little customization is necessary for a
different language [23]. When we introduce an object to ourselves, our brains or
our generic identification system begins retrieving important characteristics of the
object, such as color, width, form, and scale. In the memory region, certain attributes
are saved. The brain is currently attempting to find the closest match for those words.

Attributes are retrieved from the whole collection of objects already included
in it. This is what we should call a regular library. When it identifies a match, it
returns the associated entity or signal from the standard library as the final result.
Character interpretation looks to be a simple operation for humans, but teaching
a system to evaluate and eventually recognize a character accurately is a difficult
undertaking. OCR is such an invention that gives computers the ability to use their
vision to extract data from images in order to extract useful information and makes it
editable by computers. OCR technology allows scanned pictures of text or symbols
(for example, a dictionary page) to be converted into text that a computer model can
recognize and modify. The most well-known example is the ability to understand a
paper document on a device and subsequently edit it with common word processors
like Microsoft Word. Furthermore, the OCR technique can be used in a variety of
ways, as well, such as part of a large-scale system integrating recognition methods.
For example, the recognition system of number plates or tools for creating materials
from written text for SALT development. Badla proposed [4] the optical character
recognition (OCR) approach has been used to turn written/image texts into editable
text in a range of applications using scanners, computers, tablets, and other devices.
If programmers aim to increase the OCR system’s performance so that it can work
effectively on mobile devices, they will.

Tesseract is a famous OCR engine at the moment. Tesseract is called an accessible
OCR engine developed by HP from 1984 to 1994 [17]. It appeared out of nowhere,
blazed brilliantly with its discoveries, and then vanished behind the same veil of
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identity that it had been established behind. HP declared the Tesseract engine open-
source software with information about its design in late 2005. Tesseract began as
a Ph.D. research study [20] at HP Research labs in Bristol, and it quickly gained
popularity as a possible hardware besides the software components add-on for HP’s
flatbed scanner series. The Tesseract OCR engine was developed in response to the
fact that the professional OCR engine at the time was still in its infancy and had
disastrously failed with all but high-resolution prints. This proposal’s goal is to make
document handling and finding simple for users by allowing them to query through
pictures or non-text content. This project creates anOCR technology that allows users
to search for sheet-based information very quickly instead of for hours. It cuts or
removes time-consuming data input by mechanically retrieving info from paper and
placing it as it is needed. It allows totally newmethods to handle documents, removing
the need for ‘personal touch’ and reducing costs and response time substantially.
The suggested project is helpful for Bangla speakers and writers since it displays
the meaning of a word in Bangla from OCR-extracted texts. The objectives of our
approach are

• Capture words, text, or sentences from the input image and convert them into
human readable, editable text, and sentences.

• It will also provide the Bangla meaning of the output text/sentence. Hopefully, in
the future, we will be able to add many more languages to translate into.

In this paper, Sect. 2 described the literature review of the OCR engine; Sect. 3
showed the overall methodology of how this approach works; Sect. 4 discussed the
analysis; Sect. 5 was for performance results and finally Sect. 6 conclusions and the
limitations.

2 Related Work

Kumar et al. [12] suggested an OCR-initiated segmentation approach for hand-
written Gurumukhi scripts, detailing the whole segmentation method as well as the
digital operation and preprocessed techniques for contact character identification and
segmentation. Kumar and Singh [11] created an OCR model and put it to the test
in a variety of publications. The results were encouraging, and they were proven
with excellent precision. They present a method for segmenting a scanned docu-
ment image into words, lines, and characters only. To deconstruct complex letters
into conspicuous form elements for Bangla OCR, Pramanik and Bag [14] devised a
unique structure conformational change segmentation approach [1, 2, 8, 15, 16, 24].
To breakdown compound features into significant form components, they presented
a unique shape decomposition-based segmentation technique in this study. Their
strategy is to concentrate solely on the deconstruction of complex characters. Through
testing, the recommended approachwas found to have acceptable recognition quality.
A sophisticated OCR engine has only recently been developed [10] which will give
a proper guideline for which font will provide better OCR recognition. GOCR is
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now a freeware OCR engine which transfers photos to various types of texts. For
this engine speed, correctness, and its ease, ‘GOCR’ is extremely useful, Dhiman
and Singh [9] with a handwritten text in the background, their approach is difficult
to execute. Pozo et al. [13] have created a system that uses a commercially available
mobile device with an attached camera to convert and understand printed publica-
tions. Whenever applied to letters with a minimal level of 20-pixel height, it has
the best potential. Cuneiform is a free and open OCR engine created by cognitive
technology [6]. It supports a wide range of languages while preserving the format of
the text. This generated text can be in HTML, RTF, email, or other formats. ABBYY
FineReader is a famous OCR application that uses expertise to identify words in
electronic materials [3]. This tool can extract content from a wide range of electronic
assets, including PDFs, images, and even video frames. The FineReader employs a
smart technique to ensure the picture’s shape during the text extraction method. Easy
OCR is also another common OCR engine. Easy OCR outperforms all these other
OCR engines when it comes to number detection and recognition. The handcraft
method [7] is used for detecting, while the CRNN [18] is used for identification.
Extraction of features, pattern tagging (LSTM), but also decoders, are the three basic
phases (CTC).

3 Methodology

Using the Tesseract OCR engine, [22] was utilized to recover sentences from photos
throughout the proposed model. The Tesseract OCR system [22] derives textual
content from its approach part. Figure 1 shows how it performed in the five following
phases. The following steps are as follows.

3.1 Word and Line Finding

To begin, a picture is fed into the Tesseract OCR engine [22]. It then attempts to find
every line and each word in the picture. Those stages in Fig. 2 can also be divided
into lines as well as words discovery.

Line Finding: The line recognition method [21] is meant to identify warped paper
without needing to de-skew it, preserving the quality of the image. Blob sorting
and line creation are critical aspects of the procedure. First, it examines the page

Fig. 1 System diagram
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Fig. 2 Word and line finding

Fig. 3 Sample for baseline
curved fitted

layout and calculates a text size that is fairly uniform by taking the meaning of all
word heights. The OCR engine then recognizes the patterns based on their estimated
height.

Baseline Fitting: The baselines employing a quadratic spline fittedmore closely after
text lines were recognized. The Tesseract engine for such an OCR machine was the
first to use baseline estimation. Tesseract could be used to extract data from curved
baseline pages of documentation for this purpose. The starting points/baseline are
suited to categories with a fairly steady displacement of the linear baseline original
by dividing the blobs. Figure 3 depicts a text line with appropriate starting points, an
ascender line, a descender line, and a meaning line.

Fixed-Pitch Detection and Chopping: Because all letters in fixed-pitch texts are
the same width, chopping occurs at predetermined intervals, as well as the chopped
blobs are presented for acknowledgment. The pitch of the words causes the Tesseract
to divide them into characters. Figure 4 demonstrates a common fixed-pitching word
[25].

ProportionalWordFinding: It is tough to parse wordswith text spacingwith a fixed
pitch or proportionality of textual spacing. Thework isn’t easy. Figure 5 denotes some
tough word spacing is demonstrated by some hard word spacing samples. To address
these issues, with the problematic space of words, Tesseract then tests changes in
restricted vertical ranges across starting point lines [22].

Fig. 4 Fixed pitching
chopped word

Fig. 5 Difficult spacing
word
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Fig. 6 Recognition
approach of word

Fig. 7 Chop figures and chop marks for the applicant [22]

3.2 Recognized Words

The approach to recognizing words is dependent on the textual format [22]. The
result of the line finding is first classified. The anti-fixed pitched is the only part of
the word recognition stage that is relevant. Figure 6 shows how the word recognition
approach works in two phases.

Chopping Joined Characters: Because categorizing a word alone produces insuf-
ficient results, Tesseract improves the output by slicing the words from the character
classifier with the lowest accuracy. Possible chop sites are found by looking at all the
concave vertices of the polygonal representation of the portion outlines. In Fig. 7,
the areas for candidates are depicted as triangles.

Associating Broken Characters: If the term additionally requires valuable details,
it is granted to the associator once all chops have been made. Throughout this stage,
disconnected blobs are grouped for the search using an A * into suitable characters
technique. In that move, Tesseract’s use of the A * algorithm provides a significantly
higher accuracy point than several OCR techniques.

3.3 Classification of Static Character

Functions: Tesseract iterations [5, 19] employed a static classifier that was unaf-
fected by font face or size. However, they were insufficiently trustworthy to address
the issues encountered in real-world photos. The training step includes the usage of
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Fig. 8 Classify static character: prototypes are matched in terms of features

polygonal approximated components as characteristics. However, in the identifica-
tion process, few adjusted characteristics are retrieved from the outline, and linked
multiform-to-one with linked model characteristics from the results after training is
displayed in Fig. 8. The unidentified character’s attributes are three-dimensional: x,
y, and angle; model features are four-dimensional: x, y, angle, and length [22].

Training Data: Tesseract’s algorithm was not trained on fragmented characters
because it could not properly distinguish between cracked and detached charac-
ters. Instead, it was trained on 20 samples of 94 characters from eight typefaces.
Other OCR engines require a far larger number of training samples than this [22].

3.4 Linguistic Analysis

Tesseract has a relatively low linguistic dependency when compared to many other
OCR engines. Tesseract only considers linguistics when a new segmentation is being
evaluated. The Tesseract, on the other hand, would pick one chop over the other to
construct a phrase.

3.5 Adaptive Classifier

Tesseract’s static classification must be proficient at generalizing multiple character
sets, but it fails to distinguish between individual characters among the characters
and the anti-characters. The constant classifier’s output is used to train a more font-
sensitive adaptable classifier for further granular identification. When the amount
of font-specific data on a Web page is minimized, the quantity of differentiation
increases.
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4 Experimental Details

The legal basis of a mechanism means that the system operates, including what the
input and output are, how the output is formed from the input, and so on. Figure 9
depicts the suggested OCR system’s sequential phases with Bangla word meanings.
Those are as follows:

Input Image—any size image can be used as an input by the system.

OCR Engine—optical character recognition (OCR) system. The input image is
processed for text extraction using the Tesseract OCR engine.

Text Extraction—extract the text for next processing.

Bangla Word Meanings—each word is identified using NLTK, and the meaning in
Bangla is displayed.

Phrase Identification—NLTK is used to identify phrases from extracted text and
display their meaning in Bangla.

During character recognition, the suggested system uses an input image. Using
the file explorer, the picture can grab the contents of any folder on the PC. The first
algorithm demonstrates how the image is fed into the system. Following the selection
of an image, the suggested system starts the OCR engine to capture the textual format
of it. The boundary of the image is checked first by this OCR engine. The engine can
also compute the text’s average height by estimating the outline, allowing it to identify
the lines. It splits the words and tries to identify them after recognizing the line. It
outputs all of the detected words as text after satisfactory recognition. These steps
are briefly shown in Algorithm 2. There are several additional processing processes
for the retrieved output text, such as the Bangla meanings of each word used in the
phrase discovered.

The system includes a database-stored English to Bangla dictionary. The system
scans the database for phrases and words, then displays the Bangla translations of

Fig. 9 Systematic
sequential steps
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those phrases and words. The processes of extracted text processing are shown in
Algorithm 3.

Algorithm 1 Input image

1 initialization of the applications;
2 click the ‘input image’ button for getting the required image;
3 while explorer of file is opened do
4 mark image J;
5 if expected image is marked out then
6 Optical Character Recognition ();
7 else
8 go back to main menu;
9 end process
10 Stop

5 Result

To make it easier to interface with the system, the proposed system was developed
as a desktop application in Python. Graphics user interface (GUI) implementation
was done with Tkinter6 and Kivy7; characters recognition system was done with
PyTesseract8, and textual analysis was done with NLTK9.

The proposed OCR system includes all of the primary functionalities that may
be accessible from the desktop application’s home window. These are the following
steps:

1. Upload the image.
2. Query for words.
3. Adding a new word to the database.

The user must press the ‘Upload image’ icon from the home window to enter a
picture into the OCR system for further processing.

Algorithm 2 Using Tesseract OCR engine extract the text

Input is: Picture/image
Output will be: Readable text format
1 initialize the OCR engine K;
2 take the image J;
3 analyze the image outlines and keep them as Blobs B;
4 take B, find the text lines L;/* L = {L1, L2, L3, L4, …, Ln−1, Ln} it
represents each lines identified, here, n is the number
of total line */
5 break the text lines L into wordsW; /* W = {W1,W2,W3,W4,
…, Wm−1, Wm} it represents each words identified, here, m
is the amount of total word */
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(a) Insert Image File (b) Extracted Text Format from ImageFile

Fig. 10 Insertion of image file and conversion into text

6 recognize the words W;
7 classify words W is using the Adaptive Classifier C;
8 show all the extracted texts as a result O;

A screen similar to the one shown here in Fig. 10 appears for the user (a). Users
can enter or browse the system files for required images to load an image file format
for character identification. If the user selects an image and then clicks the ‘Load’
icon, the photo will be loaded into the Tesseract OCR engine for text extraction. The
text recovered from the picture file is shown in Fig. 10b. The user can examine the
Bangla definitions of each word identified from the image presented in Fig. 12 by
looking at the generated text from the image (a).

It has been accomplished by integrating a Bangla vocabulary database with the
system. From any textual input or image file, including text, the program can also
identify idioms and phrases. It also includes the idioms and phrases from Fig. 12 that
have Bangla translations (b).

A user can also use the system’s built-in English to Bangla Dictionary to look
up the meaning of any English term. The system may display the searched Bangla
word’s definition along with English synonyms and Bangla synonyms. For system
upgrades, anyone can also insert different words to that database.

Algorithm 3 Extracted the approach of text processing

1 firstly initialize the database Dbase;
2 then initialize the NLTK;
3 taking an output texts OT;
4 showing the functions;
5 if Words is marked out then
6 NLTK was used to break the text into words;
7 searching those words through the database Dbase;
8 found words shown with Bangla meaning;
9 else if the phrase is selected by program then
10 then, NLTK is used to extract regularly used phrases from an output text;
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11 searching from database as a reason Bangla word meaning Dbase;
12 after that show the meaning as Bangla of phrases those are found;
13 else
14 Terminated;
15 Stop

5.1 Performance Analysis of Tesseract OCR

TheTesseract (OCR) engine is among themost common and trustedOCR engines for
extracting text from photos in the current era. Several researchers have investigated
the performance of the Tesseract engine on various tasks. Khormi et al. [10] has
published a report evaluating the performance of various OCR systems in extracting
source code from photos (captured and video). The analysis of performances in
Tesseract OCR is provided in Fig. 11.

Font types were the first performance evaluation criterion. Fonts such as Times
New Roman, Arial, Consolas, and others were used in the data captured for the test.
These photos were used to test the Tesseract OCR engine. The images using the font

Fig. 11 Performance analysis of Tesseract OCR with graph [10]
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(a) Extracted text shows Bangla Meaning (b) Phrases Identification and Bangla Meaning 

Fig. 12 Word meaning into Bangla and phrases detection

‘Courier New’ had a maximum efficiency of 68%. The ‘Times’ font had the lowest
accuracy, at 39%. The tesseract engine was then tested with images of various font
sizes. Fonts that are larger are easier to read. With a larger font size, such as 14pt,
the OCR engine achieved the highest level of correctness, whereas with a smaller
font size, such as 11pt, it achieved the lowest level of accuracy. The tesseract engine
was then put to the test with images from two separate sources: video frames and
screenshots. The source codes for various programming languages are contained in
these images (Fig. 12).

Screenshot photos for ‘Java’ source codes have the highest level of accuracy.
When we use Java source code, we achieve the best average accuracy of sources.
In screenshot photographs, the lowest accuracy was for the ‘Python’ programming
codes. After that it calculated the time of extraction. The total number of photos from
video frames was 300, and the processing took 467 s on average. The screenshot
included a total of 3750 photos, which took 17,262 s to complete the process, an
average of 4.60 s.

6 Conclusions

OCR is a useful technique for extracting data from photos and also from scanned
documents that aren’t editable or searchable. Mechanical data extraction technology
saves time and effort, and this system is also simple to use and quick to add new
characters to the database. OCR, any user can easily alter the info in the files and
can use the form of edited data as needed. The proposed method is hopefully a very
beneficial tool for native Bengali people because it not only finds out information
from photographs, it also shows themeaningful Bangla where those words are found.
Identifying regularly used terms might also be beneficial. The system’s limitations
are that it only works with photos. Text can be extracted from a variety of other
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documents. Because the Tesseract OCR is used to recognize English characters, the
proposed technique works with them. For Bengali character recognition, we will
develop our own Tesseract engine in the upcoming months.
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Identification of Four Major Dialects
of Assamese Language Using GMM
with UBM

Hem Chandra Das and Utpal Bhattacharjee

Abstract The Assamese language is spoken by the people of Assam, which is
located in India’s north-east corner. The Indo-European language family includes
the Assamese language. The pronunciation, grammar, and vocabulary of Assamese
are vary in different sections of the state, resulting in different regional dialects
of the language. There are four major regional dialects of the Assamese language,
namely Central Assamese spoken in and around Nagaon district, Eastern Assamese
dialect spoken in the Sibsagar and its neighboring districts, Kamrupi dialect spoken
in Kamrup, Nalbari, Barpeta, Kokarajhar and some parts of Bongaigaon district
and Goaplari dialect spoken in the Goaplara, Dhuburi and part of Bongaigaon
district. Therefore, to develop a universal Assamese speech recognition system
that seamlessly recognizes the words spoken in the Assamese language and its
dialects, the identification of the dialect is a necessary condition. Using the Gaussian
MixtureModel (GMM) and theGaussianMixtureModelwithUniversal Background
Model, this research proposes a novel technique for recognizing Assamese dialects
(GMM-UBM). To extract spectral information from collected voice sample, theMel-
Frequency Cepstral Coefficient (MFCC) is used. Modeling is done using the GMM
and GMM-UBM modeling techniques.

Keywords MFCC · GMM · GMM-UBM · Dialect identification

1 Introduction

The Assamese language, which is derived from the Indo-Aryan family of languages,
is spoken by the majority of people in Assam and parts of neighboring states such
as Meghalaya, Nagaland, and Arunachal Pradesh. Assamese is the state’s official
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language and designated it as a Major Indian Language in Schedule-viii of the
IndianConstitution. TheAssamese language evolved fromSanskrit, although ancient
Assamese peoples such as the Bodos and Kacharis had a significant influence on
its lexicon, phonology, and grammar [1]. According to recent study, the Assamese
language is divided into four dialect groups. The Eastern group dialect is spoken by
the people belongs to district of Sibsagar and its surrounding areas, while the Central
group is spoken in and around the present-day Nagaon district and its surrounding
areas. The Kamrupi language is talked in unincorporated Kamrup, Nalbari, Barpeta,
Darrang, and a portion of Bongaigaon. Goalpara, Dhubri, and portions of Kokrajhar
and Bongaigaon districts are home to the Goalparia group. However, the Central
Assamese dialect is now largely regarded as the dominant or standard dialect [2].
In the field of dialect translation, there is no significant and systematic study of
Assamese dialects. In linguistics, a dialect is a type of language that is socially
distinct and is spoken by a specific group of native speakers who have a similar
pattern of pronunciation, syntax, and vocabulary [3]. Human intelligence includes
the ability to distinguish between spoken languages [4, 5]. First stage in devel-
oping a dialect-independent voice recognition system for any language is dialect
identification. Furthermore, dialect identification can aid in the improvement of the
quality of remote access services such as e-health, e-marketing, e-learning, and so on.
Because all dialects are descended from a single language, they share information.
Dialect identification is a more difficult task than language identification due to the
considerable mutual information among the dialects.

2 Literature Survey

Wenker undertook a series of studies to determine dialect regions in 1877, which
started the field of dialect identification [6]. Baily [7] was one of the pioneers in the
identification and establishment of theMidland dialect as a distinct dialect. Following
the findings of the study, it was concluded that dialects should not be classified only
on the basis of vocabulary, because vocabulary might vary significantly amongst
groups or classes within a particular geographic area [7]. Davis and Houck [8] have
attempted to assess whether the Midland dialect region could be deemed distinct.
The researchers effectively extracted phonological and lexical characteristics from
11 cities along a north–south line [9].

Many studies in the field of Arabic dialect recognition have been published
in recent years [10–12]. Diab and Habash [13] and Watson [14] examined the
Arabic dialect, enumerated its characteristics, established a link between the Standard
language and regional dialects, and categorised the major regional dialects. Ibrahim
et al. [15] use GMM to identify Arabic dialects. Authors considerMalaysian Quranic
speakers. Spectral and prosodic characteristics were employed for this. They found
a 5.5–7% improvement in accuracy when combining spectral and prosodic charac-
teristics. The accuracy ranged from 81.7 to 89.6% for MFCC and prosodic features
such as pitch, duration, etc.
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Dialect recognition researches have been done in many Indian languages. Shiv-
aprasad and Sadanandam [16] used GMM and HMM to identify regional Telugu
dialects. The authors generated a dataset of Telugu dialects for this purpose. Recogni-
tionwas done usingMFCC and its variants such as�MFCC and��MFCC features.
The study extracts 39 feature vectors from each spoken utterance and evaluates them
with GMM and HMM models. The GMM model outperforms the HMM model.
However, certain words with identical acoustic characteristics are not distinguished.

Chittaragi andKoolagudi [17] use the closest neighbor approach to identifyTelugu
dialects using just prosodic characteristics and a few lines from each dialect. Authors
attained 75% accuracy by just considering prosodic features.

Chittaragi et al. [18] discovered 5 Kannada dialects using spectral and prosodic
characteristics. To recognize dialects, the authors employed SVM and Neural
Networks. With text-independent data, the Neural Network produces good results in
the shortest amount of time.

Spectral and prosodic traits were used by Rao and Koolagudi [19] to differen-
tiate five Hindi dialects: Chhattisgarhi, Bengali, Marathi, General, and Telugu. Their
database comprises ten (10) individuals speaking spontaneously for 5–10 min each,
totaling 1–1.5 h.

Despite the enormous potential for using an Assamese dialect identification
system, no substantial attempts have been undertaken in this regard. Using GMM
and GMM-UBM based recognizers, this study provides a technique for identifying
Assamese dialects in real-time.

3 Speech Database

The review of the current literature reveals that there is no standard database for
the Assamese language and its dialects. A new database has been created with
speech samples from all the dialect groups. The same numbers of speakers have
been recorded for each dialect region. Speech samples from ten speakers (5 male
and 5 female) representing each dialect region make up the speech data. A phonet-
ically rich script was prepared to record the speech samples. The same script was
used to record all the dialects, including the standard Assamese. The recording was
made at a sample rate of 16 kHz, 16-bit resolution. Subjective listening test of the
recordings has been done using listeners from the respective dialect groups whowere
not involved in the recording process (Table 1).

4 Experiment Setup

Mel-frequency cepstral coefficients (MFCCs) are most commonly associated with
the human peripheral auditory system. The MFCC processor’s primary function is
to replicate the behavior of human hearing. Instead of a linear scale, human hearing
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Table 1 Statistical
representation of the speech
database

Number of speakers 10 (five male and five female)
for each dialect group

Number of sessions 02

Intersession interval At least one week

Types of data Speech signal

Speech type Read speech

Sampling frequency 16 kHz

Format for sampling Monophonic, resolution of
16 bits

Speech duration Each speaker is recording is for
minimum 30 min in each session

Microphone Zoom H4N portable voice
recorder microphone

Acoustic environment Laboratory

Total duration of speech data Minimum 10 h for each dialect,
including standard Assamese

follows a Mel-spectrum scale with linear spacing below 1 kHz and logarithmic
scaling above 1 kHz [20]. MFCC features are derived from the recorded speech
signal in this investigation. H(z) = 1 − 0.96z−1 was employed as a pre-emphasis
filter before framing. The pre-emphasized voice stream is divided into frames with
a frame frequency of 100 Hz and a length of 20 ms. Using a Hamming window,
each frame is smoothed. A bank of 20 triangular filters separated on Mel-scale are
used to filter the magnitude spectrum and limited 300–3400 Hz frequency range
through making use of Fast Fourier Transformation (FFT) derived from windowed
frame. Discrete Cosine Transformation (DCT) is accustomed to transform the 1og-
compressed filter outputs to cepstral coefficients. Thus a 20-dimensional MFCC
features have been obtained. Because the 0th cepstral coefficient correlates to the
full frame’s energy [21], it’s never used in the cepstral feature vector. As a result,
only 19MFCC coefficients were kept. The 1st order derivatives of the cepstral coeffi-
cients were generated to keep the speech signal’s time-varying characteristics. Three
samples were used to approximate the 1st-order derivatives. Putting the MFCC co-
efficient together with the 1st-order derivative yields a 38-dimensional feature vector.
To decrease the effect of channelmismatch, cepstralmean subtractionwas performed
each and every features.

Sum of Gaussian component densities represents by GMM (Gaussian Mixture
Model), which is known as parametric probability density model. GMMs are often
used to describe the probability distribution of continuously measured data as a
parametric model [13]. The weighted sum of M component densities is represented
by a GMM as:
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P(x |λ) =
M∑

i=1

wi bi (X) (1)

x is an M-dimensional random vector, bi , i = 1, 2 … M, stands for component
densities, and wi i = 1, 2, …, M, stands for mixture weights. The probability of all
components is represented by:

bi (X) = 1

(2π)
D
2

∣∣∑
i
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{
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2
(x − μi )

′
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Usingμi as the mean vector,
∑

i as the covariance matrix andD as the dimension
of the feature vector. The weight of the mixture meets the condition

∑M
i=1 wi = 1.

The mean vectors, covariance matrices, and mixture weights from all component
densities are used to parameterize the entire Gaussian mixture model. The following
notation may be used to express all of these parameters:

θ = {wi , μi , �i }, for i = 1, 2 . . . , M (3)

Each dialect in a dialect identification system a GMMmodel is used to represent,
which is mentioned in the above model θ .

When making a decision accept or reject in a identification system of dialect,
a Universal Background Model (UBM) or World Model represents broad, dialect-
independent, channel-independent feature characteristics that are evaluated against
a model of dialect-specific feature characteristics. In this example, the UBM is a
dialect-independent GMM that was trained to represent general speech characteris-
tics using speech samples from a wide range of dialects. While training the dialect
specific model, the UBM is also utilized as a prior model in Maximum a posteriori
probability (MAP) parameter estimation. The block diagram of the suggestedDialect
Identification system is depicted in Fig. 1.

For each test sample, the DTE (Detection Error Trade-off) curve was plotted by
using the log likelihood proportion of genuine dialect with false dialect models, and
the EER (Equal Error Rate) generated from the DTE curve was used as a unit of
measurement of dialect identification system’s performance.

5 Results and Discussion

Database provided in Sect. 3 was accustomed to conduct all of the experiments
described in this paper. The speech database is isolated from the training and testing
datasets. The system has been trained with 60% of the total samples, while the
remaining 40% is being utilized for testing. Prior to feature extraction, the silence
frames are detected and discarded using an energy-based silence detector. Each test
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Fig. 1 Proposed dialect identification system

segment is tested against all dialect models. There are total 930 test segments of
different length. Two sets of feature vectors are constructed using MFCC features
taken from the voice samples. The first set includes just 19 MFCC coefficients,
whereas the second set includes 19 MFCC coefficients as well as their 1st order
derivatives. The second feature set has a dimension of 38.

In the first experiment MFCC and MFCC + �MFCC features have been used to
train separate dialect models for each dialect. The dialect models are created using
512 Gaussian components. Table 2 summarizes the outcome of the research and
Fig. 2 show the DET curve for GMM-based dialect identification system by making
use of MFCC and MFCC + �MFCC features.

In the second experiment, MFCC and MFCC + �MFCC features have been
used to train the GMM-UBM based dialect models. All of the speech samples in
the training set, regardless of dialect, were used to train the Universal background
model. The dialect models were then obtained from theUBMusingMAP (Maximum
a Posteriori) probability. The models are put to the test on the same data set. Table 3
summarizes the results of the tests, and Fig. 3 depicts the performance of the GMM-
UBM based dialect identifier for MFCC and MFCC + MFCC features.

Table 2 Recognition
accuracy for GMM-based
dialect identification system

Feature vector Recognition accuracy

MFCC 93.28

MFCC + �MFCC 95.48
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Fig. 2 DET plot for the GMM-based dialect identification system

Table 3 Recognition
accuracy for
GMM-UBM-based dialect
identification system

Feature vector Recognition accuracy

MFCC 95.07

MFCC + �MFCC 97.57

6 Conclusion

We introduced a Dialect Identification system for recognizing Assamese dialects
based onMFCC andMFCCwith MFCC feature vectors in this paper. The Assamese
language has fourmajor dialects. Two classificationmodels, GMMandGMM-UBM,
were used to identify the dialects. It has been discovered that employing the GMM-
UBM model produces better results. When the GMM-UBM model is applied with
the combined features of MFCC and �MFCC, it achieves an identification accuracy
of 97.57%, which is higher than previously published results [16]. To increase the
accuracy of the dialect identifier in the future, additional feature combinations will
be employed in conjunction with deep learning technology. Furthermore, dimension-
ality reduction techniques will be employed in order to minimize the computational
complexity of the dialect recognition system’s reaction time.



318 H. C. Das and U. Bhattacharjee

Fig. 3 DET plot for the GMM-UBM based dialect identification system
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Digitization Through SNS: Issues,
Challenges,
and Recommendations—A Case Study

Urmila Pilania, Rohit Tanwar , Mamta Arora, and Manoj Kumar

Abstract In today’s digital era, everything relies on the Internet which poses so
many concerns on security. Growth of the Internet results in danger for transferring
information online through multimedia devices. Information transmitted through
these digital devices can be hacked by hackers. The objective of this study is to
throw light on problems that arise due to a lack of digital awareness for social
networking sites among users and propose an automated solution to minimize these
crimes. Communication sites have many areas of exploitation such as progressive
promoting, online commercials and marking, etc. Many users are not much skilled in
digital terms so these users are not aware of the negative side of these social network
sites. The safety concerns and complications on social network sites such as character
misuse, malware, phishing attacks, and unknown request risks have been discussed.
Though introducing the management actions to governor these major concerns, the
proposed paper also suggests some appropriate measures which could be convenient
to every user as the assembly in the collaboration by private area for providing digital
secure electronic world.

Keywords Digital multimedia · Social networking sites · Safety concerns ·
Security attacks · Safety measures · Cyber-crime

1 Introduction

In the present era of the digital world, all personal and professional information is
communicated online through PCs and mobiles. People of all age groups are using
the Internet today. Social networking sites (SNS) contain personal information of
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Fig. 1 Information transmission between source and destination [3]

users like personal identity, user ID, password, etc., because of this online informa-
tion safety faces many challenges [1]. Many times, the online stored information is
shared with others without the knowledge of the user. In a survey in 2019, approxi-
mately 64% of SNS users have shared personal details online because of sharing of
information many challenges like a scam; theft of information may take place. Many
Internet users are not aware of the security policies. Digital security becomes a major
concern in the world of the computer. Though security is provided to these online
communicating devices utilizing encryption, digital signature, and watermarking
techniques. In Fig. 1, information is being transmitted through the Internet between
sender and receiver [2]. The source is the user who wants to communicate secret
information in digital form through the Internet. The destination is the person who is
going to receive the secret information transmitted by the source user. Hacker is an
unauthorized skilled person in digital terms that can interrupt the secret information
in between.

Figure 2 uses firewall for security purpose as firewall ban the unauthorized users
to enter a particular site. But hackers are smart enough to break all these techniques.
So, information safety became a critical task in the present time of the multimedia
world [4].

As shown in Fig. 3, billion people are using SNS every day. Facebook is one of
the most widely used SNS among these six top SNS. From the figure, it can be easily
concluded that these sites have become part of daily life for people these days. The
count of social networking site user’s increasing on daily basis.

2 Literature Review

Every year, there is a continuous growth in the number of users using SNS. In 2010
approximately 1 billion users were there who are accessing SNS. But this number got
increased by 2 billionwithin less than 5 years. The growth of SNS leads to an increase
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Fig. 2 Firewall system
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Fig. 3 Popularity of SNS among users

in cyber-crime to a large extends. Cyber-crime consists of impairment and demoli-
tion of data, whipped money, mislaid productivity, robbery of someone’s personal
and financial property, misuse of rights, scams, post-attack disruption to the normal
course of business, criminal inquiry, refurbishment and erasure of stolen information
and systems, and reputational harm. In 2016, cybersecurity endeavors foretold that
cyber-crime will cost worldwide 6 trillion dollars in a year by 2021, active from 3
trillion dollars per year in 2015 according to [5]. The current situation represents
the extreme transmission of financial prosperity in history, dangers the incentives
for invention and venture. Because of COVID-19, a large number of employees are
working from home. At this time, everything is in digital form on thewebwhich leads
to the increase in cyber-crime continuously [6]. Digital wrongdoing has expanded
continuously in the last few years. Ransomware is the most popular cyber-crime
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these days. According to cyber-crime magazine in every 5 s, a case of ransomware
is reported. According to [7], because of COVID-19, approximately seven out of ten
transactions are initiated from mobile. Computerization and identity stealing was
the key attack during COVID-19 in 2020. Out of 24.6 billion transactions, 58% are
declined by human-initiated attacks only.

Internet Crime Complaint Center (IC3) recorded data is shown in Fig. 5. IC3 has
reported different types of frauds to steal information online. Phishing is the most
popular fraud among these entire shown in figure. IC3 is continuously making efforts
in collaboration with the industry to overcome these frauds.

It was noted that its damage cost will increase by 57 times more than it was
in 2015. Cyber-crimes growth for 2017–2019 recorded by National Crime Record
Bureau (NCRB) is shown in Fig. 4. The figure shows that frauds like data theft, fake
profile, online transaction, and many more are increasing day-by-day. India comes
at number three among the top 20 international victim countries.

To promote awareness in public, IC3 provides an annual report on the data reported
during the year. IC3 has reported about 300,000 more cyber-crime complaints in the
year 2020 as compared to complaints recorded in the year 2019. Approximately
28,500 complaints are related to COVID-19 aiming at businessmen and individuals.

The vision [10] of this strategy is to build up a protected and solid Internet for resi-
dents, organizations, and the legislature. The strategy attempts to ensure individual
data, budgetary, and banking information. Service of transferring data and informa-
tion technology is built a safe digital biological system in the nation. Furthermore,
to protect data in the process, dealing with, capacity and travel to shield the security
of resident’s data and lessening monetary misfortunes due to digital wrongdoing or
information robbery. The ministry has additionally characterized the techniques [11]
of the strategy as follow:
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• To make a safe digital biological system.
• To make an ensured system.
• To encourage open standards.
• To make sure about e-governance administrations.

3 Proposed Model

The proposed model is depicted in Fig. 6. The working of the model starts with
cyber-crime data collection. The data can be obtained from the publicly available
data set. The data will then pass to the exploratory data analysis (EDA) module that
will give the insight of data. EDA is applied to data set by the researchers as well
scientists to find the features. Data pre-processing techniques then extract the best
features from the set of features analyzed by EDA.

After EDA, various data pre-processing techniques then clean the data. The data
obtained from the data pre-processing step will be then split into train and test data
sets. The train data set is then used to develop the predictive model. The resultant
model will then evaluate against the test data set.

The model will be evaluated using evaluation metrics like accuracy, root mean
squared error, etc., the error rate of the model is then compared with the threshold. If
the calculated error rate is high, then themodelwill be re-trained in the backward pass.
If the error rate will be less than the threshold, then the proposed predicted model can
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be used in decreasing the cyber-crime rates. So, after applying this proposed model
to any data set rate of cyber-crimes can be reduced.

4 Issues and Challenges in Existing Techniques

Security issues like protection, profiling, and credibility likely to be observable by
hackers in SNS as compared to other personal web sites and blogs. This is because
SNS provides a sense of intimacy created by being among online friends. The prin-
cipal motivation behind person-to-person communication destinations is to associate
individuals and associations. It has additionally evolved numerous business open
doors for organizations and firms. Long-range informal communication destinations
draw out a particular concern identified with the protection and security of the client
[12]. In SNS, there are many privacy features like who can see your profile, you can
tag your post with your friends only, got an alarm when someone wants to access
your profile, etc. Some of the issues and challenges with these sites are given below.

4.1 Issues with SNS

Establishing communication with large numbers of users results in poor safety of
information being transferred. Several users have an indirect relationship with the
security of information. Some of the problems are listed in Fig. 7 along with their
detail as follow:

• Misusing Personal Information: The aggressor mimics the personality of the
user brings out abusing personality [13]. The aggressor’s personality tries to access
information by stealing someone else authorization. At the same time, the owner
of the application is not aware of his/her own real identity. The owner allows such
person to access the application, and they will take all confidential information
and later on that information could be misused without knowledge of the owner.

• UsingOutsider Applications: Initially, such type of applications asks for general
consent from the owner to find personal information for many dissimilar games
and applications. Owner permits application to a particular extends of authoriza-
tion depending on client information. Afterward, a few of these applications that
are running in the front area might download firmware on the client’s personal
computer/mobile without the knowledge of the owner [14].

• Trusting SNS Users: Whenever the owner of the post shares his/her personal
information on the web, the information can be simply access by system
administrators.

• Awareness: There is no provision to make users aware of privacy policies.
Training or some videos must be provided to the user to make them aware of
the policies.
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• Jokes: Sometimes a specific user jokes on other people present on the SNS just
attracting the attention of all other users. But these jokes sometimes bored the
users and can result in an adverse effect.

• Privacy Tools: These are the tools that are available with SNS, but the user is not
aware of these tools. They do not know much about these tools. From the survey,
it has been found that these tools are much complex to understand their working
user must need training [15].

• Viruses Attacks: Viruses got entry inside anyone’s personal computer through
emails and promotional advertisements. When they enter someone’s computer,
they are capable to access all personal information of that particular computer.
Internet is the source through which these unwanted threads got access right to
someone’s personal information.

• Tracking Users: By tracking someone’s personal information like password,
IP address, MAC address, etc. An unauthorized user can get access to his/her
personal information. It may result in physical safety concerns for the owner, as
an unauthorized user might get access to the information of the owner [16].

• Safety of Information: Users post their personal posts on social networking
sites and this information may be hacked by hackers resulting in insecurity [6]. If
settings are not done properly by the user, then anyone can access user information
for wrongdoing.

• User Control:Users can only control their profile but cannot control their known
one profile. Friends on SNS cannot be trusted. Friends can access our profile.
Many times, they can misuse our personal information.
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• Replay Attack: It takes place when a cybercriminal wants to interfere with online
information communicated by a third party. It can edit the information transmitted
and can resend it to mislead the receiver.

• Reputation andCredibility Issues:Reputation and credibility are very important
specifically for individuals, for an organization, and also for a group of persons.
It plays a major role in fields like companies, organizations, social status, etc.
Lots of people depend on these SNS for keeping in relation with their known
ones. These days many organizations pick information from SNS for selecting
workers for them. Many people among us update their personal information on
the SNS for getting in touch with organizations. But sometimes hackers can use
this information for wrong means [17].

4.2 Challenges with SNS

As the number of users increases on the web, security decreases. As information
got transmitted among a large number of users, it may be misused by unauthorized
persons. A few of the challenges are shown in Fig. 8:

• Phishing Attacks: These are the type of social attacks mainly applied to get user
personal information, containing user names, passwords, and CC numbers. These
attacks got entrywhen the user accesses an email, instantmessages, advertisement,
etc. [18].

• XSS: By doing some settings XSS can be produced for web sites. Hackers can
find information on cookies with the help of XSS. URLs connected with XXS
draw the attention of users. When the user clicks on the URL attached with XXS
user information is saved on the hacker’s computer.

Fig. 8 Challenges with SNS
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• Safety Risks: Security of personal information decreases as the number of users
increase on a particular SNS. When the user accesses a particular SNS his/her
detail is saved on that site. Which later on can be misused by the hackers?

• Issue with Identity: It is planning utilized to share the user certifications on many
applications. Many applications ask the user to log in with their Google account
or Facebook ID pretending to them that it is beneficial to users and users does not
need to fill in their records every time [19].

• Sale of Fake Products: These days’ hackers attract clients by providing or
offering a big discount. By seeing these attractive offers clients click on the product
and the personal information of that particular client is saved by the hacker. When
client click on payment button, then their card detail is also saved on hacker’s
system. Later on, the hacker can misuse this information [20].

• Identity Theft: Almost all SNS ask for permission for accessing the personal
information of clients. If the user does not allow accessing his/her personal
information, then he is not allowed to access that specific site.

• “LOL” Virus: This virus got access when the user visits any SNS. This virus
automatically sent to the user showing “lol” with the link. Whenever the user
clicks on the link, this virus got downloaded to the user’s computer. Now, this
virus can access all the personal information of the host computer.

• Zeus: This virus is also known as a Trojan horse. It will also spread with the
help of SNS. When information is accessed on the web, then sometimes it got
downloading through a link. After download, it can access all information of that
particular device. It mainly focuses on the bank certifications of the user.

• Antivirus: Using antivirus user can keep safe his/her device. As hackers are
experts in creating new viruses so antivirus can keep away from these viruses.

5 Recommendations

How cybersecurity system works to detect, recover, and avoid the cyber-attacks. In
this segment, a few suggestions are given to make sure about the data of the client:

• The company should make some policies for mails so that there is clarity for the
user between mails and spam mails, attacks, or viruses.

• Verification needs to be done at every step for sites; you are accessing, and user
verification is also very necessary.

• Security systems like cryptography, digital signature, hashing, etc., can be used
for providing safety to digital information [21].

• Firewalls are also helpful for maintaining the security of digital information.
Firewalls filter the information before it enters a particular network.

• Designing some projects to guide Internet users is also helpful for maintaining the
safety of digital information. These projects help in spreading awareness among
Internet users.
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• Also need to focus on digital technologies, how they work and what danger can be
associate with a particular technology, challenges associatedwith that technology,
prevention method, etc.

• Users must apply some limits on the post like not allowing to access personal
information: user ID, account number, address, etc.

• Always keep in mind that SNS is public anyone anywhere anytime can access the
web. So, keep information that is not personal on the SNS.

• Always keep in mind that the information you post is not read-only. Before
performing some action, first though carefully and take needful precautions to
keep it safe [22].

• Using a strong password client can keep safe herself or himself. For making a
strong password, you need to combine alphabets, numbers, and special symbols.
Password must not be kept on the site.

• By applying cryptography, clients can change secret information in some other
form that is not understandable by the hacker. By doing so secret information can
be protected from hackers [23].

• The digital signature provides authenticity to the source person and the third party.
By using a digital signature, users can avoid some of the risks associated with
SNS.

• By using steganography, secret information is concealed inside a carrier file. So,
the hacker must not be aware of whether some information is transmitting or not
through SNS.

• Some personal interactive sites need to be designed for interaction among users.
Organizing some talks to explain protection security settings for tools might be
useful for securing your account [24]. Permission for your stuff: This feature is
provided for Facebook users. Users can set a constraint for the other users who
can or cannot check his/her posts. By setting permissions security for this social
site can be improved.

• When anyone tries to access your account Facebook, you get an alert on your
device that someone is trying to access your account [25].

• There is a feature in Facebook that can show who all visited your account and
tried to access which information.

• The client might stay with the latest and programmed updates ought to be empow-
ered for the program. The clientmust blockmodules, pop-ups, and advertisements
for providing security, otherwise, through these advertisements viruses may enter
your computer [26].

6 Conclusion

With the growth of SNS, security has become the most important task for the users.
Hackers’ main objective is to violatee and assaults digital media. Digital media viola-
tion is becoming a measure problem to the society and nation also. All government
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and private organizations facing issues mainly in digital applications like informa-
tion communication, banking, medical, military, etc. So, some measure needs to be
taken to provide security to all these digital media applications. All Internet users
must coordinate with each other to improve the security level of the SNS. Training
must be provided to users who are not aware of security policies. The use of antivirus
also enhances the security of the existing SNS. Users can apply cryptography, digital
signature, and watermarking techniques to improve the security of the SNS. The
proposed model helps to reduce cyber-crime by analyzing the data set.
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Abstract In today’s technology development, there is vast advancement present
the low power VLSI; it is possible to decrease the power dissipation. The reversible
concept is one of the significant technologies for attaining themore interest because of
low power dissipation and high speed operation. In electronics, the code converters
are widely used because it enhances the security of the information, reducing the
arithmetic operations complexity and thus decreasing the required hardware, power
saving, the high speed of operation, etc. In this paper, an optimized design of gray to
binary, binary to gray, Ex-3 to BCD, andBCD to Ex-3 code converters with reversible
logic gates is proposed. The simulation and synthesis process can be donewithXilinx
ISE software, and it is dumped on FPGA Spartan-6E.
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1 Introduction

The reduction of power consumption is one of the main key factors in modern elec-
tronics. In 1960, R. Landauer study reveals that the conventional hardware computa-
tions and irrespective of the realization technique, the power dissipation is because
of data loss [1]. So, to overcome this problem present in the conventional methods,
in 1973, C. Bennett proved that to evade the KT*ln2 of power dissipation in a circuit,
it should be fabricated with reversible gates only [2, 3]. The power dissipation is
ideally zero for reversible computing, because it does not lose information. The
main condition for reversibility is the total numbers of inputs are equals to a total
number of outputs, and there should be a one-to-one connection among all the inputs
and outputs, then only we determine the inputs from the outputs also [4–6].

2 Overview

The reversible computing has attained more attention in few decades. It has many
applications in bio-informatics, nanotechnology, thermodynamic technology, and
optical computing. The construction of quantum circuits is not possible without the
reversible gates. Designing of reversible logic gates (RLG) is more problematic than
the typical or irreversible logic gates since there is no feedback and fan-out [4] in
reversible gates.

The performance constraints in reversible computing are termed below.

1. Garbage Outputs: Existence of unused outputs available in reversible gates.
2. Delay: The total time taken by the propagation of input to the output.
3. Constant Inputs: Maintaining of inputs at either constant ‘0’ or constant ‘1’ to

get the proper output.
4. Quantum Cost (QC): It is referred as the number of 1 × 1 and 2 × 2 reversible

logic gates present in the design.

2.1 Reversible Logic Gates

2.1.1 Feynman Gate (FG)

FG is basically a 2 × 2 RLG with corresponding QC is ‘1’. Figure 1 displays the
logic diagram of logic gate of Feynman gate.

2.1.2 Peres Gate (PG)

PG describes a 3× 3RLGwith corresponding QC is ‘5’. Figure 2 displays the logic
diagram of logic gate of Peres gate.
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Fig. 1. Logic diagram

Fig. 2 Logic diagram

Fig. 3 Logic diagram

Fig. 4 Logic diagram

2.1.3 Toffoli Gate (TG)

TG describes a 3 × 3 RLG with corresponding QC ‘5’. Figure 3 displays the logic
diagram of logic gate of Toffoli gate.

2.1.4 Fredkin Gate (FRG)

FRG is basically a 3 × 3 RLG with corresponding QC is ‘5’. Figure 4 displays the
logic diagram of logic gate of Fredkin gate.

2.1.5 Universal Reversible Gate (URG)

URG is a 3*3RLGwith correspondingQC is ‘5’. Figure 5 displays the logic diagram
of logic gate of URG gate.



338 K. Rajesh et al.

Fig. 5 Logic diagram

Table 1 Truth table of FG
gate

A B P Q

0 0 0 0

0 0 0 1

1 1 1 1

1 1 1 0

3 Proposed Design of Reversible Code Converters

The designs of reversible circuits are an interesting task, and the construction of
reversible code converters is very crucial one because of reversible processor requires
its building blocks would be reversible. In digital domain, the data represented with
a group of 0s and 1s. Basically, the code is a sequence of 0s and 1s are used to
denote the data. It is a part of combinational circuits which are used to alter one
form to another form. Any code converter design can be implemented with the basic
operations of AND, OR, and NOT gates.

3.1 Gray–Binary (GTB) and Binary–Gray (BTG) Reversible
Code Converter

The BTG andGTB converters are used to decrease the switching activity by attaining
theone-bit change among the logical sequences.The I(A,B,C,D) are the input vectors
and O(W, X, Y, Z) are the output vectors, respectively. It is designed with Feynman
gate [7–14]. Table 1 displays the Feynman gate truth table. Figures 6 and 7 display
the implementation of GTB and BTG converters, respectively.

3.2 Ex-3-BCD Code (E3TB) and BCD-Ex-3 (BTE3)
Reversible Code Converter

The ETB and BTE converters are used in the arithmetic circuits, and it is decreases
the complexity of the hardware. It is designed with URG gate [9] and CNOT gate.
Table 2 displays the URG truth table. Figures 8 and 9 display the design of E3TB
and BTE3 code converters, respectively.
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Fig. 6 Implementation of reversible GTB converter

Fig. 7 Implementation of reversible BTG converter

Table 2 URG gate truth table

A B C P Q R

0 0 0 0 0 0

0 0 1 1 0 1

0 1 0 0 1 1

0 1 1 1 1 0

1 0 1 1 0 0

1 1 0 1 1 1

1 1 1 0 1 0

4 Results and Discussion

The proposed code converters are optimized than existing code converters. Table
3 displays comparative analysis of reversible code converters, and Fig. 10 displays
the graphical representation of reversible code converters. The logical operations are
used in a proposed converters and are intended by subsequent logical assignments.
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Fig. 8 Implementation of reversible E3TB converter

Fig. 9 Implementation of reversible BTE3 converter

Table 3 Comparative analysis of reversible code converters

S. No. Code converters
with reversible
gates

Number of
logic gates

Number of
garbage
outputs

Number of
constants

Total logical
calculations

1 Excess-3 to BCD 8 12 8 2p+ 3r + 1 s+ 2t

2 BCD to Excess-3 8 12 8 3p + 1q + 2r +
1 s + 1t

3 Gray to binary 2 3 2 3p + 2q

4 Binary to gray 3 3 0 3p
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Fig. 10 Graphical
representation of reversible
code converters
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p = AND logic
q = OR logic
r = NOT
s = Buffer
t = OR logic

For instance, if T = 2T + 3R + 1Q + 2P, then the circuit comprises 2-XOR
operations, 3-NOT operations, 1-OR operation, and 2-AND operations (Fig. 10).

5 Conclusion

Theproposed code converters are successfully designedwithRLG, and it is optimized
than the existing code converters. If the reduction of total numbers of reversible gates
is ensured in a circuit, obviously it reduces the power dissipation. The proposed
designs are designed with help of new FG and URG gates, might be in the future
these gates are more optimized because there is no fixed number of reversible gates
present in the reversible computing, then all the future projected designs are more
optimized, and it affects all the performance parameters. The synthesis and simulation
processes are effectively completed with Xilinx ISE software, and it is successfully
dumped on FPGA Spartan-6E.
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A Security Provocation in Cloud-Based
Computing
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Abstract Cloud computing makes a massive trend for research organizations
because highly demand. There is different type of causes that many organizations
depend on it and take advantage from cloud computing service. Cloud computing
appears a model that requires all the primary elements of evaluation such as end-user
contraption, transmission web channel, access conduction, and cloud architecture.
Moreover, with the exposure of new appearance in the computing world like the 5G
Internet, Internet of an object (IoB), and elegant town, the bit part of cloud evaluation
will be added essential for operation and storage more data than always preparatory
to. The principal advantage of cloud computing is ambidexterity, domain agreement,
and superior service for the end user. So, the application of cloud evaluation in a
non-identical realm is the principal stability with the ease of cloud-based resource
collaboration. These incorporate many IT infrastructure, remote access servers from
anywhere, we can use it through the Internet. The related safety and protection
challenges in the cloud needed further investigation. Scientists from the different
domains provided a possible blend to these provocations in the previously published
learning area. As the expanding request of cloud computing makes a huger range
toward end-user data safety. In this paper, we observemeta-inspection has been given
toward cloud computing certainty. It also incorporates complete analysis based on
the outcome achieved in the same. The paper gives us a logical and experiential
perspective of cloud computing safety.
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1 Introduction

Cloud computing has introduced heaps of advantages like different technology
depends on it. Because itmade to supply a huge number of data and differentministra-
tions. Moreover, this principle resolved the matter of restricted supplies and lessen
the value of ministration by dividing valuable resources contribution among end
users. In current years, based on the majority cloud ecosystem has become one of
the most important and valuable topics in the cloud data safety researches world
and the analyst incorporates user- data safety in data server, web safety, and system
safety. The National Institute of Standards and Technology (NIST) explains cloud
ecosystem as, “a model for authorizing suited, resource contribution, omnipresent,
on-request access which can be very fast delivered to the non-identical types of
the service provider” [1]. The strategy of cloud-based computing follows wages
as you want (WAYW), in which the client only pays for the facility they use [2].
WAYW architecture provides customize services to end user for storage, software,
development platform, elasticity, stability very economically, and so on.

Virtualization technique in cloud architecture is the ground of distributing infras-
tructure as a service (IaaS) that distribute information and resource, network,
approach, and different tools from hardware limitation. The cloud ecosystem is
becoming admire among many organizations because of its acrobatic, workable,
and a very low budget statement providing at software, principle, and configuration
level. Software as a service (SaaS) permits end users to access requests organized
by the different cloud service providers (CSP) on cloud over the Internet. Platform
as a service (PaaS) allows innovators to create their platform applications, take a
look at and deploy their applications on IaaS [3]. Cloud computing allows sharing
maneuvers amid the individual devices or local hosts in the network. The cause and
creation of the cloud based are connected with the classification model. The posi-
tioning model in the cloud ecosystem incorporate three types, namely public-based
cloud, private-based cloud, and hybrid-based cloud. Security protection is a crucial
challenge that grows enormously with increases in end user [4]. In this paper, we are
profundity view is conducted on the recent procedure of the cloud data storage safety
related to the cloud ecosystem. The survey of the cloud ecosystem and safety issues
is analyzed in this paper. The main security precondition such as data integrity, avail-
ability, and confidentiality are described in this paper. Security issues in the recent
strategies of cloud computing are also discussed in this paper (Fig. 1).

2 Literature Review

In the present-day, cloud ecosystem is an appear computing example that brings in
distributed system new challenges for information safety, different type approach
controls, etc., a lot of observation look over and aims at the safety provocation in
the cloud-based computing ecosystem. Moreover, it is indisputable that majority of
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Fig. 1 Different computing based on year

the handover assessed papers play an important part in cloud safety issues and these
noticeable analysis works had been a ton of significant advantage of a research area.

Lee and Kim in their paper, they are introduced SIEM planning is that can be
established to the SECaaS policy where we have been producing for examining and
perceiving insightful virtual-threat based on virtualization technologies in the cloud
ecosystem [5].

Wei and Xiao, they are implements new tools of load runner and AppScan, this
will protect the personal private data of various education departments and teachers,
and students. This will be improving teaching quality in education fields [6].

TAO and LEE, they will focus their paper that the security gaps in bridging
MTCS. Healthcare IT security policy (HITSecP) in Singapore that brings forth CSPs
who have been affirmed to MTCS, can realize how well and best they could meet
the security prerequisites of IT frameworks for the healthcare industry using cloud
ecosystem [7].

Liu et al., they are a focus in their paper private cloud network security, they are
analyzing the pertinent assessment guide, and establishes a new assessment frame-
work model and also other key applied, that elaborates the private cloud system
network safety in new venture [8].

Markandey and Gajmal say their paper, that nowadays the information security
assurance strategies are very big difficulty on the Internet. Availability of data in the
cloud is useful for certain appeal, yet it stances dangers by introducing data to appeal
which may as of now have safety condition in them [9]. Below we are discussing the
cloud-based architecture in Fig. 2.
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Fig. 2 Cloud-based architecture

3 Cloud Organization

3.1 Cloud End User

A cloud consumer or end users is a combination of human that has a traditional
agreement with a cloud provider to use service principle that made available by the
cloud provider. A cloud end user can option the most add-on assistance by search the
services offered by the cloud contributor and closing the agreement. Cloud end users
use service level agreements (SLAs) to define the technical presentation demand to
be fulfilled by a cloud provider. A cloud provider may also list in the SLAs a set
of limitations and commitments that cloud end users must accept. In a development
cloud environment, cloud end users can openly select a cloud provider with a better
rate with more favorable terms [10].
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3.2 Cloud Service Contributor

A cloud service contributor (CSC) is an individual that provides service to the user
at a different levels using a virtual cloud framework. Cloud service providers sort
out cloud software by getting and dealing with the cloud framework. Many soft-
ware organization or vendors sell their products on cloud-based software premises
through the install, configuring, maintaining, and updating the software applica-
tions. In IaaS model, the cloud service provider provides infrastructure components
including networks, storage, servers, and hosting infrastructure for end user. And
the last type of service provider is PaaS, this provides a platform for software devel-
opment and commonly performs the various function that are commonly used in
software development.

3.3 Cloud Checker

ACloud checker is responsible formonitoring the service of the service provider indi-
vidually. The checker verifies the standards of the provider depend upon some affir-
mation. The service provider provides service access by the cloud checker concerning
privacy, security control, production, etc.

3.4 Cloud Assent

Cloud assent compliance is a conference that has meets the client requirements
or criteria in a definite type of certification or substructure. There are a variety of
different types of conformity that may be needed for industry, request for proposal,
client, etc. The type of cloud safety and conformity requirements will help us to
determine the cloud conformity that is right for an organization or not [11].

3.5 Cloud Dealer

In cloud ecosystem developments, integration of cloud service for cloud consumers
is, too, complex and complicated to manage the service. A cloud end user may
demand cloud-based computing from a cloud dealer, instead of contacting directly to
the cloud contributor. The cloud dealer is answerable for dealingwith the information
use, service performance, and delivery of cloud services to the end user additionally
the relationships among the cloud end user and cloud providers. Cloud dealer it’s
divided into three category bases on service.
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• Service intervention.
• Service accumulation.
• Service arbitrage.

3.6 Cloud Carrier

Cloud carrier is an intermediate state between the cloud end user and cloud provider.
A cloud carrier is an environment that is operated by a traditional telecommunication
system. Cloud carrier gives the access right to the consumer through the access
network. As per service level agreement (SLA) with cloud carrier, cloud provider
distributes service to the cloud consumer.

4 Cloud Security Service

4.1 Data Confidentiality

Cloud services provide different services to the data user and also have become
different kinds of the solution provided. The cloud contributor offers to end-users’
divergent resources like different type program-based system, hardware, and web to
the clients to be able to manage and administer the available database. Data confi-
dentiality ensures or provides trust to the user that data is not disclosed or available to
an unauthorized user. Data should be sent to authorize users using a secure network.
Data encryption provides data confidentiality to the end user.

4.2 Data Integrity

Cloudcomputingprovides implementation software anddatabase in cloud computing
are proceed to consolidate large data warehouses, where the management of the data
is store and services may not be fully reliable. We have planned a cloud computing
security lifecycle to achieve safety and enable the user to take advantage of this
technology as much as possible of safety. Data integrity ensures that received data
not be modified by an authorized person.
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4.3 Availability

Cloud computing has been operating by disparate types of a user by reason of it has
several benefits as well as reducing of infrastructure money, and its main possession
is adaptability, which permits administrations to be scaled up or down as per the client
need. In the cloud contributors’ opinion, there are innumerable provocations to be get
the better service to bring cloud services that meet all needs defined in service level
agreements (SLAs). High resource availability in cloud servers has been perhaps the
greatest test for suppliers, and numerous administrations can be utilized to improve
the accessibility of an assistance to end users, such as check pointing, load balancing,
and redundancy.

4.4 Data Authentication

Data attestation or authentication of data is an important issue in cloud-based
computing safety. This is the procedure to protect user valuable data in opposition to
different sorts of attacks where the main aim is to confirm the specification of a user
and authenticate user invocation services from cloud-based servers. Many authenti-
cation algorithms have been put forward as yet that confirm user specification before
permitting to access authenticate resources. All algorithms are verified (identifier
name or login name and password, multi-factor validation, mobile trusted module,
open or public key infrastructure, single sign-on, and biometric authentication) is
from the start depicted in here. The various strategies introduced will at that point
be looked at.

4.5 Non-repudiation

Non-repudiation is a procedure that ensures the identity of user that cannot be denied
by senders or receivers after sent the data. There are two types ofways follow—source
abrogation and destination abrogation. In the former, the transmitter cannot prevent
the transmission from getting a message, and in the last mentioned, they cannot keep
the conveyance from getting a message.
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5 Security Attacks and Threads in Cloud Computing

5.1 Threat Model

Cloud computing is a growing trend nowadays that has eliminated the burden of hard-
ware and software infrastructure in case using virtual machines via the Internet. The
infrastructure of cloud computing has accepted several safety issues that emerging
from the current and new threats from hackers, anything that can base serious vandal-
ization to a computer technology is called a threat. Cautioning can fuse every-
thing from infections, trojans, and indirect accesses to out and out assaults from
programmers.

5.2 Spoofing Attack

Spoofing is the take an action of copying a transmission of data from a dark beginning
stage as being from a known, confided in source. Satirizing can engage messages,
calls, and destinations, or can be more specific way, for instance, a PC mimicking
an IP address, Address Resolution Protocol (ARP), or Domain Name System (DNS)
worker. Parodying can be used to get to a point’s customer singular information,
help out malware through contaminated affiliations or affiliations, stay away from
network access controls, or legitimate traffic to lead a renouncing of-organization
attack (DOS-assault). A spoofing attack is a harmful way for an agitator to get
access to execute a greater virtual-attack like an undeniable level tireless threat or a
man-in-the-center attack [12].

5.3 Tampering Attack

Nowadays web promoting, Internet banking, online reservation, and different online
administrations are acquiring prominence among clients, the specialist organizations
offer support according to require. The headway in web mechanical technology is
giving interface and easy to use administrations to the client. In the web system,
altering assault is such a delicate assault that can be effectively used by utilizing some
gadget like Tamper Data, Webscarab, Paros Proxy, and Burp Suite, and so on, web
structure altering assault depends on the temper of boundaries traded among customer
and information worker to control application information, for example, framework
subtleties like value, the quantity of items, client qualifications, and consents, and
so on, i.e., shipped off the application through a post solicitation in worker. For the
most part, user data is put away in PC treats, covered up structure fields, as well
as URL query strings, and is utilized to expand application execution and control.
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Numerous security conventions are utilized there like SSL, TLS for giving well-
being administrations like trustworthiness and validation of client information. Yet,
they do not give any symbolic method to stop boundary altering assaults [13].

5.4 Repudiation Attack

In the systems administration model vehicle layer, organization coating safety is not
get to forestall the assailant to assault the hubs in the organization. Repudiation is
the virtual assault where the assailant is skirted from the vehicle and organization
layer. Repudiation attacks allude to refusal of cooperation in the transmission. A
disavowal assault can be viewed as a malware assault though an aggressor hub
continues to utilize the PC or framework asset hub as a childish hub and renounce
any leading activity which is coming from framework asset to transmission on the PC
organization. Consequently, the arrangement is that taken to tackle validation or non-
renouncement assaults in the organization layer or transport layer is not sufficient
to forestall assaults. Illustration of renouncement assault on a business structure: an
egocentric individual could deny leading a procedure on a charge card buy or deny
any online exchange [14].

5.5 Backdoors Attack

A backdoor attack is a kind of malware assault where permits the programmer to
get to the unaccredited site. The hacker embeds the malware through unstable marks
of passage program, for example, obsolete modules or information fields. When
they enter through the secondary passage of the organization, they approach all your
significant information, including clients’ very own recognizable data, introducing
undesirable programming, or in any event, assuming responsibility for the whole PC.

5.6 Direct-Access Attack

A prohibited user who achieves physical access to a PC is undoubtedly ready to
straightforwardly duplicate information from the PC or asset. Theymay also agree to
system safety bymaking framework adjustments, embedding’s programmingworms,
keyloggers, covert listening devices, or using distant mice. In any case, when the
design is ensured by standard prosperity tries, these might have the decision to be
by-passed by booting another working framework or device from a CD-ROM or
other bootable media [15].
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5.7 Pretexting Attack

Pretexting is another kind of friendly masterminding where aggressors target
appearing, or a caused situation, that they use to attempt to take their difficulties’
own unique data. In such assaults, the joke artist by and large says they need certain
bits of information from their goal to ensure their character. They take that data and
use it to submit discount mutilation or stage helper attack.

Numerous cutting-edge assaults at times endeavor to fool their points into accom-
plishing something that manhandles a worry’s advanced and additionally actual
shortcomings. For instance, an aggressor would conceivably mimic an external IT
contributions evaluator so they can talk a coal organization’s real security bunch into
allowing them to into the structure [16].

5.8 Watering Hole Attack

A watering hole attack is a chosen assault was intended to bargain clients inside
a chose industry or association of clients through method of methods for tainting
sites they by and large go to and drawing them to a pernicious site. The ultimate
objective of this assault is to contaminate the client’s PC and obtain entrance right
to the association’s organization. Watering hole assaults, otherwise called key site
bargain assaults, are limited in scope as they rely on detail of karma. They do yet
come to be extra powerful, while blended in with email actuates to bait clients to
sites.

6 Current Movement in Cloud Computing

Presently, new trends and survey have been shown and presented below, there appears
the user information holding and cloud-based computing threats mechanism. There
is also discuss the current need of today’s cloud computing environment by the end
user. It appears the need for data holding algorithm and resource sharing with the
preservative that view from internal and external threats.

6.1 Virtual Web Allocation

Weare already talking about the virtual web (VW) deployment strategy for the survey
of several provocations in the cloud ecosystem. Their advanced approach is based on
the target, i.e., data safety in cloud computing. The conveyed primarily based totally
on the optimization for the actual period applicability.
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6.2 Forensic Recovery of Cloud Evidence

We are mentioned beforehand that the format advantages of the debate mending
of cloud-based proof. They have suggested that the structure should be explicit,
reasonable, and adaptable.

6.3 Cloud Databases Under Multiple Keys

We are talking about the cloud database previously. We are known that the encoded
data has been uploaded in cloud server because of the data confidentiality of the user
data. This state of affairs occurs when a great deal of the time of network orien-
tated quantifiable scrutiny, wherein the facts provider and professional are numerous
elements. At that factor, both the statistics provider should find its encryption key
and the professional should find the personal inquiry. They have proposed a secure
cloud database for end users.

6.4 Cloud Systems Data Mobility

We are recommended that conventional techniques fail in a better stage of safety.
They have proposed for enormous information that is utilize current safety algorithms
are deficient in the system. So, they have proposed a steady massive data earlier than
executing data potency.

6.5 Cryptographic for Secure Information Transmission

We are investigating that cloud-based admittance cryptography which can be useful
in secure and stable cloud-based processing engineering, and it contains a gathering
of inconsiderate virtualized cautiously versatile and directed effects like refining
controls more noteworthy room degree and organizations. They have also suggested
that the abuse biometric coding besides plan the security.

7 Conclusion

Cloud computing at present a vital part of the communal lifestyle, bringing an impor-
tant chance to advance corporate strategy through their capacity of data to quickly
Scutum, permit us to be supple with our resources for others, and give us a new
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opportunity for alliance. Cloud ecosystem brings many advantages for companies,
organizations, and even countries. This is the reason well-being of the important
information is the fundamental issue in the appointment of the cloud-based figuring.
The end user and vendors are very much aware of security dangers. Particularly, the
significant points of the current study are to introduce all the conceivable well-being
incitement need in the cloud-based processing climate and give a potential answer for
resolve these issues. In cloud-based computing stages, numerous sorts of developing
security stages have been fused, if we implement artificial intelligence and machine
learning procedures to mechanize undertakings and carry a more significant level of
insight to recognize insider or outcast attacks for more safety of end user data. In
this paper, we are mainly focusing an observation on cloud-based safety matter and
provocation that emerge from the particular property of the cloud biological system.
A widespread point of view on these issues has been acquainted here with redesign
here for better understanding the less security of the cloud computing design and
imagine conceivable counteractant for them. From the examination perspective, we
propose a survey of late security design carries out in cloud-based computing as
far as lessening weaknesses to turn away plausible assaults. We classify the safety
demanding situations and carry out a comparative evaluation of safety difficulty, and
the countermeasures advised to deal with those difficulties.
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Ocean Current Rigid Localization
for Seabed WSN

Sumit Kumar , Neera Batra, and Shrawan Kumar

Abstract At Seabed, localization of the sensor-nodes is performed by using GPS-
enabled buoyant-nodes and autonomous underwater vehicles (AUVs) usually. The
deployment of AUVs intensifies the network cost and thus affects scalability terribly.
Therefore, after eradicating AUVs the absolute localization will depend on buoyant-
nodes exclusively. Whereas the persistent repositioning of GPS-enabled moored
buoyant-nodes (anchor-nodes) due to ocean current, force it to share its displaced
position in the network. The situation is furthermore worsened due to the slow prop-
agation speed of the acoustic waves. It necessitates localizing the unknown-nodes
in AUVs deprived network and by defying the effect of ocean current also. It moti-
vates to propose an algorithmOCR, i.e., OceanCurrent Rigid range-free localization.
It (i.e., OCR) localizes the unknown-nodes by estimating their distances from the
anchor-nodes using hop counts between them. Since hop-based distance estimation
is an erroneous assessment, therefore, the problem of localization in OCR is defined
by the theory of optimization in obtaining a location where distance error should be
minimized using the position of anchor-nodes. OCR does not consider the current
position of the anchor-nodes rather estimates their position at the time of the field
observations by the seabed deployed unknown-nodes. The simulation validates OCR
by localizing with a 12% localization error on average.
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1 Introduction

The sensor-nodes in a group by drawing wireless sensor network (WSN) has the
ability to collect and communicate their field observations for useful analysis. It
helps to explore some dicey avenues like a seabed environment. The seabed WSN
assists in a vast marine domain like deep-sea geomorphological data collection,
ocean mining, bathymetric measurements and navigation, aquatic life and ecology,
dynamics of plate tectonics, geological surveyof the seabed, naval combat operations,
marine habitat monitoring, etc. [1]. All these domains require scattering the low-cost
disposable sensor-nodes in the field of interest to have an anisotropic WSN. In this
way, the sensor-nodes communicate whenever they sense the data above a predefined
threshold limit or periodically as per the requirements. The receiver of this data is
able to conclude what has happened but unable to understand where it has happened
precisely. The sensor-nodes at the seabed which has formed the WSN to sense the
environment or happenings without any knowledge of their location are known as
unknown-nodes. The unknown-nodes take the help of some GPS-enabled nodes to
estimate their absolute location.

For localization, the GPS-enabled nodes include some buoyant-nodes and
autonomous underwater vehicles (AUVs) [2] usually [3]. AUV is a cost-intensive
hardware option that detriment the financial viability. Thus, AUVs affect network
scalability adversely. It encourages drawing WSN by deploying GPS-enabled
buoyant-nodes only, known as anchor-nodes, along with the unknown-nodes, as
shown by Fig. 1. Here, the interaction among anchor-nodes and unknown-nodes is
established through acoustic transceivers known as relay-nodes.

Further, it (Fig. 1) shows that the unknown-nodes have only the anchor-nodes
to determine their absolute location. Therefore, unknown-nodes determine their
distances from the anchor-nodes, i.e., intermediate distances. To draw the interme-
diate distances either takes the assistance of radio signal characteristics in a form of
range-based techniques or opposite to it takes range-free techniques [4]. The range-
free technique is a low-cost, energy-savvy, and less complex solution [5]. Therefore,
the proposed localization is based upon a range-free technique using a hop matrix.

Fig. 1 Sensor-nodes’ topological random arrangement
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Conclusively, the localization depends upon two terms- intermediate distances and
anchor-node position. Both the terms need to consider carefully for precise local-
ization. The hop matrix-based intermediate distance estimation is an erroneous esti-
mation due to poor hop size approximation and the existence of non-Euler shortest.
Therefore, for precise localization, OCR considers the error terms in intermediate
distance values. Likewise, the position of the anchor-nodes is dubious because of the
ocean current. Further, the unknown-nodes spend a significant time period to receive
back the position of the anchor-node due to the slow propagation speed of acoustic
waves. This time lag allows the anchor-nodes to share their displaced location with
the unknown-nodes. Therefore, the localization algorithm must be rigid to counter
the ocean current effect.

The proposed algorithm OCR localizes the unknown-nodes by signifying ocean
current and intermediate distance error factors. Further, OCR is established with
four more sections in this paper. Section 2 emphasizes some of the recent local-
ization approaches. Section 3 presents a detailed description of the proposed OCR.
Thereafter, Sect. 4 validates the proposed localization algorithm with the result and
discussion. Finally, the whole discussion is concluded in Sect. 6 with its future scope
also.

2 Literature Review

In recent times, localization in underwater WSN is getting a rich contribution. Grad-
ually, the algorithms of localization are gaining the maturity to shift away from the
need for fixed infrastructure support like baseline station deployment. The baseline
station localization system requires installing adequate stationary transponders at the
predefined known locations. The baseline localization is acceptable where the cost of
infrastructure is justified by its long-term and repeated use. It has no or a limited scope
to qualify for the low-cost disposable ad-hoc networks like WSN. Other than the
baseline station localization approach, some of the proposed localization algorithms
consider the WSN architecture with GPS-enabled buoyant sensor-nodes and AUVs.
While beside the equipment cost of AUVs [6], Doppler velocity logs also dissent its
deployment [7]. However, Wenxu et al. in [8] localize the sensor-nodes using neural
networks in a predictivemanner. Theuse of an iterative approach like a neural network
requires more computations and necessitates more energy to consume. Therefore,
any such approach is detrimental for the network lifetime because the network will
burn out its energy harshly in the localization algorithm. Similarly, in [9] Liu et al.
localizes in deep-ocean by drawing a learning function using a multi-task learning
model which again insists on high energy requirements. Another, the approach of
deep-ocean localization is performed by using Kalman Filter in [10]. Kalman filter
is a known state-space model which filters a dynamic stochastic process. Therefore,
localization based on the Kalman filter shows poor robustness intrinsically. In this
way, some algorithms are able to localize the sensor-nodes with more accuracy while
they compromise the productive lifetime of networks.
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The energy-efficient localization is also proposed in the literature for the localiza-
tion in acoustic underwater WSN. Principally, these are based upon Niculescu and
Nath DV-Hop algorithm [11], in general. DV-Hop algorithm localizes in three steps.
The distance between the unknown-node of interest and the anchor-nodes is esti-
mated by using average hop size and hop count. The average hop size determination
caused poor distance estimation [5, 12]. TheDV-Hop algorithm is exercised byWang
et al. [13] with the improvement of the hop size values of the anchor-nodes in acoustic
sensor networks. Another approach for the precise localization is proposed in IDV
by Shen et al. [14] by improving the hop size of each anchor-node and identifying
the most suitable three anchor-nodes with respect to the intended unknown-node. It
implies that the network size is a dominating factor. Furthermore, the localization is
précised by selecting a nearest set of anchor-nodes to the unknown-node of interest in
ODR [5]. ODR performs localization by taking centroid of the set of nearest possible
anchor-nodes.

Similarly, the intermediate distance correction for the DV-Hop algorithm is
suggested by applying genetic engineering and particle swarm optimization by Han
et al. [15]. Conclusively, the various variants of the DV-Hop algorithm try to esti-
mate the intermediate distance precisely and thus achieve better localization accuracy.
The imprecise distance estimation is due to the poor hop size estimation [12] and the
consideration of the non-Euler shortest path [5].

Although, DV-Hop is an energy-efficient localization algorithm whereas DV-Hop
also requires having some fixed positioned anchor-nodes. The anchor-nodes in the
ocean are moored with bungee and drift with the ocean current. Further, the anchor-
nodes share their current position whenever they get a request from the unknown-
nodes only. Here, the slow propagation of the acoustic wave creates a significant
time lag between the request for the location by the unknown-node and its reply
from the anchor-node. During this time lag anchor-node further displaced its loca-
tion and shares its current position besides sharing the position where it was when
the unknown-node submits the request for the location. Therefore, the ocean current
is a non-trivial constraint that must be considered for the localization, however, we
find a modest contribution in this domain only. Zhao et al. [16] consider four buoyant
anchor-nodes. All the four anchor-nodes are floating with the ocean current and only
one anchor-node updates its location periodically using GPS. Rest three anchor-
nodes determine their location with the help of the GPS-connected anchor-node and
thus participate in localization of the unknown-nodes. However, the proposed algo-
rithm requires the range-based Time of Arrival (ToA) parameter for the localization.
Further, the sub-surface ocean current is modeled by Meandering Current Mobility
(MCM) model in [17] which is implemented for localization by Kayalvizhi et al. in
[18]. MCM modeled the mobility of the immersed sensor-node with ocean current;
however, both [17, 18] have no considerations for the positional uncertainty of the
anchor-nodes due to ocean current.

Therefore, the proposed algorithm OCR considers the mobility of the anchor-
nodes due to ocean current and performs localization in a range-free manner using
the hop matrix of the sensor-nodes.
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3 Proposed Model: Ocean Current Rigid Localization
(OCR)

The proposed OCR estimates two-dimensional coordinates (x, y) of the unknown-
nodes; as the z coordinate can be estimated with the help of the pressure sensors
which assists to keep the complexity of OCR low.

In OCR, the moored anchor-nodes get their GPS location updates periodically. In
between updates they store their directional movement and estimate their location by
backtracking with velocity calculations. In this way, the anchor-nodes are compass
equipped and able to estimate their location at the time when the request for their
location was raised by the unknown-nodes. After ascertaining the location of the
anchor-nodes, the unknown-nodes estimate the intermediate distances between them
and the anchor-nodes. The calculated intermediate distances are imprecise due to poor
hop size estimation and by considering the non-Euler shortest path. Therefore, some
hypothetical correction factors are defined and then passed to the constrained linear
programming to get the location of the unknown-node of interest.

In this manner, broadly OCR performs in two steps-

1. Backtracking of Anchor-nodes
2. Localization of Unknown-nodes

The working of the two steps of OCR is explained below:

3.1 Backtracking of Anchor-Nodes

The ocean current takes due to geological and climatic factors. Therefore, in a specific
region, the ocean current moves in a particular direction most often. It implies that
the angle of movement of the anchor-nodes observed from between the consecutive
GPS locations will not deviate much. Further, the speed of the ocean current is also a
local consistent factor. Therefore, we can estimate the location of the anchor-nodes
a certain time back.

Let a buoyant anchor-node positioned by GPS at (xa, ya) displaced due to ocean
current at (xb, yb) any localization instance. Then the location (xb, yb) is estimated
with the help of the following Eq. (1)

xb = xa + s cos(θ)

yb = ya + s sin(θ)

}
(1)

where θ is the angular movement of the anchor-node with a distance s.
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3.2 Localization of Unknown-Nodes

The unknown-node of interest bears a geometric arrangement with the anchor-nodes
as shown in Fig. 2.

Figure 2 shows that the unknown-nodeof interest at (x, y, z) requires estimating x
and y coordinates, as z is estimatedwith the help of the pressure sensor. The unknown-
node of interest estimates its intermediate distances di from the n anchor-nodes. Now,
let the unknown-node of interest is located at (x, y, z), which is to be estimated;
and the anchor-nodes are positioned at (x1, y1, z1), (x2, y2, z2), . . . , (xn, yn, zn)
where zi = 0; ∀i ∈ n. Therefore, a set of distance equations for the unknown-node
of interest is obtained by Eq. (2), as shown below.

(x − xi )
2 + (y − yi )

2 + (z − 0)2 = (z + ϕi )
2; ∀i ∈ n (2)

where 0 ≤ ϕi ≤ ∞ is the distance correction factor of i th anchor-node.
Now, after converting Eq. (2) of quadratic equations set into linear equations set,

we obtain Eq. (3) as follows.

x(xn − xi )/z + y(yn − yi )/z + (−ϕi + ϕn)

= (
x2n − x2i + y2n − y2i

)
/2z; ∀i ∈ (n − 1) (3)

where
(
ϕ2
i − ϕ2

n

)
/2z is a trivial term by considering ϕ2 � z, we get another set of

equations Eq. (4).

Fig. 2 Geometric
arrangement of
unknown-node with
anchor-node
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Ai x + Bi y − ϕi + ϕn = Ci ; ∀i ∈ (n − 1) (4)

where Ai = (xn − xi )/z, Bi = (yn − yi )/z,Ci = (
x2n − x21 + y2n − y2i

)
/2z.

Equation (4) can be written by Eq. (5), as,

αX = β; (5)

where α, X, and β are as following,

α =

⎡
⎢⎢⎢⎣
A1 B1 −1 0 · · · 0 1
A2 B2 0 −1 · · · 0 1
...

...
...

... · · · ...
...

An−1 Bn−1 0 0 · · · −1 1

⎤
⎥⎥⎥⎦, X ′ = [

x y ϕ1 ϕ2 · · · ϕn

]
, and β ′ =

[
C1 C2 · · · Cn−1

]
.

To solve Eq. (5), we take the constrained least square linear programming technique.
Therefore, to define the constraints, we estimate the intermediate distance with the
assistance of the hop matrix. It implies that the product of hop count hc and the hop
size hs between a node pair derives the intermediate distance. The hop size of an
anchor-node is obtained using the Eq. (6) [11], as follows.

hs j =
⎛
⎝ n∑

i=1,i �= j

√(
xi − x j

)2 + (
yi − y j

)2
⎞
⎠

/⎛
⎝ n∑

i=1,i �= j

hc j i

⎞
⎠; (6)

where the hop size hs j of the anchor-node j positioned at
(
x j , y j

)
out of the total

anchor-nodes n is estimated as an average value by using hop count hc j i between
the anchor-nodes j and i .

The distance hd obtained with the assistance of the hop matrix is a representation
of the non-Euler shortest path. Therefore, the intermediate distance equations can be
written by Eq. (7).

(x − xi )
2 + (y − yi )

2 + (z − 0)2 ≤ (hdi )
2; ∀i ∈ n (7)

where hdi = hsi × hci and hci is the hop count between the anchor-node i and the
unknown-node of interest.

After applying the same operation to obtain Eq. (4) fromEq. (3), we obtain Eq. (8)
from Eq. (7) as given below.

pi x + qi y ≤ ri ; ∀i ∈ (n − 1) (8)

where pi = xn − xi , qi = yn − yi ,ri = (
hd2i − hd2n + x2n + y2n − x2i − y2i

)
/2.
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The set of equations Eq. (8) can be written in a following form by Eq. (9).

BX ≤ b; (9)

where

B =

⎡
⎢⎢⎢⎣
p1 q1 0 0 · · · 0
p2 q2 0 0 · · · 0
...

...
...

... · · · ...

pn−1 qn−1 0 0 · · · 0

⎤
⎥⎥⎥⎦

(n−1)×(n+2)

, X =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
y
ϕ1

ϕ2
...

ϕn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, b =

⎡
⎢⎢⎢⎣

r1
r2
...

rn−1

⎤
⎥⎥⎥⎦

Therefore, Eq. (6) can be solved under the constraint of Eq. (9). Conclusively, the
location of the unknown-node (x, y) can be obtained by solving the following linear
programming Eq. (10).

αX = β

such that

BX ≤ b

lb ≤ X

lb′ = [−∞ −∞ 0 0 · · · 0 ]
1×(n+2)

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

(10)

However, Eq. (10) is unable to deliver a unique solution for (x, y). Therefore, we
apply linear programming and minimize the summative magnitude of the distance
correction factor as given by Eq. (11).

min
n∑

i=1

|ϕi |

such that

αX = β

BX ≤ b

lb ≤ X

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(11)

Equation (11) can be solved by rewriting in Eq. (12), as follows.
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Table 1 Complexity
comparison

Complexity DV-Hop ODR OCR

Communicational complexity O
(
nT 2

)
O

(
nT 2

)
O

(
nT 2

)
Computational complexity O

(
n3

)
O

(
n3.5

)
O

(
n3.5

)

min
n∑

i=1

t ′X

such that

αX = β

BX ≤ b

lb ≤ X

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(12)

where t = [
0 0 1 1 · · · 1 ]′

1×(2+n)
.

4 Complexity Comparison of OCR

The complexity of OCR is compared with DV-Hop [11], and ODR [5] in terms of
communicational and computational efforts required by the localization algorithms.
The comparative analysis is shown in Table 1.

Table 1 shows the complexity for a network of total T sensor-nodes out of which
n are the anchor-nodes.

5 Simulation Result and Analysis

The performance of the proposed OCR validates by simulating withMatlab R2014a.
The simulation setup derives the localization error [5, 12] Le as shown by Eq. (13)
for the following trials.

Le =
(

1

rm

)
×

(∑m

i=1

√
(xi − xi ′)2 + (yi − yi ′)2

)
× 100%; (13)

where total m unknown-nodes establishes a network with communication range r
having actual coordinates at (x, y) and estimated at

(
x ′, y′).

Trial 1: To observe the impact of communication range
Trial 2: To observe the impact of total number of sensor-nodes
Trial 3: To observe the impact of density of anchor-nodes
Trial 4: To observe the impact of communication noise.
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Table 2 Parameters and
values for simulation

Parameter term Parameter value(s)

Boundaries of covered region 50 × 50 × 600

Communication range (r) 15, 20, 25, 30

Total number of sensor-nodes
(T = n + m)

200, 230, …, 500

Density of anchor-nodes (% of
T ) (n)

5%, 10%, …, 25%

Total participating
unknown-nodes (m)

T − n

Communication noise 0–10%, 0–20%, 0–30% of r

Each trial is performed within a closed boundary of 50 × 50 × 600 sq. area with
100 relay-nodes. The results discussed below are drawn after taking a mean of 500
random setups under each experimental trial setup. All the parameters required for
the simulation are shown in Table 2. The execution of the proposed OCR is analyzed
in comparison with DV-Hop [11] and ODR [5] algorithms.

5.1 Trial 1: To Observe the Impact of Communication Range

The communication range of the sensor-nodes varies in 15, 20, 25, 30, 35, 40 units
to analyze the effect of communication range over localization performance. All the
other parameters remain constant, like, total sensor-nodes are taken 200 with only
20 anchor-nodes.

The effect of varying communication ranges is shown in Fig. 3. With every
improvement in communication range, OCR shows better localization results. OCR

Fig. 3 Effect of
communication range
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Fig. 4 Effect of total
number of sensor-nodes

improves because, with the increase in communication range, the unknown-nodes
get more anchor-nodes with fewer hop counts and thus results in higher localization
accuracy.

The trial shows that OCR localizes with 9.5 localization error on average whereas
DV-Hop andODR localizewith 16.5 and 10.5 average localization error, respectively.

5.2 Trial 2: To Observe the Impact of Total Number
of Sensor-Nodes

This trial is focused to understand the effect of the network size on localization
performance. The total number of sensor-nodes is varied as 200, 250, …, 500 by
keeping all other variables constant, similar to Trial 1.

Figure 4 shows the effect of increasing the total number of sensor-nodes in the
network. Since more number of sensor-nodes implies more number of anchor-nodes
also, therefore localization error downfalls.

OCR exhibits a localization error of 13.8 on average with the varying total
number of sensor-nodes while DV-Hop and ODR display 20.8 and 15.2 on average,
respectively.

5.3 Trial 3: To Observe the Impact of Density
of Anchor-Nodes

The anchor-nodes are crucial for localization. Therefore, the density of anchor-nodes
keeps varying in the range of 5%, 10%, …, 25% of the total sensor-nodes. The total
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Fig. 5 Effect of total
number anchor-nodes

number of sensor-nodes is kept constant at 200 in this trial. All other variables
maintain their values constant as in the previous two trials.

The results of this trial are drawn in Fig. 5 shows that the improvement in the
density of the anchor-nodes has a positive effect on the localization performance. The
localization error falls with the increase in the anchor-nodes because an unknown-
node gets more reference points to estimate its position.

OCR outperforms the other two algorithms DV-Hop and ODR by producing the
localization error with 14.4 on average in comparison to 18.2 and 16, respectively.

5.4 Trial 4: To Observe the Impact of Communication Noise

The communication noise affects the effective communication range of the sensor-
nodes unfavorably by attenuating the signals substantially. Therefore, this trial
focuses to examine the effect of the communication noise on localization error.
The communication noise is simulated by affecting the communication range 20
with random attenuation from the range 0− 10%, 0− 20%, 0− 30% of r . The total
network size is kept at a total of 200 sensor-nodes with 20 anchor-nodes.

The effect of communication noise by attenuating the communication range is
shown in Fig. 6. The localization error for DV-Hop, ODR, and OCR rises with
increasing attenuation. However, OCR is more robust by showing localization error
of 38.07%, 13.17% less from DV-Hop and ODR on average, respectively.
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Fig. 6 Effect of
communication noise

6 Conclusion

The seabed localization faces some constraints due to ocean current and the slow
propagation speed of acoustic waves. The uncertainty in the position of the anchor-
nodes makes the seabed localization quite different from the already known localiza-
tion algorithms. Therefore, the proposed localization algorithm OCR without AUVs
presents a novel approach in the range-free paradigm. In this way, OCR is a cost-
effective and ocean current rigid localization algorithm.The comparison ofOCRwith
the other algorithms DV-Hop and ODR shows that OCR is more robust while both
the other two algorithms require obtaining the position of the anchor-nodes through
GPS at each localization instance. On average, the OCR localized with 12% local-
ization error whereas DV-Hop and ODR localize with 20%, and 16% localization
error, respectively.

In the future, we will extend it to the energy constraint network where anchor-
nodes will be in a sleep mode periodically to save their energy.
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Detection of Motor Activity in Visual
Cognitive Task Using Autoregressive
Modelling and Deep Recurrent Network

Shankar S. Gupta and Ramchandra R. Manthalkar

Abstract The Recognition of brain activity related to motor execution is necessary
for building a brain-computer interface. However, building a framework for detecting
simple motor activity such as key press detection for various cognitive levels is chal-
lenging as the EEG signal quality is strongly dependent on the user’s cognitive state.
In this work, EEG signal from 44 subjects is recorded for the various visual cognitive
load. Four levels of cognitive workload are imposed by showing geometrical shapes
for recognition and counting. TheAutoregressive (AR)modelling is computationally
efficient and adjusts inter-subject variations in the presence of noise in the signal.
The AR coefficients are utilized as features and given to deep structure utilizing Bidi-
rectional long short-termmemory (BLSTM) and LSTM for detecting motor activity.
The precision, recall, and accuracy obtained using the proposed method is 95.3%,
91.2%, and 97.1%, respectively.

Keywords Electroencephalogram (EEG) · Cognitive workload · Brian computer
interface · LSTM

1 Introduction

TheEEGactivity is one of the physiologicalmeasures to accessmotor, emotional, and
cognitive activity [1, 2]. The electroencephalogram (EEG) activity can be acquired in
a non-invasive way with millisecond resolution. The EEG signal can be recorded in
an online manner without affecting the main task. The association between working
memory and the number of resources required by the user to complete the task
is known as cognitive workload [3]. The human experiences cognitive workload
because of limited working memory capacity. The use of BCI allows the human
being to communicate with the machine using brain signals [4]. The performance of
BCI is affected by the cognitive state of the user [5].
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Researchers have used EEG signal to convey actual and motor imagery tasks of
different body parts such as fingers, hands, feet for commanding multiple devices
such as wheelchairs and various computing devices. The movement related cortical
potential is extracted using discriminant canonical pattern matching to detect pre-
finger movement for BCI [6]. In [7], the fusion of EEG and eye movement activity is
used for motor imagery tasks. It is observed that the classification accuracy obtained
by fusing both signals is larger than with EEG data alone. In literature, it is found
that classification of workload and motor activity detection is rarely studied. Motor
activity such as pressing a keyboard may trigger artefacts because of body move-
ments. The classification accuracy of binary cognitive workload without considering
key pressing activity is larger [8]. In [9], for cognitive workload classification, the
keystroke activity does not change the statistical features but affects the morpho-
logical features such as signal length and the number of peaks. In [10], a pilot’s
workload is dynamically assessed by obtaining spectral EEG features for different
flying conditions. In [11], the key pressing condition is predicted 100 to 230 ms
before the key is pressed. The frequency content of the EEG signals changes with
time due to the nonstationary nature of the EEG signal. As a result, analysing the
EEG signal without considering non-stationarity can fail to capture their spectral
characteristics. In [12], the Renyi entropy and energy features are extracted using
quadratic time–frequency distribution to decode fingermovements. In [13], the effect
of theta band for finger movement detection is investigated. The results obtained are
2–4% more accurate than simply alpha and beta bands. The connections between
computing units create a directed graph over a time sequence in a Recurrent Neural
Network (RNN). RNN such as LSTM is utilized to analyse time-dependent data such
as EEG to improve classification accuracy in motor imagery tasks [14].

The EEG signal is complex, and the signal quality is strongly associated with
the subject’s cognitive state; detecting motor activity in various cognitive workloads
would be challenging. This study hypothesized that simple motor activity such as
key pressing can be detected in multiple cognitive workloads. The paper is structured
in the following manner. Section 2 gives information about materials and methods.
Section 3 describes feature extraction and classification, and Sect. 4 describes the
results. Finally, Sect. 5 presents the study’s conclusion.

2 Material and Methods

EEG data of 44 subjects were recorded with the permission of the SGGS ethical
committee. The participants have an age of 20.7± 2.2. EEGdata is collected using the
ENOBIO 32 channel wireless EEG equipment. The experimental setup is described
in detail in [15]. The subjects were asked to count the number of squares, circles,
and rectangles. Figures 1, 2, 3 and 4 shows a sample of every cognitive level. In
level 1, any two trigonometric shapes are utilized, whereas three shapes are utilized
in other levels. The complexity of levels is dependent on the number of shapes and
decoding of the shapes. In level 2, the total number of shapes are six, and no shapes
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Fig. 1 Sample of level 1

Fig. 2 Sample of level 2

Fig. 3 Sample of level 3
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Fig. 4 Sample of level 4

are combined. In level 3, one inscribed shape is utilized, and the total number of
shapes are seven. In level 4, two inscribed shapes are utilized, and the total number
of shapes are eight. At every level, ten different variations of shapes are utilized
for inducing cognitive workload. The stimulation of the trigonometric shape image
is seen for 7 s, followed by 2 s of a blank screen. The count of any shape from a
set of three is asked, and three choices are given. The subject gives a response by
pressing the key. Themaximum duration from question to response is 5 s. EEG signal
corrupted with eye-blinks and muscle activity are suppressed by ADJUST algorithm
[16].

3 Methodology

3.1 Autoregressive Modelling

Autoregressive (AR) modelling is the simplest way to describe EEG data since it
considers the noise in the signal. The AR coefficients do not require scaling, which
eliminates the issue of inter-subject differences. Small intervals of EEG data are well
adapted by AR model [17]. The EEG interval can be modelled with p order as

xn =
p∑

i=0

si xn−1 + e(n) (1)

where s1, s2, …, sp are AR coefficients and e(n) represents fitting error. The
coefficients are calculated using the burg algorithm, which is described in [18].
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Fig. 5 LSTM architecture

3.2 Classification

Cognitive loads vary with time, and these variations are expressed in EEG signal
temporal correlations. The variations of EEG data can be correlated using LSTM
that can learn long and short-term temporal associations from the sequential data.
The LSTM structure is operated iteratively with five parameters (f t , it , ct , ot , ht), as
shown in Fig. 5.

The LSTM framework mentioned in Fig. 5 is unidirectional, which can only learn
information between current and subsequent time instants, whereas bidirectional
LSTM allows to learn temporal information in forward and backward directions
simultaneously. In this analysis, deep RNNwith two BLSTM and one LSTM stacked
with 512,128 and 64 hidden units, respectively, are utilized. The dropout layer with
a dropout rate of 0.2 is utilized after each BLSTM and LSTM layer. Finally, binary
classification is achieved using a densely connected layer. Figure 6 represents the
block diagram of the proposed system. The training phase of classification uses a
batch size of 300, 150 epochs and a learning rate of 5e−4. The EEG features are
extracted for four frames. In this work, the effect of frame length and the size of
window is also discussed.

4 Results and Discussions

The EEG signal is decomposed using Morlet wavelet into four clinical subbands
as delta (0.1–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), and beta (13–30 Hz). In this
work, the order of AR coefficient utilized is four which is selected empirically. The
AR coefficients are computed for all four bands and all 32 electrodes. Therefore,
the length of the feature vector is 32(channel) × 4(bands) × 4(AR coefficients) =
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Fig. 6 Classification using deep recurrent network

512. The EEG time frames are extracted from stimulus to response time. The non-
key press activity frames are randomly obtained from stimulus to 500 ms before the
keypress activity, as shown in Fig. 7. The keypress activity frames are extracted by
leaving a fewmill-seconds (50–170ms) where the actual key is recognized. The total
non-key activity frames extracted are 8800, and the keypress activities are 1760.

Fig. 7 Key and non-key frame extraction
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Fig. 8 Window size versus classification accuracy

Figure 8 shows the effect of window length on classification accuracy. The highest
accuracy is obtained with a window size of 80 ms. The classification accuracy is also
dependent on the number of time frames. Figure 9 depicts the effect of increasing
the number of frames on accuracy with an 80 ms window size. When the number of
frames is four, the accuracy is maximum.

The proposed system is evaluated using precision, recall, F1 score, and accuracy.
When the dataset is imbalance, accuracy should not be the only factor to consider
because it may lead to an incorrect conclusion because of many true negatives.
Precision is measured as the ratio of true positive to total positives predictions and
reflects the classifiers credibility. Recall is the ratio of true positives to the total
positives of the testing data. The classifier’s overall performance can be reflected by
the F1 score, which is a weighted mean of precision and recall. The classification
parameters are given in Eqs. 2–5. The details for the same is given in Table 1. The
highest classification metrics (bold values) are obtained when the early detection
duration is 140 ms. The result of the classification accuracy of key press activity in
various levels is given in Table 2. The classification accuracy of 97.8% is obtained in

Fig. 9 Number of frames versus classification accuracy
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Table 1 Results of classification

Early detection (ms) Precision Recall F1 score Accuracy

50 92.3 89.7 90.9 96.2

80 93.2 90.2 91.6 96.4

110 94.6 90.3 92.4 96.7

140 95.3 91.2 93.2 97.1

170 94.9 90.7 90.7 95.6

Table 2 Results of classification in various levels

Levels Precision Recall F1 score Accuracy

1 94.1 92.4 93.2 96.9

2 95.7 93.2 94.4 97.8

3 94.5 92.9 93.7 97.1

4 92.1 89.4 90.7 95.6

level 2, whereas in level 4, the value is 95.6%, showing that motor activity detection
is challenging in high cognitive tasks.

precision = TP

TP+ FP
(2)

recall = TP

TP+ FN
(3)

F1 = 2× (precision × recall)

precision+ recall
(4)

accuracy = TP+ TN

TP+ FP+ FN+ TN
(5)

Table 3 gives the classification accuracy of each subject utilizing the leave-one-out
approach. A paired sample t-test is used to compare the average accuracy achieved
using tenfold cross-validation and the accuracy of each subject. The p-value obtained
using the t-test is 0.34, which shows that the subject-wise and average accuracy are
statistically insignificant.

Table 4 shows a comparison of research conducted on motor activities detection.
It is essential to mention that the experimental protocol and the intention of doing
motor activities differ amongst different methods. In [5], the effect of visual distrac-
tion on motor imagery tasks is investigated using various band powers and perfor-
mance measures. The classification accuracy obtained is below 75%. In [13], the
classification accuracy obtained in detecting finger movements is investigated using
PSD features and support vector machine (SVM) classifiers. The average detection
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Table 3 Classification accuracy of individual subject

Subject Accuracy Subject Accuracy Subject Accuracy

1 97.9 16 97.1 31 94.6

2 98.3 17 98.8 32 98.3

3 95 18 95.8 33 97.9

4 95.4 19 96.7 34 97.1

5 97.9 20 97.5 35 96.7

6 98.3 21 94.6 36 98.3

7 98.8 22 96.2 37 96.2

8 95.8 23 96.7 38 98.8

9 97.5 24 97.5 39 98.3

10 97.9 25 97.9 40 97.9

11 96.7 26 98.3 41 96.2

12 98.3 27 95.8 42 98.3

13 96.2 28 97.1 43 94.6

14 97.5 29 96.2 44 98.3

15 97.9 30 96.7

Table 4 Comparison of the
current work with previous
studies

Authors Features Classifiers Accuracy (%)

Emami and
Chau [5]

Band power – 75

Ketenci and
Kayikcioglu
[13]

PSD SVM 80.7

Wang et al. [6] ERD and
MRCP

FDA 91.5

Proposed AR
coefficients

Deep RNN 97.1

accuracy is 80.7%. In [6], 91.5% accuracy is obtained using event related synchro-
nization (ERD) andmovement related cortical potential (MRCP) features using fisher
discriminant analysis (FDA) classifier. In [5, 6, 13], multiple finger movements are
recognized. The key is pressed with the index finger only in the current work, but
key pressing activity is recognized under various cognitive workload levels.

The proposed system can detect key pressing activity in various cognitive work-
loads. The non-key pressing activity is extracted from visual stimulus, blank display
and whilst reading a question. Thus, the proposed method can identify motor activity
in various cognitive activities. The number of features required by the classifier can
be reduced by employing a feature selection algorithm.
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5 Conclusion

This study shows the detection of motor activity in various levels of visual cognitive
tasks. The proposed framework decomposes EEG signal into four clinical bands,
and AR coefficients of order four are utilized as a feature vector. The windowing
technique is utilized for obtaining features, and the classification is achieved using
a deep recurrent network. The highest classification metrics in key pressing activity
are achieved 140 ms before the system recognizes the key. The highest classification
accuracy is obtained in level 2, and the lowest is obtained in level 4. Precision, recall,
and accuracy obtained for four frames are 95.3%, 91.2%, and 97.1%, respectively.
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An Approach for Secure Data Sharing in
Cloud and Fog-Based IoT Network

Deeksha Arya and Mayank Dave

Abstract The glorification of the Internet of Things (IoT) and its application with
Cloud computing and Fog computing has revolutionized and simplified every sphere
of human life. However, the implementation of IoT, Cloud, and Fog devices intro-
duces several new challenges. Privacy of sensitive data shared on the Internet is one
such issue. The data is vulnerable to attackers, hackers as well as Cloud/Fog owners.
This article proposes a new secure data sharing scheme that prevents unauthorized
access to users’ data. The proposed scheme keeps the data secure from malicious
users and Cloud/Fog owners by providing complete access control to owner of the
data. Additionally, it prevents the leakage of data sharer’s lists to Cloud/Fog owners
and handles user revocation. Further, it uses lazy re-encryption, which makes it more
efficient in terms of resource utilization.

Keywords Internet of Things · Fog computing · Cloud computing · Security ·
Proxy re-encryption · Secure data sharing

1 Introduction

In the era of smart technology, Internet of Things (IoT) [1, 2] no longer needs an
introduction. IoT has brought a revolution in the field of automation and has become
the base for several applications. However, IoT suffers from a plethora of underlying
security and privacy risks along with the benefits [3–6], giving rise to the need for
a mechanism that can prevent unauthorized access to sensitive data. In most cases,
the IoT applications work by storing the data on the public Cloud, either directly or
via the Fog-cum-edge devices [7–9].

D. Arya (B) · M. Dave
Department of Computer Engineering, National Institute of Technology, Kurukshetra,
Kurukshetra, Haryana, India
e-mail: deekshasheokand@gmail.com

M. Dave
e-mail: mdave@nitkkr.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
D. Gupta et al. (eds.), Pattern Recognition and Data Analysis with Applications,
Lecture Notes in Electrical Engineering 888,
https://doi.org/10.1007/978-981-19-1520-8_30

383

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1520-8_30&domain=pdf
http://orcid.org/0000-0002-7948-5930
http://orcid.org/0000-0003-4748-0753
mailto:deekshasheokand@gmail.com
mailto:mdave@nitkkr.ac.in
https://doi.org/10.1007/978-981-19-1520-8_30


384 D. Arya and M. Dave

Fig. 1 Set-up for data exchange between data owner and data sharers using Cloud

Figure1 shows the set-up for data exchange between data owner and data sharers
directly through Cloud. In Cloud Computing, centralized processing is involved and
in most cases, the server/Cloud is located far away from the users. To cope with
this, the Fog computing was introduced, which performs data processing and storage
closer to data sources/users than Cloud computing, making it more efficient and
location-aware. The system model where the users of IoT share the data on the
Internet by using Cloud and Fog devices, for faster access, is shown in Fig. 2.

To keep the data stored in public Cloud storage confidential, the data owners
should encrypt their data before uploading them to the Cloud or any Fog device.
However, the encryption introduces a new challenge of sharing the data effectively.
The traditional approach for sharing the data stored in encrypted form on Cloud
involves the following sequence of steps to be performed by data owner: download
his/her data from the storage server on Cloud, decrypt the data, re-encrypt the data
using public key of person with whom the data is to be shared (data sharer) and
then send the re-encrypted data to that person or re-upload the re-encrypted data to
the Cloud. This approach imposes high overhead on data owner and is thus highly
inefficient. Additionally, it also loses the merit of the public Cloud storage.

In 2009, Satyanarayanan et al. [10] introduced the concept of Cloudlet, a Cloud
data centre, to handle the computation-intensive tasks offloaded from the user
machine, with lower latency. And thus the Cloudlet provided a solution to overcome
the limitations of traditional approach for secure data sharing with the assumption
that the Cloudlets are trusted [11]. Blaze et al. [12] proposed proxy re-encryption
(PRE) scheme for solving the problem of secure delegation for the decryption rights.
Similar to Cloudlet architecture, PRE system also uses a three-tier architecture in
which the proxy plays the role of middle layer between User and Cloud. But, unlike
Cloudlet, the PRE system assumes the proxy to be semi-trusted. In a PRE system,
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the data owner employs the proxy to convert a ciphertext encrypted under the data
owner’s public key into a new ciphertext of the same message encrypted under the
data sharer’s public keywithout letting the proxy learn the underlyingmessage.Many
researchers (see [13] and the references therein) extended the work of Blaze et al.
[2] for providing secure data sharing in Cloud along with some extra features. We
propose a new scheme for sharing the data securely in Fog-computing-based IoT.
The main contributions of our scheme are:

1. It prevents the data from unauthorized access from malicious users as well as
from the owners of Cloud/Fog devices used to store and share the data on the
Internet.

2. It keeps the data sharer’s list confidential to data owner.
3. It handles user revocation and provides the complete access control to data owner

by giving it the right to apply timing constraints on data sharers’ rights.

The remaining paper is organized as follows. Section3 discusses the existing liter-
ature. Section4 provides the details about the main factors which can be considered
for comparing various secure data sharing schemes. Section4 covers detailed work-
ing of the proposed approach followed by its security analysis in Sect. 5. Section6
concludes the current work and provides directions for future.

2 Related Work

This section briefly discusses the existing work related to data sharing schemes in
IoT. The authors in [1, 2] address the Internet of Things in detail and describe the
various aspects of life, the IoT has high impact on. Fog computing was introduced
by Bonomi et al. in 2011, and its role in IoT is described in [7].

Vurukonda and Rao present a study on data storage security issues in Cloud com-
puting [14]. Satyanarayanan et al. [10] discuss the virtual machine-based Cloudlet
in mobile computing which is another important aspect of IoT. The authors in [11]
proposed a protocol for data security in Cloudlet-based architecture. The protocol
provides perfect forward secrecy but has the limitation that the Cloudlets are assumed
to be trusted. Another solution for securely sharing the data on Cloud involves the use
of proxy re-encryption [12]. In re-encryption, a ciphertextMX (messageM encrypted
using user ‘X’ public key) can be converted into message MY which has the same
plaintext as MX but is encrypted using user ‘Y ’ public key. The main advantage of
proxy re-encryption lies in the fact that the conversion of ciphertexts from one form
to another is done without letting the converter/proxy learn the underlying plaintext.

The proxy re-encryption technique was widely adopted and extended by adding
some extra features along with providing confidentiality to users’ data. A survey
of these techniques for secure data sharing in Cloud is given in [13]. Jun et al.
used bidirectional aspect and proposed a secure proxy re-encryption method for
cryptographic Cloud storage [15]. A bidirectional scheme has the property that the
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Fig. 2 Data sharing in Cloud and Fog-based IoT network

same re-encryption key can be employed to re-encrypt the data in both the directions,
from ciphertext for user ‘X’ to cipher-text for user ‘Y ’ and vice versa. In addition
to being bidirectional, their scheme has the property of keeping the ciphertext size
same regardless of the number of transformations applied to it.

Li et al. put forward a pairing-free scheme for securely sharing the data on public
Cloud [16]. This scheme is computation efficient since it does not use the time-
consuming bilinear paring operations.

Some authors have focused on providing fine-grained access control. For instance,
Yang et al. proposed a Cloud-based data sharing scheme with fine-grained proxy re-
encryption which provides the data owner the option to share only a subset of its
ciphertexts without re-encrypting the data as a whole [17]. Similarly, Yu et al. offered
a secure and scalable data sharing scheme considering fine-grained access control in
Cloud [18]. Lin andTzeng proposed a secure data forwarding scheme for a distributed
system by integrating threshold proxy re-encryption with decentralized erasure code
[19].

Fan et al. proposed a secure timed-release proxy conditional re-encryption scheme
which allows the data owner to apply time constraints on data sharer’s access to data
[20]. Likewise, Liu et al. address the problem of user revocation by using a clock-
based re-encryption [21]. This technique allows the Cloud owners to re-encrypt
the data in synchronization with their internal clock even when no command is
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received from the data owner. Our scheme, discussed in Sect. 4 of this paper, is
computationally more efficient since it handles user revocation without requiring
multiple re-encryption unlike the aforementioned scheme.

Furthermore, some authors explored mobile Cloud Computing and identity-based
re-encryption. For instance, Wei et al. proposed an anonymous data sharing protocol
for Cloud [22]. The authors in [23] discuss an identity-based proxy re-encryption
for making mobile access easy in Cloud. Mollah et al. present a scheme for secure
data sharing and searching at the edge of Cloud-assisted Internet of Things [24].
A lightweight scheme for securely sharing the data in Mobile Cloud computing
is presented in [25]. A recent survey on challenges related to security and privacy
concerningMobile Cloud computing is presented in [26]. Further, the authors in [27]
address the security for smart wearable systems, one of the most trendy application
of IoT.

The following section discusses the factors which can be used for comparing
various data sharing schemes present in the literature.

3 Comparison Factors

The main factors that can be considered for comparing various secure data sharing
schemes are:

1. Unidirectional Versus Bidirectional: A proxy re-encryption scheme is termed
as unidirectional, if for a given re-encryption key, the proxy is capable to convert
user A’s ciphertext to the ciphertext intended for user B, but not the vice versa.
That is, for a unidirectional scheme, the re-encryption keys used to translate A’s
ciphertext to that of B and B’s ciphertext to that of A are different. For a bidi-
rectional scheme, same re-encryption key can be used to perform the translation
in both the directions [13].

2. Interactive Versus Non-interactive: It relates to the involvement of data owner
at the time of data sharing. For an interactive data sharing scheme, data owner’s
secret key is required to generate the re-encryption key.

3. Transparency: It relates to proxy invisibility in case of re-encryption schemes.
A scheme is termed as transparent if both the data owner and data sharer are kept
unaware of the presence of any proxy between them. For a transparent scheme,
the data sharer must not be able to differentiate between the ciphertext generated
by encryption using his public key and the ciphertext generated by re-encryption
key at proxy.

4. Key Optimality: It relates to the storage overhead of keys. In a key optimal
scheme, a user is required to store only a small constant number of keys irre-
spective of number of decryption delegations it has accepted or delegated.

5. Collusion Safety: In a collusion safe scheme, even a proxy colluding with data
sharer cannot learn the data owner’s private key.
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6. Transitivity: It relates to re-delegation of decryption rights by proxy. Consider
the three Cloud users A, B and C sharing the data using proxy re-encryption. If a
proxy has the re-encryption key rkAB to translate A’s ciphertext to that of B and
rkBC , to translate B’s ciphertext to that of C, then for a non-transitive scheme,
the proxy should not be able to generate the re-encryption key rkAC , the key to
translate A’s ciphertext to that of B.

7. Conditional Sharing: It relates to the data owners’ ability to control the access
rights of data sharer based on some conditions. For instance, the data owner may
wish to share different subsets of the data with different sharers. A good data
sharing scheme should provide a mechanism to implement conditional sharing.

8. Static Versus Dynamic: A dynamic scheme let the data owner decide the data
sharer any time.

9. Time Constraints: It involves providing the data owners’ with an option to apply
timing constraints on data sharers’ decryption rights.

The following section describes the approach proposed in this paper.

4 Proposed Approach

The following sections describe the system architecture and the step-by-step proce-
dure of the proposed approach for secure data sharing in IoT.

4.1 System Architecture

The presented work considers the system comprising following five components:

1. Cloud, the unlimited storage device which provides the backbone for efficient
working of IoT. It is assumed that the Cloud Owner (CO) too could be malicious
and thus the users’ data must not be revealed to Cloud Owner.

2. Data Owner (DO), the source of data to be shared and stored in IoT.
3. Data Sharer (DS), the user who wants to access the data shared by data owner.

Any authorized or unauthorized user may wish to access the data; however, the
approach needs to ensure that only authorized users are granted the access.

4. Fog, the edge devices present in the proximity of users. Similar to Cloud Owner,
the Fog Owners (FO) could be malicious too and are thus exempted from the
right to access users’ data.

5. Trusted Third Party (TTP), which generates different keys (public key, private
key, re-encryption key) required for encryption–decryption of the data shared on
the Internet.

Figure3 shows the system architecture and the communication between different
components involved in data sharing in IoT. Users including data owners and sharers
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Fig. 3 Proposed approach for securely sharing the data in Cloud and Fog-based IoT network using
trusted third party

are connected via Fog and Cloud. To keep the sensitive data confidential, the Data
Owner outsource the data after encryption. This is the only time when the Data
Owner performs the encryption. All the other encryptions (termed as re-encryptions)
required in the later stages, are performed by the Fog devices, thus reducing the
burden on Data Owners. The encryption is considered to be homomorphic so that
any operation which was intended to be carried out on user’s data can be executed
on this encrypted data. Further, to prevent unauthorized access to the data stored on
Cloud/Fog, our approach works by informing Data Owner about every request made
to access that data. To provide complete access control of the data, the Data Owner
is given an option to share the data partially by instructing the Fog device to apply
the re-encryption only on a subset of the data. The following section describes the
working of our approach.
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4.2 Step-by-Step Procedure

The proposed approach comprises five steps as described below.

1. The Data Owner outsources the encrypted data.
2. The Data Sharer sends the request to access the data.
3. The Fog device receiving the request sends the information of requester to Data

Owner along with the following query:

• Do you want to share your data with the requester?
• If yes, do you want to share the whole data or only a subset of it?
• Please share the required information.

4. The Data Owner, on receiving the above message, decides whether the requester
is authorized or not.

• If not, it sends a decline response to the Fog device which sent the query. The
decline message indicates that the Data Owner does not want to share the
data with the requester, and therefore, the request should be declined by the
corresponding Fog device.

• In case of authorized requester, the Data Owner contacts the trusted third
party (TTP).

– The TTP generates re-encryption key for converting the ciphertext intended
for Data Owner into the ciphertext for the requester as per the Data Owner’s
guidelines.

– The Data Owner, then, passes this re-encryption key to the Fog device
which sent the query.

5. The Fog device downloads the data from Cloud, re-encrypt it (as a whole or only
a subset of it, as instructed by Data Owner) using the key provided by the Data
Owner. This re-encrypted data is then shared with the data requester.

5 Security Analysis

The proposed data sharing protocol has the following security characteristics:

• Provides Confidentiality

– Only the encrypted data is uploaded to Fog and Cloud in the proposed scheme.
This ensures that only the user having access to the key can access the data, and
hence keeps the data confidential.



An Approach for Secure Data Sharing in Cloud … 391

• Prevents Unauthorized Access from Malicious Users

– The presented scheme grants data access to only the users who have been autho-
rized by the Data Owner. Whenever a request is received to retrieve the stored
data, the Fog device receiving the request sends a query to Data Owner. The
data is transferred to the requester only after Data Owner’s approval. Moreover,
the data is shared only in encrypted form which further enhances the security.

• Prevents Unauthorized Access from Cloud and Fog Owners

– The Data Owner uploads the data in encrypted form, thus preventing the Cloud
and Fog owners from learning the plaintext.

• Provides Collusion Safety

– The presented scheme is collusion safe, i.e. even if the Fog device having the
re-encryption key collides with the corresponding data sharer, it would not be
able to learn the data owner’s private key.

• Handles User Revocation

– Each time someone request the access to data, the Fog device first take the
permission from Data Owner before sharing the data with the requester. Thus,
the Data Owner can decline the request of revoked users easily.

• Provides User Anonymity by Preventing the Leakage of Data Sharer’s List to
Cloud/Fog Owners

– The proposed approach does not require the sharing of list of data sharer with
Cloud or Fog. Instead the data owner itself maintains the list and is allowed to
change it any time.

It can be noted that the scope of the current work is limited to establish the
theoretical framework.The futureworkmayconsider providing experimental support
for the same.

6 Conclusion and Future Work

Among the several challenges associated with Cloud and Fog-computing-based IoT,
this paper addresses the security of the data shared on Internet. Firstly, the factors that
can be used to compare different data sharing approaches are discussed. Secondly,
a new scheme to share the data securely using Cloud and Fog devices is proposed.
Thirdly, the security analysis for the proposed approach is carried out in the presented
manuscript.

The proposed scheme provides complete access control of the data to its owner and
prevents the unauthorized access to the same when stored on public Cloud storage in
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IoT. Further, the problem of user revocation is addressed and information valuable
to the users of Cloud and Fog Computing, along with IoT, including the data owners
and algorithm designers is presented.

In future, other aspects of data sharing on IoT, or data storage on Cloud and Fog
devices can be considered to extend the current work. One such aspect is ensuring
the integrity of the data. Furthermore, the current work assumes the third party used
in the system model as trusted. However, practically, it needs to be considered that
TTP is also connected through the Internet to provide services and may also have
malicious intentions. Hence, the futureworkmay explore the protocols for the trusted
third party used in the presented approach.
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Privacy Protection of Edge Computing
Using Homomorphic Encryption

Ganesh Kumar Mahato and Swarnendu Kumar Chakraborty

Abstract The emergence in the field of Internet of Things and the success of the
cloud providers have extended the horizon of the new technological model that is
Edge computing. This technology has got the ability to handle problems such as
improving the response time, increasing battery life, cost saving of the network,
along with ensuring protection and privacy of the data. To manifest the idea of Edge
Computing, here a detailed case study is presented starting from cloud architecture
to the security issues, further extending to its security countermeasures using Homo-
morphic encryption. This article explores the security challenges and the smart way
to handle them and ensure privacy to the data with nicely explained algorithms. The
algorithms perform computation on the encrypted form without decryption of the
ciphertext. This does not require the sharing of a secret key. The opportunities in the
field of edge computing is also emphasize with the expectation that this paper will
pique interest and encourage further study in this area.

Keywords Cloud security · Edge computing · Homomorphic encryption · Internet
of Things

1 Introduction

With the emergence of cloud computing, our way of living and working has trans-
formed tremendously. Having different services of the cloud computing, it has made
the life smoother in different fields. For instance, Software as a Services (SaaS) such
as Facebook, Twitter, Google Apps, etc. has brought the things closer to us [1]. Plat-
form as a Service (PaaS) allows the users to develop, run and manage the software
applications on a single platform.Another servicemodel is Infrastructure as a Service
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(IaaS) which provides us with a wide range of services such as servers, storage of
information, networking, hardware, and many more [2]. Later on, Internet of Things
(IoT) connected the various devices that used to process and exchange the data over
the Internet [3]. IoT is basically introduced to make a computer sense like a human
and gather information from the edge community. Some of the IoT applications need
an environment that can communicate very quicklywith short response time. In order
to facilitate these applications, cloud computing is not effective enough. Due to the
advent of the IoT and mass penetration of wireless networks, the devices of edge
computing and data gathered from the edge has been exponentially rising in recent
years. By 2025, the International Data Corporation (IDC) predicts that globally the
data is supposed to exceed 180 zettabytes (ZB), with 70% of it provided by IoT
being utilized at the network’s edge. IDC also estimates that by 2025, more than 150
billion computers will be connected globally. In this situation, cloud computing’s
clustered processing mode is insufficient to manage the data provided by the edge.
The edge computing paradigm transfers all data across the network to the cloud data
center, which then uses its fast-computing capacity to solve computation and storage
issues, allowing cloud providers to generate economic benefits [4]. Traditional cloud
storage, on the other hand, has many drawbacks in the sense of security, latency,
bandwidth, availability, resources, stability, and privacy [5].

This paper covers the most recent developments in edge computing, as well as
the emerging problems and potential prospects in this field. Our primary focus lies
on ensuring security to the edge computing devices. The article has been organized
in the following way. In the first part we have tried to describe the works already
done in the field of security of edge computing, then we have given a light on what
is edge computing, its function and architectural model. Next, we described the
homomorphic encryption and its principles followed by its implementation in the
security of edge computing. Then experimental analysis is explained. Finally, we
conclude this paper describing the scope of the mentioned algorithm in the future
that can ensure privacy to the edge computing devices.

2 Related Works

The idea of connecting the devices can be traced back to 1970’s. Then it was called
as embedded Internet. The word IoT was used in 1999 for the first time by Kevin
Asthon. IoT started gaining popularity after 2010. Being a new concept in connecting
the devices via Internet, it is expected that 35 billion devices will be connected by
the end of 2021 [6]. And so, the vulnerability will multiply. Being a new technology
there has been very less work done till now in the field of ensuring security to the
edge devices, but the researchers are striving continuously to secure this emerging
technology in a better way. Security implementation is a basic and critical issue in
edge computing, and it has been addressed in a number of previous studies [7, 8].
In this section the literature survey of edge computing and its security is presented.
Since 2010 many industries and organizations started implementing this emerging
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technology but did not emphasize on the security issues. Many researchers have
presented their papers, mentioning the threats and vulnerability but that remained
theoretical [3].

Wu et al. in his paper [9] discussed the use of homomorphic encryption for
ensuring security to the edge devices. He further describes the use of proxy re-
encryption and ciphertext policy attribute-based encryption. Abawajy [10] in his
article proposed a model that determines the android malware, provided a mobile
malware detection model and punishes them automatically. Murugesan et al. in his
paper [11] used hybrid RSA Elliptic Curve Cryptography, this scheme is confined
to small key size and limited storage. RSA being a slow algorithm consumes much
time in encryption and decryption. Later on, Yan et al. in his article [12] presented a
model to secure the edge computing using RSA algorithm and proxy re-encryption of
the ciphertext. The new edge computing data privacy security scheme cannot alone
fulfill the requirements for safe data storage and retrieval details. The primary aim
of this paper is on the protection of edge devices from various threats. Further we
focus on the application of homomorphic cryptography to edge devices, including
implementation of encrypted data and performing computation on that under various
attacks.

3 Proposed Model

In this paper we have proposed a novel design of Homomorphic Encryption for
ensuring security to the edge computing-based IoT devices from various vulner-
ability. We have used hybrid model comprises of RSA and proxy re-encryption
schemes that ensures double fold protection to the sensitive data in the edge. As data
is processed in the network edge then it is sent to the data center or cloud for further
storage, proxy re-encryption plays a vital role in encapsulating the data before being
stored for further use.

4 Edge Computing

Since 2015, edge computing has been on the rise, drawing a lot of interest from
both academia and business. In the year 2016, the National Science Foundation
(NSF) based in United States identified edge computing as a highlighted field
of computer systems study. This technology has been transforming the way of
processing, handling and delivering the data over the millions of devices around
the globe. The exponential growth of IoT in the past one decade, needs the real
time computing resources that drives the edge computing technology. Being able to
respond to data almost instantaneously, it eliminates the lagging time, reduces the
Internet bandwidth usage and lowers the cost. Since the data is processed in the real
time in the network edge without transferring it to the public cloud, the sensitive data
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remains out of threat. Prior to data processing the sensitive data is sent to the cloud
for further storage. Edge computing systems are accelerating the development and
support of real time applications, such as self-driving cars, video conferencing, AI
virtual assistance, augmented reality, and many more.

4.1 Defining Edge Computing

Edge computing is a novel technique allowing the users to process, store and manage
the data at the edge of the network and provides intelligent services by the collabora-
tion with cloud computing [13]. In a broader sense, all the computations taking place
outside the cloud where real time processing of data is necessary that respond to
the request generated by sensors or users at low latency is the edge [14]. According
to Shi et al. [15] Edge computing can be referred as the technology that permits
computation to be carried out at the network edge, on downstream data on behalf of
cloud computing and upstream data on behalf of IoT services.

4.2 Functions of Edge Computing

There are two processing streams of edge computing: one is upstreamwhere compu-
tation is from applications or devices to the cloud and another is downstream where
computation is from cloud to the devices or application [15]. The devices of the
edge computing serve as the data producers as well as data consumers. At the edge
level, services and contents are requested from the cloud as well as computations are
performed from the cloud. Edge has the capability to process the data, store it safely,
request and deliver services from the cloud to the end users. Moreover, it is reliable,
ensures security and delivers privacy to the sensitive data and meets the end user’s
requirement efficiently [16].

4.3 Edge Computing Three Tier Model and Architecture

ThreeTierModel. Edge computing is a three tiermodel that comprises IoT, edge and
cloud. IoT is the first layer, which includes drones, connected health cameras, smart
home systems and appliances, industrial Internet equipment, etc. IoT and the second
layer that is edge, are connected using a variety of communication protocols. For
instance, drones can be connected to a network tower via 4G/LTE, and smart home
devices can communicate throughWi-Fi. The cloud’smassive processing and storage
capabilities are used to complete complex tasks at the edge, which includes self-
driving vehicles, network towers, gateways, and edge servers. Low power consump-
tion and short distance are common characteristics of the protocols between IoT and
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Fig. 1 Architecture of edge computing

Edge. Larger throughput and high speed are common characteristics of protocols
between edge and cloud [3]. The networking protocols between the edge and the
cloud are basically Ethernet, optical fiber, and the oncoming 5G network.

Architecture. There are basically three primary nodes in the architecture of edge
computing: Device Edge, Local Edge, and the Cloud [4]. Each of these nodes are
explained here using Fig. 1 along with its overall design of edge computing.

Device Edge. Edge devices are the hardware components that collect data or commu-
nicate with the edge data such as security cameras, drones, RFID readers, digital
signage, medical implants, and other connected items [9]. The devices serve us with
numerous benefits like: transmitting, routing, processing,monitoring, filtering, trans-
lating and storing data passing between the networks. The working principle of the
edge is very simple, it acts a medium to connect two different networks and translates
one protocol to another. Hence serves as a network entry or exit. Being the connec-
tion at the network edge, the devices eliminate the latency issues and serves the data
processing at the real time. Cost saving is one of the advantages as bandwidth usage
is optimized since data is manipulated within the edge.

Local Edge. The applications that operate on-premises or at the network’s edge
comes under the local edge. The edge server and its network can be a separate
or an integrated entity existing on a different or same location. This architectural
layer mainly operates on Application layer and Network layer where the device edge
applications are placed. In theApplication layer the applications that cannot run at the
system edge due to the device’s footprint being too big can run here. Complex video
analytics and IoT analysis are two examples of such applications. In the Network
layer the physical devices are mainly not used in order to avoid complication in
controlling or monitoring them. Hence the complete Network layer is on a virtual
mode. Routers and switches are the main devices used in this layer.

Cloud. The Cloud is the most important segment of this entire architecture. Bearing
a huge data load and managing computations of the various applications at a time
makes it ideal when we compare to edge [17]. It is responsible in deploying the
workloads to the various edge nodes with the help of systematic management.
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4.4 Edge Computing Security and Privacy

With the increase in edge computing devices, the vulnerability is also growing paral-
lelly. Having various layers of the edge computing architecture, we are threatened
by different levels of security issues. Since the edge devices are in direct communi-
cation with the edge data center, this may bypass the central monitoring system. It
may lead to system hacking, primary leakage, data tampering, injection of informa-
tion, and many more [18]. Though edge computing having distributed characteristic,
the above-mentioned security issues have become a matter of major concern. Since
the IoT devices and various sensors are in interconnection and communicate via the
network channels such as wireless network and mobile network, this may lead to
network attacks like Denial of Services (DoS). So, ensuring security to the devices
has become our key responsibility [7].

5 Homomorphic Encryption

Homomorphic Encryption (HE) is a cryptographic method focused on the compu-
tational complexity theory of mathematical problems [1]. We can get an output that
is identical to the original data when dealing with homomorphic encryption data.
HE is an encryption technique that allows you to execute operations on protected
(encrypted) data without having to decode it [17]. It helps us to execute opera-
tions on encrypted data without the use of a secret key. On encrypted files, any
mathematical procedure of any complexity can be performed without hampering
the protection. “Homo” is a Greek word that means “same,” and “Morphic” means
“structure”.When performing relatedmathematical operations on encrypted files, the
HE method produces the same result. The performance is the same after decrypting
the data, implying that the operations were done on unencrypted data [19]. On the
encrypted files, algebraic operations are used to perform a number of computations.
HE will be the encryption scheme of the future of cloud and edge computing and
allowingmultiple companies to store encrypted data in a decentralized cloud without
risk of compromising its security and provide benefit to the users in availing protected
services [20].

5.1 HE Definition

Here we consider P as the plain text that is P = {0, 1}, it contains the message
tuple (M1, M2, …Mn) as input. The Boolean circuit is represented byC,whereas the
ordinary function as C(M1, M2, . . . Mn) to show the computation on the message
tuple [21]. The HE is defined as follows:
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Key Generation: Gen
(
1λ, α

)
is the algorithm that produces key triplets as secret

keys (sk and pk) and the evaluation key (evk), where λ is security parameter and α

is auxiliary input. It is given as:

(sk, pk, evk) ← KeyGen
(
$
)

(1)

Encryption: Enc(pk, M) this is to encrypt the message (M) using the public key
(pk) and generates a ciphertext c. The relation is denoted as:

(c ∈ C), c ← Enc(pk, M) (2)

Decryption: Dec(sk, c) this is to decrypt the ciphertexts (encrypted plaintext) using
the secret key (sk) and gets back the original message (M) as the desired output.

M ← Des(sk, c) (3)

Evaluation: Eval(evk, C, c1, c2, . . . cn) generates computational value while
considering evk key as the input, where the circuit c ∈ C and input tuple ciphertexts
that is, c1 . . . cn as the already computed results. Evaluation is performed as:

c∗ ← Eval(evk, C, c1, c2, . . . cn) (4)

5.2 HE Properties

The operation on the plain text using homomorphic encryption can be represented
as below [22].

E(M1) = Me
1 and E(M2) = Me

2 (5)

So, Additive Homomorphic property is expressed as

E(M1) + E(M2) = Me
1 + Me

2 = (M1 + M2)
e = E(M1 + M2) (6)

And Multiplicative Homomorphic property is expressed as:

E(M1) * E(M2) = Me
1 * Me

2 = (M1 * M2)
e = E(M1 * M2) (7)
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5.3 Homomorphic Encryption in Edge Computing

It is critical to incorporate different forms of protection and privacy mechanisms,
as well as avoid any attraction from hostile adversaries [23], that one may build a
robust edge computing environment of security and accessible platform. The current
protection and privacy protocols that can be used in the edge computing framework
are presented in this subsection. In addition, an edge computing data protection
analysis using Homomorphic Encryption is presented here. This algorithm follows
the basic concept of RSAHomomorphism over proxy re-encryption that ensures data
privacy in edge computing.

Step 1: Key Generation: Let us take two prime numbers p and q randomly to
achieve the given condition.

gcd(pq, (p − 1)(q − 1)) = 1 (8)

Find the modulus

n = pq. = lcm(p − 1, q − 1) (9)

where lcm = least common multiple of p − 1 and q − 1.

Now select any arbitrary number g ∈ (
g ∈ Z∗

n2

)
and we get

μ = (
L
(
gλ mod n2

))−1
mod n (10)

Find greatest common divisor of L
(
gλ mod n2

)
and n.

Z∗
n2 represents a set of integers coprime to n2 in Zn2.

For the function L(x) = x − 1/n.
Public key is (n, g) and private key is (λ, ω).
While encrypting and decrypting, take the plain text as m(m ∈ Zn2).
where m < n.
And integer as r

(
r ∈ Z∗

n2

)
.

Step 2: Encryption Process: Let us take m ∈ Zn2 as the message and encrypt it.
Compute the ciphertext c = m mod n.

The encryption is performed as follows:

c = E(m) = gm · rn mod n2 (11)

where c is the ciphertext for the plain text m and c ∈ Z∗
n2.

It is to be noted that for the same ciphertextm, the integer r is selected randomly in
the process of encryption, so r may be different. Hence the corresponding ciphertext
may vary in order to provide security to the ciphertext.
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Step 3: Proxy Re-encryption Process: Ciphertext is generated after computing
public key (Rsk) and private key

(
Rpk

)
using RSA algorithm. The public key

(
Rpk

)

is kept safely in the server after re-encryption [24] for further use.

Step 4: Decryption Process: Decryption of the ciphertext c is performed as follows:

m = D(c) = L
(
cλ mod n2

)∗(ω mod n) (12)

After getting E(di )(i ∈ pτ ), it is decrypted to obtain (di )(i ∈ pτ ), sign it and send
the Signq(di )(i ∈ pτ ) to ENq .

Step 5: After ENq gets (di )(i ∈ pτ ), divide the dispersion degree into two types.
Create a set of users of the same type with elements as Q and a set of users with
degree of dispersion asG. When any threatening user takes a portion, Q that includes
a normal user, the value of target increases at the end of the taskwhereasG decreases.
Hence, two parameters μ and v are introduced to control the updated values of target
when increases or decreases. The value of the target varies according to the below
equation:

rnewi

{
ri + (1 − ri ) · μ if ∈ Q
ri · (1 − v) if i ∈ G

(13)

where μ and v are both positive and v < 1.
The RSA algorithm [11] is used when the execution side transmits the address

of the storage and the secret key of data. The decryption of the ciphertext can be
done by one who knows the RSA public key, this secret public key is shared to
the intended person. Hence, this scheme provides the security while transferring the
data storage address and the secret decryption key. Distributed file system helps in
fetching the data using the given address of the file where it is saved. Both the parties
never collude each other, hence privacy is maintained. While delivering the data,
other than the two parties, do not hold any information of the data file. They can
get only ciphertext, which is not possible to alter. Therefore, in the process of data
delivery, the data is secured and the privacy is also maintained.

6 Test and Analysis

In order to carry out the experiment and get the details of data analysis, Ubuntu
64-bit OS is used. Here 10 D vector data is used. Then after the data is encrypted
and send the ciphertext to the edge node. When accurate data is supplied,μ gives the
increasing rate of target value, whereas v is for denoting the decreasing rate when
malicious data is supplied. In Fig. 2, we can see the changes occurring in the target
value against task (n) when correct data is supplied. Here we take 10 D vector data as
0.02, 0.04, 0.06, 0.08, 0.10, 0.13, 0.15, 0.17, 0.19, and 0.2. The value of μ converges



404 G. K. Mahato and S. K. Chakraborty

Fig. 2 Variation of μ on different target values

to 1 when high value of μ is supplied, it attains the target value easily and converges
to 1. Moreover, if the value of μ is too high, then only few accurate data is needed
to attain the value of target. However, the usual value of μ ranges from 0.1 to 0.2.

When continuously wrong data (malicious) is provided the v converges to 0. Let
us supply wrong value as 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1. If high value
of v is taken then it converges to 0 more easily as shown in Fig. 3. In general, v ranges
from 0.2 to 0.5.

Figure 4 shows the relation between the number of tasks (n) and its time required
for encryption. The graph grows linearly when the task increases. It is obvious that
the higher the no. of tasks, more time is consumed for converting the plain text
to ciphertext. Furthermore, the time taken in encryption and decryption has been
comparedwith the similar schemes inTable 1. It was found that our scheme consumes
less time thereby enhances the performance.

Fig. 3 Variation of ν on different target values
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Fig. 4 Encryption time over given task

Table 1 Comparison of existing schemes with the proposed model

Ref. No. Security parameter (bits)/schemes Encryption time (s) Decryption time (s)

80 128 256 80 128 256

[11] RSA_ECC_PRE 18.7 33.9 892 200 908 1097

[11] FH_ECC_PRE 6.5 30.4 573 3.7 18.3 231.7

[12] RSA_PRE 5.4 26.2 437 10.5 15.7 157.2

Our scheme 3.2 7.5 237 4.2 6.2 97.3

Note RSA Riverst Shamir Aldamen, ECC elliptic curve cryptography, PRE proxy re-encryption,
FH fully homomorphic encryption

7 Conclusion

Most of the networks which were earlier under cloud network are now moving to
edge network because of havingmore advantages as compared to the cloud. The users
are experiencing faster response and higher efficiency in edge as all the computation
and the processing are taking place at the network edge. There is a huge saving
of the bandwidth as maximum part of the data manipulation is being performed at
the edge network instead of uploading and performing the data computation in the
cloud server. With the advancement in the IoT devices and mobile users, the edge
computing has become data producer, earlier it was data collector.We established our
definition of edge computing in this article, based on the idea that the computation
can take place close to the data sources. Then we explored few scenarios where
edge computing can be implemented like IoT devices, mobile computing, smart
homes, etc. We focused on the collaborative edge which can connect the users and
the cloud that can minimize the communication gap between the distant networks
for storing and computing the data. Security being one of the major issues drawn
our focus on the homomorphic encryption that can be implemented in the edge
computing to ensure privacy in data sharing through the communication channel.
The algorithm mentioned here needs a proper implementation to come up with a
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secured communication in the edge devices. Hoping that this paper will create an
awareness to the security of edge devices and its real application.
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Cybercrime Detection Using Live
Sentiment Analysis
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and Rashmi Dhumal

Abstract Cyberbullying is a continual act that harasses, humiliates, threatens, or
hassles people through electronic devices and online social networking Websites.
Cyberbullying through the Internet is considered additionally more dangerous than
any form of bullying done in the past, because it can probably amplify the humiliation
to a vast online audience. Current models have a variety of issues which our proposed
system try to address through our proposedwork.Many of the othermodels use small,
heterogeneous datasets, without a thorough evaluation of applicability. At the same
time, many models yield small datasets that fail to capture the required complex
social dynamics and impede direct comparison of progress. Our model uses real-
time data from Twitter API which is preprocessed using regex. It is then fed to the
LSTM neural network which will filter out negative tweets and also passed through a
sentiment analyzer. After passing through these components, if the sentence is found
to be negative in nature and contains an abusive word, then we classify it as an act
of cyberbullying. In the coming years, we may see people trying to find different
ways to harass each other on social media, so by an over proposed method, we have
the model to detect sentiment analysis of sentences as well as we have the reference
as to why the sentence is passing negative impressions to people using sentiment
analyzer.
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1 Introduction

Cybercrime is a crime which uses digital technologies to do crime. There are many
types of cyberbullying happening online today. We are focusing on detecting hate or
bullying speech on social media platforms like Twitter. The proposed system focuses
on creating a model that will be able to differentiate between hate/bullying text or
normal text, and then, if the text is detected as a bullying text, we will show why that
text is considered as a bullying text. The proposed system focuses on developing a
Web application through which users can track topics in which they want to detect
cyberbullying. The system monitors these topics for cyberbullying and then informs
the user if a cyberbullying text is found. Then, the user can take the required actions.
The proposed system will be used by people who monitor social media Websites
like Twitter and Facebook. Through this application, they will be able to filter out
bullying texts and will be able to take appropriate actions.

2 Literature Review

This section describes the methodology adopted for the literature review. This paper
represents an exploration of the contributions that have already been made in the
academic field.

Nurrahmi and Nurjanah discussed the cyberbullying detection for Indonesian
tweets to identify cyberbullying text and actors in Twitter [1]. They proposed a system
based on texts and credibility analysis of users and notify them about the harm of
cyberbullying. They have applied SVM and KNN to learn and detect cyberbullying
text on the data collected fromTwitter. The data collected fromTwitter are unlabeled,
so the author designed aWeb-based tool to classify it into two classes: cyberbullying
and non-cyberbullying. The SVM shows better results than KNN and also catego-
rized users into four categories based on credibility analysis. Foong and Oussalah
used sentiment140 training data using Twitter database and proposed a method to
improve classification using Naive Bayes [2]. Their accuracy is around 58.40%.
Their main focus was on doing sentiment analysis on tweets related to movies. They
provided negativity, positivity, and objectivity of a tweet using Naive Bayes and
SVM. They implemented their system using NLTK and Python Twitter API. Sarlan
et al. focused on discovering public opinion by performing sentiment analysis on
real-time Twitter data [3]. They used Hadoop, Hive warehouse, and Apache Flume
for storing and analyzing tweets data. After doing sentiment analysis on the tweets,
the tweets were classified as positive, negative, and neutral, and these were used for
decision making. The analyzed tweets were then plotted on histogram and bar chart.
Bahrainian and Dengel used a deep learning model for detecting cyberbullying on
various platforms like Twitter and Wikipedia [4]. They used many machine learning
techniques and found out that CNN and BLSTM were best for detecting cyberbul-
lying. One limitation of their model was that it takes too much time to analyze one
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tweet so it could not be used on a real-time system. Yazğılı and Baykara mention how
cybercrime is affecting physical/mental health of a person and which lead to suicidal
tendencies [5]. They also tried to create a model using SVM, KNN to detect cyber-
crime. Hang and Dahlan created a dataset of words that are used in cyberbullying
[6]. Their strategy is made up of several steps, namely understanding of cyberbul-
lying exclusion principles, word list selection, recognition of a keyword, classes and
subclasses identification of ontology and lexicon and lastly, cyberbullying detection.
Bertot et al. have written about the effects of cyberbullying on various topics like
political, technical, and crowdsourcing and how to overcome such a problem [7].
They also explain how privacy and social data of users are important in detecting
cyberbullying. Banerjee et al. used word vectors with CNN to detect cyberbullying
tweets [8]. Their accuracy is 81.6% on Twitter tweets. They also suggested making
parents track their kids’ social media activity. They focused on finding cyberbullying
tweets in Arabic language [9]. They used a dataset of abused words that were used
to detect cyberbullying tweets. Their system allowed users to add their own abuse
words that should be considered while marking a tweet as cyberbullying or not.

3 Limitation of Existing System

• The proposed system needs human labeled data to train a model to detect various
types of harassment.

• Less advanced algorithms like SVM, decision tree, etc., are not providing good
results, and advanced algorithms take more time to predict the results.

• As we have to keep our model up to date with the changing the way people harass
each other, so we have to keep training the model on new labeled datasets.

• Not able to detect spammers from different accounts harassing the same person.
• Unsupervised learning can be useful but how can we be so sure about the result

as it may lead to biased prediction.

4 Methodology

4.1 Proposed Work

This proposal is aimed at development of an application system through which the
user enters keywords which is then passed to Twitter API which will then fetch all
tweets related to those keywords, and these tweets are then passed to our model
Fig. 1. The main objective of the project is the development of an application system
through which the users can monitor cyberbullying on a particular topic. Real-time
analysis of tweets is done, and then, the sentiment of each tweet is calculated. The
sentiment can be positive, neutral, or negative. The main functions include
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Fig. 1 Proposed system workflow

• Detecting negative sentence tweets
• Detecting harassing tweets
• Give feedback on various tweets to improve the ML model.
• Real-time model accuracy on testing data.
• Creating word-cloud in our Web application to understand filtered tweets in real

time.
• Sentiment analysis as well as extracting harassing words from tweet help us to

understand people’s thoughts in real time.

Proposed System Workflow Explanation

As shown in Fig. 1, the user will supply keywords that it wants to filter the tweets
on. These topics will be sent to our backend which will then fetch the related tweets
from Twitter. The fetched tweets are preprocessed and then is passed to our classifier
which will classify them as positive or negative. After the classifier gets the result,
we need to analyze if the tweet is harassing or not, so we used sentiment analyzer
to predict the accuracy of the model in real time. This analyzer has dictionary which
contains harassingwords. This softwarewill detect/underlinewords in sentence if the
tweet contains any kind of harassing word. As analyzer is our reference to calculate
accuracy ofmodel in real time sowe come to a conditional statement where we check
if our model predicts a negative statement as well as it contains any abuse word, then
we will consider it as HIT. If the text is negative, and it does not contain any abusive
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Layer (type) Output Shape Param # 
======================================================== 

embedding_1 (Embedding) (None,300,300) 87171600 
_____________________________________________________ dropout_4 

0)003,003,enoN()tuoporD(
_____________________________________________________ lstm_4 (LSTM) 
(None,100) 160400 _____________________________________________________ 
dense_4 (Dense) (None,1) 101 
===================================================== Total 
params: 87,332,101  Trainable params: 160,501 Non-trainable params: 87,171,600 

Fig. 2 Neural network architecture

words, it will be a MISS. After this process, we will calculate to total number of HIT
and MISS and calculate the accuracy of model in real time using this formula, e.g.,
1.

HIT/(HIT+MISS) (1)

4.2 Classifier Implementation

Preprocessing the data: As data are fetched with the help of Twitter API, it contains
hyper link, numbers, stop words. So we remove all these useless features.

Word to vector: As computers do not understand words, so we converted words
to vectors using NLTK software. It contain size of vocab dictionary ie30520
W2VSIZE = 300 weights = initially embedding matrix by random float number
SEQUENCELENGTH = 300 same as W2VSIZE.

Create tokenizer: After converting all thewords to vectors,we tokenizewholewords
so that all words are understood by a computer.

Creating neural network: After creating tokenized words, the word is passed to the
(LSTM) neural network. Fig. 2 refers to model architecture.

4.3 LSTM Networks

LSTM Networks: Long short-term memory networks (LSTM) are a special kind
of RNN that are capable of learning from long-term dependencies. They work well
with many types of problems and are widely used. LSTMs are designed to avoid the
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long-term dependency problem. They are able to remember information for a long
duration of time. The key to LSTMs is the cell state. LSTM has the ability to remove
or add information to the cell state, through structured gates. Gates are made through
sigmoid neural network and pointwise multiplication. The sigmoid layer has output
between zero and one which can be used to know how much information should
be transferred. A value of 0 means that no information should be passed through,
while value of 1 means every information should be passed through. We are passing
preprocessed text to our LSTM model which then classifies the text as negative or
positive.

• Sentence is preprocessed and pass to lemmatization
• Lemmatizing convert all words to lemma words
• Convert all unique words to tokens
• Convert words to vector–score every word and averaging the score.

Sentiment analyzer is a rule-based model for sentiment analysis.
There are over 9000 features that are rated from extremely negative to extremely

positive. −4 is used for extremely negative, and 4 is used for extremely positive. 0
is considered as neutral. Our model kept features that had a mean rating not equal to
0, and whose standard deviation was less than 2.5. So after removing these features,
7500 features were left. For example, okay has a positive score 0.9, good has 1.9,
and great has 3.1, whereas the score for the word horrible is−2.5. We are passing the
preprocessed text to the sentiment analyzer for getting abuse words. The sentiment
analyzer score is calculated by adding all of the scores for each term in the lexicon
and then normalizing the result between −1 and 1.

5 Data Description and Data Cleaning

We have scraped 1.6 million tweets by using Twitter. The tweets have been classified
as negative and positive. These tweets are then used to detect sentiment of new tweets.
We have used the following fields:

1. ids: tweet ids that are randomly created
2. Target: polarity of the tweet. It has the following values Neg, Neu, and positive.
3. Users: username of the user (balvinderzuser).
4. Dates: date of the tweet (Sat May 21 10:13:44 UTC 2022).
5. Texts: content of tweets like hello there.

6 Experimental Design

As shown in Fig. 3, the proposed system has a Web application (developed in vue)
and a backend (developed in flask). Initially, the user will select three 3 topics that he
wants to detect cybercrime on. These topics will be sent to the backend which will
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Fig. 3 Sequence diagram of application

then fetch the related tweets from Twitter. The fetched tweets will then be passed to
our classifier which will classify them as positive or negative. After the classifier gets
the result, we need to analyze if the tweet is harassing or not, so we use sentiment
analyzer to predict if the tweet contains harassing words or not. This analyzer has
a dictionary which contains harassing words. This software will detect/underline
words in sentences if the tweet contains any kind of harassing word.

In Fig. 4, we have considered an example from the live tweets. “@RahulGandhi
is a shameful idiot @NationalistCol”. The tweet is first preprocessed (RahulGandhi
is a shameful idiot nationalistcol). After preprocessing, the tweet is tokenized. Then,
it is converted into a word to vector model which is then passed to our trained
model. The trained model classifies the tweet as positive or negative. The tweet is
also passed through NLTK sentiment analyzer. In this case, our model classifies the
tweet as negative, and the NLTK sentiment analyzer also found harassing words
(“shameful”, “idiot”). So it is a hit.

6.1 Result and Analysis

The proposed system focuses on designing a Web-based app that will monitor the
Twitter Website for detecting cyberbullying tweets and also justifying as in why the
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Fig. 4 Text example

tweet is harassing. Themodel is able to filter out negative tweets in real time using the
LSTMmodel with an accuracy of around 70–80%. We are using sentiment analyzer
to detect harassing words that will act as a reference to get the accuracy of our model
in real time (Fig. 5).

Reference to Fig. 6, as we are working on real-time data, we are not considering
if our model predicted positive and it contain a harassing word as most of the people
on Twitter is talking about same topic, and this may lead to biased dataset containing
only positive sentences. Reference to Fig. 5, negative sentences which do not contain
harassing words according to sentiment analyzer.

Example 1: “Why oh why did I read the comments. The level of idiocy is just
… I cannot even”.

So ourmodelmay have identified idiocy as harassing, but the sentiment analyzermay
not have identified it as harassing because of two reason: (1) We have currently set
sentiment analyzer to greater than 0.0, and we can increase it to get more predictions
which contain less harassing words. (2) It is dictionary may not contain that word.
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Fig. 5 Confusion matrix of testing data (0.69 | 0.31 | 0.15 | 0.85)

Fig. 6 Accuracy on 200 new real-time data
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Fig.7 F-score of training and testing data

6.2 Precision and Recall

Reference to Fig. 7, calculating the f-score of our deep learning model which was
trained on 12.80 k training and 320 k testing dataset has and (if you ask what propor-
tion of positive identifications was actually correct?) precision of 82% on positive
dataset and 73% on negative dataset. (If you ask what proportion of actual positives
was identified correctly?) Recall, also called as sensitivity, our model has classified
the tweets with a recall of 69% on negative tweets and 85% on positive tweets. F1
score passes on the harmony between the precision and the recall the formula to
calculate f1 score is 2*((precision*recall)/(precision + recall)).

7 Conclusion and Future Work

By our proposed work, we have detected harassing tweets on real-time system also
shown real-time accuracy of our system.Wehave also justified, if the tweet is negative
or not using custom sentiment analyzer. As in real life, we cannot just rely on neural
networks or we cannot just rely only on dictionaries, so we have to create such
methodology and techniques to solve this problemwithminimum resources. In future
work, we can also detect users who are harassing other users and give those users
details to concerned authorities.
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Analysis of Power Quality for TOSA-PID
Controller-Based Hybrid Power
Generation System

Subhadip Goswami , Tapas Kumar Benia , and Abhik Banerjee

Abstract The Hybrid Renewable Energy Systems (HRESs) are recommended as
a suitable means to deliver electricity onto the remote and also off-grid regions
existent in the nations developing. Effectual and reliable energy is not offered by
the Stand-alone technique. However, energy efficacy enhancement is required in
the HRES. Prevalent research protocol shave taken measures aimed at enhancing
energy efficacy; however, apt charging, as well as discharging maintenance has not
been done. Therefore, this study protocol utilizes the Taxicab Owl Search Algo-
rithm (TOSA) centred Proportional Integral Derivative’s (TOSA-PID’s) controller-
centred hybrid Power Generation (PG) system and examines the system’s power
quality. This technique comprises the solar-wind-diesel generator’s hybridization
that possesses the prime ability to offer power. Utilizing this hybrid PG system, the
battery, together with the loads is integrated. Herein, utilizing Maximal Power Point
Tracking (MPPT), the DC–DC and DC–AC buck-boost converter are employed to
attain the regulated DC voltage as well as the require AC output. Next, aimed at
controlling the system’s charging and discharging, the Proportional Integral Deriva-
tive (PID) controller is utilized to tune the parameter for maximal energy utilizing
TOSA. Lastly, the TOSA-PID controller’s performance is analogized with the exis-
tent controller-centred hybrid PG system. The controller-centred hybrid PG system
proposed yields superior power analogized to the other existent controllers-centred
PG system.

Keywords Hybridization of the solar-wind-diesel generator · Taxicab owl search
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1 Introduction

The world’s recent prime research topic is electricity generation utilizing renewable
energy resources. Aimed at incrementing the renewable and also sustainable energy’s
share, vital efforts are being implemented universally [1]. Individual renewable
energy’s resource’s applications analogized with the HRESs propose that the HRESs
are helpful to overcome energy shortages [2]. The HRES encompasses diverse
resources that incorporate diesel source and also renewable resources, namely, the
solar Photovoltaic (PV) system, battery systems with wind energy turbine generator
[3]. These resources provide diverse loads linked to the storage elements aimed at
compensating for the renewable energy source intermittency and also obtainmaximal
overall energy efficacy [4]. Popular renewable resources, like wind and also solar
energy are employed on account of their ecological benefits. Wind and PV sources’
distinctive feature is their complementary nature as wind is adequately obtainable
in the night period and also cloudy circumstances but it is extremely inadequate
during sunny times [5]. Moreover, charitable subsidized policies are executed by
diverse nations aimed at accelerating and stimulating investment in the wind as well
as solar energy’s development [6]. Diesel generators are the main supplying power
resource in the remotely situated regions; nevertheless, they are costly to fabricate
and also maintain. Renewable energy’s resources, namely, solar, as well as wind,
have been incorporated with the diesel PG systems aimed at boosting the power
supply’s ability and dependability [7]. Currently, numerous scholars have learned
the techno-economic performance of the stand-alone WT-centred, PV-centred, and
alsowind/PV-centred hybrid power systems [8]. Such systems’ key drawbacks are the
regions comprising elevated wind speed. Themodern technology termed power elec-
tronic converter is utilized for resolving this issue. The converters aimed at diverse
MPPT stratagems, for instance, buck, boost and also a bi-directional converter, have
been employed in wind and also solar PV’s applications [9]. In general, aimed at the
voltage together with the current regulation in inner as well as outer loops, Propor-
tional Integral is utilized to resolve the power’s quality problems [10]; conversely, it
comprises a saturation issue. This work employs the TOSA-PID controller aimed at
resolving that issue and incrementing the power quality.

The presented work’s structure is arranged as: Sect. 2 details the top-notch mech-
anisms linked to the hybrid PG system; Sect. 3 explicates the TOSA-PID centred
power quality; Sect. 4 inspects the presented research’s outcome; Sect. 5 winds up
the work with the future development.

2 Related Work

Ding et al. [11] proffered a wind turbine together with a solar thermal power system
for building a wind-solar hybrid PG system. Aimed at maximizing the economic
performance, the technique utilized a capacity configurations optimization design
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centred on a Particle Swarm Optimization (PSO) technique. As the study case, an
80 MWe hybrid system existent in Zhangbei China was picked. The outcome exhib-
ited that the capacity ratio of the wind PG to the solar thermal PG, the thermal
energy storage system’s capacity, solar multiple, and also electric heater’s (EH’s)
capacity were 1.91, 13 h, 2.9, and then 6 MW, correspondingly. The hybrid PG
system comprised $27.67 M the greatest net present value. The outcomes exhib-
ited that the EH efficiently decremented the wind curtailment and also enhanced the
system’s overall stability. However, as per the perspective of the system’s economic
return, EH’s integration was not beneficial always.

Mosobi et al. [12] presented the hybrid renewable energy resources comprising
solar PV, wind energy’s system, together with a micro-hydro system. Utilizing ‘2’
power converters, the solar PV system was designed, the 1st one is the DC to DC
converter togetherwith amaximal power point tracking aimed at attaining a regulated
DC outputted voltage, and then the 2nd one is the DC to AC converter for attaining
AC output. Aimed at operating a Self-Excited Induction Generator (SEIG), the wind
energy system had been build utilizing thewind turbine’s primemover with changing
wind speed but fixing pitch angle. Aimed at driving a SEIG, the micro-hydro system
was built utilizing a stable inputted power.Aimed at boosting the load voltage and also
current profiles, a statistical compensator was utilized; it also mitigated the voltage’s
and the current’s harmonic contents. The attained simulation outcomes exemplified
the system’s feasibility and were satisfying. However, controlling the charging and
discharging was not maintained correctly.

Moghaddam et al. [13] established a hybrid renewable energy’s PV/wind/battery
system to boost the load supply’s reliability over the study prospect pondering the
Net Present Cost (NPC) to be the objective function aimed at decrementing. The
NPC incorporated the costs regarding the hybrid system’s investment, operation,
maintenance, and also replacement. The pondered reliability index had been the load
demand’s scarce power-hourly interruption possibility. The decision variables incor-
porated the number of wind turbines, PV panels, together with batteries, the inverter
transmitted power’s capacity, PV panel’s angle, and also wind tower height. A tech-
nique termed the Improved Crow Search Algorithm (ICSA) was employed aimed
at resolving the optimization issue. The ICSA’s performance was analogized with
the Crow Search Algorithm (CSA) and PSO techniques in the diverse amalgamation
of systems. Therefore, the analogy exhibited that the ICSA yielded efficient perfor-
mance analogized to the other existent techniques. However, the ICSA comprised a
premature convergence issue.
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3 Power Quality Analysis of Hybrid Renewable Energy
System

Recently,HRESs are amidst the key research areas prevalent in the sustainable energy
fields. Renewable energy sources have been more needed with the constantly incre-
mentingdemandaimedat energy’s necessity since theyhavebeen aswell eco-friendly
whilst analogized with the non-renewable energy systems. Here, aimed at the solar-
wind-diesel-centred hybrid PG system, the power quality is examined. Herein, the
Buck-Boost converter is utilized; the PID controller is implemented aimed at control-
ling the voltage. The PID’s parameters are adjusted utilizing the TOSA to yield
superior energy. Figure 1 exhibits the proposed research protocol’s block diagram.

3.1 PV Array Modelling

Single-diode or else ‘2’-diode designs are extensively utilized to fundamentally
construct the PV design. On the whole, the single-diode design is much apt for
utilization. Aimed at incrementing the power output, numerous solar cells are linked
in series, or else parallel manner, and then mounted upon the surface creating a solar
cell unit or else a PV unit. The PV unit designing is executed utilizing the Eq. (1),

Fig. 1 Block diagram for the presented research methodology
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C = Cpv − C0

[
exp

(
G + EsC

Gt

)
− 1

]
− G + EsC

Ep
(1)

Here, Cpv signifies the light created current; Es implies the cell sequence’s resis-
tance;Ep signifies the cell shunt’s resistance;C implies the current;Co symbolizes the
dark saturation current’s value; G signifies the solar cell’s output voltage; ζ implies
the linearity factor; Gt symbolizes the thermal voltage of the array comprising Ts

linked in the series that is equated as,

Gt = Ts · η · Temp

ec
(2)

Herein, η implies the Boltzmann gas constant; Temp symbolizes the absolute
temperature (Kelvin); ec signifies the electron charge; Ts implies the number of PV
units prevalent in the series.

3.2 WECS Modelling

Wind power engages wind energy’s conversion to electricity utilizing the wind
turbines. It changes the kinetic energy as mechanical energy. A wind turbine
comprises several propellers similar to blades termed as the rotor. As of the variation
in the air movement around the earth’s surface, the wind emerges. A turbine’s power
output is stated as the function of the cube of the wind’s speed. Whilst the wind’s
speed increments, the outputted power increments. The wind generator’s output eqn.
is,

H = 1

2
× ad × wa × oo × λ3 (3)

Here,ad signifies the air’s density;Oc symbolizes the power coefficient;wa implies
the swept area; λ signifies the wind’s velocity.

3.3 Diesel Generator Modelling

Whilst the energy requirement goes beyond the total energy created by the hybrid
PG system, always the diesel generator is prepared to supply power onto the load. A
diesel generator’s energy generation (RDG) is equated as,

RDG = ∅DG · Opt
∫

JDG · dt (4)
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Here, JDG signifies the DG’s read power output, ϕDG implies its efficacy;
OPt symbolizes the operating time. The generator’s capacity should be selected
concerning the maximal expected load demand aimed at decrementing the fuel’s
consumption.

3.4 Battery Modelling

Batteries have been amidst the energy storage system’s fundamental components. It
is stated as one or more electrochemical cells’ electrical connection where the ions
are generated as a consequence of the oxidation reaction in the cell operation. The
battery’s self-discharging occurs whilst the electrolyte is compiled with the electrons
since the electrons comprise poor conductivity aimed at ions. Therefore, the internal
circuit is built in betwixt the electrodes. Herein, the solar, wind, and also diesel have
been interlinked that is equated as,

� = C + H + RDG − ac (5)

Here, Ψ signifies the battery; ac implies the hybrid DC together with the AC
dynamic loads.

3.5 Converter

Next, the solar output and also the wind system’s outputs are fed into the Buck-boost
converter as input. The DC–DC buck-boost converter utilizes the MPPT to attain the
regulated DC voltage and the DC–AC buck-boost converter is employed to yield the
AC output. These converters are employed to yield the DC as well as AC outputs.
In the converter, whilst Zx = Z in, the transistor is ON, or else whilst Zx = Zo, the
transistor is OFF. The average voltage alongside the inductor is ‘0’ aimed at zero net
current variation over a period.

Z inKON + Z0KOFF = 0 (6)

The converter’s voltage ratio is,

Zo

Z in
= − Dr

(1 − Dr )
(7)

Next, the converter’s current ratio is,

Wo

Win
= − (1 − Dr )

Dr
(8)
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Here, Z in and Zo signifies the voltage-in and voltage-out;Win andWo implies the
current-in and current-out; Dr symbolizes the duty ratio; KON and KOFF signifies the
transistor’s ON as well as OFF phases; Zx implies the voltage-level.

3.6 Controller

Next, the system’s charging as well as discharging is administered by the PID
controller. The PID controller is engaged as the specific regulator in the loop feed-
back, which is extensively utilized in the industrial regulation system. PID comprises
‘3’ constant parameters: Lpro aimed at proportional, L int aimed at integral, and then
Lder aimed at derivative control. The ‘3’ parameters’ summation is equated as,

A(t) = Lpro · r(t) + L int

∫
r(t)dt + Lder

dr

dt
(9)

Here, A(t) signifies the PID’s control variable; r(t) implies the error value; dr
symbolizes the variation in the error value; dt signifies the variation in time. Utilizing
the TOSA, the PID’s parameters are adjusted aimed at attaining superior energy. Owl
Search Algorithm (OSA) is stated as a nature-enthused population-centred technique
where an owl group functions collectively iteratively to discover the global optimal
solutions. However, in the prey searching procedure, the distance information is
computed utilizing the Euclidean distance calculation; nevertheless, it does not offer
the correct outcome aimed at large-scale data. Consequently, the taxicab distance’s
calculation is pondered here. If there prevail total M owls that begin with arbitrary
positions, then the ith owl’s initial position is equated as,

Qi = Q1 + α(0, 1) × (Qu − Q1) (10)

Here, Ql and Qu signifies the owl’s lower, as well as upper bounds; α(0, 1)
implies the random number created in the (0, 1) range; Qi symbolizes the owls’
initial positions. Next, the fitness value is enumerated via the Integration of the
Time-weighted Absolute of the Error (ITAE) that is equated as,

OB f = ∞∫
0
(t · |r(t)|) · dt (11)

Here, OB f implies the objective function that is computed aimed at every initial
parameter (i.e. population).Next, the owl’s fitness is enumerated; the evaluated
outcome is articulated as,

Ii = fit([Q1, Q2, . . . , Qn]) (12)
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Here, Ii signifies the fitness function; fit([Q1, Q2, . . . , Qn]) implies all the popu-
lations’ fitness function. After that, the ith owl’s normalized intensity is enumerated
utilizing the Eq. (13),

Fi = Ii − Qp

Qe − Qp
(13)

Here, Fi implies the normalized intensity level; Qp signifies the worst owl; Qe

signifies the best owl (i.e. the owl comprising the minimal fitness value is signified as
the worst owl; the owl comprising the maximal fitness value is signified as the finest
owl). The owls vary their position continuously centred on their prey’s movements.
The technique simulates the prey’s movement centred on the probability that creates
their new positions’ updation centred on the Eq. (14):

Qg+1
i =

{
Qg

i + δ × Vi × ∣∣τD − Qg
i

∣∣, ρ < 0.5
Qg

i − δ × Vi × ∣∣τD − Qg
i

∣∣, ρ ≥ 0.5
(14)

Here, Qg+1
i implies the novel position; Qg

i signifies the present position; ρ signi-
fies the prey’s movement probability; τ implies a uniformly distributed random
number; δ symbolizes a decrementing linear constant; D implies the prey’s posi-
tion that is attained by the fittest owl; Vi signifies the owl’s intensity variation; this
intensity variation is enumerated centred on taxicab calculation that is equated as,

Dist = |Qi − Qi+1| + |Vi − Vi+1| (15)

Herein, Qi signifies the ith prey’s location that is attained by the best owl.
Figure 2 exhibits the TOSA’s pseudo code. The population’s initialization, the

prey’s movement and also the position updation aimed at the hunting procedure are
detailed here.

4 Result and Discussion

Herein, the proffered hybrid PG system’s performance is examined. In
MATLAB/SIMULINK’s working platform, the hybrid PG system presented is
imposed.

4.1 Performance Analysis

Table 1 exhibits the presented TOSA-PID controller’s parameters and their corre-
sponding values,
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Fig. 2 Pseudo code for TOSA

Table 1 Analyse the
parameters of the TOSA-PID
controller

S. No. TOSA-PID parameters Values

1 Lpro 0

2 L int 11

3 Lder 0.2980

4 Population size 50

5 Number of iterations 50

6 Objective function value 517.48

Here, the engaged population’s count is 50; the iteration level is 50. The propor-
tional, integral, and also derivative parameters’ values are 0, 11, and then 0.2980,
correspondingly; the fixed objective function’s value is 517.48.

Figure 3 exhibits the PG via the TOSA-PID controller-centred hybrid PG system.
Herein, the presented system’s PG is examined centred on the time intervals. Aimed
at 0.1 ms, the system presented yields power above 2250W; likewise, for 0.4–0.5 ms,
the power yielded is 200 W.

Figure 4 exhibits the analogyof the proposedTOSA-PIDcontroller-centredhybrid
PG system namely the amalgamation of solar, wind, and also diesel generator with
the prevalent techniques like PID, Genetic Algorithm (GA) centred PID (GA-PID),
PSO-centred PID (PSO-PID), and then GreyWolf Optimization (GWO) centred PID
(GWO-PID). Centred on the time interval variations, the PG is examined. Herein,
the proposed PG system attains superior power. Aimed at 2 s time interval, the
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Fig. 3 Analysis of the power generation for proposed TOSA-PID controller-based hybrid power
generation system

Fig. 4 Power generation analysis for TOSA-PID-based hybrid power generation system with the
existing controller-based power generation system
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Table 2 Fitness versus iteration analysis

Iteration Proposed TOSA OSA PSO GA GWO

10 0.797 0.734 0.699 0.634 0.708

20 0.831 0.774 0.721 0.684 0.736

30 0.873 0.801 0.769 0.706 0.752

40 0.914 0.841 0.815 0.731 0.821

50 0.972 0.878 0.852 0.789 0.891

Fig. 5 Fitness versus iteration analysis

TOSA-PID controller proposed yields 2500 W power that is greater analogized to
the other existent PID controller-centred hybrid PG system. Therefore, it finalized
that the controller-centred hybrid PG system proposed yields efficient performance
analogized to the other existent controller-centred hybrid PG system.

Table 2 exhibits the fitness versus iteration examination aimed at the proffered
TOSA along with the existent OSA, PSO, GA, and GWO techniques. Centred on
the number of iterations, the performance is examined. Herein, the iteration level
is altered as of the iterations 10–50. Aimed at the iteration count ‘50’, the TOSA
proposed yields 0.972 fitness function; however, the existent techniques yield lesser
fitness function values. Therefore, this validates that the TOSA yields efficient
performance analogized to the other existent techniques. Figure 5 exhibits Table
2’s graphical depiction.

5 Conclusion

Utilizing HRESs is a smart choice to decrement the carbon emitted by power plants.
These systems’ efficiencies rely on picking the right renewable source combination,
their sizes, and the generating units’ suitable scheduling. The work hybrids the wind,
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solar, and also diesel generator along with the controlling of the charging together
with discharging via the TOSA-PID controller. Herein, utilizingMPPT, the DC–DC,
as well as DC–AC buck-boost converters, are employed aimed at controlling the
electrical network. Next, to control the charging together with discharging function,
the PID controller is utilized that adjusts the parameters to attain superior energy
utilizing TOSA. In the experiential examination, the proposed TOSA-PID-centred
hybrid PG system’s performance is examined and is analogized with the existent
PID, GWO-PID, PSO-PID, and also GA-PID centred on the PG metric. Herein,
the TOSA-PID proposed yields efficient outcomes analogized to the other tech-
niques. The proposed TOSA’s fitness is analogized with the prevalent optimization
techniques like GWO, PSO, GA, and also OSA. The proposed TOSA comprises a
greater fitness value aimed at every iteration. Therefore, the system proposed offers
a greater power quality. The protocol proposed can be lengthened in the upcoming
future by implementing added renewable energy utilizing advanced controllers.
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Investigation of Sensing Ability
of Double-Slot Hybrid Plasmonic
Waveguide for Liquid Analyte

Lokendra Singh, Prakash Pareek, Bahija Siddiqui,
and Eswara Prasad Konakalla

Abstract This paper focuses on studying the potential of plasmonic technology
for sensing liquid analyte. In this work, a double-slot hybrid plasmonic waveguide
on SiO2 substrate layer is considered. The waveguide consists of two narrow slots
between metal (silver) and dielectric (silicon) blocks. The width of slots is chosen
to facilitate quasi-transverse electric mode. The mode field distribution of proposed
waveguide structure with SiO2 filled slots revealed that this hybrid plasmonic waveg-
uide can serve as a reliable candidate for sensing liquid analyte effectively. Effective
mode area for propagating optical signal is obtained as 0.025 per square at operating
wavelength of 1550 nm. Moreover, peak sensitivity of 910 nm/RIU was achieved for
150 nm thick liquid and 300 nm thick silicon filled slots.

Keywords Plasmonic waveguide · Effective mode area · Optical sensors · Optical
energy · Sensitivity

1 Introduction

Nowadays, an increase in the requirement as well as feasibility of compact devices
with low power consumption and broad bandwidth is the reason for the origin of
photonic integrated circuits (PICs) [1]. In this perspective, to allow the device inte-
gration on nanoscales, for the confinement and better results, beyond the diffraction
limit is one of the prime issues in the current scenario [2, 3].
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Although fewgeometries ofwaveguides are proposed to realize the confinement of
surface plasmons (SP) beyond the diffraction limit [4]. The diffused filled properties
of surface plasmons at the interface ofmetal and dielectric are capable of reducing the
propagation loss, which further enhances the possibility of fabrication of nanoscale
all optical devices [5]. SP-based pure metallic waveguides are capable of confining
the optical field to subwavelength scale, but their susceptibility to ohmic loss again
limit their further applications [6, 7].

Hence, in order to alleviate these issues, a new kind of waveguide geometry
has been proposed named as hybrid plasmonic waveguide (HPWG). A HPWG is
a combination of dielectric and plasmonic waveguide, which has been designed
to attain subwavelength confinement of SPs with longer propagation length. Some
waveguideswere also proposed for better optical confinement or infiltratingmaterials
as to increase the sensitivity such as dielectric waveguide, hollow core waveguide,
and plasmonic slot waveguide [8].

Recently, optical sensing is of huge interest and hence, various geometries were
analyzed to implement it such as dielectric and subwavelength-based grating sensors,
hollow core waveguide sensors, and slot waveguide-based sensors [9]. Nanoslots
waveguides-based sensors are capable of providing the larger optical sensitivity
to the infiltrating materials of the waveguide. The scheme of nanoslot plasmonic
waveguides is somewhat different than those of normal index guiding waveguide
geometries.

In a dielectric slot waveguide, high–low–high index structure provides the optical
confinement where as in plasmonic, the optical confinement occurs in low index
medium and confinement gained by plasmonic optical increment. Moreover, in
plasmonic waveguides, propagation, and excitation of modes take place at metal
surface.

Plasmonic waveguide has better optical confinement properties than its dielec-
tric counterpart but at a cost of high propagation loss. Hence, a double-slot hybrid
plasmonic waveguide (DSHPWG) has been proposed to utilize the benefits of both
plasmonic as well as dielectric waveguide. DSHPWG waveguide structure shows
the benefits of less propagation loss, high optical confinement over the conventional
silicon on insulator (SOI) technologies.

Hence, in this paper, DSHPWG studied for its possible application as liquid
analyte sensor. The rest of the paper is organized as follows. Section 2 briefly
describes proposed waveguide structure along with its design considerations. It also
provides theoretical formulation to obtain the key parameter for assessing the poten-
tial of considered waveguide as an optical sensor. Section 3 highlights obtained
salient results supported by discussions. Finally, Sect. 4 provides conclusions and
future scope of this work.
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2 Device Structure and Theoretical Formulation

The cross section view of waveguide is shown in Fig. 1. The dielectric slots between
the Au and Si ring are narrow enough that the quasi-transverse electric (TE) mode
can be supported. It consists of dielectric material in between the metal and silicon
to guide and confine the hybrid plasmonic mode. Initially, air is treated as dielectric
material between the slots of metal and dielectric, silicon dioxide (SiO2) is used as
the substrate layer.

A block of silicon (Si) is sandwiched between the two nanoslots. The width and
height of Si block are denoted by wsi = 300 nm and hSi = 250 nm, respectively.
Then, to create the nanoslots, the blocks of gold are placed on both sides of silicon
block.

The mode field distribution through the waveguide is shown in Fig. 2, which is
captured when silicon dioxide (width and height of slot are 150 nm and 300 nm) is
taken as dielectric material in the slots sandwiched between the gold and silicon.

In order to verify the nature of localized field, the effective mode area of guided
fundamentalmode is plotted as a function ofwavelength in Fig. 3 [10]. Themode area
can be calculated by using Eq. (1), where x and y are representing the longitudinal and
direction of propagation of the field, respectively. The power distribution of power
is integrated over the region of length of waveguide.

Am = ∫+∞
−∞ p(x, y)dxdy

max[p(x, y)]

(
1

µm2

)
(1)

Fig. 1 Cross section view of double-slot hybrid plasmonic waveguide
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Fig. 2 Propagation of optical fields through the double slots of Au

Fig. 3 Effective mode area with respect to wavelength when SiO2 is used as dielectric material

3 Results and Discussion

The confinement of optical signal for the designed double-slot waveguide-based
sensor structure as shown in Fig. 2, satisfied the mathematical formulation given in
Eq. (1). Therefore, the analysis of proposed sensor structure was done in terms of
evaluation of effective mode area and sensitivity with respect to the width of slots.

The trend of effective mode area with respect to operating wavelength under the
presence of SiO2 as dielectric material is presented in Fig. 3. It represents that for the
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Fig. 4 Variation sensitivity
with respect to q-parameter
when liquid is used in the
nanoslots

operating wavelength of 1550 nm, the effective mode area for propagating optical
signal is 0.025 per square meter. Thereafter, the analysis of sensitivity was carried
out with respect to slot widths. The slot width was considered in the ratio of width
of silicon to the width of liquid filled slots.

The attained results are presented in the form of plot as shown in Fig. 4. The
maximum sensitivity of 910 nm/RIU was attained at the slot width of liquid and
silicon filled slots were considered 150 nm and 300 nm, respectively. The calculation
of sensitivity of proposed sensor structure was evaluated in terms of effective mode
area, and its mathematical formulation is given in Eq. (2).

The sensitivity evaluationwas done in terms of figure ofmerit (FOM) of the devel-
oped sensor model with respect to working wavelength. The working wavelength for
the proposed sensor structure was set to equal to third window of telecommunica-
tion because of its low loss characteristics. The quality factor denotes the working
capabilities of the sensor model.

S = FOM λ

Q
(2)

4 Conclusion

This work investigates the viability of the double-slot hybrid plasmonic waveguide
for sensing liquid analyte. In the waveguide, dielectric slots between the Au and Si
ring are narrow enough that the quasi-transverse electric (TE)mode can be supported.
It consists of dielectric material in between the metal and silicon to guide and confine
the hybrid plasmonic mode. Simulation-based analysis of proposed sensor structure
was done in terms of evaluation of effective mode area and sensitivity with respect
to the width of slots. Effective mode area for propagating optical signal is obtained
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as 0.025 per square at operating wavelength of 1550 nm. Maximum sensitivity of
910 nm/RIU was achieved at dimension of 150 nm and 300 nm, which are widths of
liquid and silicon filled slots, respectively. The proposed structure can be fabricated
in the future and may prove to be vital for sensing quality of liquid analyte like water,
blood, etc.
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Prediction of the Final Rank
of the Players in PUBG with the Optimal
Number of Features

Diptakshi Sen , Rupam Kumar Roy , Ritajit Majumdar ,
Kingshuk Chatterjee , and Debayan Ganguly

Abstract PUBG is an online video game that has become very popular among the
youths in recent years. Final rank, which indicates the performance of a player, is
one of the most important feature for this game. This paper focuses on predicting
the final rank of the players based on their skills and abilities. In this paper, we have
used different machine learning algorithms to predict the final rank of the players
on a dataset obtained from Kaggle which has 29 features. Using the correlation
heatmap, we have varied the number of features used for the model. Out of these
models, GBR and LGBM have given the best result with the accuracy of 91.63%
and 91.26%, respectively for 14 features and the accuracy of 90.54% and 90.01%
for eight features. Although the accuracy of the models with 14 features is slightly
better than eight features, the empirical time taken by eight features is 1.4× lesser
than 14 features for LGBM and 1.5× lesser for GBR. Furthermore, reducing the
number of features any more significantly hampers the performance of all the ML
models. Therefore, we conclude that eight is the optimal number of features that can
be used to predict the final rank of a player in PUBG with high accuracy and low
run-time.
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1 Introduction

PUBG is an online Battle Royale video game which is a multiplayer shooter game
where the players have to fight to remain alive till the end of the game. In this game,
a maximum of 100 players are allowed. Players can choose to enter the match solo,
duo, or with a team of up to four (squad). Players are dropped empty handed from
a plane on one of the four maps at the beginning of the match. Once they land, the
players start searching for weapons and armors which are periodically distributed
throughout the game. The players then fight one on one and the last player, or team,
alive wins the match.

The rank of a player or a team is an important aspect of the game because the
rank of a player is the position at which the player or the team gets eliminated, and
this rank is required to calculate the tier of the player. Machine learning (ML)-based
approach to predict the final rank of the players have been studied in some papers
[1–3]. These papers use different ML-based techniques with more than 15 features
for this task.

In this paper, we have predicted the rank of the players or teams in PUBG using
both previously used algorithms, such as multiple linear regression, LGBM, random
forest, and some other algorithms as well such as gradient boosting regression (GBR)
[4], lasso and ridge regression [5], decision tree [6], K-nearest neighbours (KNN) [7]
on a dataset from Kaggle [8]. We find that light gradient boosting method (LGBM)
[9, 10] and GBR [11] provide the highest accuracy of ~91.63% and an MAE of
0.06, which is at par with the earlier studies on this. However, we further show
that the number of features can be reduced to eight (the top eight features of the
correlation heatmap)without hampering the performance of themodel. Nevertheless,
this reduction in the number of features provides an approximate 1.5× speedup to
the empirical run-time of this algorithm. We, further, numerically have shown that
reducing the number of features any more have a significant role on the performance
of the ML algorithms.

Remaining paper is arranged as follows:
We did data cleaning in Sect. 2, feature engineering and feature selection in

Sect. 3. Further, we have discussed our findings in result and discussion in Sect. 4,
and finally, concluded our paper in Sect. 5. We have uploaded our code to GitHub
and have provided its link with this paper in code availability section.

2 Data Cleaning

As discussed earlier, themaximumnumber of players allowed in solo, duo, and squad
match types are 1, 2, and 4, respectively. But the dataset has categorized the match
types into 16 different types which are variations of these three primary types. We
have mapped the number of players into its proper match type (Fig. 1) as follows:
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Fig. 1 Mapping of different match types into core match types

Players in game type j =
∑

i

players in game type ji (1)

where ji are the different sub-formats of the primary game format j.
Wehave further removed anomalous data from the dataset. The criteria for removal

of a data are one or more of the following: (i) Number of players in a team for a
particular match type is greater than the allowed number of players and (ii) (possibly
offline) players who have either 0 kill and have not covered any distance and have
not picked up any weapon.

3 Features Engineering and Selection

PUBG allows a maximum of 100 players in a match, but it is not always necessary to
have 100 players. If there are 100 players in a match, then it might be easier to find
and kill enemies as compared to 90 players. Using this notion, we have normalized
the features

FEATURES ∗ (100 − number of players)

100
+ 1 (2)

This provides a higher score to a player for their achievement when the total
number of players is less.

Furthermore, we have created some new compound features by combining
existing features. These features lead to a higher accuracy of the ML algorithms.
The new features that we have created are:
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1. Assist_Revive = Assist and revive are the part of teamwork so we have
2. Taken both as a single parameter, i.e. Assist + Revive
3. Total_Distance = Total distance is the distance travelled by the players by

walking and swimming, i.e. walk distance + swim distance
4. Players_in_a_team = Number of players in team (based on groupID)
5. Headshot/kill = Number of headshot per kill

All these features have been normalized for the prediction purpose.
All the attributes do not have equal impact on the final rank of a player. So we

have performed feature selection to select those features which will affect the result.
In Fig. 2, we show the correlation heatmap [12] which is used to select the top 14
features which have high correlation with the target variable.

We have further studied how reducing the number of features affects the accuracy
and MAE of the models. In order to do so, we have varied the number of features
from 5 to 8 which are the subsets of previously taken 14 features. We see that up to
eight features, the performance remains more or less steady, but drops significantly
for a lower number of features.

Fig. 2 Correlation matrix representing the correlation of the features
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4 Result and Discussion

We have varied the number of features from 14 to 5 while applying several ML
models. We have closely observed the accuracy achieved, empirical time taken
and the reduction of MAE while varying the number of features. We have shown
our results by comparing the MAE, accuracy, and empirical time taken by various
methods for a particular set of features. In Tables 1, 2 and 3, we explicitly show
the actual features considered and the accuracy, time, and MAE for different ML
algorithms with 14, 8, and 7 features, respectively. Note that all these are standard
PUBG features, and we, therefore, do not explain them further. However, as their
names suggest, each of these features have been normalized as discussed in Sect. 3.
Henceforth, in Figs. 3 and 4, we, respectively, show the accuracy and the empirical
time required for different ML models as the number of features is varied from top
14 to top 5.

Table 1 Comparison of MAE, accuracy, time of different models with 14 features

Models LGBM Random
forest

GBR Decision
tree

KNN Ridge LASSO Linear
regression

MAE 0.063 0.065 0.062 0.088 0.100 0.110 0.115 0.110

Accuracy
(%)

91.26 90.45 91.63 82.59 79 75 73 75

Time (in s) 12.73 9.20 23.37 1.38 0.79 0.03 0.30 0.05

Table 2 Comparison of MAE, accuracy, time of different models with eight features

Models LGBM Random
forest

GBR Decision
tree

KNN Ridge LASSO Linear
regression

MAE 0.067 0.069 0.065 0.091 0.093 0.126 0.128 0.13

Accuracy
(%)

90.01 89.49 90.54 81.20 81 69 69 69

Time (in s) 8.89 6.86 15.38 0.91 0.54 0.02 0.06 0.03

Table 3 Comparison of MAE, accuracy, time of different models with seven features

Models LGBM Random
forest

GBR Decision
tree

KNN Ridge LASSO Linear
regression

MAE 0.089 0.078 0.081 0.103 0.116 0.144 0.14S6 0.14

Accuracy
(%)

84.30 86.26 86.23 75.65 73 63 63 63

Time (in s) 6.76 6.71 14.07 0.86 0.55 0.45 0.18 0.10
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Fig. 3 Accuracy of the models versus the number of features

14 FEATURES: The used features are:
DBNOs, killPlaceNorm, killStreakNorm, longestKill, TotalDistance, killperdis-

tNorm, HealsPerDist, Assist_Revive, killP/maxP_Norm, totalTeamDamageNorm,
TotalKillsByTeamNorm, killsNormalised, DamageNormalised.

8 FEATURES: The used features are:
TotalDistance, TotalKillsByTeamNorm, killsNormalised, DamageNormalised,

Heals_Boosts, killPlaceNorm, killP/maxP_Norm, longestKill.
7 FEATURES: The used features are:
TotalDistance, TotalKillsByTeamNorm, killsNormalised, DamageNormalised,

Heals_Boosts, killP/maxP_Norm, longestKill.

From Tables 1, 2, and 3, we have observed that LGBM and GBR are giving
the best result with respect to the MAE and accuracy. From Tables 1 and 2, we
can say that there is a nominal change in MAE and accuracy for eight features
as that of 14 features although empirical time for the former is much lesser than 14
features.We have further tried to reduce the empirical time by reducing the number of
features, but there is a significant degradation of accuracy and the MAE (observed
from Table 3) and the trend persists (as illustrated in Figs. 3 and 4).
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Fig. 4 Empirical time taken by different features

5 Conclusion

In this paper, we have used several ML models to predict the final placement or rank
of the players in the PUBG. Out of these models LGBM andGBR have given the best
result. It can be concluded that eight features are more preferable than 14 features
because it reduces the empirical run-time of the ML algorithm. Furthermore, eight
is the lower threshold, since further reduction in the number of features significantly
degraded the performance. Eventually, although this study is based on PUBG, the
technique can be extended to any multiplayer game by using suitable features.

Code Availability

Code is available at this link:
https://github.com/Diptakshi/PUBG
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Cryptanalysis of a Security Scheme
for Smart Traffic Lighting System Based
on Fog Computing

Uddalak Chatterjee, Maddirala Venkat, and Sangram Ray

Abstract Security is our primary goal for any intelligent systems that are connected
to the wireless networks. Researchers are constantly working to improve the security
of various applications of these systems like smart home, smart city, and smart
transportation. In 2018, Khalid et al. have proposed a security framework to enable
secure communication and authentication between smart vehicles and road-side units
(RSUs) of intelligent traffic control system such as vehicle to vehicle (V2V), vehicle
to infrastructure (V2I), and infrastructure to vehicle (I2V) in the context of intelligent
transportation systems. In Khalid et al. scheme, the authors have claimed that their
proposed scheme is providing secure communication between smart vehicles and
RSUs of intelligent traffic control system and is capable to withstand against various
security attacks such as replay attack, DoS attack, Sybil attack, and impersonation
attack. In this paper, we have done a thorough security analysis of Khalid et al.
authentication scheme and found that their scheme is insecure against some relevant
security attacks. The scheme addressed by Khalid et al. is prone to possible security
attacks such as side-channel/smart device attack and code injection attacks.

Keywords Intelligent traffic light control systems (ITLCSs) · RSUs (road-side
units) · Smart cities · Intelligent transportation systems (ITSs) · VANETs
(vehicular ad hoc networks) · OBU (on-board unit)

1 Introduction

Significance of smart traffic lighting system in a smart city: Transportation
systems are very important and play a key role in our daily life. As the number
of vehicles are increasing rapidly, but transportation systems are not improved in
such a way to provide an efficient and an effective transportation facility to the vehi-
cles. Because of this, traffic congestion and traffic-related problems such as pollution
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has been increasing with further affects the various markets both environmentally
and financially all-around world [1–3]. From the last few years, the advancement in
wireless communication-related technologies andVANETs has given away to imple-
ment intelligent traffic control systems [4, 5]. An intelligent traffic control system
is a system which mainly aimed at managing transportation efficiently during emer-
gency situations with the help of cutting-edge technologies and intelligent systems.
Intelligent traffic control systems consist smart traffic lights that are basically adapt
depending on traffic condition for smooth and effective traffic flow by running an
efficient scheduling algorithmon traffic lights to change signalswhich reducewaiting
period of vehicles based on their speed, position, and direction [3, 6]. Many coun-
tries are also adopting ITSs because of its wide advantages as compared with tradi-
tional transportation systems; at the same time, there are few disadvantages of ITSs
compared with traditional transportation systems. Security is one of the biggest
issues associated with intelligent traffic control systems [7]. The intelligent traffic
control systems use wireless network technologies in order to establish communica-
tion between smart vehicles and RSUs, and the use of wireless communication will
increase themore security threats [6]. So, it is mandatory to anywireless communica-
tion technology-based solution to handle security threats efficiently. Therefore, it is
verymuch essential to preserve data confidentiality, data integrity, and authentication
effectively.

Our contribution: In this paper, we have thoroughly analyzed, and we found that
claimmade by authors in [8] is not fully acceptable as the scheme is prone to possible
various attacks that an attacker can make. We have found and proved using some
mathematical assumptions thatKhalid et al. authentication scheme is insecure against
side-channel attacks, code injection attacks which makes scheme insecure against
all the attacks claimed by authors.

Organization of our paper: We have arranged the remaining paper as: Section 2
provides literature review of various security attacks and research surveys of different
schemes of ITLCSs addressed by various authors. Section 3 provides detailed review
of Khalid et al. authentication scheme [8]. Security attacks and vulnerabilities of
Khalid et al. authentication scheme are presented in Sect. 7. Section 10 provides
conclusion.

2 Literature Review

We provided an overview and a review of various security attacks and research
surveys of many schemes that are related to intelligent traffic control systems
addressed by various authors such as [1–4, 7, 9–19]. In [9], the authors highlighted
the side-channel attacks and presented that an efficient authentication scheme is very
much needed to provide a strong secure communication and authentication between
smart vehicles and their infrastructure that fulfills the security goals in vehicular ad
hoc networks (VANETs) and also proposed a scheme to prevent side-channel threat
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by continuously updating sensitive information inside a tamper proof devices such
as on-board units (OBUs) of the vehicles. In [10]. Fushan wei et al. presented the
risks faced by the Internet of connected vehicles that it is very important to protect
vehicle intelligent terminals such as OBUs by providing secure authentication such
as biometric characteristics such as fingerprints. In [11], Muhammad Awais Javed
et al. are mentioned about data integrity threats in ITSs. Main components in ITSs
are road-side units (RSUs), OBUs that are smart devices capable of sending and
receiving information. If an adversary inserts a false information in data that are
being transmitted over the network it results in making wrong decisions by ITSs and
also presented a scheme to mitigate the data integrity attacks; injection attacks are
also one of biggest security threats to the Web-based applications; the attacker can
retrieve sensitive data by inserting malicious sql code into the database through input
parameters [13]. There are various authors so far [12–16] presented input-based anal-
ysis for sql injection threats to the Web-based applications and for smart devices. In
[14], the authors mentioned about code injection attacks such as sql injection and xss
injection attacks. In [1–4, 7, 17], various authors presented various research surveys
and schemes to provide secure communication and authentication between vehi-
cles and their infrastructure in the context of intelligent transportation systems. In
[18], the authors highlighted a point that attackers can insert or drop some malicious
packets by monitoring data that are being transmitted over the network; ultimately,
it is easy for the attacker to compromise the RUSs and vehicles, so it is important to
protect private data when transmitted over unreliable networks. In [19], the authors
also highlighted smart device attacks in the context of smart grid communication
that is if a smart device is stolen or lost, it is easy for attackers to retrieve secret
information inside the device. In 2018, Khalid et al. [8] proposed security scheme
using symmetric and asymmetric cryptography for intelligent traffic control systems
based on fog computing for providing secure communication and authentication
between vehicles and their infrastructure. In this scheme, the authors made a claim
that their scheme is providing strong and secure authentication against different secu-
rity attacks, namely replay attack, DoS attack, Sybil attack, impersonation attack,
and is having less communication and computational overheads.

3 Review of Khalid et al. Authentication Scheme

This section provides a brief explanation of Khalid et al. authentication scheme [8].
The preliminaries of symmetric and asymmetric cryptography, VANETs and ITSs
can be found in [3–7, 17–20]. The Khalid et al. authentication scheme proposed
architecture model of the system mainly consists three entities: (a) DMV, (b) RSU,
and (c) vehicle.

1. DMV: It is a trusted government entity, and its responsibilities include
installation of RSUs having storage, communicational, and computational
capacities.
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Table 1 Notations used in
Khalid et al. scheme

Notation Description

DMV Dept. of motor vehicles

OBUs On-board units

RSUs Road-side units

Tp Travel plan

C1, C2 Cipher texts

Sk Symmetric key

ID Unique vehicle’s ID

Esk Encryption using symmetric key

Ksess Session key

sign(token) Token signed by DMV

Kpub-DMV Public key of DMV

Kpub-RSU Road-side unit public key

Kpriv-DMV Private key of DMV

Kpriv-RSU Road-side unit private key

EKpub-RSU Encryption using public key of road-side units

DKpriv-RSU Decryption using private key of road-side units

Dsk Decryption using symmetric key

M1,M2 Messages

Rs Random secret

UTM Universal transverse Mercator

And it also provides registration to all the vehicles of the system.
2. RSU: It is also a trusted government entity, and its responsibilities include

broadcasting of secret messages, certificates to every vehicle in monitored area,
and verification of messages received from vehicles in monitored area.

3. Vehicle: All the vehicles of the system are equipped with inbuilt OBU having
storage, communicational, and computational capacities. Each vehicle needs to
be registered first with DMV in order to establish communication with RSU to
get travel assistance.

The proposed scheme [8] mainly consists of three phases: (i) installation (ii)
registration (iii) communication. All symbols used in this scheme are provided in
Table 1, and corresponding proposed architecturemodel of the system in [8] is shown
in Fig. 1.

3.1 Installation

This is the initial phase,where the trusted third-party entity calledDMVis responsible
for installing RSUs in a particular position in the map having certain longitude and
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Fig. 1 Khalid et al. authentication scheme system architecture

latitude which are capable of having computational and storage capabilities. DMV
also stores Sk, Kpub-RSU, Kpriv-RSU, a signed certificate with Kpriv-DMV, and Kpub-DMV

on every installed RSU.

3.2 Registration

In this phase, all the vehicles need to be registered with the DMV. On successful
completion of registration, the trusted third-party DMV allots an individual unique
ID to every vehicle and stores a unique ID, Kpub-DMV, signed token [with DMVs
secret key (Kpriv-DMV)] on every vehicle.

3.3 Communication

This phase has been further divided into four sub-phases which are broadcasting,
key generation, verification, and decision phase.

Broadcasting
In this phase, RSUs are responsible to broadcast ciphertextsC1,C2, and its public-key
certificate which is signed by trusted third-party DMV to each vehicle in a monitored
area. RSU masks Geolock and symmetric key (Sk) to get C1, and RSU performs X-
ORoperation for Geolock and symmetric (Sk)masking as described below. RSUfirst
calculates the Geolock based on its position in the map with longitude and latitude;
after calculating the position of RSU, it gets converted into theUTM. TheUTMvalue
is further divided by 100 which is the range of the RSU-monitored region. Further,
it only considers the integer value by discarding decimal value. Then, values are
concatenated or multiplexed. At last, SHA-1 is calculated on concatenated values.
SHA-1 is considered as Geolock value for generating C1.
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Afterward, UTM values are concatenated as shown below

3362 + 3781 = 33623781

Finally, SHA-1 is calculated

SHA − 1(33623781) = 262969BE943207DA35AA781B8A0E967A6787BA5B

and it is a Geolock value which is further used to generate C1.

C1 = GeoLock ⊕ Sk

and RSU generates a random secret key called rs, and it encrypts rs using Sk for
generating ciphertext C2.

C2 = Esk(rs)

On receiving C1,C2, and a personal certificate of RSU, each vehicle in the monitored
region performs the following operations to get Sk, rs is described below

Sk = GeoLock ⊕ C1

rs = Dsk(C2)

After calculating, the Sk and rs vehicles verify the public-key certificate of RSU
with the help of public of key of the trusted third-party DMVwhich was installed on
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OBUs of smart vehicles at time of registration. On successful verification, vehicles
use the verified RSUs public key in the next sub-phase for generating M1.

Key generation
In the key generation phase, each vehicle in the monitored area generates M1 by
concatenating signed token with rs and then encrypts M1 with the public key of
RSU. After encryption, every vehicle sends an encrypted message M1 to the RSU.

M1 = EKpub - RSU
(
sign(token)||rs

)

After receiving the messageM1, RSU performs decryption of M1 using its private
key as follows

sign(token)||rs = DKpriv−RSU(M1)

and then verifies the token which is signed by DMV, before using it to generate
session key. Once verification is done successfully at each end, both vehicle and
RSU perform masking operation to generate session key is as follows

Ksess = sign(token)||rs

Same session is generated at both ends. After generating session key the generated
session key is used in the next phase.

Verification
In verification phase, the vehicle sends M2 which is encrypted using session key
generated in previous phase to RSU, and M2 is treated as a reply to challenge that
has been sent by RSU in initial phase. On receiving M2, RSU performs decryption
and then verifies message integrity. On completion of verification successfully, the
reply is treated as genuine;, each vehicle generates M2 as follows:

M2 = EK sess
(
rs

∣
∣
∣
∣Tp

∣
∣
∣
∣ID||hash(rs,Tp, ID)).

And decisions are made in the next phase.

Decision
On successful verification of message in previous phase, RSU enters in the decision
phase, as the vehicles are not cheated RSU, so RSU starts running traffic scheduling
algorithm based on vehicles travel plan (Tp) to provide desired signals to vehicles,
and RSU provides equal assistance to every vehicle in a monitored area.
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4 Cryptanalysis of Khalid et al. Authentication Scheme

Khalid et al. [8] authentication scheme,which is discussed above, provides an authen-
tication scheme for establishing secure communication between RSUs and vehicles
using symmetric and asymmetric cryptography. Although there are various authenti-
cation schemes, proposed by different researchers using symmetric and asymmetric
cryptography [1, 9–11, 21]. However, there aremany flaws still present in this scheme
are discussed below.

4.1 Side-Channel Attack

In intelligent transportation systems, the main target for attackers is its infrastructure
such as OBUs and RSUs. In cryptography, a side-channel attack is used to retrieve
sensitive information from secure smart devices such as tamper proof devices (TPDs)
(such as OBUs, RSUs) rather than finding weaknesses in the scheme [9]. In this
scheme, the DMV which is government-trusted third-party stores sensitive infor-
mation such as public and private key pair of DMV (Kpub-DMV, Kpriv-DMV) along
with unique ID of vehicle in OBUs and public private key pairs of RSU (Kpub-RSU,
Kpriv-RSU) and DMV and Sk in RSUs during its installation for communication and
verification purposes. If the smart device/TPD (such as either OBUs or RSUs in this
scheme) is somehow stolen by an attacker, then it is easy for attackers to retrieve
sensitive information using power analysis attack [19].

Due to possibility of power analysis attack, it is easy for attacker to create multiple
identities using public and private key pair of DMV (Kpub-DMV, Kpriv-DMV) by regis-
tering vehiclewith a fake unique ID,whichmakes theway easy for attacker to perform
Sybil attack by creating Sybil nodes, DoS attack by overloading RSU using mali-
cious nodes and similarly attacker performs replay attack and impersonation attack
by pretending it is a legitimate user. Hence, Khalid et al. authentication scheme
is more vulnerable to this attack which makes the scheme insecure against all the
attacks addressed by authors.

4.2 Code Injection Attacks

In this Internet world, information is very crucial for any attacker to perform cryp-
tographic attacks on any smart device or Web-based applications that are connected
wirelessly to the Internet [16]. In this scheme, the smart devices such as OBUs and
RSUs are connected to the Internet wirelessly for communicating and sharing infor-
mation between them. Due to growing concern about different cyberattacks, it is
essential to maintain information confidential. This scheme proposed by Khalid
et al.[8] fails to provide confidentiality because of poor authentication, mainly
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symmetric key (Sk) used for generating ciphertext. It is easy for anyone to calculate
Geolock by simply using position of RSU which makes the way easy for attacker to
get Sk as shown below

Sk = GeoLock ⊕ C1

Which further leads to the possibility of code injection attacks such as SQL injec-
tion and XSS injection attacks by using snortIdS or by inserting malicious code in
input parameters [13, 14]. As Sk, Geolock is available to the attacker, so attacker
can perform code injection attacks on smart devices by inserting malicious code in
input parameters. If attacker somehow compromised the smart device using code
injection attacks, then it is easy for attacker to gain all sensitive data. Later, attacker
uses this information to perform various cryptographic attacks such as Sybil attack,
replay attack, DoS attack, and impersonation attack, whichmakes this scheme totally
insecure against many cyber-threats. Hence, Khalid et al. authentication scheme is
not secure and vulnerable to code injection attacks.

5 Conclusion

The Khalid et al. authentication scheme uses both symmetric and asymmetric cryp-
tography to provide secure communication between vehicles and its infrastructure
with the help of smart traffic lighting systems in smart cities. The authors claimed that
their scheme is providing secure communication between vehicles and its infrastruc-
ture and is capable of withstanding against different security attacks such as replay
attack, DoS attack, Sybil attack, and impersonation attack mainly. However, in our
paper, we have shown that their scheme completely fails to provide security against
side-channel attacks and code injection attack which further makes the scheme inse-
cure against many other cryptographic attacks. In future, we aremotivated to propose
a strong, lightweight, and secure authentication scheme for communication between
vehicles and its infrastructure of smart traffic lighting systems in smart cities as
extension of this work.
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Gaining Actionable Insights
in COVID-19 Dataset Using Word
Embeddings

Rajat Aayush Jha and V. S. Ananthanarayana

Abstract The field of unsupervised natural language processing (NLP) is grad-
ually growing in prominence and popularity due to the overwhelming amount of
scientific and medical data available as text, such as published journals and papers.
To make use of this data, several techniques are used to extract information from
these texts. Here, in this paper, we have made use of COVID-19 corpus (https://
www.kaggle.com/allen-institute-for-ai/CORD-19-research-challenge) related to the
deadly corona virus, SARS-CoV-2, to extract useful informationwhich can be invalu-
able in finding the cure of the disease. We make use of two word-embeddings model,
Word2Vec and global vector for word representation (GloVe), to efficiently encode
all the information available in the corpus. We then follow some simple steps to find
the possible cures of the disease. We got useful results using these word-embeddings
models, and also, we observed that Word2Vec model performed better than GloVe
model on the used dataset. Another point highlighted by this work is that latent infor-
mation about potential future discoveries are significantly contained in past papers
and publications.

Keywords NLP · COVID-19 · Embeddings ·Word2Vec · GloVe

1 Introduction

The vast majority of scientific and medical information is written as text, which
makes conventional statistical analysis and modern machine learning approaches
difficult to analyze. In comparison, the primary source of machine-interpretable data
in various medical and science fields is the structured property databases. Although
these databases contain just a small portion of the total knowledge found out in the
research literature. Supervised natural language processing, which necessitates large
amount of hand-labeled data, was primarily used to retrieve information from these
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literatures. But, the advent of word embeddings has been a huge relief in this domain
as it captures themost complex relations hidden in the dataset and also doesn’t require
in human labeling or supervision.

One of the most important methods in natural language processing is the assign-
ment of high-dimensional vectors (embeddings) to words in a text corpus in amanner
thatmaintains their syntactic and semantic relationships. Typically,word embeddings
are created using machine learning algorithms, like, GloVe orWord2vec. They make
use of knowledge about word co-occurrences in a text corpus. The main concept is
that sincewordswith commonmeanings are often used in comparable circumstances,
hence, similar embeddings will be used as well.

In this paper, wewill make use of these word embeddings to gain valuable insights
into finding containment and cure of the coronavirus called SARS-CoV2. In recent
years, no other epidemic has caused such extensive medical and economic damage.
This is a moment when everyone from around the world, including medical experts,
healthcare personnel, and even computer scientists, must band together to combat a
mutual enemy. We have made use of GloVe and Word2Vec word embeddings and
compared their performances on the COVID-19 dataset [1] available from Kaggle.
We get useful information from our findings, and it also suggests that latent informa-
tion about potential future discoveries, is significantly contained in past papers and
publications. Our observations point to the potential of extracting information and
relationships from a large body of scientific literature in a systematic way.

2 Related Work

Many different approaches are being taken by machine learning researchers and
computer scientists all over the world for the same purpose of finding important
information about the virus. One of the major challenges in this research is the
lack of already existing database regarding the virus. So, all the machine learning
researchers and computer scientists are collecting and compiling their own datasets.

A collection of hundreds of CT scans and chest X-ray images has been compiled
and distributed by a researcher from the University ofMontreal [2]. The photographs
come from reports on the disease that are freely accessible. Similarly, Johns Hopkins
University has created a remarkable dashboard [3] of well-sourced data that are
constantly updated, including a global viewof the disease’s distribution andmortality.
Also, the dataset which has been used in this paper, COVID-19 [1], is available on
Google’s data science competition platform Kaggle and is updated with new cases
daily. Other datasets have come straight from clinics and hospitals that are treating
patients and have attempted to rapidly turn around machine learning algorithms to
help physicians searching for symptoms of illness.

Deep learning and computer vision are also used extensively in some of the
researches on this subject. CT images were analyzed by researchers in Shanghai
[4], making use of deep learning and computer vision, which reduced the time of
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analysis from hours down to four minutes. Some work has also been done on visual-
izing the virus’s effect on the lungs of a patient [5]. Their objective was to track the
progress of the virus and illness over time.

Another research [6], which was inconclusive, was done to screen COVID-19 in
an auditory manner by analyzing the rate of breathing of a person. Though it was not
conclusive, it presented novel approach for checking the presence of virus that is less
invasive. Moreover, an algorithm [7] was built by some researchers, predicting the
mortality rate for patients, using the electronic health records of almost 3000 patients
in Wuhan, China. Their algorithm performed incredibly well, giving an accuracy of
more than 90%.

Most of the existing works related to word embeddings are done in the cases of
unstructured and large texts. Large text data were processed using Word2Vec, and
word similaritywas evaluated in. In addition, the similar wordswere further clustered
to fit into a new dimension. The performance of GloVe for network embedding and
node representations has been done in.

3 Data Specifications

The dataset used in this experiment, COVID-19, has been taken from Kaggle. The
dataset used in the experiment is a collection of 47,000 scholarly articles, including
36,000 full texts related to corona virus pandemic all over the world. The full-text
scholarly articles in the dataset can be categorized in four types, namely Biorxiv,
PubMed Central (PMC), commercial, and non-commercial. All the articles from
these categories were combined together to form a large single dataset. The size of
the dataset is 6 GB.

4 Methodology

We analyze the unlabeled language corpus using unsupervised natural language
processing. Certain techniques and methods can be used to do the same. Word2Vec
and GloVe are two such techniques. They represent each word in the corpus as a
vector, where these vectors are intended to represent word’s context (Fig. 1).

Since each word is associated with a vector, these vectors can also be used to
represent word relationships and analogies. They can be used to find the similarity

Fig. 1 Working of word embeddings
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between different words. We will use make use of this property of word embeddings
to reach our objective.

We will follow the following steps to arrive at our result:

1. We will use WordCloud API available in Python to find the most commonly
related words to the study of COVID-19. For example, “virus,” “infection,”
“viral,” etc. We will call these words keywords.

2. We will then find the most similar words to these keywords. Euclidean distance
will be used to find the vectors closest to the vectors of these keywords.

3. Wewill again findwords similar to thewords obtained in the above step (second-
order similarity). These words will be our result.

To visualize our result, we will make use of principal component analysis (PCA).
Using PCA, vectors of several dimensions are compressed into a smaller vector (with
two or three dimensions), while the majority of the information in the original vector
is preserved (using some linear algebra). When working with high-dimensional data,
PCA makes visualization simpler.

4.1 Word2Vec Architecture

It is a neural network model that has been trained on billions of tokens. The neural
network seeks the best vector representation of each term in the corpus after it has
been trained. Word2Vec word embeddings can be obtained using two methods (both
involving neural networks): skip-gram and common bag of words (CBOW) (Fig. 2).

Fig. 2 Architecture of Word2Vec model—CBOW and skip-gram models
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Fig. 3 Table of co-occurrence probability of tokens in GloVe

4.2 GloVe Architecture

GloVe is essentially a log-bilinear model with a weighted least-squares objective.
The training objective of GloVe is to learn word vectors such that their dot product
equals the logarithm of the words’ probability of co-occurrence (Fig. 3).

5 Results

We used the pretrained models of Word2Vec and GloVe and trained them again on
the COVID-19 dataset. We trained them just on abstract and body text of all the
papers available in corpus. It was done to find latent meaning in word embeddings
to find relevant drugs for COVID-19.

We then looked at the second-orderword similarities to theword “antiviral” to find
potential measures and cures for COVID-19. We have chosen the word “antiviral”
because it is obvious that any cure to the virus will have similar word embeddings to
“antiviral.” We will look at the findings of bothWord2Vec and GloVe. The outcomes
have been presented using 2D PCA (Fig. 4).

The above diagram is the result from the Word2Vec model. In the above figure,
“antiviral” is a keyword which came from using the WordCloud API in Python. This
means that “antiviral” was one of the most common words in the corpus related
to the study of COVID-19. We then find the six most similar words related to the
keyword, i.e., “antiviral.” Those six words come out to be: “daas,” “gemcitabine,”
“repurposed,” “antiviral,” “anti-hbv,” and “anti-parasitic.” The vectors of these six
words are at closest Euclidean distance to the vector of the word “antiviral.” Now,
in the next step, we again find the most common words related to the six words
(second-order similarity) we found in the previous step. The results of this step are
shown in the above figure using 2D PCA, which reduces the number of dimension
of a vector and makes it easier for visualization.

“Hydroxychloroquine,” “anti-malarial,” “doxorubicin,” are the most commonly
repeating words in the above figure. Also, these three drugs have been widely used
in the most of the countries on COVID-19 patients, which prove that the outcomes of
these models are correct to some extent. So, we can conclude that Word2Vec gives
us useful results (Fig. 5).
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Fig. 4 Outcome from Word2Vec technique which represents the second-order similar words to
“antiviral.” It can be observed that drugs “anti-malarial” and “hydroxychloroquine” are repeated
several times in the results

The above diagram is the result from the GloVe model. The first step here is same
as in the previous model. We find the six most similar words related to the keyword,
i.e., “antiviral” Those six words come out to be: “anti-virus,” “interferon,” “evades,”
“antiviral,” “anti-hsv,” and “anti-pathogenic.” The vectors of these six words are at
closest Euclidean distance to the vector of the word “antiviral.” Now, in the next
step, we again find the most common words related to the six words (second-order
similarity) we found in the previous step. The results of this step are shown in the
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Fig. 5 Outcome from GloVe technique which represents the second-order similar words to
“antiviral.” It can be observed that all the drugs’ names here are not useful in the treatment of
coronavirus. So, this result given by GloVe is not much useful

above figure using 2D PCA, which reduces the number of dimension of a vector and
makes it easier for visualization.

All the names of the drugs and medications which came out as the outcome were
not related to coronavirus treatment. So, it is correct to assume that the results from
the GloVe technique were not as useful and correct.

From the above results, we can see that results from Word2Vec are more useful
then results from GloVe. This is because drugs name that are present in the result of
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Word2Vec have been actually used to treat against corona virus in some countries
before vaccines were discovered, while the drugs that are the outcome of the GloVe
are not useful in curing the patients. So, here, Word2Vec performs better than GloVe
and gives more useful results and valuable insights.

6 Conclusion and Future Work

The objective of this work was to use word embeddings on text corpus so as to
get valuable insights regarding the cure of coronavirus. We have seen that knowl-
edge and information available in the literature can be used effectively and expertly
encoded as information-dense word embeddings. We used Word2Vec and GloVe
word embeddings to carry out this experiment. The outcome we got was several
drugs and medications names, such as “anti-malarial,” “hydroxychloroquine”, and
“doxorubicin,” which have been used widely on COVID-19 patients all around the
world, which proves that the outcomes of thesemodels are correct. Also, we observed
thatWord2Vec gavemore useful results compared toGloVe technique. Another point
highlighted by thiswork is that latent information about potential future discoveries is
significantly contained in past papers and publications, as we made use of published
articles and texts to predict the potential medications and drugs for COVID-19.

As a future work, we would like to find ways to evaluate the results given by
any unsupervised NLP technique. It would help us in quantifying the above results
and make the comparison easier. Also, other word-embedding techniques such as
FastText, Bert, and Bio-Bert could be used to perform the same analysis.
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Phrase-Based English–Nyishi Machine
Translation

Nabam Kakum and Koj Sambyo

Abstract Machine translation (MT) is the sub-domain of natural language
processing (NLP). It process and analyze natural language data which eliminates
the language inconceivable matters and help to interact among people of different
linguistic backgrounds. In our work, we used the statistical machine translation
(SMT) approaches to comprehensively explore the translation accuracy, fluency, and
adequacy with the context of low resources Indian dialect (language) Nyishi. SMT
needs less training time and works well with highly complex long sentences than
other methods, but it requires adequate parallel corpus, which is troublesome in the
context of low-resource language like Nyishi. In this paper, we train 30,000 newly
collected pairs of corpora and measured the translation accuracy in both directions
forward and backward. Finally, results of individual n-gram of BLEU and NIST
with and without tuning are calculated, and by using these results, we find out the
effectiveness of translation accuracy in respect of fluency and adequacy.

Keywords SMT · BLEU score · Human evaluation NIST · Moses

1 Introduction

MT with its automatic translation method is highly helpful in a multilingual country
like India which has 22 scheduled languages. Several researchers tend towork onMT
using different methods to eliminate the language barrier issues with the function-
ality of NLP language translation method and analyze the translated text to obtain
better translation accuracy. This work is an experiment to contribute an intelligible
translation for the low-source Indian language which is used by the Nyishi people of
Arunachal Pradesh. Arunachal Pradesh is inhabited by one of the most culturally and
linguistically diverse communities. The ethnic composition of the tribes predomi-
nantly belongs to the mongoloid stock. Arunachal Pradesh is the home of 26 major
tribes, andmore than 100 sub-tribes, Nyishi is considered to be the largest tribe of the
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state with a population of 300,000 approximately from the total population of 13.82
lakhs. Generally, the languages in Arunachal Pradesh belong to the Sino-Tibetan
language family and more specifically under the Tibeto-Burman group of languages.
This paper attempts to expose low-resource Nyishi Language into machine transla-
tion environment by using the properties of NLP with SMT. Many highly resourced
languages are already benefitted in almost perfect translation inMT, but the language
of the low resource like Nyishi might take many years to advance intoMT communi-
ties. Nyishi doesn’t have a written script which is the main cause of late development
and evolvement intoMT communities. According to theWorlds languages in Danger
(2009) by UNESCO atlas, more than 26 languages of Arunachal Pradesh have been
identified as endangered languages as well Nyishi language comes under definite
danger language.

At present, several MT approaches such as rule-based machine translation
(RBMT), statistical machine translation (SMT), NMT, and transformer model are
available. Many researchers consider transformer model as a state-of-the-art model
in the automatic translation world as it provides a high accuracy rate compared to
all other approaches. In this paper, by the advantages of less training time and better
translation accuracy in complex data, we attempt to use SMTusingMOSES.MOSES
is a machine translation package (toolkit) that is user-friendly and easily understand-
able by any user and finally evaluates the translation accuracy and adequacy of the
corpus. We have used the BLEU score to evaluate the quality of translation [1, 2].

2 Related Works

The Nyishi language lacks research work in MT since this language doesn’t have
record of any previous documentation.Wechoose to use phrase-basedMTmethod for
the low-resourced Nyishi Language as this approach helps in meaning conservation
rather than the structural conservation. The resourcewe used ismanually translated as
it is low resource, and we tend to analyze the data with the model whose priority is to
recommend the meaning of the language. Several research works have been done on
different low-resource languages like English–Hindi, Hindi–Nepali, English–Tamil,
English–Mizo (Amarnat et al. 2018), English–Punjabi, Hindi–Nepali, and Punjabi–
Hindi by using SMT; related works provide the better translation accuracy. SMT
overcomes the problem of the rule-based system by supporting the n-gram model,
where basic steps are finding the maximum probabilities of phrase pairs in parallel
source–target sentences. Finally, BLEU is used to calculate the automatic metrics of
the predicted translation [3–6].
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2.1 SMT for Low-Resource Language

Regardless of the word length, phrase-based MT reduces the restriction of word-
based translation by translating the whole sequence of words. The sequence of the
words is called blocks or phrases. Among several machine translation approaches,
we chose to use SMT because it doesn’t depend on language attributes. This model
supports training data on the small and large dataset as well as helps in preserving
meaning of the language better; increasing of dataset will eventually provide better
translation results. The SMT uses the Bayes theorem for probability distribution [7].

Bayes rule:

ẽ = argmax
e

pT M(n|e)pLM(e)
p(n)

= argmax
e

pT M(n|e)pLM(e)

where

• Translation model pTM(n|e) is the probability where the source string is the
translation of the target string.

• Language model pLM(e) is the probability used for distinguishing that target
language string.

• Where ẽ is the best translation concluded by choosing the one that provide highest
probability?

2.2 Moses in PBSMT

Phrase based and tree based are the two translation models that come with Moses
toolkit; in this paper, we use phrase-based approaches to obtain the translation accu-
racy on the parallel corpus.Moses supports several languagesmodeling toolkits, such
as SRILM, KenLM, IRSTLM, and RandLM, and also allowed to introduce a new
toolkit. GIZA supports word aligning for given parallel corpus and language model
estimation. The decoder of Moses has several procedures such as chart parsing and
cube pruning. In our paper, we use MGIZA for alignment, cube pruning for identi-
fying the number of hypotheses to be covered; IRSTLM and RandLM are used for
language modeling.

3 System Descriptions

This paper analyzes the translation accuracy by using the SMT with phrase-based
approaches, and other parts of the paper are as follows: corpus preparations, language
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model, translation model, decoding, experiment part, and results, which are evalu-
ated by BLEU, NIST; and finally, human evaluation is done to calculate the overall
translation accuracy and adequacy.

3.1 Corpus Preparations

The parallel aligned sentence pair of 30,000 with both backward and forward direc-
tion has been developed, where English is the source andNyishi is the target language
and vice versa. Due to low resources and lack of script in this language, the prepara-
tion of corpus is complex and uncertain. The collected parallel sentences of Nyishi
have been verified thoroughly by a native of Nyishi language experts. In PBSMT,
corpus preparation includes tokenization, true casing, and cleaning. True casing helps
to handle the difference between uppercase and lowercase words and finally convert
all to lowercase forms. The cleaning step drops down the long and unwanted sentence
along with the threshold exceeding chunk.

3.2 Language Model

Language models in SMT reorder the words/phrases that are suggested by the trans-
lationmodel to generate the target language. Sentence probability is calculated by the
probability method in the SMT language model, using the n-gram model. Computa-
tion of the probability in the language model is based on single word that provides
all the words that lead to make a whole sentence [8]. IRSTLM tool is used to develop
the language model. Language modeling in PBSMT helps to break the probability
of a sentence P(S) with the probability of individual words P(W ) shown in the below
equation:

P(S) = P(W1,W2,W3, . . . ,Wn

= P(W1)P(W2|W1)P(W3, |W1W2)

P(W4|W1W2W3) . . . P(Wn|W1W2 . . .Wn − 1)

Initially, the probability of a word in a sentence is calculated following which the
probability of sentences is calculated, which gives the orders of word proceeding
to it and n-gram model is used to generate the probability approximation of all the
previous words in the sentences [5].
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Taro loves Yami.

Taro Yami nen 
abyden.

Taro loves Yami.

Taro Yami nen abyden.

Fig. 1 Word alignment with MGIZA

3.3 Translation Model

The main objective of the translation model is to advise a set of possible
words/phrases for a given source sentence and compare the expression of meaning
between languages. This model is known as the translation model because of its
expression comparing properties between different languages. It shows that a large
quantity of the corpus will produce a high translation score than the low resources
dataset as MT supports the better result of translation accuracy with a large dataset.
Alignment model building between the input and the output language is the first step
of translation models [9]. In every sentence of the training parallel corpus, the job
of providing the best set of alignment links is handled by the alignment models. The
MGIZA in Moses toolkit has been used to align our Nyishi–English and vice versa
training corpus. The word-align text in alignment model in SMT is necessary, as
it helps to initialize the translation model in machine translation. Such as, finding
words that correspond to each other performed automatically with the probabilistic
method as elaborated below [10] (Fig. 1):

P(Yami|Yami) = 0.99, P(Taro|Taro) = 0.97.

P(loves|abyden) = 0.46, P(loves|nen) = 0.04.

3.4 Decoding

The main function of the decoder is to identify the better candidate translation and
to search for the hypothesis which contains the best model score. The output of the
LM, TM, and the input for the decoder are the source sentence. In the decoding
process, computational complexity is high. We used the beam search approach for
searching strategy in the decoderwhich supports heuristic-based algorithm strategies.
Decoder generally uses mathematical approach of most probable translation, for
which probability of an individual-targetedword/phrase ismaximum. Figure 2 shows
the PBSMT system conceptual architecture [5].
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Parallel Corpus Monolingual 
(target) Corpus

Translation 
Model

Language 
Model

Decoder

(Beam Search)
Source 

sentences
Predicted 
sentence

{Correct re-ordering
Words/Phrase}

{Set of target 
words/phrases}

Fig. 2 Abstract architecture of PBSMT system [5]

3.5 PBSMT Experimental Design for English–Nyishi

The newly collected parallel aligned corpus of 30,000 of the English–Nyishi is
divided into three parts as training, tuning, and testing data, and English sentence of
the monolingual file has been used for building the language model. The language
model is built with the IRSTLM toolkit in the Moses that is used to assist data struc-
tures and algorithm, where language models are suited for accessing and storing
large n-gram data. Data used are shown as in Table 1.

4 Results and Analysis

Results that are generated from the SMT systems have been calculated by the BLEU
metric, and human evaluation has also been performed for the same.

Table 1 Corpus statistics Corpus type English–Nyishi Nyishi–English

Training data 28,033 28,033

Tuning data 967 967

Testing data 1001 1001
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4.1 About BLEU and NIST Score

BLEU used in MT is an algorithm that attempts to provide the accuracy of the
text translation by a machine-translated output. The output of the BLEU is always
between 0 and 1, whereas NIST ranges from 1 to 10. BLEU/ NIST metrics only
depend on precision. The score of BLEU/NIST is calculated from n-grams precision
[25]. Test set is required for BLEU/NIST metrics machine translation system. The
equation of the BLEU score for n-gram is calculated by using the following formula:

min

(
1,

candidate − length

reference − length

)(
n∏

i=1

precisioni

) 1
n

Here, candidate-length stands for candidate translation length, and the reference-
length stands for reference translation length, and also precision I denotes precision
score [25] for ith gram match. NIST and BLEU identify the translation accuracy
with tuning and without tuning which clearly shows that with tuning in both the
translation accuracy is better than without tuning that is because tuning maximizes
the performance of translation on a small set of parallel sentences by finding the
optimal weights for this linear model (Tables 2 and 3).

The individual n-gram score generated from the model shows that results are
comparatively better in unigram which means translation accuracy is high in short
sentences compare to medium and long sentences (Table 4).

The score generated by English–Nyishi and vice versa is low compared to other
high-resources language due to the high ambiguity of Nyishi words.

Table 2 Individual n-gram by BLEU score

No. Corpus type BLEU score without tuning BLEU score with tuning

Individual n-gram 1-g 2-g 3-g 1-g 2-g 3-g

1 English–Nyishi 0.3624 0.1357 0.0744 0.3798 0.1792 0.1184

2 Nyishi–English 0.3497 0.1479 0.0988 0.3699 0.1937 0.1402

Table 3 Individual n-gram by NIST score

No. Corpus type NIST score without tuning NIST score with tuning

Individual n-gram 1-g 2-g 3-g 1-g 2-g 3-g

1 English–Nyishi 1.6744 0.2717 0.0213 2.3398 0.4510 0.0534

2 Nyishi–English 2.2148 0.3617 0.0571 2.3660 0.4861 0.0820
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Table 4 N-gram scoring English–Nyishi

No. Corpus type NIST score
without tuning

BLEU score
without tuning

NIST score with
tuning

BLEU score
with tuning

1 English–Nyishi 1.9700 0.0802 2.8512 0.1411

2 Nyishi–English 2.6408 0.1419 2.9444 0.1849

4.2 Human Evaluation

Human evaluation evaluates the adequacy and fluency as well as the overall rating of
translated results. Human evaluation is necessary forMT as BLEU scores fail tomeet
the quality of translated score in terms of adequacy and fluency; these two factors help
to identify the translation quality of MT. Adequacy helps to identify the total number
of similar meanings between reference translation and candidate translation. Fluency
is measured by the translated sentence of reference sentence irrespective of candidate
sentence, where fluency is considered when reference sentence is translated fluently.
As the BLEU fail to enclose all the features of evaluating the candidate translation.
The output of quality translation is measured with the reference translation; the basic
criteria of measurements are totally on fluency and adequacy. In this experiment,
Nyishi language expert is from (NBCC) Nyishi Baptist church council and a native
of Nyishi, who have a great knowledge of the Nyishi language and also a core in
charge of Nyishi language development in all Nyishi elite society and other who
contributed in translation. The core of the Nyishi language and where the translation
is to be used is well conscious of the experts; however, the human evaluation process
is very expensive, time-consuming.

5 Analysis of Translation

To analyze the translation quality from the output of the SMT system in both direc-
tions, we have used few sample sentences from translated output where the quality is
judged from various issues like under-translation, over-translation, and wrong trans-
lation of name entities. Therefore, the selected translated sentence has been judged
on two factors, i.e., adequacy and fluency where system translations are examined
in case of best or worst. Although corpus is analyzed in both the direction but most
common error that we encounter are mixed translation of source word and target
word, English Gold (EG) in English is the reference sentence, Nyishi Test (NT) as
a test sentence, and English Predicted (EP) in English the predicted sentence.

1. Best performance of translation which is adequate and fluent.
NT: “Svka”
EG: “Assist”
EP: “Help”
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2. The system has predicted the unigram and tri-gram correctly “I, him,” and
therefore, it is not adequate but is fluent.

NT: “Ngo mwvn kapapa”
EG: “I saw him”
EP: “I met him”

3. Prediction result with partially adequate and perfectly fluent translation.
NT: “Nyem ko”
EG: “daughter”
EP: “Girl”

4. Prediction result predicted as neither fluent nor adequate.
NT: “Tom danypa”
EG: “Tom is simple”
EP: “Tom is ordinary”

5. Prediction result that is adequate as well as fluent and automatically adds “7”
which is numerically predicted from sentences.

NT: “Hv sija kvn paku”
EG: “It is seven now”
EP: “Now it is 7”

6. The SMT system has made a prediction that mixed word of target and source
to the predicted sentence.

NT: “No Tom nen svka numyv?”
EG: “Did you help Tom?”
EP: “You numyv let tom help?”

From the above analysis of the translations predicted by the PBSMT system,
human evaluation is done to evaluate the translated results in factors of adequacy
and fluency. Further, it shows that score degrades as the sentence length increases,
and scores are comparatively better in short and medium sentences than of long
sentences.

6 Conclusion and Future Work

MT is a communication tool to bridge among the people belonging to the different
linguistic backgrounds around the world. This work attempts to introduce the low-
resource language Nyishi into a machine translation environment with few corpora,
and we successfully analyzed by using SMT; furthermore, we intend to increase our
corpus to get better prediction result as it requires large corpus to provide better trans-
lation using MT methods. To minimize the error, we aim to identify more statistical
approaches as well as the neural method to improve adequacy and fluency.
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Capacitated Vehicle Routing Problem
Using Genetic Algorithm and Particle
Swarm Optimization

Vrinda Sharma and Niharika Varshney

Abstract Vehicle routing problems (VRPs) have several applications in logistics
such as transportation and supply chain where finding an optimal route would not
only help in saving the resources but will also provide profit as reduced journey time
and distances, causing an overall reduction in overhead cost. In this paper, a CVRP
is solved using GA and PSO. In GA, tournament selection, one-point crossover and
swap mutation operators are used. To convert the real-valued vector into discrete
solution for PSO, the random key method is employed. The proposed algorithms
were tested on 74 benchmark instances. For all 74 benchmark instances, GA achieves
better outcomes as compared to the PSO regarding total travelled distance.

Keywords Vehicle routing problem · Genetic algorithm · Particle Swarm
Optimization · Heuristics · Optimization

1 Introduction

The vehicle routing problem (VRP) deals with routing of different vehicles in which
we have set of paths assigned to them to serve customers as per their respective
demands. Themain aimofVRP is to achieveminimized distance travelled byvehicles
to serve “n” customers present at different coordinates that directly results in lowering
of cost to serve all the customers.

Capacitated Vehicle Routing Problem (CVRP) is originally explained by Dantzig
and Ramser in 1959 [1]. The definition of CVRP can be formally stated as [2, 3].
The problem is concerned with the vehicles fixed in numbers with uniform capacity
constraints imposed on them. All the vehicles start their journey from a common
depot and they should serve according to the knowndemands of the customer (that are
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non-negative [4]) at minimum capital possible. The distance between two locations
can be calculated easily as the customers and depot locations are known in advance.
CVRP is considered as a Non-Deterministic Polynomial hard problem in which
long operational time is required to achieve optimized solutions. Henceforth, more
evolved computing approaches have been applied to CVRP so that we can achieve
an ideal solution in a short span of time [5].

Heuristic algorithms are those algorithms which are used in place of classic
methods to solve complex problems quickly and efficiently. They are also reli-
able when classical methods fail in achieving exact solution by providing approxi-
mating solutions. Heuristics are mostly used to solve NP-hard problems. They are
used in various fields like computer science, machine learning and mathematical
optimization. Moreover, they do not guarantee about achieving exact solution [6].
For example, genetic algorithm is a type of heuristic algorithm which is applied in
this research to solve Capacitated Vehicle Routing Problem to achieve near-optimal
routes. Also, we used another optimization algorithm that can identify an optimal
solution in an acceptable time frame which is Particle Swarm Optimization (PSO), it
is Population-based SwarmOptimizationwhich is an iterative algorithm that engages
a number of simple entities—particles (solutions)—iteratively over the search space
of objective functions. In PSO, particle represents a solution, and a decoding method
is used to change it into problem specified solution [5].

2 Related Work

There had been several studies and research in this area and many researchers
have contributed to optimize and improve this transportation problem by using and
applying different algorithms with many improved variants and techniques. Several
related works and the research in this area are as follows—Nora Niazy (2020) works
on solving Capacitated Vehicle Routing Problem using Chicken Swarm Optimiza-
tion with genetic algorithm, their approach is to use the hieratical order of Chicken
SwarmAlgorithm to find paths after using themoving equations. Then they will rear-
range the hieratical order according to the paths cost. In an attempt to improve results
for some chickens, they then used the genetic algorithm because it has the advantage
that it searches in the neighbourhood to find the best solution [7]. Thibaut Vidal
(2020) introduced a HGS specialized to CVRP [8]. Farida Ramadhani (2021) solves
VehicleRouting Problemusing Particle SwarmOptimizationwith Fuel Consumption
Minimization [9]. Yousefikhoshbakht (2021) works on a hybrid-modified version of
PSO algorithm which was presented to solve the CVRP problem, their results were
compared with other meta-heuristic algorithms. Wisittipanich W (2021) works on
Particle Swarm Optimization (PSO) and differential evolution (DE), and delivery
routings with minimum travel distances were find [10]. Stanley Jefferson (2020)
shows an analysis of the influence of different encoding schemes on the popula-
tion behaviour when genetic algorithm is applied to the CVRP [11]. Sajid (2020)
works on solving Capacitated Vehicle Routing Problem using hybrid genetic and
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Table 1 Summary of recent literature survey

Year Authors Problem type Algorithm used

2020 Niazy et al. [7] CVRP Chicken Swarm Optimization
with genetic algorithm

2020 Vidal [8] CVRP Hybrid genetic search
algorithm

2021 Ramadhani et al. [9] VRP with fuel consumption
minimization

Particle Swarm Optimization

2021 Yousefikhoshbakht [16] VRP Hybrid improved particle
swam optimization

2021 Wisittipanich et al. [10] Postman delivery routing
problem

Particle Swarm Optimization
and differential evolution
algorithms

2020 Lima et al. [11] CVRP Genetic algorithms with
different encoding schemes

2020 Sajid et al. [12] CVRP Hybrid genetic and simulated
annealing algorithm

2020 Sbai et al. [13] CVRP with 2D loading
constraint

Genetic algorithm

2019 Lin et al. [14] CVRP Order-aware hybrid genetic
algorithm

2021 Daham et al. [15] VRP with backhauls Genetic algorithm

simulated annealing algorithm, the proposed hybrid genetic and simulated annealing
combined (HGSA) algorithm employs novel nearest-neighbour crossover operator
which generates solutions based on nearest-neighbours to obtain minimum possible
distance [12]. Ines Sabai (2020) proposed a new heuristic based on an adaptive
genetic algorithm for solving the CVRP with 2D loading constraint [13]. Na Lin,
Yanjun Shi, et al. worked on the CVRP in the IoT by using an effective order-aware
hybrid genetic algorithm [14]. Hajem Ati Daham, Husam JasimMohammed worked
on the vehicle routing problems with backhauls [15] (Table 1).

3 Problem Formulation

In VRP, group of uniform vehicles are represented by “v”. A digraph “g” = (C, a),
consisting a group of consumers, C. The exiting store is shown by the vertex 0, and
the returning store is shown by the vertex m + 1 [17]. The set N having m vertices
denotes customers. The edge set “a” represents all the edges through the vertices
(which includes the store vertex also). At vertex 0, no edge will end and at vertex
m + 1, no edge will begin. All paths will begin from 0 and finish at m + 1 [17]. A
cost variable “Ci,j” is assigned with each edge (i, j) ∈ a. All the vehicles have alike
capacity restraint “Q”. Each consumer, i, has a demand di, i ∈ C.
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This mathematical model has only one conclusion variable “X”. The conclusion
variable Xijk equates to 1 for edge (i, j) if each vehicle “k” travels from a vertex “i”
to “j” where i is not equal to j, i is not equal to m + 1 and j is not equal to 0 (if not
then Xijk = 0). Main objective of VRP is to deliver required commodities using V
vehicles to all the customers C by covering as minimum distance as possible with
some constraints imposed [17], such as vehicle capacity constraint is considered,
each consumer is only served at one time, vehicle initiates its journey from vertex 0
and returns to vertex m + 1. This CVRP model is numerically formulated below

Minimum
∑

k∈v

∑

i∈N

∑

j∈N
Ci j Xi jk (1)

∑

k∈v

∑

j∈N
Xi jk = 1 for all i ∈ C (2)

∑

i∈C
di

∑

j∈N
Xi jk ≤ Q for all k ∈ v (3)

∑

j∈N
Xojk = 1 for all k ∈ v (4)

∑

i∈N
Xihk −

∑

j∈N
Xhjk = 0 for all h ∈ C, for all k ∈ v (5)

∑

i∈N
Xi ,m + 1, k = 1 for all k ∈ v (6)

Xi jk ∈ {0, 1} for all i ∈ N , j ∈ N , for all k ∈ v (7)

where vehicle set “v” = {1, 2, …, k} and customer set “C” = {1, 2, …, m}.

0, m + 1 vertex, di is client i demand, and qk is vehicle k capacity.

4 Proposed Algorithms

4.1 Genetic Algorithm

The main purpose of GA is to produce new populace or generation from the parent
or preceding generation. This latter generation is better than the former one in
many aspects as it comprises high-quality solutions. All the generations have solu-
tions which are known as “chromosomes”. All the chromosomes are unique within
each generation. These represent the travelling network of vehicles involved and
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comprised of “genes”. Genes represent the total number of customers that are being
served in our problem.

4.2 VRP Using GA

Initially, we generate a population of “n” customers randomly in the form of a
matrix of size n × n. In that matrix, each row has customers starting from 1 to n,
none of them would repeat itself. Each customer represents a node and have some
distance “d” related to it from the depot. Along with the distance, each customer has
associated demand. Now, this demand would be fulfilled by number of “k” vehicles.
Each vehicle has some identical capacity “q”. Each and every customer would be
served once. No two vehicles can visit the same customer. From the matrix, we will
select each row that represents one “chromosome” and we will calculate the distance
travelled by vehicles after visiting customers and returning back to depot. There are
“n” customers, so initially, we have “n” chromosomes and “n” distances related with
them. One chromosome represents one solution of VRP (Fig. 1).

The selected chromosomes are chosen so that their genes are passed to the new
generation and hence new population becomes more fit with the help of tournament
selection. Every chromosome has an associated fitness. It is evaluated by the summa-
tion of distances between adjacent genes and the chromosome having the minimum
distance will be treated as the fittest amongst all the other chromosomes as there is
a constraint in our vehicle routing problem which states that “We are searching for
those routes which serve all the customers or cities with the least distance travelled or

Fig. 1 GA and PSO flow chart
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we can say the optimized ones.” Two chromosomes will be selected from the popu-
lation pool (random population), and we apply operators of GA. There are two GA
operators: crossover and mutation. In our population, we use one-point crossover.
So, two chromosomes are split at one point each and then combined from start of one
to the end of other. From two chromosomes, we get two new chromosomes. We will
make one new crossover population. Similarly, there are several ways of applying
mutation. After crossover, we apply swap mutation. In swap mutation, two genes
in the same chromosomes are swapped to make a new population. After mutation,
we discard the previous crossover population and apply the same algorithm again
and again up till three or more times. Every time we combine new population and
previous (random) population and sort it in ascending order and consider the first
“n” solutions which have minimum distance.

The solution with minimum distance having low cost of transportation will be
considered as the best solution out of the “n” solutions. This solution can be one of
the solutions from random population or from the population generated by genetic
algorithm.

4.3 Particle Swarm Optimization

PSO was designed in 1995 as a stochastic optimization algorithm by Kennedy and
Eberhart, a computational method that relies on duplicating human social behaviour
in different situations andhabitat, i.e. the social simulationmodel [18]. TheAlgorithm
has search points moving in any random motion throughout the whole population,
retaining in their memory the best experience or position that they attained. Their
experience then interacts with part or whole of the population, on basis of which the
movement is shifted to the most favourable and reassuring regions, so far, searched.
As the name suggests, here the motivational factor is group of birds, i.e. “Swarm.”
The particles in PSO moves around the search space in a motion similar to that of
Swarm of birds, these particles progress in a guided direction which is determined
by

• The earlier velocity of particle termed as inertia.
• Distance of the particle from its best position found so far which is known as

Cognitive force.
• Distance of particle from best-known location of whole Swarm known as Social

force [19].

It is important for the particles to interact with each other so that they can explore
the search area faster which will supposedly find a much superior solution [19].
Swarm’s direction can be changed at any point during the searching, if the particle’s
own best position comes out to be better than the whole Swarm’s best position.
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4.4 VRP Using PSO

In PSO, a particle is treated as a solution. These particles when combined forms the
Swarm. Initially, random solutions are created over search space. Mathematically, a
particle has two vectors, position vector and velocity vector [20].

Position Vector. It shows position matrix of particles and is represented by, say, P
[particle, N] where N represent no. of customers. It depicts the current position of
particle (solution). Initially, the number of particles for given N customers can be
obtained using the given Eq.

P(i, j) = rand1 ∗ rand2 (8)

where rand1 is random number in uniform form lying in between zero and 1 and
rand2 is uniform random integer number between −30 and 30.

Velocity Vector. Velocity is required to update the position on each iteration. It repre-
sents the velocity matrix and is represented by say, V [particle, N]. The velocities of
each particle are initialized using the equation,

V (i, j) = rand1 ∗ rand2 (9)

where rand1 is random number in uniform form lying in between zero and 1 and
rand2 is uniform random integer number between −30 and 30.

Particle’s personal bestmatrix. The algorithmgenerates the personal best (Pb)matrix
of order particleX N. This matrix consists of the best position values for each particle
searched so far. The Pb for each particle is initialized with the initial value of position
of the particle. In successive iterations, the value of Pb changes according to the best
position of the particles.

Global best matrix. This matrix shows the particle having the best position in the
whole Swarm so far, i.e. the best particles searched amongst Pb. Initially, the best
position amongst all the personal best is the global best, i.e. Gb. In successive iter-
ations, the Gb changes its value as per the position of the best particle found in the
swarm. After initializing, algorithm executes all the steps in while loop until stopping
condition does not meet. Particle’s new velocity is determined by taking in account,
the particle’s personal best and the Gb by employing the following Eq.

V (i, j) = C1 ∗ r ∗ (Pb(i, j) − p(i, j))

+ C2 ∗ r ∗ (Gb(i) − P(i, j)) + w ∗ V (i, j) (10)

where W = inertia constant and W belongs to [0.4, 0.9] with the increment of
(0.9–0.5), C1 = Cognitive force and C2 = Social force.
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The widely accepted values ofC1 andC2, i.e. (C1=C2= 2.05) has been used in
this study. The “r” belongs in the range of 0 and 1. Next, updated particle’s position
is given by,

P(i, j) = V (i, j) + P(i, j) (11)

Particle-Customer Sorting. Since the particle in PSO has continuous values and
VRP needs a path representation, a method is developed to change the continuous
values to values which are discrete in nature so that we can determine the task to
particle-vehicle mapping [21]. A sorting method is used to get solution on every
iteration where customers have their respective position vectors. Particle’s positions
are arranged in an increasing manner and their correlated customers, i.e. current
solution set is obtained through it.

Evaluating Fitness Value. After we obtain customer set from sorting their particles’
position, we assign the vehicles as per the demand of each customer and the total
capacity of each vehicle, keeping in note that, total customer’s demand cannot exceed
the capacity of the vehicle, for that, a new vehicle will be assigned. Assignment of
vehicles to their respective customers forms a cluster set which is actually the number
of customers assigned to each vehicle. After finding required vehicles and cluster set,
we calculate the particles’ fitness value which is the distance travelled during whole
route network. Similarly, the remaining particles’ fitness value can be evaluated on
every iteration, and the stopping criterions are checked against their conditions. If
they are satisfied, the loop is terminated; otherwise, whole loop is repeated until the
stopping criterions do not fulfil.

5 Experimental Study

The GA and PSO algorithms are applied, respectively, to the three CVRP’s data
set named A, B and Phaving 74 instances [22]. The instances have different location
coordinates with vehicles having alike capacities. Data set A comprising 27 instances
with capacity of vehicle being 100, no. of customers being different in number in
different instances with given (x, y) position coordinates. The data set B consists of
23 instances with capacity of vehicle being 100, no. of customers being different
in number in different instances with given (x, y) position coordinates. The data
set P having 24 instances have variable capacities as well as no. of customers are
different for different instances. The GA and PSO methods are executed over all the
instance problem 200 times, i.e. 200 generations of every instance problem were
taken into account, and final fitness value obtained was recorded in the tabular form.
This whole process is implemented in Windows 10 OS environment, an Intel core i3
processor having speed of 2.10GHzwith 8GbRAM.The analysis of both algorithms
was successfully done in Python 3.7 programming language. The code written for
the proposed algorithms to solve VRP is provided [23]. The graphical results of
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Fig. 2 Network path created by vehicles usingGA on instance P-n101-k4, the relationship between
distance and generation numberwhenGA is applied on instance P-n101-k4 and network path created
by vehicles using PSO on instance P-n101-k4

benchmark instance from set P are shown in Fig. 2, they represent vehicle’s whole
network journey to different customers indicated by x, y coordinates. The outcomes
for data sets A (27 instances), B (23 instances) and P (24 instances) are given in
Tables 3 and 4, respectively. Table constitutes of the fitness values (near-optimal
distance) obtained, i.e. solutions by genetic algorithm as well as PSO method along
with the instance data set over which they are applied. When examining the fitness
values (distance) calculated, it is observed that genetic algorithm works well on
combinatorial optimizationCVRPandgave better results,when comparedwithmeta-
heuristic PSOwhich is originally designed to solve continuous optimizationproblems
where path representation is not always required as in case of discrete vehicle routing
problem.

When considering the running time of both the proposed algorithms, PSO have
faster running time than GA. The new and better variants of these algorithms can
be developed for many more real-life problems that have applications in areas like
machine learning, dynamical systems [24] bio-informatics [25], etc.

5.1 Simulation Study

The algorithms GA and PSO separately focus on two objectives, i.e. obtaining the
ideal distance travelled by vehicles aswell as length of the longest route. Sole purpose
of our work is to find how GA contrasts with PSO in terms of performance applied
on same set of instances. These two algorithms were developed in Python 3.7 on
Dell-Intel core i3 7th generation (Table 2).

The results obtained in Tables 3 and 4 are the computed distance using GA and
PSO applied separately on VRP instances, respectively, for the comparative analysis
of both algorithms.
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Table 2 System parameter Parameter Values

CVRP instances 74

Population size 200

Generations 200

Crossover probability 0.9

Mutation probability 0.1

rand1 (0, 1)

rand2 (−30, 30)

Inertia constant (w) [0.4, 0.9]

Cognitive force (C1) 2.05

Social force (C2) 2.05

Table 3 Results obtained as total travelled distance when GA and PSO are applied over instance
set A and B, respectively

Instances GA PSO Instances GA PSO

A-n32-k5 911 1677 A-n65-k9 1332 3325

A-n33-k5 702 1427 A-n69-k9 1358 3568

A-n33-k6 833 1452 A-n80-k10 2035 4370

A-n34-k5 830 1654 B-n31-k5 696 1196

A-n36-k5 892 1734 B-n34-k5 845 1432

A-n37-k5 805 1660 B-n35-k5 998 1784

A-n37-k6 1039 1774 B-n38-k6 843 1494

A-n38-k5 789 1732 B-n39-k5 582 1440

A-n39-k5 924 1873 B-n41-k6 872 1910

A-n39-k6 889 1810 B-n43-k6 826 1649

A-n44-k7 1014 2129 B-n44-k7 946 2132

A-n45-k6 1018 2369 B-n45-k5 824 2057

A-n45-k7 1262 2290 B-n45-k6 791 1608

A-n46-k7 1041 2212 B-n50-k7 837 2321

A-n48-k7 1251 2380 B-n52-k7 823 2373

A-n53-k7 1199 2635 B-n56-k7 802 2336

A-n54-k7 1294 2805 B-n57-k7 1256 3311

A-n55-k9 1215 2712 B-n57-k9 1696 3007

A-n60-k9 1514 3115 B-n63-k10 1701 3586

A-n60-k9 1527 3199 B-n64-k9 1009 2690

A-n62-k8 1413 3014 B-n66-k9 1430 3100

A-n63-k9 1822 3582 B-n67-k10 1170 2963

A-n63-k10 1492 3067 B-n68-k9 1360 3296

A-n64-k9 1580 3295 B-n78-k10 1390 3885
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Table 4 Results obtained as total travelled distance when GA and PSO are applied over instance
set P

Instances GA PSO Instances GA PSO

P-n16-k8 452 512 P-n51-k10 845 1560

P-n19-k2 651 1277 P-n55-k7 690 1604

P-n20-k2 221 397 P-n55-k8 662 1545

P-n21-k2 221 399 P-n55-k10 779 1668

P-n22-k2 246 379 P-n55-k15 1056 1694

P-n22-k8 612 832 P-n60-k10 876 1814

P-n23-k8 548 644 P-n65-k10 918 1965

P-n40-k5 552 1089 P-n70-k10 1018 2119

P-n45-k5 614 1307 P-n76-k4 710 2190

P-n50-k7 688 1412 P-n76-k5 771 2291

P-n50-k8 731 1369 P-n101-k4 879 3004

P-n50-k10 816 1469

6 Conclusion

The main aim was to minimize or obtain a near-optimal travelled distance across the
whole network. The proposed algorithmswere testedwith 74 benchmark instances. It
was concluded that over problems like vehicle routing which is a discrete combinato-
rial optimization problem,GAproves to bemore effective in obtaining a near-optimal
distance than PSO method which is originally designed for solving continuous opti-
mization problems. Not only the algorithms were applied to the instances, they were
also precisely elaborated and explained as to how these proposed algorithms works
on the classical CVRP, what are the methods by which the algorithm is working.
Random key method was required in case of PSO algorithm since VRP needs path
representation. Different variants of these algorithms could also give more effective
results on the same problem as well as could be applied onmore such problems of the
same domain. Our proposed algorithms could further be applied to different variants
of CVRP such as OVRP, VRPB VRPTW, etc.
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Abstract Telemedicine and electronic health record management are playing an
inevitable role in today’s era. The smart healthcare system suffers from security
issues due to no control of patients over their personal data. On the other hand,
insurance companies are suffering from falsifying information where the claimant
produces false or tampered diagnosis report during their claiming. In e-health system,
secure communication among patient, healthcare provider, and insurance compa-
nies are essential part. Blockchain can overcome the aforesaid challenges due to its
numerous advantages such as distributed database, transparency, trusted networks,
decentralization, and autonomous connectivity. Authentication and the privacy of
health data are ensured through cryptographic key exchange using blockchain. In
this paper, a healthcare management framework is proposed where patient, health-
care provider, and insurance companies are sharing their transactions in blockchain.
In our proposed approach, e-health management system is protected from different
types of security attacks such as replay and man-in-the-middle attacks.
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1 Introduction

Advancement of technology in the healthcare sector creates a new era in telemedicine
and electronic health records (EHR)management. Smart healthcare systems not only
improve the efficiency and accuracy of diagnosis but also break the geographical
barrier. Sharing of EHR can provide benefit to the patients, researchers, and all the
stakeholders of healthcare system. Due to storage and energy limitation of smart
devices, common practice is that the digital health information (EHR) produced
by smart health monitoring devices is usually sent to a centralized unit of a health
institute for further processing. These are stored either in their local storage or share a
cloud-based service to provide a shareable environment. Due to security, ownership,
and integrity of medical data, cross-institute operation of records is not allowed.
Though patients are the owner of the “EMR,” they have very less control over their
data. Though the different encryption techniques are followed to provide security and
authenticity to the EMRby the central authority, they suffer from single-point failure,
compromises data security, transparency, integrity, and key distribution challenges.

Nowadays, healthcare services are essential for all people in our society, and cost
is increasing day-by-day. Healthcare insurance can play an inevitable role to provide
a quality service during crisis time. The major challenge for an insurance company
is to identify fraud during claim settlement. According to Gill et al. [1], fraud in the
insurance domain can be defined as “knowingly making a fictitious claim, inflating
a claim, or adding extra items to a claim or being in any way dishonest with the
intention of gaining more than legitimate entitlement.” It is observed by the allied
institutions and researchers that fraud detection is difficult and not cost effective.
National Health Care Anti-Fraud Association (NHCAA) has reported that more than
3% of US annual health care expenditure was lost due to false claim identification
and management.

To provide the best service to the community or to perform any historical data
analysis for the benefits of the healthcare system, data need to be shared with various
entities among the system with a tamper-proof, transparent, and distributed nature.
Cloud storage is the most efficient data sharing technique where security is main-
tained through cryptographical encryption technique. All the cloud-based services
are centralized in nature, which leads them to single-point failure. Centralized key
distribution is a target point to the attacker for tampering the records. A trans-
parent, temper-proof, and distributed system is needed to handle all these issues.
Fraud management can also be controlled efficiently when the agencies are working
together on a tamper-proof distributed ledger. Blockchain has the potential to over-
come the challenges like interoperability, non-standardization of information which
leads the system more stable. Every transaction inside the blockchain is accountable
in distributed ledger form, which eliminates the single point of failure or bottleneck
of cloud services. EMR, diagnosis report, and insurance claim as a transaction can
be used to create a new block in the blockchain. A new block is consisting of the
hash value of the previous block, new transaction, timestamp, and a nonce. A set of
nodes (miner) participate in a consensus mechanism to validate and add a new block



A Secure Health Management Framework with Anti-fraud Healthcare … 493

Fig. 1 Structure of blockchain

into the chain. Figure 1 shows a basic structure of a block in the blockchain. Hash
of all the hashes of all transactions for a block forms a Merkel root. Merkel root is a
summary of all the transactions in a block. It can be used to verify a large volume of
transactions in a single instance. Smart contracts are used in blockchain to provide
fine control on the records.

Blockchain can improve the performance of the whole healthcare management
system by automating claim processes and settlements, streamlining the business,
and also cut off the operational and transaction cost of the system.

In this paper, we propose a healthcaremanagement schemewhere patients, health-
care providers, and insurance institutions take part to share their transactions with
three blockchain. It is a trustless environment where every transaction is immutable.
Users of these chains, namely patients, can upload only the hash value of the
encrypted IoT or other EMR to e-chain, caregivers can read those transactions and
decipher the original data from an IPFS for further diagnosis, the diagnosis reports
are again stored in IPFS, and its hashed values are stored in another blockchain called
d-chain. The insurance agency can access the immutable records from the e-chain
and d-chain to verify the genuineness of the claim and perform a required transaction
in the i-chain for its claim settlements. To make our system robust and secure, keys
are also shared through blockchain. IPFS stores encrypted EMR, diagnosis report,
and claim report, and their respective hash values are recorded into three blockchains.
In this framework, blockchain, IPFS, and cryptographic hash function combinedly
achieve security and access control among the stakeholders.

The flow of the paper is as follows. In Sect. 2, we discuss the related works
on the blockchain-based healthcare system. The preliminary concept of blockchain,
EMR, and health insurance is defined in Sect. 3. Detail description of our proposed
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framework is described in Sect. 4. Security analysis of our framework with probable
attacks is explained in Sect. 5. A performance analysis is mentioned in Sect. 6. At
last but not least, the conclusion is drawn in Sect. 7.

2 Related Works

This section discusses the relatedworks on the security of telehealthcaremanagement
systems using blockchain.

Xu et al. describe a blockchain-based privacy-preserving scheme [2]
(Healthchain) for fine-grained access control of large-scale health data. Flexible key
management is designed in this paper. This paper does not provide security between
the insurance company, patient, and hospital in a blockchain-based environment.
On the other hand, Liu et al. proposed a blockchain-based anti-fraud scheme [3]
for healthcare insurance. This application addresses the issues related to healthcare
insurance anti-fraud and detects the fraud. This paper does not concern about cryp-
tography algorithms applying on blockchain technology. Wan [4] uses searchable
symmetric and attribute-based encryption techniques to achieve privacy with fine-
grained access control. They are not concerned about the consensus process. The
granular access rule is imposed by Shahnaz et al. [5], to provide safe electronic record
storage. This paper does not detect how to defend against various forms of attacks [5,
6]. In “EdgeMediChain,” Akkaoui [7] introduces edge computing and blockchain to
provide security for a healthy ecosystem. Bhattacharya et al. [8] design “BinDaaS”
which operates in two phases and combines blockchain and deep learning tech-
niques to maintain security and also predict potential risks for sharing EHR records
among multiple healthcare users. Cao [9] designs a cloud-based e-health system
where the primary objectives are to protect EHR and patient privacy. Kumar [6]
proposes a smart healthcare system, based on the convergence and interoperability
of Blockchain 3.0 and Health care 4.0. Fan [10] constructs “MedBlock” which is an
efficient privacy-preserving and sharing scheme based on blockchain. It combines
customized access control protocols and symmetric cryptography. The term “Smart
Contract” is not stated in this article. To strengthen the hospital’s electronic health
infrastructure, Liu [11] proposes a medical data exchange and security scheme based
on the hospital’s private blockchain, the PBC, andOpenSSL libraries.MelihKirlidog
[12] proposes blockchain-based data mining tools on large sets of insurance claim
data to detect fraud. For detecting health insurance fraud, Saldamli [13] also proposes
a blockchain-based solution. It does not concentrate on encryption or attack preven-
tion. Xia [14] presents MeDShare, a blockchain-based framework that addresses the
issue of medical data sharing in a trustless environment among medical big data
caretakers.

The aforesaid studies describe the numerous issues surrounding blockchain-based
healthcare data sharing. Table 1 represents a comprehensive study of recent research
trends on this domain with their characteristics. From the state of the art, it is
concluded that most of the blockchain-based healthcare systems are not concerned
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combinedly privacy and security among patients, doctors, and health insurance
companies.

3 Preliminaries

This section deals with some basic-related technology used to design our scheme.

Blockchain Technology: It was first developed to maintain an immutable public
distributed ledger for a cryptocurrency exchange like bitcoin and get popularity.
Blockchain is constructed following the principle of a link list (Fig. 1). A new
block contains information about the current transaction and the hash value of the
previous block which provides a temper-proof immutable environment. In any kind
of transaction, following feature of blockchain should retain.

1. Decentralization: Every node in this network can store the updated transaction.
So, single-point failure or network bottleneck should be eliminated. All nodes
are involved in the verification process to include a new node.

2. Immutable: The transaction cannot be rewind. Hash of the previous block stored
in the current block. So, any update in the previous block needs to modify all
the linked blocks.

3. Anonymity: All transactions carried out in blockchain are verified by a well-
constructed consensus algorithm.

4. Autonomy: Every blockchain network has a smart contract that provides free and
secure communication among users. It is an automated process where human
intervention is not required.

Inter planetary File System (IPFS): It provides a distributed approach to store
our data in a peer–peer network. IPFS uses content-based addressing to identify the
uploaded file in global space. Each IPFS object has followed a data structure with
two fields—data and link. A distributed has table (DHT) is maintained among the
participating node to store the cryptographic hash.When a node searches for content,
DHT helps to locate that.

Smart Contract: It is an executable code inserted into the blockchain, which
runs automatically to validate and verify a transaction with some predetermined
agreement. No human or centralized intervention is needed.

Electronic Health Record: A structured collection of health information of an indi-
vidual or population through a digital platform to sharewith the practitioner for better
service. In a shareable environment, EHR suffers to provide security, authentication,
and integrity to our sensitive information. We aim to establish a scheme, where all
these challenges should be overcome.

Health Insurance: All human beings need to be assisted by a health insurance
company to get a better medical facility. Insurer supports their customer when they
face a medical crisis. Policyholders’ claims for reimbursement will be verified by
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the insurer. This verification process is a costly and long-term process. Broadly, we
can categorize fraud in health insurance in five categories as follows.

1. Application fraud: Insured provideswrong information related to his/her current
health status, DOB, claims, etc.

2. Eligibility fraud: It is related to employment status, age, andpreexistingdiseases.
3. External and internal frauds: False claim raised by policy holder, agents, or by

their internal employee.
4. Deliberate and opportunity fraud: A group of people trying to withdraw the

benefit in favor of the policyholder by providing a false claim request.

Majority of the insurance company bears the huge loss due to fraud management.
Their research groups also struggling to find an effective solution.We highlighted the
immutable characteristic of blockchain to provide a temper-proof transaction within
the system.

4 Proposed Model

In this section, we introduce the architecture of our model and the workflow of the
model in detail.

4.1 System Model

As we can see in Fig. 2, our model includes mainly five entities: patient, healthcare
organization, health insurance company, IPFS, and finally, blockchain. All these
entities are described as follows.

Patients: The owner of the EMR collects all personal health records either through
medical smart devices or from the diagnostic center. He is responsible for the gener-
ation and distribution of symmetric keys and encrypting the collected EMR. The
patient can perform a transaction on both e-chain and i-chain.

Healthcare Organization: They can provide services to the patients by sharing the
EMR of a patient and generate a diagnosis report. They can record their transaction
only in d-chain.

Health Insurance Company: They can issue a policy and provide support to the
patients during his/her medical crisis. All their transactions are stored in i-chain.

IPFS: It is a p2p file storing process that stores all transactions in encrypted form in
a distributed way and provide an index to the user for reference. It is more faster and
cost-effective compared to other distributed data storage. Due to its high download
speed, cheaper storage space, and independent to the backbone network, it increases
the acceptability with blockchain.
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Fig. 2 Workflow diagram

Blockchain: We proposed three different chains, namely e-chain, d-chain, and i-
chain to maintain transparency on the transaction by the user of this scheme. The
purpose of every chain is given below.

e-chain: Patients can add a new block to the chain only when he/she has either a new
EMR or want to change the access permission to the caregivers. As it is a public
chain, so any time anyone can take part or leave the chain.

d-chain: It is a consortium blockchain, where a registered healthcare organization is
the only participant to generate a new block. The purpose of this chain is to store
all kinds of activity performed by a health organization to serve a patient including
diagnosis, bills, etc.

i-chain: A private chain between the insurance company and the registered patient
is formed to provide a smooth and authenticated claim settlement process. The
participated insurance company can easily classify the fraud users of their policies.

All these three chains follow the basic principle of blockchain, i.e., each new
block stores the hash of the previous block with the current transaction to maintain
the temper-proof in nature. Each new block stores the hash value of the encrypted
original transaction, whereas the actual transaction stores at IPFS in encrypted form,
and an index is provided to the user of the system for future access.

4.2 Workflow of the Model

All the steps involved in this process are subdivided into four levels—initialization,
EHR transaction, EHR diagnosis, claim management.
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1. Initialization: At first, participants of three chains (patients, health organization,
insurance company) initialize their chains, initiate their contracts, and store the
contract address, and application binary interface (ABI) is involved in steps 1,
2, and 3 in Fig. 2.

2. EHR transaction: It includes all the activities that take place on the patient’s
side. These are described in steps 4–6 in Fig. 2.

Step 4 Patients generate a symmetric key (EMRki ) to encrypt the EMR
and also store the encrypted EMR in IPFS. It receives one hash value for that
transaction to IPFS.

Step 5 Patients create another symmetric key (dkij) which is used by health-
care organizations to encrypt their transactions.Both these keysEMRki,dkij, and
a hash of encrypted EMRi are stored in the e-chain in two different transaction
forms, namely—EMR transaction and key transaction.

Step 6 Whenever a patient wants to buy an insurance policy, he/she can
register themselves to take part in the i-chain. To initiate a claim, the patient
performs a transaction (tclrq) in the i-chain.

3. EHR diagnosis: In this level steps 7–8 are included in Fig. 2
Step 7 Healthcare providers can access e-chain and retrieve the EMR

transaction for which he is responsible.
Step 8 After investigating EMR, healthcare organization generates a report

on action taken, encrypts it by dkij, and uploads it in IPFS. The hash value of
the encrypted reports is store in the d-chain. Patients and insurance companies
can be able to view that from the d-chain.

4. Claim Management:
5. Step 9 Insurance company searches on i-chain to find a claim request transaction

generated by the patient. If found, verify all the related information from the
e-chain and d-chain.

Step 10 If the claim request is valid, it generates a response transaction encrypted
by a symmetric key and shares this key with both the parties through a digital envelop
in its claim response transaction.

After verification, if any fraud transaction is identified, then the patient will be
blacklisted.

Except for initialization, all the steps are passed through the smart contract to
verify the integrity and access control.

5 Key Analysis and Distribution

e-chain includes EMR and key transactions to upload the patients’ information.

EMR transaction: The hash value of the encrypted EMR of a patient is added the
p-chain.
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tEMR = {
I Dpi , ts1, HEEMR, Si , ht EMRi

}
(1)

Si = Sign(Skpi, H(IDpi, ts1, HEEMR)) htEMRi = H (IDpi, ts1, HEEMRi, Si).

tEMR—Transaction of EMR ts1 = time stamp.

Si = Signature of patient by its private key Skpi IDpi—ID of patient i.

HEEMR—hash of encrypted EMR htEMRi—hash of whole EMR transaction.

Key transaction:Hash of encrypted EMR key and diagnosis key are added by patient
to e-chain.

tkey =
{
I Dpi , ts2, Envi j , Envpi , Sigi , htki

}
(2)

Envi j = (I DDj , ht EMRi , Enc
(
PKDj ,

(
EMRKi , dki j

))

Sigi = Sign
(
Skpi , H

(
I Dpi , ts2, Envi j , Envpi

))

Envpi = Enc
(
PKpi

(
EMRKi , dki j

))

htki = H
(
I Dpi , ts2, Envi j , Env I nk, Envpi , Sigi

)

tkey—Transaction of key IDDj = ID of doctor j

Envij—Envelop for doctor contains encrypted EMRKi, dkij

EMRKi—EMR key generated by patienti dkij—diagnosis key

PKDj—Public key of doctorDj PKpi—public key of Patientpi

Envpi—Envelop for patient authentication, encrypted by PKpi

htki—hash of whole tkey
Healthcare organizations add a new block to the d-chain.
Diagnosis transaction: Hash of an encrypted diagnosis report is added by doctor

in d-chain.

tdia =
{
I DDj , ts3, ht EMRi , HEdm, SDj , htD j

}
(3)

SDj = Sign(SkDj , H
(
I DDj , ts3, ht EMRi , HEdm

)

htDj = H
(
I D j , ts3, ht EMRi , HEdm, SDj

)

SDj—Signature of doctorDj SkDj—private key of doctorDj
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tdia—diagnosis transaction IDDj—ID of doctorDj
HEdm—hash of encrypted diagnosis htDj—hash of whole tdia

Claim transaction: Patient and insurance company perform claim request (tclrq) and
claim settlement (tcl) transaction, respectively, on i-chain.

tclrq = {
I Dpi , ts4, htx EMRi , HEclrq, EnvI n, Spi , htclrq

}
(4)

Spi = Sign(SKpi , H(I Dpi , ts4, htx EMRi , HEclrq, EnvI n)

EnvI n = (I DIn, htx EMRi , Enc
(
PkIn,

(
EMRKi , dki j

))

htclrq = H
(
I Dpi , ts4, htx EMRi , HEclrq, Spi

)

HEclrq = hash of encrypted (PkIn) claim requested generated by patient.
IDIn = ID of insurance company PkIn = public key of insurance company.
After the verification of information in Eq. (4), claim settlement is recorded in

i-chain.

tcl = {I DIn, ts5, ht EMRi , Envcm, HECm, Sk, htcl} (5)

Sk = Sign(SkIn, H(I Dcl , ts4, ht EMRi , HECm)

htcl = H(I Dcl, ts5, ht EMRi , HECm, Sk)

EnvCm = (
I DIn, Enc

(
PKpi , K

)∣∣∣∣Enc
(
PKDj , K

)∣∣∣∣Enc(K ,Cm)
)

tcl—transaction for claimsettlement IDIn—ID of insurance company.

HECm—hash of encrypted claim report cm.

SkIn—private key of insurance company.

EnvCm—encrypted Cm with key sharing.
In our model, patient can generate two transactions, one for EMR transactions

and the other for the key transaction. In p-chain, EMR transaction contains ID of
that patient, timestamp, a hash of encrypted EMR, signature (Si) of the sender, and
a hash of whole EMR transaction. The signature of the patient is encrypted with its
private key to represent who is the owner of that transaction. Hash of whole EMR
transaction (htEMRi) is used to control the integrity.

We grant permission to the doctor and the insurance provider to access the data
generated by key transactions (tkey). Envij is a digital envelope for a doctor which is
encrypted by the public key of the doctor contains the EMR key and diagnosis key.
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EnvIn is a digital envelope for an insurance company that also contains the EMR key
and diagnosis key, encrypted by the public key of the insurance company. Envpi is
the patient’s digital envelope that is encrypted with the patient’s public key to provide
authentication.

An authorized doctor can decrypt their envelope and access the EMR key and
diagnosis key from the e-chain. The diagnosis transaction is used to determine which
EMR data doctors have finished their diagnoses. Through this EMR, key doctor can
decrypt the EMRdata stored in IPFS. After diagnosis, the hash value of the encrypted
diagnosis report (HEdm) signed by the doctor is stored in the d-chain.

The hash value of the encrypted claim request (HEclrq) is stored in the i-chain.
Hash of encrypted claim settlement (HECm), encrypted claim report (Cm), and a
hash of whole EMR transaction is participating in claim settlement transaction (tcl).
Anymiss match of information collected in Eq. (4) leads the tclrq as fraud transaction.
The insurance company shares a secrete key, which is encrypted by the patient’s and
doctor’s public keys separately in an envelope EnvCm. Doctor and patient can access
that tcl to know the status of a claim.

6 Performance Analysis

In this section, we are trying to measure the efficiency of our framework. We use
remix as a development tool and solidity to write our smart contracts and deploy
them in the Ethereum network. Computational and operational performance can
determine the efficiency of a system.Various network attacks can degrade the compu-
tational performance of the system. In Sect. 6.1, various attacks and their solutions
are justified.

6.1 Different Attacks

1. Replay and impersonation attacks:

Attackers capture the traffic and resend the packet, acting as an original sender
without any modification on the message. This type of attack can be prevented
by using some extra information like a session key, timestamp. In our model, to
authenticate the transaction, every transaction in Eqs. (1)–(5) includes digital
signature Si which maintains a session key Sk and timestamp ts .

2. Man-in-the-Middle Attack:

Personal information or identity theft is one aim of the attacker. It is just like
a mailman open and stole the bank details from your bank statement, resealing
the envelope, and delivered it to you. MITM can be overcome through multi-
channel authenticationwithout exchange secrets.All our transactions inp-chain,
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d-chain, and i-chain are encryptedby symmetric keyEMRKi, dkij, andK, respec-
tively. These keys are also shared with the receiver through a digital envelope
encrypted by receiver’s public key.

3. User Anonymity:

It protects user identity from the network. Medical data are more sensitive and
attackers are interested in that. In our model, original information collected
from patients at different times is encrypted and stored in IPFS. Blockchain
holds only the hash value of encrypted medical records, diagnosis reports, or
claim settlements. Retrieval of information through investigating blocks is not
possible by attackers.

4. Parallel Session and Reflection Attacks:

Attackers send a duplicate challenge to the sender as their challenge and get the
response. After that, it returns that responds to the original sender as a response
to the challenge and wins the game.

5. Mutual Authentication: Before original communication occurs, two parties
mutually authenticate each other by verifying the certificate. It is required to
establish a secure channel. Blockchain is a trustless system where the trans-
action is immutable. In the key transaction (Turkey) phase, digital signature is
used to authenticate the patient and healthcare organization.

6. Ephemeral Secret Leakage (ESL) Attack or Known Key Secrecy/Forward
Secrecy:

Forward secrecy is achieved by frequently changing the key used for encryption
and decryption purposes. Sometimes EMR data may be exposed to fraud doctors or
insurance companies. We can revoke the new key transaction with another hospital
or insurance company to overcome this situation.

6.2 Computational Performance

The performance of these three chains proportionally depends on the number of
transactions. Before we add a new block to the chain, original records are encrypted
through asymmetric key cryptography. The computation overhead of our system is
reflected in Fig. 3. Whereas it is remarkable, when compared to traditional systems
mentioned in Table 1. It is clear from Fig. 3 that computation cost is increasing as
time increases. But the inclination of the curve has a significant acceptance.

In our proposed model, there are four types of transaction (mentioned in Eqs. 1–
4) which are considered. We implement them in Ganache local blockchain, and
performance of these transactions is represented in Fig. 4. Key transaction (tkey)
takes 33%, claim transaction (tcl) takes 26%, diagnosis transaction (tdia) takes 24%,
and EMR transaction (tEMR) takes 17% of total time.
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Fig. 3 Performance analysis
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7 Conclusion

In this paper, a schematic approach to protect our digital health records in a sharable
environment is proposed. An approach for quick settlement of claim and identi-
fication of frauds are introduced through blockchain. This paper proposes secure
transactions among the stakeholders of the telemedicine healthcare system applying
inherent features of blockchain technology. Our proposed model prevents online
healthcare systems to defend different types of attacks such as man-in-the-middle,
replay attack, mutual authentication attacks. It also provides fine access control to
the patients. In this model, any healthcare management system can share their infor-
mation in a secure way and patients can have full control over their personal records.
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Within less time and minimum involvement, a claim for reimbursement can finalize.
To find out a suitable consensus algorithm, further research is needed.
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An Energy-Aware Fog-Enabled
Optimized VM Consolidation Scheme
for Real-Time Applications

K. Hemant K. Reddy , Rajat S. Goswami, and Shubham

Abstract As the fifth generation computing paradigm is innovative, maturing, and
envisioned toward real-time services, conventional centralized network infrastructure
architecture based upon cloud is unable to meet the demands for real-time responses.
Whereas,low latency-based fog architecture showing a promising alternative but it
cannotmeet the huge number of service demands in real-time. Neither fog computing
alone becomes a solution nor neither centralized cloud. In this paper, we envision
employing two-layered service architecture for handling upcoming real-time IoT
applications. However,centralized cloud service layer is for handling huge service
demand of delay tolerable applications and decentralized fog service layer is to
cater the real-time delay sensitive applications. With the purpose to cater the fog
nodes energy consumption and service completion of delay sensitive applications,
an optimized (GA) virtual machine (VM) consolidated scheme was employed. VM
consolidation includes various parts such as the host underload/overload detection,
VM placements, and VM collections. The simulation results presents the efficacy of
the proposed methodology.
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1 Introduction

Fog computing is described as a computing system which is distributed in nature;
it expands the cloud computing services to the network’s edge. Fog computing,
which is viewed as a supplement to cloud infrastructure, enables storage of data, task
management and networking among the mobile users and cloud data centers [1].
Several computing services and applications that do not ensemble with the cloud,
such as soft wares that needs predictable and low latency, for example, video confer-
encing, globally dispersed applications such as wireless sensor networks, and the
transportation applications which are intelligent in nature, may all be performed by
the fog such as smart connected vehicles and smart traffic lights [2].

Components such as routers, smart gateways, and data centers along with the
network infrastructure edge components such as fognodes to support a fog computing
customer could be implemented by cloud architectures. Fog nodes are the devices
which are typically constrained on resources including the routers, base stations,
access points, and set-top boxes which aids the storage and computational resources,
mobility, and variety of interface types and transmission protocol. In order tomeet the
needs of computational applicationwhichdemands for lowcommunicationoverhead,
large-scale delivery, low latency, and density, the fog nodes are used. Fog devices,
such as Cisco’s IOx products, assist developers in developing the IoT applications
such as cybersecurity, data aggregation, and control systems. On the guest operating
system, these IoT applications run which in turn allows running of compiled code
on the network edge.

New operating and management roles, like work scheduling, are added to support
the fog services. A fog server’s collection located at the network’s edge in a chosen
locations, such as shopping malls, local government offices, or service stations, may
provide these new fog functions. Every fog server is fittedwith a computing computer,
data storage cards, and a wireless communication unit, making it a highly virtualized
computing resource. A mobile consumer can interact with fog servers directly via a
single-hopwireless link, such as 4GLTEdevices,WiFi, Bluetooth, and otherwireless
interfaces. As a result, fog servers offer applications which are predefined and infor-
mationwhich is precached tomobile users which are independent of cloud resources.
Additionally, to get hold of more application tools and computing resources, a direct
link between the cloud infrastructure and the fog servers is frequently built through
wireless or wired connections such as via cellular networks. Demand from mobile
clients can be supported by several VMs built in many fog servers using the fog
computing infrastructure. As a result, the service which is requested could be broken
down into a collection of primitive services primitives such as job tasks that would
then be performed on newly generated VMs after calculation of optimal scheduling
among the machines. Mobile devices are paid per CPU hour per virtual machine,
which is offset by a subscription fee. The job scheduling issue necessitates the use
of an approach which is optimal, also known as a broker approach that ensures
the division of tasks across multiple fog devices in order to satisfy tens thousands of
mobile user queries per second. ConsolidatingVMs is a useful strategy for improving
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resource efficiency and lowering energy consumption in fog data centers. It can be
applied either centralized or decentralized. Consolidation of VMs is one of the most
important mechanisms for developing an energy-efficient dynamic fog system for
resource management. It is based on the assumption that consolidating VMs into less
physical machines (PMs) will achieve both optimization goals: increasing fog server
utilization while lowering fog data center energy consumption. However, since VMs
share the PM’s underlying physical resources, packingmore VMs into a single server
can result in poor quality of service (QoS). To address this, VM consolidation (VMC)
algorithms are designed to dynamically pick VMs for migration while taking into
account the effect on QoS as well as the optimization objectives listed above. Since
VMC is an NP-Hard problem, researchers have proposed a variety of heuristic and
metaheuristic VMC algorithms with the goal of achieving near-optimality.

The residue of the paper is as follows. Section 2 represents the relevant works
shown. The optimization model and scheme for VM consolidation are shown in
Sect. 3. Simulation setup and obtained results are discussed in Sect. 4. In Sect. 5,
extensive experiment findings are presented, accompanied by winding up remarks
and future work in Sect. 6.

2 Related Works

A VM consolidation scheme should decide where VMs migrate from and to, as
well as which PMs can be disabled; in other words, it should solve the problem of
defining the source and destination fog node for live VM migration. VM placement
[3], host overload detection, and VM migration selection [4] are among the many
works [5] that address this problem from various perspectives. We concentrate on
optimization-based VM consolidationmethods in this paper, so we primarily address
VM placement and VM consolidation methods.

Recently, few researchers focused on computation at the network edge to address
the real-time applications andmodeled real-time applications like smart city applica-
tions, smart medical, smart agricultural and smart home applications using Fog nodes
for addressing latency issues like centralized cloud. In [6], Malik et al. presented a
fog-based energy-efficient model for massive IoT applications. In our earlier papers
[7, 8], we introduced context-aware computing and incorporated fog nodes located
at the network edge to address the issues related to latency for IoT applications. We
presented a heuristic approach to schedule the service requests to VM of fog nodes
along with an efficient service migration approach. Yousefipour et al. [9] proposed
a statistical model for reducing power usage and costs in the cloud data center by
implementing successful VM consolidation. They then proposed an energy and cost-
aware VM consolidation genetic algorithm-based metaheuristic algorithm to solve
the problem. Abdelsamea et al. [10], to improve VM consolidation, proposed the use
of hybrid variables. For host overload detection, they originated an algorithm based
on multiple regression which utilizes the CPU, memory and bandwidth. Multiple
Regression Host Overload Detection (MRHOD), the introduced algorithm, greatly
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reduces energy utilization. Masoumzadeh and Hlavacs [11] proposed a model to
give attention to the VM selection mission, as well as a Fuzzy Q-learning (FQL)
technique for making optimal virtual machine selection decisions. Using the real-
world PlanetLab workload and CloudSim toolkit, they validated their approach. The
effect of the cloud simulator option on the implementation of the algorithms and the
evaluation results was investigated by Mann [12]. Portaluri et al. [13] compared a
bunch of allocators of VirtualMachine for CloudData Centers (DCs) that do network
resource allocation and joint computing.

3 Optimized VM Consolidation Model

3.1 Fog Layer Architectural Design

The device model has three major roles: consumer, cloud broker, and the cloud
provider (fog provider). The broker of the cloud is the most important component of
the model associated with the framework, as it serves on the account of a middleman
among the providers and users to manage the usage as well as the distribution of
services of the cloud while keeping efficiency in mind. The cloud broker can also
provide device transparency by making cloud providers deceptive to client while
allowing users to communicatewith the broker rather than directlywith the providers.

A user sends a request in the form of cloudlets to the broker and the broker assigns
it to the cloud provider. The component of the virtual infrastructure manager checks
with the component of the registry on a regular basis for any changes in resource
availability. Each cloud provider provides the registry with the necessary details. A
new provider that wants to enter the environment fills out its own registration form
in the registry, which is explained in Sect. 4.

This segment outlines our VM consolidation strategy. It consists of two sections:
(1) Energy-aware GA-based VM placement, (2) overload/under loaded host detec-
tion.

These two algorithmswork together to provide liveVMmigrationwith guaranteed
QoS, better resource usage, and lower energy consumption. Figure 1 depicts the
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system model of VM consolidation approach. GA VM placement algorithm is used
to schedule the incoming service request to different virtual machines in effective
way to minimize the energy consumption. In order to improve the QoS further,
resource over load and under load detector is incorporated to detect such conditions
and migrates virtual machines to other hosts depending on the situation.

In most data centers, it is important to move some VMs from overloaded PMs
to under loaded PMs in order to reduce the possibility of overloading. As a result,
this paper proposes two requirements for VM selection. (i) After VM migration, the
workload on source PMs becomes more stable; (ii) the period for live VMmigration
should be as short as possible to minimize its negative impact on QoS. After VM
migration, the first criterion can be calculated in terms of changes in overloading
probability on source and destination PMs. The precopy mechanism of [14] is used
for the second criterion; that is, the smaller the memory consumption, shorter the
migration time, effectively reducing the negative impact of VM migration on QoS.

After the VMmigration, the source PMmust continue to evaluate the overloading
risk to ensure that the new source PM has relieved the overloading risk. If the current
VM migration does not eliminate the risk of host overloading, the above steps must
be repeated before the risk of host overloading is eliminated.

3.2 Power Model

The cumulative power usage of physical servers is referred to as data center power
consumption. Each server’s power consumption is determined by taking into account
two server states: static and running. The static state denotes a server in which no
VMs are running but the server is still operational. The VM allocation process is
in progress in the running state. Therefore, Pi represents consumption of server’s
power located in the data center which can be designed by a function of power as
given below

Power = Pidle + Pplacement + Pvm + Pswitch (1)

Power denotes the total computation of power of the data center’s server Si; Pidle

represents the consumption of server’s power Si which is in inactive mode. The
consumption of power by the VM instances which are running on the server Si is
denoted by Pplacement.

The performance of a recent VM which is running on a server without execution
of the job is denoted by Pvm. The power consumption on a processor when the server
switches between on and off states is represented by Pswitch.
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3.3 GA-Based VM Consolidation

• Encoding Schema

The chromosome is one of the most significant components of the genetic algorithm.
The performance is influenced by the chromosome’s representation or encoding.

Each chromosome in our proposed methodology has two segments and is 2N + L
+ M − 2 in length. Integer encoding was used to describe this situation since every
virtual machine must be allocated with a specific instance type. Apart from this, each
VM must be assigned to PM at the end of the issue. The |N + L − 1| gene, which
represents integer numbers permutation ranging from 1 to N + L − 1, is located on
the first segment of the chromosome. Delimiters are used for numbers greater than
N. As a result, the first segment’s decoding schema, from the start of the list to the
initial delimiter, shows the list of VMs who chose the primary instance type for its
own execution. This method of selecting the instance type continues with respect to
the delimiter. Here, N denotes the total sum of VMs and L refers to the total count of
instance types. If two of the delimiters appear consecutively, it represents that none
of the VMs choose the instance form listed.

STAGE 1: VM CHOOSE THE INSTANCE TYPE.

STAGE 2: VM CHOOSE THE PHYSICAL MACHINE [PM].

• Initialization

The initial population is created at random by considering the count of servers,
virtual machine instance types, and VM itself. Integer encoding schema is used to
predetermine the set of values for each gene in order to reduce the time of computation
of GA execution.

• Evaluation Function

The created chromosome will be compared to a power and cost function; the lower
the objective value, the better the chromosome’s output. The consumption of power
and the cost of placement plan depended upon the information received from the
chromosomes is determined by the fitness function.

• Selection Strategy

The roulette-wheel selection strategy is used by us in our proposed model, which
allocates the selection of each chromosome’s probability depending upon the fitness
value.

• Crossover Operator

In GA, the new people are created from two parents using crossover operators.
The crossover percentage in each generation is the parameter used to determine the
count of offspring appended to the population by this operator. A segment-oriented
crossover operator dependent upon a single-point crossover is utilized. In order to
produce offspring, from each segment of the chromosome, a gene is selected on
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the random basis, subsequently mixing of parents of each produced fragment takes
place.

• Mutation Operator

Mutation operator, similar to that of crossover operator, is utilized to avoid the betimes
convergence and find a new fix. Mutation operator normally shifts a gene’s value
unlike the crossover operator. The mutation percentage in each generation is the
parameter used to determine the count of offspring appended to the population by
this operator. According to the proposed algorithm, a parent selects two genes from
each section at random from the population. Finally, in order to create a new human,
we exchange gene values.

• Data Center Model

Assume that a data center consists of a collection of fog nodes denoted by F, F =
{f 1, f 2, …, f j, …, f n}, and the VMs are denoted by V, V = {v1, v2, …, vi, …, vm}. In
VM deployment relationship, each vector mi represents a mapping relation between
the virtual machine viand all FNs in data centers.

For the virtualmachine vi, the vectorPi is referred to as the deployment vector. The
jth variable in the vector Pi,j = 1 if the virtual machine vi is deployed on the physical
machine f j; otherwise, Pi,j = 0. Since each VM can only be assigned to a single FN,
the deployment vector Pi satisfies the restriction condition for VM placement.

n∑

j=1

pi, j = 1 (2)

The configured resource capacity of virtual machine Vi is expressed by V res
i for

each resource, where resource {cpu, mem, and band}. F res
j stands for each form

of resource power on the fog node f j . The utilization of each resource on a FN is
calculated using the following formula: (1),

vres
j =

∑

vi =Vj

r resi

f resj

(3)

where Vj denotes the collection of virtual machines (VMs) installed on the physical
machine f j, and V res

i denotes the actual resource consumption on virtual machine vi

in the FN.
In the case of a fog node f j, the cumulative consumption of all deployed VMs for

a particular form of resource cannot exceed the VMs’ resource power, i.e.

r resi < vres
i (4)

As a result, the total requested resources from the deployed VMs must satisfy the
constraint condition [3, 5, 6, 9] for the destination PM.
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∑

vi ∈Vj

vres
i < f resj (5)

• Energy Consumption Model

The fog node’s consumption of energy is primarily calculated on four factors:
(1) Consumption of energy at the time of data transmission, (2) consumption

of energy at the time of data reception, (3) consumption of energy at the time of
computation, and (4) consumption of energy at the time of idle time. Fog node
energy consumption FNi:

En(FNi ) = Entrs + Enrec + Encomp + Enidle + Enλ + Ensleep (6)

where Entrs is the total sum of energy consumption in the course of a sole cycle
of transmission, Enrec represents the total quantity of energy consumption during a
reception of sole data, Encomp represents the quantity of energy consumption in the
course of computation period, and Eλ represents the sum of energy consumption
during a single on/off cycling period of the fog node, Enidle is the total sum of
consumption of energy in the course of a fog node’s idle mode in a set of given time
period, and Ensleep is the sum of the consumption of energy while a fog node’s sleep
mode for a set period of time.

Entrs = Ntrs ∗ Eamnt + Slevel (7)

During a single information transmission, N trs is the count of transmissions of
a packet with the specified size, Enamnt represents the quantity of energy absorbed
during a sole transmission of information, and Slevel represents the level of protection
maintained while the transmission of information.

Enrec = Ntrs ∗ Enamnt ∗ Slevel (8)

The count of times a packet of fixed size is transmitted in the course of a single
transmission of data is denoted by N trs.

Encomp = Nc ∗ EApptype ∗ Tamnt (9)

Nc is the count of the processed context instances to satisfy the upcoming request
during transmission, the sum of energy expended for a specific request from the
processed context is denoted by Enamnt while the time it takes to complete the end
user request processing is represented by T amnt.

Enλ = Ncycles ∗ Ebroadcast + Ncycles ∗ Eξ (10)
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N cycles is the count of on/off patterns performed by a given fog node in a given
span of time, Ebroadcast represents the energy sum used to send a wake up note to its
neighbors, and E represents the energy overhead used by every on/off pattern.

Fi,j is a variable in form of binary that indicates, whether the jth virtual machine’s
ith fog node is busy or not.

Ei, j
(
RN

r

) =
{
1, if j th vm of i th Fog node is busywith a request R
0, other wise

(11)

where ‘R’ denotes the resource type, ‘r’ represents the count of necessary slots, and
‘N’ denotes the count of necessary slots to complete.

The total amount of energy consumed by an ith fog node along with VMj virtual
machine can then be determined as follows:

Total E(FNi ) = Entrs + Eni
res

n∑

vm j

Evm j ∗ Ei, j
(
RN

r

)
(12)

It can be observed from Eq. (6) that:

if Ei, j
(
RN

r

)
is zero, than

n∑

vm j=0

Ei, j
(
RN

r

) = 0 (13)

If all the VMs are not doing anything, then the fog node can go into sleep mode.
The algorithm introduced by us effectively deals with such situations by redi-

recting arriving requests to the further fog nodes through an effective on/off pattern
mechanism, allowing for a longer sleep mode stay. If all the VMs are not doing
anything, then the fog node can go into sleep mode.

GA-Based VM Consolidation Algorithm

INPUT: VMList, PMList, InstanceTypeList

OUTPUT: allocation of VMs
1. Initially Pop Size, CP, MP /* Num of population, crossover and mutation

percentage */
2. t ← 0, Termination Condition (t > 1000 OR Nochange in step-6)
3. ncß Pop size * CP; flag = 0 // number of offspring
4. nmß Pop size * MP; repValue = 10 // number of mutants
5. population ß InitializePopulation(Pop Size); /* Generation of initial random

population */
6. curVal = min(EvaluatePopulation(population));
7. While (t < 1000 OR flag < repValue) do
8. t = t + 1;
9. For i = 1…nc/2 // Apply selection and crossover
10. parents ß selection(population,2);
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11. offspringsß Crossover(parents);
12. curVal1 = min(EvaluatePopulation(offsprings));
13. if(curval1 = = curVal)than
14. flag = flag + 1;
15. else
16. flag = 0;
17. endif
18. Population.add(offsprings);
19. Endfor
20. For i = 1…nm // Apply mutation
21. parents ß selection(population,1);
22. offspringsß mutation(parent);
23. EvaluatePopulation(offsprings);
24. Population.add(offsprings);
25. Endfor
26. End While
27. Population.sort(); /*-- sort the individuals according to their fitness*/
28. Allocationßpopulation.get(first); /*-selection of best individual--*/
29. Return allocation;
30 End

4 Simulation Setup and Result Discussion

4.1 Simulation Details

The above presented fog framework simulated using CloudSim. Cloudsim is a
simulated toolkit which is used for simulation and designing the environments of
cloud and fog computing as well as it is used for resource provisioning algorithms
evaluations. CloudSim consists of classes which cater as a simulator for different
cloud computing components like broker, CIS which stands for cloud information
service, VM, cloudlet which represents task/job in cloud computing, data center, and
PMs. Scheduling the cloudlet on VMs and in the data center is dependent on two
policies—time shared and space shared.

The time-shared scheduling policy assigns one or more processing elements
to a VM and requires multiple VMs to share those processing elements. This is
demonstrated by the sharing of the compute resources such as the logical processor,
central processing unit, and so on. It handles several requests at once and shares the
machine’s computing resources, so they affect each other’s processing time, resulting
in degradation of performance.

The space-shared policy assigns one or more processing elements to each VM and
does not allow them to be shared. The allocation fails if there are no free processing
components. Space sharing, in other words, refers to the sharing of memory space
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Fig. 2 Analysis of service completion time with respect to varying fog nodes

such as hard disks, RAM, and so on. For the experiments, we used workload traces
data of PlanetLab.

4.2 Result Discussion

The above presented fog environment is simulated in CloudSim, and the following
figures depict the efficacy of the proposed model. Figure 2 depicts the service
completion time with respect to varying fog nodes for fixed number of service
requests, whereas Fig. 3 depicts the fitness value of two optimization techniques.
Figure 4 depicts the energy consumption of GA and GA with load balancer along
with a randomized approach. Load balancer drastically reduces the energy usage by
reducing the number of active fog nodes without violating QoS constraints.
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Fig. 3 Analysis of fitness value with respect to varying fog nodes

Fig. 4 Analysis of energy consumption with respect to varying tasks
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5 Conclusion

The conservation of power was extensively considered in fog computing along
with an aim to reduce the overall fog center power consumption. Researchers have
suggested a variety ofmethods to achieve this goal which includes both the hardware-
based solutions such as DVFS and software-based strategies like server consolida-
tion. We focused on software-based optimizations using genetic algorithm-based
techniques in this paper, with a specific emphasis on successful VM placement tech-
niques for VM consolidation. The proposed algorithm uses an objective function
based on fitness value to evaluate power and cost, which was implemented using the
help of the CloudSim simulation platform.
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Spatio-temporal Analysis of Flood
Hazard Zonation in Assam
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Abstract Flood, the most catastrophic natural disaster of the globe is affecting
the life of the people each year in both aspects; economically and socially. It has
been causing enormous damage to livelihood, infrastructure, property, etc. Assam
is the most flood-affected state of Northeast India which is inundated by floods are
caused due to the Brahmaputra and its tributaries. The traditional approach of flood
monitoring necessitates ground truth information, surveys, manpower, and other
resources; this procedure is time-consuming, labor-intensive, and requires continuous
monitoring. Satellite remote sensing data, serve as beneficial input for monitoring the
flood. It is known that the continuous monitoring of vast flood-affected areas is only
possible using remote sensing (RS) technology. This work’s framework is exhibited
for Assam’s several districts. The result of this framework shows the spatial hotspots
zone of different flood hazards and vulnerability assessment of the districts in a
statistical manner with Moderate Resolution Imaging Spectroradiometer (MODIS).
Assam has a flood hazard zone covering 25.44% of its territory. The very flood
sensitive area was predicted to cover 8% of the total land, with districts like Barpeta
and Morigaon having the most acreage under flood zone.
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1 Introduction

Floods which are considered as significant natural hazards [1] encountered peren-
nially almost each year in several parts of the North-Eastern states of India most
often from April to September which results in significant loss of livelihood. The
most flood-affected state in North-East India is Assam, particularly in Brahmaputra
valley.

Earlier reported data shows that Assam has positioned itself as the worst flood-
affected state in India. Every year in the monsoon season the Brahmaputra and its
tributaries have been causing floods in the valley, which leads to a huge loss of lakhs
of hectares in agricultural lands [2]. According to RBA (viz., Rashtriya Barh Ayog),
the flood-affected area is 31.05 lakh hectares (approx., 39.58% total land).

The state of Assam is located in a heavy rainfall region and the mighty River
Brahmaputra along with its tributaries flowing through the state is the main reason
of occurring yearly floods which affect the agriculture economics and livelihood of
the valley. Thus it can be observed that the current situation as well as days to come
is worsened due to the effect of climate change and manmade hazard.

The floods in Assam occurred every year. The river all over the valley encounters
the highest level of water and strongest flows during the monsoon season. Due to
heavy rainfall along the foothill of the bordering valley the water of the Brahmaputra
rose; flooding its tributaries resulting in a flood all over the valley. Thus, the severe
cases of flooding impacted by various reasons call formonitoring of flood and control
measures in the state [3].

The requirement of frequent monitoring and mapping of flood calls for a satellite-
based remote sensing approach. Due to recent development in RS technology, it
can capture high-resolution with reasonable accuracy flood data [4]. Earlier studies
conducted all over the globe show that satellite images are a rich source of information
for capturing any disaster events and controlling them [5].

A flood hazard map is considered required by several departments in order to
mitigate and plan for possible flood-related damages [6].Administrators and planners
in developing countries where a considerable proportion of the population lives in
flood-prone areas can utilize flood hazard maps to identify areas of flood hazard
and priorities mitigation operations [7]. The traditional approach of creating flood
hazard zone maps necessitates extensive field surveys and the incorporation of near
real-time information regarding flood plains, flood duration, river configuration, and
other factors, which is a time-consuming, complex, and costly task. In the realm of
flood disaster management, remote sensing has emerged because of its cost-effective
and data in close to real-time [8].

In this study, our main focus was on the AssamMODIS near real-time flood data.
The threshold to flood data such that we consider only above 50% flood-affected area
and also consider only the significant districts. Our research study’s major goal is to
identify the flood’s impact on various resources and to act to avoid it in the future.
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2 Study Area and Data Used

Assam is the North-Eastern state of the country India surrounded by Manipur and
Nagaland to the east, west by Meghalaya and Bangladesh, north by the neighboring
country Bhutan and the NE state Arunachal Pradesh, and south by the state Tripura
and state Mizoram. It has three physical regions, the first one is the Brahmaputra
valley, the second one is the Barak valley and the third one is an elevated region
surrounded by Nagaland and Meghalaya. The monsoon rain starts from April to
September. Assam receives an average of 230 cm of rainfall during this time [9].
Due to the unrelenting monsoon, Assam experiences floods every year affecting the
wildlife, livelihood, and infrastructure of the valley (Fig. 1).

MODIS is a sensor onboard TERRA (aka EOS AM-1) and AQUA (aka EOS
PM-1) satellite of NASA [1]. In the morning, the satellite TERA revolves around
the earth north to the south equator whereas the satellite AQUA revolves from south
to north in the afternoon. Terra and AQUA sensors can capture data in 36 different
bands, capturing data of the earth every day. These data help with the study of land,
ocean, and lower atmosphere.

MODIS NRT global flood mapping product essentially consists of global daily
surface water and flood water maps at 250 m spatial resolution [10, 11]. Fifteen days
composite flood water percentage data from the year 2013 to 2018 was used in this
research study. For a year, we used 24 MODIS flood data sets. We have total of

Fig. 1 Study area map
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120 5-year dates ranging from 2013 to 2018. It is a single band composite flood
percentage data product.

3 Methodology

Figure 2 shows that data preprocessing, research activity, and output of the research
to identify flood hazard vulnerability in Assam districts. The flow charts describe
different disciplines in this research.

Flood is a dynamic event which changes every year so NRT data is helpful for
identification of flood hazard zones.

3.1 Flood Hazard Zonation Schema

The flood layer was created from 120 satellite dataset obtained from 2013 to 2018.
The hazard layer shows different areas based on how many times they have been
flooded in the last five years. It is classified into 5 different categories (Table 1),
with very high indicating that they possess been flooded 4 to 5 times in past five
years. High implies 3–4 times flooded, moderate suggests 2–3 times flooded, low
represents 1–2 times flooded, and very low indicates 0–1 time flooded.

Fig. 2 Schematic workflow of the methodology
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Table 1 Flood hazard classification

Flood hazard classification Number of times/years the area was subjected to flood inundation
during 2013–2018

Very high 4–5 (almost every year)

High 3–4

Moderate 2–3

Low 1–2

Very low 0–1

3.2 Flood Hazard Index

In addition to designating flood zones, the following flood hazard index attempts to
estimate the severity of flood in various districts.

Flood hazard Index =
∑

Hazard Category(H)× Hazard Area(A)

1. Each type of flood hazard (H) was assigned a weighting, as shown in Table 2.
2. As stated in Table 3, weightageswere also assigned depending on the percentage

of flood hazard area (A) in the district.

Table 2 Weightage for flood hazard category

Hazard zones Weightage for hazard zones (H)

Very high 5

High 4

Moderate 3

Low 2

Very low 1

Table 3 Weightage for % submerged area

Percentage of district hazard
area (%)

Weightage (A) Percentage of district hazard
area (%)

Weightage (A)

0–5 1 46–50 10

6–10 2 51–55 11

11–15 3 56–60 12

16–20 4 61–65 13

21–25 5 66–70 14

26–30 6 71–75 15

31–35 7 76–80 16

36–40 8 81–90 17

41–45 9 91–100 18
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3.3 Computation of Intra-Year Flood Frequency

Per-pixel cumulative analysis was computed on the NRT flood data to identify the
areas survey affected by the flood. The operation was performed using python with
the help of the Geospatial Data Abstraction Library (GDAL). GDAL is an open-
source software library package used for read and write vector and raster image data.
Masking of the River Brahmaputra from each flood frequency raster layer has been
processed because it was observed that the river itself was identified as high flooded
zones. So, for the removal of the river, a pixel-based approach has been performed.

3.4 Generation of Flood Hazard Zonation

Intra-year flood frequency layers are reclassified and assimilated to generate the
different flood hazardmaps for the state. Reclassification is performed to quantify the
intra-annual information of flood statistics. In reclassification, we have created some
ruleswhichwill identify the entire pixel in between the range 0–100%. The flood area
which has a pixel value below 30 was categorized as low, 30–60 as moderate, and
above 60 as high. Post reclassification, the flood hazard layer is prepared by aggre-
gating the raster-based on categories of the raster map. It was done using Quantum
GIS (QGIS), an open-source cross-platform. The flood hazard zone map is prepared
by aggregating all the intra-year flood frequency datasets in an empirical equation.
District level statistics are computed based on the regions falling in different cate-
gories of flood hazard, the zonal statistics are computed using an open-source soft-
ware tool viz., Quantum GIS by overlaying the district boundary of Assam with the
Assam flood hazard map.

4 Results and Discussion

Assam has experienced floods in past due to high slopes with the dense drainage
system.The present research study shows the satellite data observations fromMODIS
TERRA and AQUA platform obtained during the flood season of 2013–2018 can be
utilized as a quantitative proxy for estimating the flooded acreage of flood-affected
areas.

The study shows that the flood situation was occurred because of heavy rainfall
from April to September over the valley with high-intensity rainfall. As a result, the
water level of the Brahmaputra and its tributaries was raised causing full or partial
submerge of various land use land cover (LULC) all over the region. Flood analysis
is done for the years from 2013 to 2018 and hazard areas were estimated for the state.
The flood severity level is shown in five classes: no flood zone, 10–20% indicates
less flood, 20–30% indicates moderate flood, 30–40% indicates severe flood, and
above 40% indicates a very severe flood. Much of the flood happening in the Cachar,
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Karimganj, Hailakandi, and KarbiAnglong shows high flood percent in 2013, 2015,
2016, and 2017, among them the year 2015 shows the highest flood percent. The
year 2014 shows the least flood it is because 2014 was declared as a drought year.

About 25.44% of land inAssam is under flood during 2013–2018 (Table 1). Out of
total flood-affected area (19.96 lakh hectares), around 2% of land comes under very
high flood inundated area (more than 40% times), high flood inundated area (30–
40% times) in flood hazard categories. Within flood-affected zones, the percentage
area of each flood hazard category varies from 8 to 21%. Fig. 1 shows the graphical
distribution of area under different hazard categories (Figs. 3 and 4).

A flood hazard zonation map is created based on a composite of all the years,
i.e., 2013–2018.The map depicts that majority of the region along the Brahmaputra

Fig. 3 Intra-year flood frequency map generated from MODIS NRT data
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Fig. 4 Flood hazard zone map for Assam

valley and some portions of Barak valley fall under the flood hazard zonation. Upon
further investigation, it has been observed that districts such as Barpeta, Morigaon,
and Dibrugarh are majorly affected by a flood. With reference to Table 4, it is seen
that 25% of the flood-affected area falls under very low-risk zones, these low-risk
zones comprise 6.32% of the total LULC of the state.

Due to the varied time frame, number of datasets, and resolution of the data, the
discrepancy between MODIS and Bhuvan data is very considerable in very low and
very high flood hazard zones, as shown in Figs. 5 and 6.

Except for the high-risk vulnerable area, it is observed that all zones are equally
distributed. With all the remaining zones comprising 20–25% of the flood-affected
region and a very high flood zone comprising 8% of the flooded zone. District level
distribution can be observed. District level acreage distribution of hazard zones can
be estimated from Fig. 7.

Table 4 Statistics on flood hazard area under various categories

Hazard severity Flood hazard area (ha) % Flood hazard (w.r.t.
state geographic area)

% Flood hazard (w.r.t.
total flood hazard area)

Very low 495,765 6.32 25

Low 479,822 6.11 24

Moderate 449,496 5.73 22

High 414,672 5.28 21

Very High 157,241 2 8

Total 1,996,996 25.44 100
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geographic area

Fig. 6 Distribution of different flood hazard zones among the state
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5 Conclusions

The study illustrates that space-based observations helped in the precise evaluation
of flood severity and risk in Assam as well as to understand the source and factors
of the flood. The accurate extent of the flood-affected area can prove a vital input
for the assessment of crop damage and other geophysical analysis. Heavy rainfall
under the factor of climate change may lead to similar flood conditions in the future.
Therefore, the proper management to runoff the water during heavy rainfall should
be done. The built-up development in the state should be limited keeping in view of
the river flows. Likewise, the water flowing capacity of the river and lakes may be
increased to absorb the excess rainfall from the hilly areas surrounding the valley. In
the future, we can explore ML/DL techniques to extract water bodies and satellite
images of flood-affected areas with high-resolution like SENTINEL/LANDSAT-8.
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A Pilot Study on Human Pose Estimation
for Sports Analysis

Pranshu Sharma , Bishesh Bikram Shah , and Chandra Prakash

Abstract Human pose estimation is the identification and detection of different
poses of a human through the information collected frombody partmovementswhere
the body parts refer to the joints and the bones. By referencing a video, it can calculate
accurate poses and bodymovements for athletes so that they can accomplish optimum
results in their performance. Pose Estimation can also be further used to identify the
health condition of a particular player. We have developed a model which identifies
various anatomical key points of a person in a given image or a video (frames) for
Pose Estimation. We further attempt to extract insights on the body movement of an
athlete to carry out analysis of their running behavior. The model accurately extracts
18 anatomical key points (like Hip Joint, Knee joint, Ankle Joint, etc.) without the
need of any laboratory settings and special sensors, which makes it easy for anyone
to use and implement the model. The model used is based on the MobileNet CNN
architecture. For analysis we use various gait parameters such as Cadence, Knee
angle, and Velocity. We further attempt to compare the results of the striding patterns
with the running patterns shown by an athlete. The model is able to track the body
movements of an athlete and then output the various gait parameters associated with
these body movements. The implementation of the model has been made easy to
assist the athletes in achieving optimal performance without the need of personal
trainers and equipment, which can be quite costly.
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1 Introduction

Human pose estimation is the identification and detection of the different poses of a
human through the information collected from body part movements where the body
parts refer to the joints and the bones. Human Pose Estimation has various useful
applications like- physical therapy. It can also be used to detect postural issues (like
scoliosis) by analyzing the abnormalities in a patient’s posture and others, hence
the domain of Human pose estimation has vast applications. In sports, Human pose
estimation (combine with gait analysis) can also be used to identify the health condi-
tion of a particular player, predict optimal posture and recommend body movement
behaviors to help athletes achieve better performance results. Human pose estima-
tion is based on detecting the key body parts of a person and extracting the various
coordinates associated.

Most of studies done are focused in 3-D analysis, in which multiple cameras are
placed at a fixed distance from one another to capture every movement in the 3-D
space.However, thismethod is quite expensive and hence requires a proper laboratory
setting. This leaves us to use 2-D analysis to predict the behaviors which can be easily
accessible to athletes. In the work presented by Zhe Cao et al., confidence maps and
the concept of part affinity field have been deployed to detect the body parts of
an individual and connect them to form a whole body [1]. Based on this work the
OpenCV library for Pythonwhich has been open-sourced contains the state-of-the-art
work with extraordinary accuracy on various public benchmarks.

In Human Pose estimation models, the objective is to identify pre-defined points
of interest on a person’s body (body joints and organs) and then subsequently link
them to draw a computer generated “skeleton” for every person in the image [2]. The
“Skeletal motion” can then be traced across various video frames and translated to
study body kinematics, so as to use it directly to analyze running performances of
athletes [3].

Sport is an activity where heavy physical exertion and skills are involved. For
better result with minimum injuries many sports individual and teams have to hire
expensive coaches. Instead of hiring them we can create a model using machine
learning, more precisely, using pose estimation we can determine the perfect posture
for a sprinter to achieve maximum acceleration [4], a better angle of shoulder for a
javelin thrower to throw javelin at maximum distance, a better tactics for the football
to achieve highest win rate in a league, etc [5].

2 Recent Work

Humanpose estimation has beendone previously byCao [1],where it uses confidence
maps along with Part Affinity Fields, a nonparametric representation that allows
identifying different joints on a person’s body. Then finally a greedy bottom-up
parsing step outputs the 2-D key points for all people in the image. This work has
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been identified on various public benchmarks and is the backbone of the work carried
out by us.

Another impressive approach is given by Alexander Toshev, where the pose esti-
mation is formulated as a regression problem toward body joints based on a DNN
architecture [6]. A full image and a 7-layered generic convolution DNN are taken as
an input and the location of each joint of the body is regressed. This work provides
a good approach but is primitive and is unable to provide high accuracy in case of a
moving person, where self-occlusion is high. Similarly, Adrian Bulat, uses convolu-
tional part heatmap regression to estimate human pose but suffers the same problem
in case of occlusion [7].

The recent work by Koen van der Meijden presents his research done for Sport
Analysis in which the sprinting patterns using Open Pose are studied [8]. The work
identifies four behavioral sprinting features and analyzes a series of videos of athletes
sprinting (100 m) by extracting coordinates of body parts identified by using pose
estimation method. Thus, the results to increase performance of a person in Sprinting
and various postural obstacles are discussed. This work required proper laboratory
setup like using high-definition equipment for the implementation. In contrast to this
our work, provides a model which does not required any special laboratory setup
and can take input from a mobile phone camera. Also we provide analysis of some
general gait parameters, which can easily be further used to gain detailed insights
and aid an athlete to analyze and improve their performances.

3 Methodology

3.1 Dataset

The dataset used for training the OpenPose algorithm developed by Zhe Cao
et al.(2016) is the COCO dataset. The OpenPose algorithm has been used to compile
the OpenCV repository in Python, which allows us to carry out the Pose estimation
from a given image/frame.

For Sprint analysis, the model used is based on the MobileNet architecture which
allows the model to run, even on a video recorded from a mobile phone camera,
with appropriate results. Since a dedicated dataset of images or videos of athletes
sprinting was not available to us, hence we have carried out the analysis of the model
on videos taken from our mobile phone camera.
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3.2 MobileNet Model

MobileNet is a streamlined architecture which uses depthwise separable convolu-
tions to construct lightweight deep convolutional neural networks, thus providing an
efficient model for mobile and embedded vision applications [9].

Depthwise convolution filters and point convolution filters constitute to form
Depthwise separable convolution filters. A single convolution on each input channel
is performed by the depthwise convolution filter and the output of depthwise convo-
lution is linearly combined with 1 ∗ 1 convolutions by the point convolution filter,
shown above in Fig. 1.

A standard convolution, in a single step, both filters the inputs as well as combines
them into a new set of outputs. The depthwise separable convolution divides this into

Fig. 1 Standard convolutional filters and depthwise separable filters [9]



A Pilot Study on Human Pose Estimation for Sports … 537

Fig. 2 a Standard 3 × 3
convolutional with
batch-norm and ReLU. b
Depthwise separable
convolution with pointwise
and depthwise layers
followed by batch-norm and
ReLU [9]

2 separate layers, a discrete layer for combining and a discrete layer for filtering. This
factorization results in tremendously reducing computation as well as the model size.

In contrast to a traditional CNN,where a single 3× 3 convolution layer is followed
by the batch normalization and ReLU, theMobileNet architecture is splits the convo-
lution into a 3× 3 depthwise convolution and a 1× 1 pointwise convolution followed
by batch normalization and ReLU non-linearity after every convolution layer, as
shown in the figure below (Fig. 2).

3.3 Human Pose Estimation

This workmakes use of the open-source repositoryOpenPose available, which repre-
sents an approach to identify the 2-D human pose in a given image. A nonparametric
representation (i.e., Part affinity field) is able to associate different body key points
with individuals in an image (Fig. 3).

The image is taken as the input. The input image is first analyzed by a convolutional
neural network (first 12 layers of MobileNet model) and produces a set of feature
maps. These featuremaps are the input of confidencemap and part affinity fields. The
confidence map shows the joints whereas part affinity fields associate the orientation
of the joints. For each joint of each person we have single confidence map and part
affinity field. The set of 2-D confidence maps for the various body part locations is
known as part confidencemaps.A confidencemap is associated to every joint location
is derived. This set of 2-D vector fields (Part Affinity Fields) helps in encoding the
degree of association between all such body key points. Finally, these confidence
maps aswell as the Part Affinity Fields are processed together through greedy parsing
to obtain and estimate the pose(s) for each person in the image.
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Fig. 3 Workflow of pose estimation in the model

3.4 Calculations

Knee angle

By obtaining the Hip, Knee, and Ankle coordinates of the athlete for each leg, we
can easily calculate the knee angle for both of the legs in a gait cycle. We construct
3 vectors, namely, P12, P23, and P13 by taking any 2 points at a time (eg. P1(x, y)
and P2(x, y)) and calculate the length of each such vector by distance formula:

P12 =
√(

(P1x − P2x )
2 + (

P1y − P2y
)2)

(1)

By obtaining the lengths of all 3 vectors (P12, P23, and P13) we can easily find the
knee angle by assuming the knee coordinate to be the central point (P2) and applying
law of cosines:

Angle = cos−1
((
P2
12 + P2

13 − P2
23

)
/(2 ∗ P12 ∗ P13)

)
(2)

Determining Velocity

Velocity of the athletes is known to be the best comparative factor for studying the
performance of the athletes, which can in turn be useful as the dependent variable
in various regression models. The average velocity of a particular body part of an
athlete in the video can easily be calculated with the equation:
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v = �x�t (3)

Here �x represents the total distance covered by the athlete and �t is the time
taken for completing the task. Since the �x can be measured in pixels only (not
meters) from the video, we can calculate the distance traveled of the hip joint along
the x-axis in the video. Thus by dividing this distance(in pixels) with the time (�t)
in frames, gives us velocity (ν) in pixels per frame. This can then be used to obtain
valuable insights regarding the movement of the athletes.

4 Results

With the help of Transfer Learning we implement our model which makes use of
the MobileNet model based on the OpenCV library, provided by ildoonet/tf-pose-
estimation [10]. The MobileNet model requires only about 7 MB and can easily be
implemented even on videos taken from a mobile phone camera without the need of
special cameras or sensors.We estimate the body pose of a human by using themodel
and thus extract the coordinates of the various key points on the human identified by
the model.

This implementation is carried out in Google Colab and the programming
language used is Python. The model estimates the poses of a running athlete. After
extracting the coordinates of all the body points we attempt to plot them on a graph so
as to obtain a graphical representation of themovement of various joints in the human.
In this way we can analyze the movement of an athlete and thus by analyzing his
movements, the athlete can achieve better results and optimum performance, hence
achieving our goal of Sports Analysis.

4.1 Video Input

The videos of an athlete running as well as a video of an athlete striding are taken as
input. Both the videos were taken from a mobile phone camera in the sagittal view of
a particular athlete. The model processes the video frame-wise and the coordinates
of various body points identified are extracted.

We extract the coordinates (x, y) of the Hip, Knee, and Ankle joints of both
Right and Left legs of the athlete, for each frame of the video of athlete. Once these
coordinated are extracted, we can calculate the knee angle for the left and right leg.
The calculation of the angle is explained in calculations section (above).
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Fig. 4 Data stored in CSV file format

4.2 Calculation of Data from the Frames

As the video is passed in our model, the coordinates for hip, knee, and ankle as well
as the total knee angles for both the legs are stored in a CSV. Furthermore, this data is
used for the calculation of cadence and velocity (pixels/sec) of the person. Following
is the snapshot of the CSV file data (Fig. 4):

This file contains coordinates of knee, hip, and ankle joints for both legs and also
the knee angles for both the legs.

This CSVfile helps to remove the irregular coordinates, i.e., the coordinateswhich
are outliers or which shows unexpected behavior. We use interpolation method of
the pandas. Data frame class of python to fill in these irregularities. The data used
for analysis consists of about 110 frames.

4.3 Graphical Representation

The graphs below are the plots of the coordinates (x, y) (in pixels) of the hip, knee,
and the ankle joints of the left leg and right leg, respectively, for the leg-movement
of a running athlete traversing 4 gait cycles (Fig. 5).

Below are the plots of the total knee angles of the right leg and left leg, respectively,
for the leg-movement of the running athlete (Fig. 6).

Similarly, below are the plots of the coordinates (x, y)(in pixels) of the hip, knee,
and the ankle joints of the left leg and right leg, respectively, for the leg-movement
of an athlete striding, traversing through 2 gait cycles (Fig. 7).

The graphs below are the plots of the total knee angles of the right leg and left
leg, respectively, for the leg-movement of the striding athlete (Fig. 8).
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Fig. 5 Plots of coordinates of hip, knee, and ankle joints (coordinates in pixels)

Fig. 6 Plots of total knee angle for both legs for a running athlete (Angle in degrees vs. Frame No)

Fig. 7 Plots of coordinates of hip, knee, and ankle joints (coordinates in pixels)

Fig. 8 Plots of total knee angle for both legs for a striding athlete (Angle in degrees vs. Frame No)
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4.4 Analysis

By comparing the data for running (video input-1) with that obtained for striding
(video input-2) of an athlete, it was noticed that the total knee angle varies in the
range of 180°–90° for the running athlete whereas in case of striding it only varies
between 180 to 115°.

In running involved sports, Cadence is defined as a measure of the athletic perfor-
mance of a person and is calculated as the total number of steps taken within a given
period of time, often expressed in cycles or steps per minute and acts as. Cadence in
gait is calculated by following formula:

Cadence = steps taken/min (4)

Input video-1

In the input video-1 it is seen that the person is taking total of 8 steps in 4 s. The
number of gait cycles is 4, for which the above data has been processed. It can be
easily verified from the Knee angle plots above.

From our model we find out that body parts were traveling from 0 to 829 pixels.
From this we assume that the total distance traveled by the person is 829 pixels. From
the data we calculated the value of cadence,

Cadence = (8/4) × 60 = 120 steps/min

After cadence we find out the value of velocity from the data as:

Velocity = 829/4 = 207.5 pixel per s

Input video-2

In the input video-3 it is seen that the person is taking total of 4 steps in 4 s. The
number of gait cycles is 2, for which the above data has been processed. It can be
easily verified from the Knee angle plots above.

From our model we find out that body parts were traveling from 6 to 361 pixels.
From this we assume that the total distance traveled by the person is 356 pixels. From
the data we calculated the value of cadence,

Cadence = (4/4) × 60 = 60 steps/min
After cadence we find out the value of velocity as:

Velocity = 356/4 = 89 pixel per s
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5 Conclusion

The above work was carried out to firstly, accurately identify the various body points
of a human from a given videowhichwas achieved successfully. Themodel identifies
18 key body points and our work essentially makes use of the hip, knee, and the ankle
joint to track the movement of the athlete. The coordinates of these key points were
successfully extracted first and then stored in a CSV file to carry out analysis of the
movement on a human, so as to extend our work to Sprint Analysis for athletes.

The data obtained from the video consisted of outliers which were appropriately
removed using the mathematical technique of interpolation. For analyzing sprinting
behaviors, we further calculated parameters such as Cadence, Velocity (pixels/sec),
and the Knee angles of the athlete, by taking a video of a sprinting athlete as input
in a sagittal view to determine the vertical movement of various body points of the
athletes during sprinting. Finally the results were compared with the striding patterns
of the athletes in contrast to the running patterns. The range of the knee angle was
found to have significantly changed. The results were consistent with the actual
movement.

6 Limitations

The model has high runtime and when the occlusion between body parts is high
then the model at some instances has difficulty detecting some body points. So
practically in some cases the model misses out some of the body parts and is unable
to identify then accurately. But to study and analyze the movement of the particular
sports person, one such frame would not prohibit us from carrying out the analysis
accurately. So in order to overcome this problem we can omit such fames to obtain
accurate results.

7 Future Work

Since Sports Analysis using artificial intelligence is a relatively new domain and not
much work has been done in it, thus a more thorough research can be carried out to
determine more insights on the running features, running-related injuries and their
prevention.

There are several possibilities for future directions with this work, the most immi-
nent being an extension into further sports areas such as Golf swing dynamics,
Kinematic analysis in American football, Tennis swing form, and many more.
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Optimal Sizing of a Hybrid System
for Litan, Manipur

Wairokpam Dhanraj , Ingudam Chitrasen Meitei ,
and Moirangthem Twinkle Devi

Abstract This paper suggests a method for optimizing a system consisting of
battery, solar and wind energy. With ever-increasing demand of electric power due
to civilization of man-kind and increase in human population, we need to find an
alternate means to meet the increase in load demand and to reduce the overutilization
of fossil fuels. For this, we propose aWSB-HPS working in both grid-connected and
stand-alone modes. This WSB-HPS combines wind and solar energy power gener-
ation and also reduces the charge and discharge time of the battery. Therefore, this
system improves the reliability of the power supply and hence reduces the whole cost
as the investment in battery is reduced. Compared with the standard methods, this
WSB-HPS system achieves a greater power reliability with reduced battery require-
ment in self-supporting power system. Since grid is a two-way power system, we
can either give extra power generated or take power when required. In doing so,
this method proposes to achieve much lesser power fluctuation when injected. This
method also optimizes the battery capacity and hence results in higher efficiency.

Keywords Hybrid power system · Optimization · Power generation

1 Introduction

Ever-increasing use of fossil fuels and the depletion of these resources have led to
energy crisis and environmental pollution. The concern for environmental pollution
has led to the development of systems comprisingwind and solar for power generation
[1, 2]. But the output from wind power generation (WPG) and photovoltaic (PV) is
fluctuating in nature due the intermittence and uncertainty of the energy. Hence, the
system will need battery storage unit for backup in off-grid mode. Such challenges
can be minimized by using of solar–wind hybrid system [3, 4]. By using a hybrid
system comprising of solar PV, wind, and battery, we will not only reduce the system
cost, but it also improves the reliability of the power supply.
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Fig. 1 Layout of hybrid system

But there are still some major challenges faced by the generating stations when
transmitting the generated electricity [5, 6]. New technologies like HVDC and facts
have already been introduced in the power market for more efficient transmission
of electricity. But nevertheless, the effort in transmitting power from generating
stations to end users in hilly regions is always difficult because there is increase in
cost due to difficult terrain. Hence, this hybrid power system consisting of wind,
battery, and solar is introduced so that it can be installed near the end users so that
the transmission cost is reduced as well as the dependency on conventional energy
sources is also decreased [7, 8] (Fig. 1).

Renewable energy resources are abundantly available in nature although it
depends on the weather conditions and locations whether these energies are acces-
sible or not. Hybrid system employing renewable resources that combines one or
more resources along with battery is more promising and has higher reliability than
the conventional energy source [8, 9]. In remote and isolated places this hybrid
power system is more preferable [10]. At the same time, depletion of exhaustible
non-renewable energy resources is kept in check [9]. The output of photo voltaic
(PV) and power generated from wind turbines usually fluctuates. This issue can be
overcome by the mutual combination of solar and wind characteristics by taking into
account the complementary characteristics of solar and wind energy [11, 12]. An
appropriate solar, battery and wind energy system can maximize the reliability and
also reduces the system cost [13]. In grid-connected hybrid system, grid is kept as
a backup power system for fulfilling the required load demand [14–17]. An optimal
sizing method for wind–solar battery hybrid power system located in Hohhot, China,
has been carried out by using BSA algorithm, and a satisfactory result is obtained in
comparison to traditional methods [18]. The analysis and optimization for a medical
institute (RIMS) is obtained by using HOMER, and an optimized result is obtained
[19].
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2 Methodology and Numerical Formulation

The process of optimization is implemented using an algorithm known as back-
tracking search algorithm (BSA). BSA is newly developed progressive algorithm
[15, 17, 18, 20]. It has a particular mechanism to generate trial individual enabling
it to perform calculation of numerical optimization problems very fast.

2.1 Mathematical Modeling of the Required Components

The power output for the photovoltaic arrays is given by

Ppv = fpvPpv_ r
G

GSTC
[1 + αT(T − TSTC)] (1)

where

Ppv_ r Rated power output of the PV module.
fpv Derating factor (loss and shading considered).
GSTC Standard solar radiation on PV.
TSTC Standard temperature on PV.
T and G Real-time temperature and solar radiation.
αT Temperature coefficient.

The curve for the generated wind power from the turbine can be represented by

Pwt =

⎧
⎪⎨

⎪⎩

0 vw〈Vciorvw〉Vco

Pwt_ r
vw−Vci
Vr−Vci

Vci ≤ vw ≤ V

Pwt_ r Vr ≤ vw ≤ Vco

(2)

where

Pwt_ r Rated power output of wind turbine.
vw Wind speed.
Vr Rated wind speed.
Vci Cut-in speed.
Vco Cut-out speed.

The terminal voltage of the battery is given by

Vbs = Ebs − IdchR0 (3)

where
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Ebs Effective internal voltage.
Idch Discharge current.
R0 Internal resistance.

The effective internal voltage is given by

Ebs = Eo + AX + CX/(D − X) (4)

where

Eo Internal battery voltage at fully charged/discharged state.
A Variation in initial linear internal battery voltage with charging state.
D, C Increase/decrease in battery voltage during progressive

charging/discharging.
X Maximum normalized capacity at specified current.

2.2 Strategy of Energy Management

The power flow equation is given by

(i) PL(t) = Pwt(t) + Ppv(t) + Pbs_ dch(t)

(if total power generated > load demand) (5)

(ii) PL(t) = Pwt(t) + Ppv(t) − Pbs_ ch(t)

(if total power generated < load demand) (6)

2.3 Optimal Sizing Methodology

The reliability of the power supply is given by

LPSP =
∑N

i=1

[
PL(ti ) − (

Pwt(ti ) + Ppv(ti ) + Pbs_ dch(ti )
)]

∑N
i=1 PL(ti )

(7)

where ti tN = operating time of the system.
If the LPSP is 0, then it indicates that the load demand is alwaysmet by the system.
The rate of relative fluctuation is given by
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DL = 1

PL

√
√
√
√ 1

N

N∑

i=1

(
Pwt(ti ) + P pv(ti ) − PL(ti )

)2
(8)

where PL = average power of load.
A lower value ofDL implies that complementary characteristics of solar and wind

are utilized efficiently.

2.4 Required Constraints

The maximum number of wind generator turbines, solar panels and battery,
respectively, are given by

Nwt ≤
[

L

(6 − 10)d
+ 1

]

.

[
W

(3 − 5)d
+ 1

]

(9)

where

L and W Length and width for the region.
d Rotor diameter

Npv ≤ [
S2/Spv

]
.αpv (10)

where

S2 Given installation area for solar PV panels.
Spv Area of one PV unit.
αpv Coefficient for possible shadow area

Nbs ≤ [S3/Sbs] (11)

where

S2 Given installation area for battery.
Sbs Area of single battery.

The minimum number of wind turbines, solar panels, and battery, respectively,
are given by
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Nwt ≥
∫ tm3

tm2
PL(t)dt/

∫ tm3

tm2
Pwt(t)dt (12)

where tm2 –tm3 = effective operating time of wind turbine during night.

Npv ≥
∫ tm1

tm0
PL(t)dt/

∫ tm1

tm0
Ppv(t)dt (13)

where tm0 –tm1 = effective operating time of PV during day.

Nbs ≥ λ.WLd

η.Cbs.Vbs.DODmax
(14)

where

WLD Energy consumed everyday by load.
V bs, V bs Voltage and capacity of single battery.
η Battery discharging efficiency.

The reserved operating capacity given by

∑
PDG ≥ (1 + μ%)PL (15)

where

PDG Total power output of the distributed generation.
μ Operating reserve ratio (10%).

The charging and discharging constraints of the battery are given by

SOCmin ≤ SOC ≤ SOCmax (16)

rch ≤ rch_ R, rdch ≤ rdch_ R (17)

where

rch, rdch Charging and discharging rate.
rch_ R, rdch_ R Limited charging and discharging rate

Ich ≤ Ichmax Idch ≤ Idchmax (18)

where
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Ich, Idch Charging and discharging current.
Ichmax, Idchmax Maximum charging and discharging current.

0 ≤ Pbs_ ch ≤ Pbs_ chmax (19)

0 ≤ Pbs_ dch ≤ Pbs_ dchmax (20)

where

Pbs_ ch, Pbs_ dch Charging and discharging power.
Pbs_ chmax, Pbs_ dchmax, Maximum charge and discharge power [21, 22]

NC ≤ NCmax (21)

where NC ,NCmax = charging/discharging cycle of battery and its limited value.

2.5 Total Cost

Initialcost of the system Ci = (
NpvCpv + NwtCwt + NbsCbs

)
fcr (22)

where

Cpv, Cwt, Cbs Cost of PV panels, wind turbine, and battery.
f cr Capital recovery factor

Operating andMaintenance costCOM = Cpv_ OMtPV + Cwt_ OMtwt + Cbs_ OMtbs
(23)

where

Cpv_ OM,Cwt_ OM,Cbs_ OM Operating and maintenance cost of PV panels, wind
turbine, and battery.

tPV, twt, tbs, Operating time of PV panels, wind turbine, and battery

Replacement CostCR = Cpv_ R + Cwt_ R + Cbs_ R (24)
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where Cpv_ R,Cwt_ R,Cbs_ R = replacement cost of PV panels, wind turbine, and
battery.

2.6 Objective Function

Reducing the total cost of the hybrid power system is regarded as the objective
function. It is given by

min f = min(Ci + COM + CR − Cgs + Cgp + Cpc) (25)

where

Cgp,Cgs Cost of power purchased from grid and selling power to the grid.
Cpc Penalty cost.

The flowchart of the suggested method is shown in Fig. 2. The flowchart explains
the step-by-step procedure of the optimization process. The various data collected
are used, and the final net total cost is found out.

3 Site Selection and Load Estimation

The suggested model is presented for powering the district Litan, Manipur in India.
The selected site is situated at 24°56.5′ N latitude and 94°12.8′ S longitude [23]
(Table 1).

In our examination, the required data of electrical load for Litan are collected
from the Manipur State Power Distribution Company Limited (MSPDCL). The
Manipur government is allocating large amounts of money about 800 crores every
year in an attempt to meet the increasing load demand. But despite the efforts by the
state government, the state is experiencing power shortage and ultimately ends up
purchasing the deficit power from the neighboring states.

Here, Fig. 3 presents the load 1 profile, and the highest peak demands can be seen
during 1200–2300 h.

And Fig. 4 presents the load 2 profile, and the highest peak demands can be seen
during 1200–1600 h [11].
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Fig. 2 Flowchart of the proposed method

Table 1 Details of load profile

Sl. No Load considered Daily load demand Peak load demand

Load 1 Residential and community places 414.75 kW/day 77 kW

Load 2 Commercial such as schools, shops, health
centers, offices

187.7 kW/day 26.95 kW

Total average load demand 602.45 kW/day
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Fig. 4 Average hourly electrical load 2 of Litan

4 Resources and Elements

4.1 The Resources and Elements that Are Viewed
for the Optimization Procedure Are Listed in the Table
Below

A wind turbine which generates power less than 100 kW at rated speed is known
as small wind turbines. A model wind turbine of rated power 1 kW is taken into
consideration (Table 2).

Photovoltaic panels of 340 W Monocrystalline Panel of Loomsolar is taken into
consideration [12].

The battery taken into consideration is a lead acid battery of 12 V/80Ah Amaron
HCV620D31R [13].
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4.2 Solar Energy and Wind Energy Resources

The solar energy radiation data of the selected location which is at 24°56.5′ N lati-
tude and 94°12.8′ S longitude is obtained from the National Aeronautics and Space
Administration (NASA) surface meteorology and database of solar energy.

Figure 5 shows the solar radiation data. The clearness index value ranges from
0 to 1 and is shown in Fig. 5. The average solar insolation of the selected site is
5.53 kWh/m2/day [11].

The data of wind resource for the selected site is also obtained from the National
Aeronautics and Space Administration database. Figure 6 indicates the average wind
speed data. The yearly average wind speed data is 4.2 m/s.
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Table 3 Optimization results

Method No. of PV module No. of wind
turbine

No. of battery Total cost DL LPSP

BSA 2276 9 2889 92,727,709 0.45 0

5 Results and Discussion

The BSA algorithm performs several repeated iterations, and the optimum results
can be seen from the final iteration. As can be seen from the iteration process, the
most optimal and efficient results are the design composed of solar photovoltaic cells,
wind turbine, and battery. The last stages of the iteration process are shown in the
figure below (Table 3).

6 Conclusion

A practically feasible and satisfactory result is obtained by using backtrack search
algorithm. So, we are able to satisfy the load demands of load profile 1 and 2. The
results are concluded in the following:

1. In this paper, a simulation attempt is proposed to analyze the optimum size and
total cost for Litan, Manipur, using backtrack search algorithm (BSA). The total
net present cost (NPC) is presented at Rs. 92,727,709.

2. In order to utilize the complementary characteristics of wind and solar energy,
wind turbines are included in the model. So, we can conclude that the most effi-
cient and economic system for supplying electrical power to the above location
is by using BSA algorithm comprising of the components battery, wind, and
solar PV panels.
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An Intrusion Detection Approach Based
on Decision Tree-Principal Component
Analysis Over CICIDS2017

Gulab Sah and Subhasish Banerjee

Abstract In today’s environment, an Intrusion Detection System (IDS) is becoming
increasingly crucial in a network’s Defense System to protect our network from
any external threats or attack. The primary function of an IDS is to offer a shield
for a specific host or network, as well as to examine and forecast client network
access activities. The entire traffic is classified as normal or an assault based on
these patterns. In order to classify traffic as valid or malicious, IDS must process all
incoming communication over networks. As a result, IDS must cope with significant
or enormous amounts of data. However, in IDS, not all features may be required
to be processed among this data. As a result, extracting or locating the only rele-
vant features among all features is always challenging. To address this issue, we
have proposed a feature selection technique using Principal component analysis
with Decision tree algorithm (DT-PCA) over real-time datasets, i.e., (CICIDS2017).
The proposed classifier (Decision Tree) employing Principal component analysis
performed well over CICIDS2017 datasets, according to the results presented in this
research. Tomeasure the performance or efficiency of themethod, themost important
metrics namely, recall, F-measure, precision, and accuracy have been used in this
paper. In addition, this research examines the differences between DT-PCA and DT
with all features. According to the CICIDS2017 datasets, the DT-PCA approaches
can improve the IDS’s performance and the accuracy rate can be achieved more than
99%.

Keywords Decision tree · IDS · NSL KDD dataset · Recursive feature
elimination · CICIDS2017 dataset · And principal component analysis
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1 Introduction

The innovation and applications of the Internet are rapidly developing in today’s
world. Thesemodern technologies generate a significant amount of datawith volume,
diversity, and velocity characteristics, resulting in big data. Side by side, as a result
of technological breakthroughs, the different forms of attacks have also evolved in
the modern world/society.

An IDS is one of the network security techniques that protects the network from
assaults or intruders. Various machine learning algorithms have recently been used
in IDS to construct/develop data-driven models. These models detect attacks by
employing a variety of ways to identify aberrant behavior in a network or computer
system. IDS employ the datasets for training purposes in order to cope with anoma-
lous behavior. These datasets have a lot of attributes, however not all of them are
necessary to categories data as normal or abnormal. Hence, feature selection strate-
gies are used to select the most significant features from an initial set of all features.
These features are then utilized to construct a model utilizing a variety of machine
learning (ML) algorithms. In IDs, ML is used for either unsupervised or supervised
learning, such as classification or regression techniques, with the goal of improving
prediction ability [1].

The major contributions of this paper are defined as follow:

(i) Developed intelligent IDS that accurately detect aberrant network behavior
using real-time datasets.

(ii) By selecting only the most important features rather of all features, the time
complexity has been reduced.

(iii) Developed a decision-making mechanism to improve computer network
security.

The following is a breakdown of the paper’s structure: The next section describes
the literature review for IDS research. The proposed framework and approach have
beendescribed inSect. 3. InSect. 4, the experiments and its outcomes, havediscussed.
Finally, in Sect. 5, the conclusion and future scope of this research have been
addressed.

2 Literature Review

The IDS includes both software andhardwarewhich canpassively or actively controls
networks or specific host to detect any intrusion [2]. An IDSused as defense strategies
in industries or organization’s security systems [3]. Many technologies, for detection
system has been developed in last decades, but a still significant problems like high
false-alarm rate and false-positive are exist.

Rani and Xavier [4] present a new hybrid approach by combining different classi-
fiers for classification. Decision tree C5.0 was used to build the model and NSLKDD
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dataset was utilized to perform the whole experiment. The result shows the overall
performance of the proposed model is good in terms of low false-alarm rate and
high detection rate compare to traditional methods. Aslahi-Shahri et al. [5] proposed
a hybrid technique of GA and support vector machine [6] for IDS. The proposed
method utilized the feature reduction technique and minimizes the 41 features to 10
features. Later these 10 features are used to build a model. Singh et al. [7] proposed
a feature selection approach called intelligent water drop (IWD). This method was
used to find an optimal subset of features. Later these subset features are used by
SVM to build a model. The proposed models give better detection rate, precision
and accuracy compare to prevailing models. Alternatively, Nilesh et al. [8] analyzed
the different classifiers (SVM, Decision Tree, k-nearest neighbor (KNN), Random
Forest, Naive Bayes) performance over normal or DoS attacks based on confusion
matrix and accuracy. To get better accuracy in IDS, Elhag et al. [9] proposed a fuzzy
system in which an experiment was conducted on the KDD99 dataset and results are
analyzed. Sah et al. [10] proposed the features selection and classification techniques
for IDS in which recursive features elimination (RFE) was used as feature selection
and the random forest was used as a classifier to classify the normal, DoS, probe,
U2R, and R2L over NSL KDD datasets. Solani et al. [11] used supervised learning
algorithm with feature selection technique (FST) onto UNSW-NB15 dataset and
made a comparative study. The results shows FST reduce the false-alarm rate and
improved the performance of IDS. Thakkar et al. [12] research and study the effect
of different FST with machine learning (ML) technique on the performance of IDS
using NSL KDD dataset and presented the comparative study. Elmasry et al. [13]
performed empirical study and present the masquerade detection technique (MDT)
using four datasets and studied 6 of built-in ML models in AML to examined the
their effectiveness in MDT. The result shows decision forest and Decision jungle
model performed well compare to other models.

In conclusion, after studying the previous works deeply, it exposed that many
research carried out works using feature reduction and selection techniques but still
there is gaps while we considering high dimensionality datasets, it requires higher
computation cost. Therefore this problem should address properly.

3 Proposed Framework

The proposed framework consist of 5 parts namely, datasets (CICIDS 2017),
data-initializations and pre-processing, principal component analysis, decision tree
algorithms, and prediction and evaluation as shown in Fig. 1.
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Fig. 1 Proposed framework

3.1 CICIDS 2017 Datasets

The dataset is an important part of any IDS for evaluating or measuring the perfor-
mance of decision engines approaches, because of the struggle of classifying between
the valid and attacks activities/abnormalities in real-time network traffics. Network
traffic has been the capture and collected from real-time traffic which consists of
various malicious and normal records.

With vast sizes and high bandwidth of a modern networks environment, network
traffic has a feature of big data (BD). The technologies such as MySQL CGE,
Hadoop tools are used to handle the BD (represented in terms of variety, velocity, and
volume) because generally, old database structures cannot process or deal with BD
that enclosed the problems of real-world. To process the network traffic in real-time,
the data is capture or gather to examine and detect suspicious activities. Therefore,
the tools such as Bro-IDS, tcpdump, are used to capture network traffic features.
Finally, a Decision Engine approach in IDS is utilized for discovering Zero-day and
existing attacks from the attributes. CICIDS 2017 is one of the real-time network
traffic datasets which is developed by the Canadian Institute of Cyber-security. It
includes different type’s attacks like Web Attack, Port Scan, Infiltration, a botnet,
Distributed Denial of service (DDoS), Denial of Service (DoS), Brute Force. The
traffic was capture for a total of 5 working days, from Monday-Friday that is avail-
able in 8 different files in which each file has consist of 78 features. In this study,
CICIDS 2017 dataset has been used which has a total of 2,830,743 numbers objects
as shown in Table 1.

3.2 Data-Initialization and Pre-processing

According to certain rules, processing the data in a dataset into the data warehouse
is known as data-preprocessing. Basically in this phase, data has to go through a
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Table 1 Number of objects
present in CICIDS2017
datasets

S. No Labels No of objects

1 Normal 2,273,097

2 DoS/DDoS 380,699

3 Port scan 158,930

4 Web attack 2180

5 Botnet 1966

6 Infiltration 36

7 Brute force 13,835

cleaning process to eliminate the identical records. After that conversion of features
has been done in which all non-numerical features are converted into numerical
features. Lastly in this phase, feature normalization was performed to avoid/escape
the features (has a large value) that give weight too much in the result.

3.3 Principle Component Analysis

In the third phase, Feature selection technique is utilized to eliminate the unimpor-
tant features that are not participating in identifying the attacks instead of it, lads to
increase the computation cost. Therefore to reduce the computation cost, principal
component analysis as feature selection and reduction techniques is used. PCA is an
unsupervised learningmethod that is similar to clustering that reduces the complexity
of datasets by preserving the patterns and tendency. The limitation of the PCA algo-
rithm is obtaining a set may not be ideal in the situation of the non-Gaussian method.
PCA is a decent optimization technique for discovering the best performing subset of
features from the original set of features. The idea is to utilize only relevant features
instead of irrelevant features that improve the classifier performance in terms of
detection rate.

3.4 Decision Tree Algorithms

After selecting only relevant features using PCA, the next phase is to build the
model using decision tree algorithms to separate the data as normal or abnormal
using information gain until the object in every leaf node has uniform class labels.
In previous phase important feature are identified and selected. These important
features are used to take decision between normal or abnormal traffic. Also it shows
why particular feature have higher importance. Therefore, to build amodel a decision
tree classifier is used in this phase. Basically, the decision tree (DT) algorithm uses
twomeasures/parameters one is information gain and the other is entropy to do a good
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split. DT is consists of internal decision nodes and terminals leaves. Each decision
node provides a test function that leads to results in discrete by branch labeling. At
every node, an input is provided to construct a test, and based on the conclusion;
one branch from a set of branches will be measured. The learning process of the
algorithm begins from the root and it will continue the process in a recursive manner
until a node (leaf) is stretched in which each leaf node represents a class label or
target class in case of classification.

3.5 Prediction and Evaluation

After building the model using decision tree classifier, the next phase is prediction
and evaluation, in which prediction of model was performed using test data and
various evaluation matrices such as recall, precision, F-measure, and accuracy was
estimated to measure the performance proposed method. The following evaluation
metrics are utilized to measure the performance and effectiveness of classification
models [14].

(1) Accuracy: the accuracy (A) is calculated as

A = True_positive_objects + False_negative_objects

Total_number_of_objects

(2) Precision: the precision (P) is calculated as

P = True_positive_objects

True_positive_objects + False_positive_objects

(3) Recall: the recall (R) is calculated as

R = True_positive_objects

True_positive_objects + False_negative_objects

(4) F- measure: the F-measure (F-m) is calculated as

F − m = 2 ∗ (P ∗ R)/(P + R)



An Intrusion Detection Approach Based on Decision … 565

4 Experiment and Results

This study uses the CICIDS 2017 dataset to validate the superiority of the decision
tree model with the PCA method in the experiment. As our main aim to examine
whether or not model with selected features, will increase the performance and
detect the different types of attacks more accurately. The PCA method was used
to acquire the least number of relevant features that reduce the computational cost
and improve the model detection rate compare to the model with all features or get
accuracy close to the model with all features. In order to increase detection rate
of IDS, the important features identified and selected during the model building
which contribute in improvement and reduces the computation cost. Tables 2 and 3
demonstrate the performance of themodelwith selected and all features, respectively.
The performance and effectiveness of model are examined using matrices such as
precision, recall, F-measure, and accuracy.

In Fig. 2, the x-axis represents different types of attacks, and the y-axis presents
the percentage of accuracy, precision-recall, F-measure for decision tree model
using selected features. In Fig. 3, the y-axis presents the percentage of accuracy,
precision-recall, F-measure for the decision tree model using all features and the
x-axis represents different types of attacks.

Table 2 Decision tree classifier with selected features

Classes Accuracy (%) Precision (%) Recall (%) F-measure (%) No. of features

DoS/DDoS 99.92 99.83 99.85 99.84 8

Port Scan 99.89 99.58 99.51 99.57 8

Web Attack 99.81 94.20 95.85 94.80 8

Botnet 99.94 71.98 69.00 69.81 8

Infiltration 99.90 84.90 85.00 84.90 8

Brute force 99.90 99.60 99.00 99.00 8

Table 3 Decision tree classifier with all features

Classes Accuracy (%) Precision (%) Recall (%) F-measure (%)

DoS/DDoS 99.91 96.87 94.86 95.61

Port Scan 99.89 99.48 99.41 99.47

Web Attack 99.981 94.20 95.85 94.80

Botnet 99.93 68.57 69.00 67.64

Infiltration 99.90 84.90 85.00 84.90

Brute force 99.90 99.97 99.92 99.84
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Fig. 2 Precision, accuracy, recall, andF-measure for Decision tree classifier using selected features
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Fig. 3 Precision, accuracy, recall, and F-measure for Decision tree classifier using all features

5 Conclusion

The results suggested that the proposed model with selected features performs better
than a model with all features in this research. Furthermore, as demonstrated in
Tables 2 and 3, the decision tree model with selected characteristics generated using
the PCA method improves detection accuracy. Moreover, in the proposed model for
IDS used only important/relevant features instead of using all features in order to
detect any abnormal behavior in networks, therefore, it may reduce the computation
cost also. As an extension of this research, we propose that detecting anomalous
network behavior utilizing feature mining properties combined with deep learning
(self-learning ability) may be effective in improving attack detection performance.
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Detection of Epilepsy Using Graph Signal
Processing of EEG Signals with Three
Features

Hemant Kumar Meena , Ramnivas Sharma, Abhinav Tailor,
Harshil Verma, and Rajveer Saini

Abstract Epilepsy may occur with a genetic disorder or an acquired brain injury,
such as a trauma or stroke. It is a type of disorder in which activity of nerve cell in the
brain is disturbed, causing seizures. Electroencephalogram (EEG) is used to analyze
the Epileptic seizure which is a very serious nervous system disorder. In this work
detection of epilepsy disease is approached by a Graph Signal Processing (GSP)
technique (with computing the Graph Discrete Fourier Transform (GDFT)). GDFT
coefficients are produced on theEigen space ofLaplacianmatrixwith the help ofEEG
data points. The Laplacian matrix is calculated from the weighted graph designed for
EEG signal. The proposedGDFT based feature vectors are used to detect the epilepsy
seizure class from the given EEG signal and classify by using Stationarity ratio and
TIK-norm. By observing the simulated results one can analyze that the proposed
GDFT based total features can discover epileptic seizure with 97% accuracy which
is obtained from Gaussian Weighted Graph. To provide a nice compact format to
encode the structure within the data, new tools are being developed in GSP.

Keywords Epilepsy · Electroencephalogram · Graph discrete fourier transform
(GDFT) · Graph signal processing (GSP)

1 Introduction

The basic idea of graphs were first introduced by the Swiss mathematician Leonhard
Euler, one of the most eminent mathematicians. His work on the famous “Seven
Bridges of Konigsberg problem”, are commonly quoted as origin of graph theory,
Graph Theory is ultimately the study of relationships. Given a set of nodes and
connections, which can abstract anything from city layouts to computer data, graph
theory provides a helpful tool to quantify and simplify the many moving parts of
dynamic systems. Studying graphs through a framework provides answers to many
arrangement, networking, optimization, matching and operational problems. Graphs

H. K. Meena (B) · R. Sharma · A. Tailor · H. Verma · R. Saini
Department of Electrical Engineering MNIT Jaipur, Jaipur, India
e-mail: Hmeena.ee@mnit.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
D. Gupta et al. (eds.), Pattern Recognition and Data Analysis with Applications,
Lecture Notes in Electrical Engineering 888,
https://doi.org/10.1007/978-981-19-1520-8_46

569

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1520-8_46&domain=pdf
http://orcid.org/0000-0002-7084-3682
mailto:Hmeena.ee@mnit.ac.in
https://doi.org/10.1007/978-981-19-1520-8_46


570 H. K. Meena et al.

can be used to model many types of relations and processes in physical, biological,
social and information systems, and has a wide range of useful applications [1].

Graph Signal Processing (GSP) provides the solution of irregular domain living
on the nodes of a graph in place of normal periods or domain such as grids. New tools
are being evolved in GSP [1] to offer a nice compact format to encode the shape in the
data among diverse fields together with social community, gesture popularity, street
network and many others. Human Brain offers shape which can be understanding
easily and analyzed in graph signal area. It gives the most inclusive facts of mental
state of someone. The psychological and physical functions is such type of human
behavior analysis that influences by the Epilepsy seizure. It is a neurological disorder
in which unexpected unusual reactions arise in the mind producing fluctuations that
are captured in EEG signal.

Earlier detection of the epilepsywas done bymanually through inspection of EEG
signals [2]. To automate the technique of detection of Epilepsy, different approaches,
processes and numerous strategies were developed [3–7]. In the present day tech-
nology, graph signal processing are emerging fields to research and study about the
brain signals. One such graph signal basedweighted graphmatrix technique provides
methods to capture the turbulent nature of EEG signals [8]. This weighted matrix
method has endorsed us to offer a brand new epilepsy detection technique. By doing
this work, Graph Discrete Fourier Transform (GDFT) is proposed primarily based
feature of EEG alerts described on weight matrix. This work consist of the steps,
which are given as below.

1. EEG time series data is used to obtain the weight matrix by performing a
Gaussian kernel based method for defining a unique weight to the edges.

2. Detection of the epilepsy disease is done by the performing Graph Discrete
Fourier Transform based approach used for obtaining features.

3. Proposed new features and libraries based on Graph Signal Processing (GSP).

The rest of this paper is prepared as follows:A quick evaluation of the relatedwork
within the vicinity of detection of epilepsy is given in Sect. 2. Section 3 gives system
overview and our methodology in detail. Section 4 deals with simulation conse-
quences, results and publicly had EEG database and ultimately Section 5 concludes
the paper and offers the future avenues.

2 Review of Related Work

The time series signal is converted into a complicated graph for detection of epileptic
seizure using graph based technique. One such mapping called weight matrix
approach is proposed through Lacasa et al. [3]. To offer exclusive energy to the
edges of the graph, numerous techniques have been created to develop Weighted
Graph matrix [3, 4, 8]. Supriya et al. [4] proposed an edge weight given in radian
feature that’s the perspective among connected nodes measured by using arc tangent.
To improve the detection price of epilepsy, numerous features that can be extracted
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from the graph had been proposed like entropy as given through Mohammadpoory
et al. [6]. Further graph signal processing is implemented to mind signals in fMRI
records for characteristic extraction as given through Huang et al. [9]. Rui et al.
in [10] explored graph signal processing for dimensionality reduction. In addition,
neural networks for graph alerts had been considered for analysis of MEG signals as
in Guo et al. [11] and fMRI signals by using Ktena et al. [12]. However, GDFT based
total method for detection and category of epilepsy in EEG signals is not explored
prominently. Gaussian kernel function is used to obtain the new edge weights for
construction of the weight matrix of EEG signal. This weight feature presents partic-
ular value to each edge thereby capturing sudden fluctuations going on in EEG in
the course of seizure activity. Further Graph Discrete Fourier Transform (GDFT) is
carried out on EEG signals by calculating the Laplacianmatrix and their Eigen vector
from weighted graph. Thus, a unique set of GDFT coefficients is obtained from the
Eigen area of the Laplacian matrix for every EEG graph signal. Now Stationarity
ratio and TIK-norm play an important role to serve as a feature vector for classi-
fication of EEG signals that can be calculated with the help of GDFT coefficients.
Thus, exactly classification of EEG facts for epilepsy for various EEG signals are
based on GDFT features. Simulation outcomes carried out at the EEG database were
able to detect the epilepsy magnificence from EEG alerts. Our technique is pretty
powerful with minimum complexity as Stationarity ratio and TIK-norm is used with
an outcome inside the detection of epileptic seizure with 97% accuracy.

3 Methodology

Steps are involved in algorithm of detection of epilepsy disease as following.

• Initially EEG signal is converted into the weight matrix with assigned edges by
using Gaussian kernel function.

• Calculate the Eigen vector of the Laplacian matrix by using weight matrix to
obtain the graph discrete Fourier coefficient (GDFT).

• Obtain the Stationarity ratio and Tik- norm feature vector.
• Stationarity ratio and Tik-norm feature vector are used for detection of epilepsy

by classifying the EEG signal (Fig. 1).

A. Assigning Edge weight: We are approaching the signals defined on an undi-
rected graph, connected, weighted graph G = {V, E, W}, which consists of a
finite set of vertices V with |V |= N, a set of edges E, and a weighted adja-
cency matrix W. If there is an edge e = (i, j) connecting vertices i and j, the
entry Wi, j represents the weight of the edge; otherwise, Wi, j = 0 [2]. Weight
matrix is defined as a set of nodes which is connected through edges. Distance
between two nodes is known as edges and calculated by Euclidian distance
formula. When the edge weights are not naturally defined by an application,
one common way to define the weight of an edge connecting vertices i and j is
via a threshold Gaussian kernel weighting function [13].
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Fig. 1 Flow chart of our
proposed method of
detection of epilepsy from
EEG signal
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For some parameters and k. In (1), dist (i, j) may represent a physical distance
between vertices i and j, or the Euclidean distance between two feature vectors
describing i and j, the latter of which is especially common in graph-based semi
supervised learning methods. A second common method is to connect each vertex
to its k-nearest neighbors based on the physical or feature space distances.

B. Graph Laplacian matrix: In our work Laplacian play an in important role
for the evaluation of the GDFT coefficients. Laplacian matrix is defined as the
equation given below [2].

L = D − W (2)
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where,

D is the diagonal matrix
W is the weight matrix.

Laplacian has an orthonormal Eigenvectors, because it is real symmetric matrix.
By using the Laplacian matrix we calculate the Eigen value and Eigen vector of
the matrix and it is used for calculating the GDFT coefficient. GDFT coefficient is
the product of the Eigen vector of the Laplacian matrix and EEG signal and it is
expressed by the equation given as below [2].

XGDFT = UHX (3)

where,

UH is the Eigen vector of the Laplacian matrix.
X is the EEG graph signal.

C. Feature extraction: Two basic features related with the GSP have been used
in our work

1. Stationary ratio
2. Tik-norm

Stationary ratio: This can be classified into two category.

I. Strong Stationary (Healthy class): It is definedwith the finite dimensional distri-
bution of a stochastic process in which finite sub sequence of random variable
of the stochastic process remains same with respect to the time. This means
that it is shift invariance process with time [14].

II. Weak Stationary (Ictal class): it only requires the shift-invariance (in time) of
the first moment and the cross moment (the auto-covariance). This means the
process has the same mean at all-time points, and that the covariance between
the values at any two time points, t and t − k, depend only on k, the difference
between the two times, and not on the location of the points along the time axis
[14].

Stationarity ratio examines the percentage of the data variance that is not in the
diagonal of the variance of the GFT of X. Data matrix X is defined by the index of a
graph i.e. how well it fits for distribution[15] (Fig. 2).

Stationary ratio calculates the ratio of energy contained into diagonal of theFourier
covariance matrix [14]:

T = U ′ ∗ C ∗ U (4)
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Fig. 2 Box plot of stationarity ratio of EEG signal. a Healthy b Ictal

where,
C is the covariance matrix, U is the Eigen vector matrix, U′ is the transpose

conjugate of U and T is the Fourier covariance matrix. The stationary ratio is given
by the formula:

r = norm(diag(T ))/norm
(
T ,′ f ro′) (5)

where norm (T, ‘fro’) returns the Frobenius norm of T.

Tik-norm: Norm is defined as the real or complex non-negative values that treats
as the distance from the origin. It follows the scaling, triangle inequality law. From
this we can say the Euclidean distance from the origin is known as Euclidean norm.
Square product of a vector with itself is also known as Euclidean distance or 2-norm
[16].

Tik-norm compute the squared L2 norm of gradient on graph. If X is a matrix,
a vector of norm is returned. It can also be used for general symmetric positive
matrices.

P = L ∗ X (6)

Y =
∑
i

X i∗Pi (7)

where,
L is Laplacian matrix, X is data vector and Y is TIK- norm (Fig. 3).
The performance of themodel is done by confusionmatrix which is given in Table

1
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Fig. 3 Box plot of tik-norm values of EEG signal. a Healthy b Ictal

Table 1 Confusion matrix N = Total prediction Actual: No Actual: Yes

Predicted: No True negative False positive

Predicted: Yes False negative True positive

True Negative Model give prediction No, and the real or actual
value was also No.
True Positive The model has predicted yes, and the actual value
was also true.
False Negative The model has predicted No, but the actual value
was yes.
False Positive:The model has predicted Yes, but the actual value
was No.

4 Results and Discussion

4.1 Database

Our proposed epilepsy detection technique usage of graph signal is examined by the
online available EEG databasewhich is furnished by center for epilepsy inUniversity
of Bonn, Germany [17]. Each group of EEG signal consists database of one hundred
samples in the form of text file. There are three types of set i.e. healthy (Set A),
and interictal (set C, D) and epileptic (ictal set E). Here, we have used two sets
including healthy (Set A), and epileptic (ictal Set E) to elaborate the performance
and techniques of our proposed methodology. We have used 4096 sample factors
from every signal.

The proposed technique has been carried out in MATLAB. Figure 2 shows the
ictal and healthy class of EEG signal obtained from the Stationarity ratio. GDFT
is evaluated by the Eigen vector of Laplacian matrix. By observing the graph of



576 H. K. Meena et al.

GDFT coefficient we can say that magnitude of GDFT coefficients of ictal class of
epilepsy is higher than those of healthy class. For separation of feature vector into
different classes of ictal and healthy by detecting the epileptic seizure from EEG
signal, Stationarity ratio and Tik-norm special features have been used.

4.2 Performance Assessment

To check the performance of proposedmethod, we’ve used the following parameters:

1. Sensitivity: is defined as possibility of positive outcome in case of correct class
of sample.

Sensitivity = True Positive

True Positive + FalseNgative

2. Specificity offers the chance of negative result in case of incorrect magnificence
of pattern

Specificity = TrueNegative

TrueNegative + False Positive

3. Accuracy is the ratio of the suitable class of samples to the total wide variety of
samples

Accuracy = True Positive + FalseNegative

True Positive + FalseNegative
+True Negative + False Positive

where in, True Positive shows efficiently labeled healthy class, True Negative is
the efficiently classified epileptic class, False Positive measures the fake detec-
tion of healthy class, and False Negative gives falsely detected epileptic class
in EEG data. In this paper, 97% accuracy is completed the use of threshold
based totally classification with proposed approach for detection of epilepsy in
EEG database. Further in our method GDFT based features is compared with
the entropy features [6] utilized by the researchers on visibility graph of EEG
signals by using the same database with usage of K Nearest Neighbor (KNN)
classifier. Performance of our proposed capabilities with above measures is
examined using ten-fold cross-validation technique. With KNN classifier addi-
tionally, the proposed method achieves increased accuracy. Now by concluding
all the analysis done by different techniques we can say that our proposed
method to calculate the GDFT coefficient based feature vector with the help
Gaussian weighted graph method in graph signal processing is more accurate
as comparative to existing entropy based methods (Table 2).
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Table 2 Comparison between proposed method and entropy based method

Method Sensitivity % Specificity % Accuracy %

Entropy based approach 95.23 97.34 96.7

Proposed method (Stationarity ratio) 92.3 92.3 92.3

Proposed method (Tik-norm) 98.9 95.6 97.3

By observing the above table we can say that the proposed method (Tik–norm)
having more sensitivity, specificity and accuracy as compare to proposed method
(Stationarity ratio), are significantly better to detect epilepsy in the patients.

5 Conclusion and Future Work

This paper offered a novel approach for detecting epilepsy in EEG signals with
the help of Graph Discrete Fourier Transform (GDFT) based features, Stationarity
ratio and Tik-norm used a feature extraction of EEG signal. In the first stage of
analysis, the Laplacian matrix were used for obtaining the GDFT coefficient second
stage of optimization in which Stationarity ratio and Tik-norm is used. Therefore it is
highly accurate and smooth to feature extraction and pre-described threshold to early
stumble on ictal class of epilepsy of EEG signal. The experimental consequences
display that the proposed functions can detect epilepsy with 97% accuracy. Future
scope of the proposed approach is to compare the performance of the proposed
method with other non-visibility graph based techniques. Further the idea of Graph
Signal Processing could be prolonged for detecting different brain issues and in
diffusion modeling of brain signals.
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Hybrid Approach for Fake Profile
Identification on Social Media

Shruti Shinde and Sunil B. Mane

Abstract Millions of people use social media platforms like Twitter, Facebook, and
Instagram all around the world. People are drawn to these social media sites, and
as the prevalence of social media grow, so do the security and privacy concerns that
comewith it. Nowadays, it is critical to ensure that we are following the correct social
media account or purchasing a product from the actual consumer, as malicious users
can be extremely harmful. This paper proposes a hybrid method for detecting fake
social media user accounts. For detecting fake accounts, it makes use of the Insta-
gram social media platform’s dataset. There are two steps to the hybrid approach.
The first stage is to use Principal Component Analysis (PCA) which turn original
variables into new uncorrelated variables, and the second stage is to use various
classification algorithms, in the second stage five algorithms are used to obtain accu-
rate results. Fake profiles are detected using naive Bayes, artificial neural networks
(ANN), support vector machine (SVM), logistic regression, and K-nearest neigh-
bors (KNN) algorithms. When the classification performances of these approaches
are compared, the artificial neural network outperforms the others.

Keywords Hybrid · PCA ·Machine learning · Instagram · ANN · Confusion
matrix

1 Introduction

Various associative areas have given rise to the term Online Social Network. Over
the past two decades, social networking has grown tremendously. One of the most
pressing issues of today’s online world is the steady rise in the number of false user
accounts on social media platforms such as Facebook, Twitter, and Instagram.
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There are some types of spam profiles that can be found on social media sites.

1. Fake Profile—To carry out fraudulent acts, a fake profile is created in the name
of an individual or a business that does not exist in real life on social media.

2. Duplicate Profile—Duplicate profiles are created by stealing the information of
an existing user and using them to generate a new profile, a concept known as
cloning.

3. Bots accounts—Social media bots are automated social media accounts devel-
oped with the aim of increasing the number of followers on a particular
account.

This paper provides a solution to the issue by considering it. This study looks
at Instagram as a social media platform for detecting fake user profiles. The Insta-
gram dataset contains information for both private and public user accounts. This
paper provides a hybrid solution for detecting fake profiles on Instagram. This hybrid
method is divided into two stages. The original variables are transformed into new
uncorrelated variables in the first step. This will be achieved using Principal Compo-
nent Analysis (PCA), [1] and the fake profiles will be computed using different
classification algorithms on the principal component values. The aim of this study
is to come at a precise solution by implementing five classification algorithms. The
confusion matrix is used to calculate the accuracy of these models.

Selecting most important features is important step for building the accurate and
precise model. The respective dataset has 15 feature, but every feature is equally
important is not necessary, hence using the principal component analysis we get the
important feature set list. The datasetmay differ for building different types ofmodels
but, selecting appropriate feature set list can become important step for every dataset
in the process ofmodel building. Hence the use of applying PCAbefore classification
algorithms is important.

Structuring the rest of the paper: The current research work on the thesis is shown
in Sect. 2. The features used in datasets and datasets will be explained in Sect. 3. The
proposedmodel is outlined in Sect. 4. Section 5 provides an insight intomodel imple-
mentation. Section 6 gives the performance values outcomes and final discussion.
The work is concluded in Sect. 7.

2 Related Work

Different approaches to detecting fake user accounts have been provided by different
publishers. The hybrid method will be used in this study. For predicting fake user
profiles on Instagram, the hybrid approach will use a PCA+Classification algorithm
model. Following will show some of the works that have been presented in this field
of segment.

Reference [2] Consider tweeting texts on twitter to identify fake users; Logistic
Regression, ADA Boost, XGBoost, Random Forest algorithms that are precise to
89%. In [3–5] different machine learning, supervised algorithms and unsupervised
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ones are included. The bar graph shows the exact comparison of these algorithms. In
[6] fake and Twitter cloning accounts are detectedwith algorithms for classifying and
measuring distances, where the detection of clone profiles gives more precision than
thedetectionof fraudulent profile. In [7]machine learning algorithms and theWaikato
Environment for Information (WEKA) tool are used to identify duplicate accounts
on social media [8]. Uses spam comment, artificial behavior, and interaction speed
attributes for fake profiles recognition. They also used the Decision Tree gradient
boost algorithm and offer greater accuracy when the Random Forest algorithm is
modified with the Gradient boost algorithm. In [9] for classification purposes where
real positive rate is 85%, they used Random Forest Algorithm.

In reference [10] supervised dataset preprocessing Entropy Minimization
Decartelization Technology Discretization (EMD) is used for classification and the
Naive Bayes algorithm. For false profile identification, this uses a twitter data collec-
tion [11]. Several approaches have been examined to identify fake accounts in real
social networks. Effect and impact on the identification of bot by machine learning
methods were also addressed. Reference [12] the methodology is focused on the
versatility of the DFA (regular expression) approach to the identification of profiles.
Mechanism for the proposed detection of social graph profile FPR uses regular
expression notations to create a Friend Pattern (FP). In [13] by using the WalkPool
pooling layer to optimize CNN computation, they set up dynamic CNN architecture.
It also deals with data over fitting and under fitting issues. The reference [1] gives
hybrid classification model information using cancer related dataset.

In previous researches, single classic algorithms were mostly used for malicious
profiles identification; however, by presenting a hybrid approach with the use of
PCA, this paper provides a new method for identifying fake users on social media
sites.

3 Dataset

In this study, the social media site Instagram is used to recognize fake accounts.
This dataset is a combination of public and private Instagram user accounts. The
features set of this dataset is classified as user-based features, content-based features
and time-based features. Instagram Web Scrapper is used to scrape the feature of
each user account. Table 1 gives more basic information about the attributes of the
dataset.

4 Proposed Method

The proposed framework begins by collecting information about fake and genuine
accounts available on the Instagram social media platform, as seen in the system flow
diagram. The features in the dataset were collected from users present on Instagram.
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Table 1 Dataset description

No Feature name Type of data Description

1. Profile picture Boolean 0 if the user does not have the profile
picture, 1 if the user have the profile
picture

2. Numbers/Length username Double value How many special characters of
numeric characters the username has
on its full length

3. Full name words Numeric value How many words are present in the
full name?

4. Bio length Numeric value How many characters present in users
description

5. External URL Boolean value 0 if the user does not have the external
URL in the description and 1 if there is
URL

6. Private Boolean value 0 if the profile private and 1 if profile is
Public

7. Is verified Boolean value 0 if the users do not have the verified
account, 1 otherwise

8. Is Business Boolean value 1 if the users do not have a business
account, 1 otherwise

9. Post Numeric value The number of the posts presents on
user Profile

10. Followers Numeric value The number of the followers of users

11. Following Numeric value The number of the following of the
user

12. Last post Boolean value Recent 0 if the user has not published a
post within 6 months, 1 otherwise

13. Post single day Double value How many posts have been published
in the same day on the total number of
the posts

14. Index of activity Double value In average how much post the user
posts every month

15. Average of Likes Double value Average number of likes on the post

The next step is to upload the dataset; however, before doing so, preprocessing is
needed. The following steps are included in the preprocessing stage: handlingmissing
values, label encoding, data standardization, and so on. This stage’s performance is
fed into the classification model.

There will be two stages to the hybrid model. The first step would be to turn the
original variables into new ones that are uncorrelated. Principal Component Analysis
(PCA) [14] is used to accomplish this. The Fake users are computed in stage two
using various classification algorithms on the principal component values (Fig. 1).
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Fig. 1 System flow diagram

5 Implementation

5.1 Principal Component Analysis

PCA is an unsupervised machine learning algorithm for feature selection and data
analysis. It is necessary to use PCA statistics and matrix algebra to analyze the
results [14]. In PCA, Eigenvectors and Eigen values are numbers and vectors that are
associated with matrices and provide the Eigen decomposition of a matrix, which
analyses the structure of a matrix. PCA in particular is acquired through the decoding
of a covariance or a matrix for correlation.

The steps for PCA [14] and constructing the respective classification hybridmodel
are as follows.

1. Gathering and analyzing the dataset-

The dataset is gathered from Instagram social media platform. The data is
preprocessed before proceeding to the next stage.

2. Subtract the Mean-

The average value of all data is derived from and data calculation in order to
ensure PCA works correctly. [14] The average value of each calculation is the
subtracted mean. All x values are then subtracted from x and all y values from
y are subtracted. This gives null average records.
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3. Calculate the Covariance Matrix-

The covariance matrix indicates if the transition takes place in the same or the
opposite direction. It is a square matrix that lets each pair of attributes of a
random vector relate.

4. Calculate the Eigenvectors and Eigenvalues of the Covariance Matrix-

Calculating Eigenvectors and Eigenvalues for the matrix improves in obtaining
useful information about the results. First, we have N-dimensions in the orig-
inal data; we can choose the first P Eigenvectors based on their Eigenvalues
by measuring the Eigenvalues and Eigenvectors. The most popular method of
calculating Eigenvectors and Eigenvalues is to define an Eigenvector of the
matrix A as a vector u.

By rewriting,

Au = λu (1)

(A− λ)Iu = 0 (2)

I is the IdentityMatrix, and lambda is a scalar that is an Eigenvalue associated
with the respective Eigenvector [14]. Similarly, we can assume that the vector
u is an Eigenvector of the matrix A if its length (but not its direction) changes
when it is multiplied by A.

5. Choosing Components and Forming a Feature Vector-

When we calculate the Eigenvalues, we get first P attributes from the respective
data that are more descriptive, and the new dataset will only have P-dimensions
data. The dataset’smain components are theEigenvalueswith the highest values.
As Eigenvectors are found in the covariance matrix, they are sorted in ascending
order by Eigenvalues. The next step is to build the function vector, which is
nothing more than the metrics of the vectors. To accomplish this, extract Eigen-
vectors to be saved from the Eigenvectors list and use these function vectors in
the columns to form a matrix [14].

6. Acquiring the New Dataset-

In this stage, we obtain our final P-dimensional data from the entire N-
dimensional original data. The following PCA result, Fig. 2 provides a clearer
picture of importance of attributes in dataset. X axis gives the list of attributes
present in the dataset and Y axis gives its degree of importance, by considering
this degree of importance principal component values are selected and given as
an input to the next level.
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Fig. 2 Feature selection bar
graph

5.2 Classification Model

Five classification algorithms are used to build the second step of this hybrid model.
Support vector machines, logistic regression, k-nearest neighbor, artificial neural
networks, and naive Bayes are the algorithms which are used. The classification
model that produces the best results will be chosen as the final model. The aim of this
stage is to select the model with the highest accuracy among the five of them in order
to improve the hybridmodel’s performance and thenfinalizing onemodelwhich gives
highest accuracy. According to the results and discussion in Sect. 6, ANN outranks
the other four algorithms in terms of accuracy. The artificial neural networks section
describes why it outperforms other classification models and detailed information of
algorithm implementation. Section 6 contains a detailed discussion of the results of
each algorithm. Among them, SVM has the second highest accuracy.

Artificial Neural Networks (ANN)

A learning classification algorithm is called as an artificial neuron network. As shown
in Fig. 3, a single neuron is referred to as a perceptron. It has one input and output
layer, withweights assigned to each input that govern themagnitude of that respective
input.

uk =
m∑

j=0

WK jxi (3)

where
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Fig. 3 ANN

x0 = 1, bk = Wk0 and yk = f(uk) (4)

bk Bias parameter
uk Linear combination of output
yk Final output of the neuron
x1, x2, x3….. xm Input signals
Wk1, Wk2,Wk3…..Wkm Respective weights.

The activation function is then given the sum of the products of these input values
and weights. Activation functions are important in this context because they are
in possession of learning and mappings of nonlinear complex functional between
the input and the corresponding response variable. Table 2 compares the activation
functions, along with their benefits and drawbacks.

By considering the comparison chart (Table 2) Rectified linear unit (ReLu), a
nonlinear activation is used to build the corresponding model. f (x) = max (0, x)
is the ReLU function. This is typically applied element-by-element to the output
of another function, including a matrix–vector product. The Sequential Classifier of
Keras is used for classification task. The data is divided into 9:1 ratio, hence 10% data
is used for testing purpose and 90% data is used for training purpose. For gradient

Table 2 Comparison chart of activation function

Activation function name Advantages Disadvantages

Binary step function It is threshold-based activation
function. Based on value of
the certain threshold neuron
gets fired

It do not allow multiple valued
output

Linear activation function Better than step function. It
take weights with input for
each neuron

Do not support back
propagation
All layers collapse into one

Nonlinear activation function Allow to create complex
mappings between inputs and
outputs. Better than above
activation function

Types of this function have
some disadvantages which are
overcome by one another
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descent, Adam optimizer is selected. The batch size is taken as 100 and number of
epoch is 150. Trial and error were used to determine the batch size and number of
epochs. The amount of samples that will be propagated across the network is defined
by the batch size and a complete pass through all of the training data is referred to as
an Epoch. Using all these characteristic of artificial neural network the classification
model is build, which results that ANN classification algorithm gives better results
compared to other four algorithms.

6 Results and Discussion

6.1 Evaluation Criteria

A confusion matrix is an N × N matrix used to evaluate a classification model’s
output, where N is the number of target groups. It has parameters like precision,
recall, and F1-score (Fig. 4).

Accuracy = TP + TN /TP + TN + FP + FN (5)

where
TP = True Positive, TN = True Negative
FP = False Positive, FN = False Negative.
The true positive value is when the predicted value corresponds to the actual

value. If the predicted value wasmispronounced then the predicted value is incorrect.
Precision tells us how many of the correctly expected cases have been positive and
Recall tells us how many of the real positive cases with our model we will properly
estimate.

Fig. 4 Confusion matrix
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6.2 Results

Principal component analysis is used in the first stage of the model to consider the
most relevant attributes from the feature set. By considering the ten most significant
features from total 15 the new data is given to the classification algorithms. Support
vectormachine, artificial neural network, logistic regression,K-nearest neighbor, and
naive Bayes are some of the five algorithms considered for the classification stage.
When the results are computed as a (PCA + classification algorithm), it is observed
that ANN outperforms all other algorithms. Accuracy is calculated with the confu-
sion matrix as seen in evaluation criteria. Following table provides comprehensive
information on each model’s performance.

According to theTable 3 representation, themodel (PCA+ANN)provides greater
accuracy than the othermodels. For confirming the accuracy standards of the selected
hybrid model that is (PCA + ANN) another dataset was used which is twitter’s
dataset. The samehybridmethodwas applied on the twitter dataset only the difference
is in the data and attributes of the dataset. By considering the same methodology
the accuracy achieved is 96.5%. Another dataset is used only for confirming the
standards of proposed model. The accuracy comparison of Instagram and Twitter
dataset is shown in the Fig. 5 in the form of bar graph by considering precision and
recall parameters.

Table 3 Accuracy comparison of the model

Computation model Accuracy (%) Precision Recall F1-score

PCA + ANN 92.83 0.9231 0.9056 0.9145

PCA + Logistic Regression 89.72 0.8845 0.8578 0.8911

PCA + Naive Bayes 85.20 0.8756 0.8525 0.8490

PCA + KNN 88.19 0.8834 0.8712 0.8831

PCA + SVM 90.20 0.9027 0.8974 0.8945

Fig. 5 Accuracy
comparison between
Instagram and Twitter
dataset
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7 Conclusion and Future Work

Social media platform attract millions of Internet users because they are the most
common and widely used website. This raises a number of security issues, including
the possibility of a fake profile and the spread of malicious material. In this paper,
we suggested a hybrid method for detecting fake profiles using PCA+ classification
algorithm model. In the five classification models ANN gives greater accuracy than
other algorithms by considering the user and content-based feature set.

Future work may include developing a browser plug-in that can detect fake user
accounts. There are several applications available that assist users in keeping track
of their followers. In future by considering the account detected fake or real, we can
keep the dataset populating and building the model more efficiently. Future research
could focus on creating an application that alerts users to fake profiles while they
are using a particular social media application. This study uses Instagram as a social
media platform; however, other social media sites, such as LinkedIn and Facebook,
can be used to detect fake accounts using different methodologies and feature sets in
the future.
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Electroencephalogram-Based Emotion
Recognition Using Random Forest

Nalini Pusarla , Anurag Singh , and Shrivishal Tripathi

Abstract In recent years, emotion recognition based on electroencephalogram
(EEG) has gained prominence due to its wide applications in the area of health-
care, affective computing, brain-computer interface, etc. Capturing the emotion
quotient effectively and thus improving the recognition performance has been a
major challenge in the conventional emotion recognition problem based on EEG.
This work presents a new automatic emotion recognition algorithm using hybrid
multi-channel EEG features and aGrid SearchRandomForest (GSRF). The proposed
algorithm extracts multi-domain features from different channels of the EEG signal
and fused them into a hybrid feature matrix. A GSRF has been fed with a labeled
feature matrix to classify the emotions into different classes. The algorithm has
been validated on two widely used open-source databases DEAP and SEED. The
proposed algorithm obtained an average classification accuracy of 86.3% and 97.9%
using DEAP and SEED, respectively, with tenfold cross-validation. As compared
to the Random Forest classifier, the proposed approach exhibited superior emotion
recognition performance.
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1 Introduction

Emotion plays a ubiquitous role in the everyday life andwork of humans. Recognition
of emotions has become amultidisciplinary research topic in neuroscience, interfaces
between human computers, cognitive science, artificial intelligence, and psychology
[1]. Experts in various fields have recently proposed different approaches for identi-
fying emotions. The first approach is focused on interpreting non-physiological signs
such as facial movements, gestures of the mouth, and body. This technique is also
used to interpret emotions since it is very simple and does not require any special
hardware. But the key problem with this approach is that people will fake their true
emotional statements by masking their voice tone and facial expressions [2]. The
emotion detection approach is also not trustworthy. This approach cannot yet be
extended to people with disabilities or with diseases. Another way of achieving so
is to examine physiological signals such as electroencephalogram (EEG) [3], elec-
tromyography (EMG) [4], electrocardiogram (ECG) [5], galvanic skin resistance
(GSR) [6], heart rate, pulse rhythm [6], etc. These physiological signals are essential
signatures that are out of an individual’s control. Therefore they are better suited for
defining human emotions and are more effective.

Owing to the growing development of non-invasive and low-cost EEG recording
systems, EEG-based emotion identification gained further interest in research and
diverse applications over the past few years. Several emotion models were proposed
in the literature for the classification of emotions. Moreover, there are two basic
models for representing the emotional behaviors known as discrete and dimensional
models. The first method classifies emotions into discrete entities, such as anger,
disgust, fear, happiness, sadness, and surprise in Ekman’s theory [7]. The second
method quantifies emotions using multidimensional scales such as valence, arousal
[8]. Valence measures emotions from negative to positive, arousal reflects emotional
intensity frompassive to aggressive.Amongothermodels,Russell’s two-dimensional
models, taking valence on the horizontal axis and arousal on the vertical axis, are
mostly used. Out of the two-dimensions valence is the most vital dimension for the
emotion which can discriminate the emotion between positive and negative. In ther-
apeutic applications of specific depression types, it is important to define negative
valence levels [9]. Higher-order crossing (HOC)-based features have been employed
in [10] for EEG-based emotion recognition. The authors have analyzed the perfor-
mance of four classifiers including quadratic discriminant analysis, KNN, Maha-
lanobis distance, and support vector machine (SVM). Power spectral density (PSD)
and Pearson correlation coefficient (PCC) features were also explored for EEG-based
emotion classification using Stacked Auto Encoder (SAE) and Long Short-Term
Memory (LSTM) [11]. However, this work reported lower classification accuracy.
Statistical and frequency domain features such as PSD, Discrete Cosine Transform
(DCT) and STFT features are extracted from EEG and were classified using sparse
discriminative ensemble algorithm [12]. Few works [13–15] have employed wavelet
transform as a time–frequency analysis tool, with excellent time–frequency localiza-
tion property, proved to be quite helpful in effectively capturing physiological events
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in EEG. Adrian et al. [13] have used DWT-based features along with artificial neural
network (ANN) as a classifier for emotion recognition. Recently, Vipin et al [14]
have investigated cross-subject emotion recognition by extracting channel-specific
features using flexible analytical wavelet transform (FAWT).With Random Forest as
a classifier, FAWT achieved 90.48% accuracy using SEEDwhile underperformed for
DEAPwith 79.99%. A variant of DWT called tunable-Q wavelet transform (TQWT)
is used for feature extraction which was followed by emotion classification using
extreme learning machine (ELM) [15]. Moreover a combination of time domain
features, power spectral density and wavelet have been extracted for lateralization
and emotion recognition with an accuracy of 75.6% [16]. This method also achieved
better accuracy for the four-class classification problem. A combination of time–
frequency and non-linear dynamical features have helped Li et al [17] to achieve
relatively higher classification accuracy. Chunmei et al. [18] extracted correlation
and entropy features using ensemble classifier and reported 63.5% and 75% with
DEAP and SEED, respectively. A multi-method fusion approach by authors in [19]
yielded accuracy up to 72% and 89% with DEAP and SEED, respectively. Further,
Li et al. [20] employed two variants of multi-source selective transfer machine (MS-
STM): supervised and semi-supervised for transfer learning of Differential entropy
(DE) features with SEED and a maximum of 91.3% accuracy could be achieved.
In the latest developments in this domain, researchers began exploring deep neural
networks specifically, convolutional neural network (CNN) and its variants to enable
automatic feature extraction and classification of EEG-based emotions. Muhammad
et al. [21] build a two-dimensional (2-D) time–frequency (TF) plot from EEG as
AlexNet can learn features better from 2-D data. The authors employed a bag of deep
feature model (BoDF) for feature selection and SVM for classification of emotions
and achieved an accuracy of 77.4% and 93.8% with DEAP and SEED, respectively.
Hong Zeng et al. [22] employed the SincNet-R model and achieved accuracy of
94.5% using the raw EEG from SEED. On the other hand, Yucel et al. [23] worked
on both datasets and exhibited a mean cross-subject accuracy of 86.56% and 72.81%
for SEEDandDEAP, using rawEEG. Theseworks based on pre-trainedCNNmodels
for emotion classification were computationally intensive and could achieve average
performance.

Most of the above-discussed works either use time/frequency or time–frequency
domain features to capture emotion-related information from EEG. However
analyzing EEG in any one domain may not be sufficient due to its time-varying
complex nature. This ignores the complementary information of the other two
domains. Beyond the usage of dominant features, the correct choice of classifier
boosts the prediction results during classification. Motivated from this, our work
presented two strategies to enhance the classification rate of emotion recognition.
First, multi-domain analysis of EEG signals, where the selected features are extracted
from multiple domains and combined to form a hybrid feature tensor. Second, we
have used Random Forest (RF) and Grid search Random Forest (GRF) to automati-
cally select an optimized set of features from the hybrid feature matrix and classify
the associated emotions in different classes.
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2 Dataset Preparation

The experiments in this paper have been validated on the Database for Emotion
Analysis of Physiological Signals (DEAP) [24] dataset and the SJTU Emotion EEG
Dataset (SEED) [25] dataset for emotion recognition. DEAP is a multi-channel EEG
database in which 32 effective channels and 8 peripheral channels were collected
from thirty-two healthy participants. 32 participants are watching “40” one-minute
videos to stimulate different types of emotions. Forty trails of EEG with respective
to 40 videos have four emotional dimensions like arousal, valence, dominance, and
liking with ratings of 0–9. High and low valence classes are known as positive and
negative emotion classes that have been used in this experimentation. SEED is also
a multi-channel EEG database granted by Shanghai Jiao Tong University in the
year 2015. It contains 15 subjects with 15 trials. Each subject experimented with 15
emotional videos and the respective 15 EEG signals collected by placing electrodes
on the head of the subjects. Each EEG is a 62 multi-channel signal recorded at a
sampling rate of 1000 Hz. The EEG data is downsampled to 200 Hz. The stimuli
videos duration is varied: each video is about 4 min or 240 secs, thus results in the
data length of 200 × 240 s = 48,000 samples.

3 Methodology

A block diagram depicting the major steps involved in the proposed framework is
shown in Fig. 1. Broadly, there are four major steps: preprocessing of the EEG
signal, multi-domain feature extraction from multi-channel EEG data, the fusion of
themulti-domain features, and emotion classification. A detailed description of these
steps has been given in the following subsections.

3.1 Preprocessing

Recorded EEG has to be pre-processed to remove the EMG, EOG artifacts, and
downsampled to decrease the computational burden of the experiment. In the case of
DEAP, the default preprocessing approach is as follows: (1) EEG data is downsam-
pled to 128 Hz; (2) A bandpass filter with a passband frequency range of 4.0–45.0 Hz

Fig. 1 Block diagram of the
proposed method EEG Signals Hybrid Feature Extraction

(Time, Frequency)

Random Forest &
Grid Search 

Random Forest

Emotions 
Classification

Emotions 
(Positive, Neutral and Negative)
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is used to remove the noise and EOG artifacts; (3) EEG signals are segmented into
60-s trails and 3-s pre-trial baseline. For SEED, the default preprocessing approach
is as follows: (1) The data is downsampled to 200 Hz; (2) A bandpass filter with
a cut-off frequency range of 0–75 Hz is used to filter out noise and artifacts; (3)
Segments of EEG corresponding to each video are extracted.

3.2 Feature Extraction

This section describes a specific set of features, which are responsible for capturing
different emotional states of the human brain through the EEG signals. It is difficult
to capture the discriminative set of features in any particular domain due to the
non-defined morphology and non-stationary nature of multi-channel EEG signals.
So, we have extracted prominent multi-domain features in the time, frequency, and
time–frequency domains and combined them to create the hybrid feature tensor.

a. Time domain features determine the characteristics of the time series EEG that
oscillate between distinct emotional states. These features are captured through
statistical parameters. Major statistical parameters include mean, variance, zero
crossing rate, and sampling entropy. These four features are extracted from all
channels of each EEG signal available in the two datasets as shown in the Table
1. Sample entropy quantifies the complexity of the EEG time series data. It helps
provide hidden dynamics associated with the signal. It calculates the Chebyshev
distance between two template vectors x and y formed from the EEGdata points.
The ZCR of EEG indicates the number of sign changes of the amplitude along
with the whole duration of the signal. They are defined as follows:

Table 1 Details of features
extracted from two databases

Feature type DEAP database SEED database

Mean 32 (channels) × 1 =
32

62 (channels) × 1 =
62

Variance 32 (channels) × 1 =
32

62 (channels) × 1 =
62

Zero crossing 32 (channels) × 1 =
32

62 (channels) × 1 =
62

Sampling entropy 32 (channels) × 1 =
32

62 (channels) × 1 =
62

Band power 32(channels) ×
5(bands) = 160

62(channels) ×
5(bands) = 310

Power difference 14 (pairs) × 4
(bands) = 56

27 (pairs) × 4
(bands) = 108

Total features
(columns)

344 666
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Meanμ = 1

T

+∞∑

−∞
|x(t)|2 (1)

Variance σ 2 =
∑ [x(t) − μ]2

T
(2)

SampEn(m, r, N ) = − log
x

y
(3)

ZeroCrossings Z(i) = 1

2WL

WL∑

n−1

|sgn[xi (n)] − sgn[xi (n − 1)]| (4)

where sgn(.) is sign function, i.e.,

sgn[xi (n)] =
{

1, xi (n) ≥ 0
−1, xi (n)< 0

b. Frequency domain features such as spectral power is a very crucial feature for
emotion recognition as it captures the differences between activities of different
brain regions. To calculate spectral power, Discrete Wavelet transform (DWT)
is used to decompose each EEG signal into low-frequency approximation and
high-frequency detail subbands. As a resultant, we have got five frequency
bands, namely, delta (0–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–
30 Hz), and gamma (30–70 Hz) [26]. The EEG signals corresponding to the
aforementioned frequency bands represent different emotional states of a human
mind such as consciousness/alertness, calmness, thought process, etc. Hence,
extracting features within these frequency bands may help capture the specific
emotion of a person. Power spectral density (PSD) of EEG rhythms, delta, theta,
alpha, beta, and gamma may capture the insight of dominating brain emotion.
We employed the Welch method to compute PSD of different EEG rhythms. A
total of 5 * 62 channels = 310 PSD values (features) are extracted as shown in
the Table 1. To extract correlation information between any two channels, we
are computing power differences between channels by pairing the electrodes
(channels) symmetrically. A total of 108 features from 27 electrode pairs and
four frequency bands excluding delta band are extracted and in the samemanner
for DEAP 14 electrode pairs, 56 features are extracted as shown in the Table 1.

3.3 Random Forest

The most prominent classification ensemble methodologies are bagging, boosting,
and stacking. These are used for both classification and regression. Random forest is a
modified version of bagging, based on an ensemble of decision trees. RF grows these
decision trees using randomsamples from the trainingdataset knownasbootstrapping
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[13]. Here the samples are drawn with replacement in each tree, in other words,
the same sample is used repeatedly. Assume N features are with training data and
M features are associated with each decision tree classifier. An m features (m �
M) are chosen at each node to make the decision. Secondly, RF selects a training
set by selection. Each node randomly selects a subset of f (f < N) features when
raising the tree. Out of these f features, A single feature is chosen for node splitting.
Trees are iteratively added in the Random Forest in the proposed algorithm known
as construction pass. The process begins with an initial number of trees. We then
update each step of the building through four phases to update the list of useful
and optional features. First, we measure the weights of different features and test
them by their weight. If the weight of the feature crosses the threshold are excluded
afterward. Then, we determine the unimportant features based on a new criterion
from the remaining features. Note that if a feature is listed as relevant at the building
pass, it is still applicable at the end and not omitted in the next passes. Now that we
have major negligible elements, at this construction direction, we are constructing
a reasonable cap for adding large numbers of trees into the forest. We demonstrate
that the precision of forest classification naturally improves when trees that exceed
the cap are added.

3.4 Grid Search Random Forest Algorithm (GSRF)

In machine learning, model’s behavior is governed by specific parameters known as
hyperparameters that are to be tuned. Tuning is one of the most complicated parts
of model development, but it is a task necessary to boost predictions. Fortunately,
two extensively used tuning methods, Grid Search and Random Search, for picking
the optimized parameters which result in the maximal performance of the model.
In this study, the Grid Search tuning algorithm is used along with the RF model for
increasing its prediction capability. This GSRF has proved its efficiency by achieving
an improved 10% classification accuracy over the RF model. In this experiment, RF
and GSRF models are validated with the cross-validation technique. The features
extracted from the two datasets are partitioned into 80% train and 20% test datasets.
Using the training dataset, two models were trained and tested with the unseen 20%
test data. In machine learning, the model’s behavior is accessed by the metrics such
as confusion matrix and ROC curves. The results section emphasizes both metrics
obtained by the two models.

4 Results

The classification performance of the Random Forest (RF) and proposed Grid Search
Random Forest (GSRF) models with multi-domain features of DEAP and SEED
databases have been evaluated using confusion matrix.
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4.1 Confusion Matrix

The confusion matrix (CM) presents information about correctly classified and
misclassified instances. Figure 2a depicts positive and negative accuracies of 70.09%
and 79.86%, respectively, and an average classification accuracy of 75.4% achieved
by RF using DEAP features. Figure 2b describes the confusion matrix for negative
and positive emotions with an accuracy of 82.42% and 93.41% and an average clas-
sification accuracy of 86.3% achieved by GRF. The GRFmodel has very high classi-
fication capability, i.e., its overall accuracy is almost greater than 10% compared to
RF. Figure 3a gives the confusion matrix for negative, neutral, and positive emotions
with an accuracy of 76.9%, 78.6%, and 94.4%, and average classification accuracy
of 84.4% achieved by RF. Figure 3b demonstrates the confusion matrix for negative,
neutral, and positive emotion classes with accuracies of 100%, 93.3%, and 100% and
average classification accuracy of 97.8% achieved by GSRF. In the overall average
sense, the classification accuracy achieved by the GSRF is almost 11% higher with
both datasets. Both the classification models performed better with SEED features

Fig. 2 Confusion matrix obtained for DEAP features a RF model b GSRF model

Fig. 3 Confusion matrix obtained for SEED features a RF model b GSRF model
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than DEAP. This is due to imbalances present in the DEAP dataset. Due to this,
we have employed another important metric known as the ROC curve to judge the
classifier’s efficacy.

4.2 Region of Convergence (ROC)

In this work, the performance analysis of the RF and proposed GSRF has been
carried out in terms of classification accuracy. Furthermore, accuracy alone is not
adequate and robust to evaluate the classifier, as it does not take into account class
imbalances and the basic feature distribution. Therefore, the two models, RF and
proposed GSRF are further evaluated over a more consistent and effective metric,
i.e., Region of Convergence (ROC), which relates true positive rate (TPR) and false
positive rate (FPR) that the classifier achieves depending on all feasible thresholds.
Besides, another important measure “Area under the Curve (AUC)” is used for model
assessment that quantifies GSRF functioning across all possible thresholds. In this
section, both models discriminating strength across two/three emotion classes were
determined byROCcurves.Here twoROCcurveswere plotted for the two considered
datasets on cross-validation. The ROC curve plotted in Fig. 4a depicts the reliability
of RF for cross-validation of theDEAPdataset. Its effective prediction for classes 1, 2
represents negative and positive emotionswithAUC= 0.75 and 0.75, respectively. Its
minimum value was achieved with DEAP due to the presence of more imbalances
in the no. of EEG samples for each class. The ROC curve, shown in Fig. 4b, is
constructed for analyzing the performance of GRF for cross-validation on the DEAP
dataset. As mentioned above DEAP has two classes, class 0, 1 corresponding to
positive and negative emotion categories. The model obtained an impressive AUR
of 0.88 and 0.88 for the two classes. The ROC curve in Fig. 5a is built for RF
while tested on the SEED dataset, where classes 0, 1, and 2 correspond to negative,
neutral, and positive emotions, respectively. The ROC curve, shown in Fig. 5b, was
obtained for GSRF cross-validation on SEED. However, network performance is

Fig. 4 ROC curves obtained for DEAP features a RF model b GSRF model
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Fig. 5 ROC curves obtained for SEED features a RF model b GSRF model

higher for AUC 0.98, 0.96, and 0.98. The features extracted from SEED’s EEG are
more informative than DEAP. The best output on SEED is due to the presence of
stronger emotion-related information in the EEG signals of around 4 min compared
to the DEAP dataset.

5 Comparative Analysis

The proposed Grid Search Random Forest is relatively simple and consistent against
the existing models compared in Table 2 such as LSTM, ST-SBSSVM, MS-
STMSVM, AlexNet, SincNet-R and Inception Resnet-V2 . The emotion classifi-
cation accuracy achieved with the proposed method is compared with the recent
emotion recognition works and comparative results on both the datasets have been
shown in Table 2. The comparative analysis is performed in terms of the accuracy
claimed by current works. It can be observed from the results that the proposed
algorithm performs significantly better than the existing emotion recognition works
with both the datasets. The proposed multidomain feature extraction approach from
multi-channel EEG and Random forest for classification of those features play a
vital role in enhancing the classification accuracy and this fact has been already veri-
fied in the Table 2. It can be observed from the results that the proposed algorithm
performs significantly better than the existing ML-based emotion recognition works
[12, 14, 16, 19]. Some works [12, 16, 19] employed multi-domain features and few
of them used feature selection techniques [12, 19] too. Moreover, GSRF achieved
higher accuracy compared to complexmodels-based works [11, 18, 20–23].With the
best of our knowledge, the maximum accuracy reported by Hong Zeng et.al [22] is
94.5% for SEED and Vipin et al. [14] is 79.99% for DEAP. The proposed algorithm
outperforms the above works and enhances the emotion classification accuracy by
7% and 6% using SEED and DEAP, respectively. Another key observation from this
analysis is [22] employed a computationally expensive Inception Resnet-V2 model
with 164 layer architecture and obtained slightly low accuracy compared to state-of-
the-art. Therefore our GSRF model is less complex (29 layers) and efficient when
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Table 2 Comparative
analysis with recent works

Author Classifiers DEAP
Database
(%accuracy)

SEED
Database
(%accuracy)

Xiaofen
Xing[11]

SAE and
LSTM

75.23 –

Habib
Ullah[12]

Sparse
channel
Ensemble

78.2 –

Vipin
Gupta[14]

Random
Forest

79.99 90.48

Evi Septiana
Pane[16]

Random forest 75.6 –

Chunmei[18] SAE and DT 63.09 75

Fu. Yang[19] ST-SBSSVM 72 89

Li
Jingpeng[20]

MS-STM with
SVM

– 91.3

Muhammad
et.al [21]

AlexNet with
SVM

77.4 93.8

Hong Zeng
et.al [22]

SincNet-R - 94.5

Yucel Cimtay
et.al [23]

Inception
Resnet-V2

72.81 86.56

Proposed
Method

Grid Search
Random
Forest

86.3 97.8

compared with Resnet-V2. Based on the experimental results and comparative anal-
ysis, we concluded that the proposed method has two advantages. First, the Grid
search random forest classifies and recognizes emotions with comparable emotion
recognition accuracy to the deep CNNmodels [21–23] as shown in Table 2. Second,
GRF reduced the program runtime as it is fed with the best features which repre-
sent the emotional characteristics of EEG. Therefore it is verified that the proposed
algorithm’s overall performance on both the databases is better in terms of accuracy
obtained.

6 Conclusion

ARandomForest-based emotional classifierwas proposed in thiswork.Our proposed
algorithm classified the emotions using multi-domain features extracted from multi-
channel EEG. Random Forest and Grid Search Random Forest is fed with features
extracted fromevery channel of EEG, to extract a good amount of spatial information.
This information helped the Grid Search Random Forest to efficiently discriminate
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the emotions into negative and positive classes for DEAP and negative, neutral, and
positive for SEED datasets. The suggested method attained higher emotion classi-
fication accuracy when compared with the existing works on the same databases.
The proposed work also revealed that tuning parameters have a greater impact on
the performance of the Random Forest. The proposed emotion recognition system
can be used in a real-world scenario for many applications like stress or depression
detection, brain-computer interface (BCI) applications, etc.
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Controlled Active Rectifier Circuit-Based
Extreme Fast Charging System
for Electric Vehicles

Amit Kumar and D. Saxena

Abstract This paper proposes themodel of anExtremeFastChargingSystem (XFC)
with a Controlled Active Rectifier Circuit (CARC). In this paper controlled active
rectifier circuit has been introduced in place of any kind of uncontrolled or semi-
controlled rectifier. With the increasing awareness of electric vehicles (EVs), it is
required to advance extreme fast charging system topology for high power charging of
EV for a power greater than 350 kW. The research focused on charging the electrical
vehicles (EVs) battery at unity power factor (UPF) at the input side of the system
using a controlled active rectifier circuit. It will transfer maximum active power to
the battery of the electric vehicle with no reactive power so that the power factor
of the circuit will be unity and also have a very less harmonic distortion in current
waveforms at the input side of the rectifier, with the proposed converter scheme of
CARC total harmonic distortion (THD) in the system has been achieved to 4.37%
which is desired result. By using the CARC, we can control the output voltage of the
rectifier for a wide range of voltage from 400 to 800 V without affecting the UPF
at the input side of the XFC system. Multiple partial power charging unit (PPCU)
is placed at the output side so that maximum EVs battery can be charged at a time.
The performance evaluation of the XFC system is done using MATLAB/Simulink
and simulated results are for various steady states.
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1 Introduction

Electric Vehicles (EVs) are growing at a very faster rate as conventional modes are
very polluting by transport electrification has superior performance, decrement in
greenhouse emissions, and decarbonizing the transport sector. Enhancement in the
battery technology and driving range has significantly given the interest in adop-
tion toward EVs. Environment-related concern gives rises the interest in electrical
vehicles. In 21 century the use of automobiles is growing day by day and which
is very important in a country like India because more and more people will buy
an automobile. By using the automobiles with conventional mode they have some
disadvantages like more carbon emission, decreasing foreign reserve, increasing fuel
price. A feature like a silent ride, immediate torque, premium performance, regen-
erative braking, and low maintenance cost has given more interest toward the EVs.
When compared to the internal combustion engine (ICE) vehicles, they are very effi-
cient and cost-saving in terms of fuel. As in ICE vehicles, lots of mechanical parts
are there so highmaintenance is required and are very less efficient [1]. As renewable
technologies, smart microgrids are growing at a very faster rate because to reduce
global warming, greenhouse gases emission, and the shortage of fossil fuel.

Due to Li-ion batteries has their limitation and also the EVs charging technology
and infrastructure, charging time is still a big concern when compared with the
existing gasoline station especially when a long-distance trip is required. Designing
the charging infrastructure is complex, to serve the demand for EVs new adequate
charging infrastructure is required. The most simple charging method is vehicles
onboard charger that connects single-phase ac supply, these are Level-1 and Level-2
chargers 120 V for Level-1 and 240 V for Level-2, and these chargers can deliver
power up to 1.92 kW for Level-1 and 19.2 kW for Level-2. The level-1 charger
charges the EV battery at the rate of 3–5 miles/h, Level-2 at the rate of 60 miles/h,
and Level-3 at the rate of 200miles/h approximately. Due to limited power capability,
high charging time, and less range dc fast charger comes into scope most recently
up to 350 kW, so the power is transferred to converters via isolated power converter
located outside the EVs [2, 3].

The extreme fast charger of 350 kW takes only 10 min to charge for 200 miles
of range [4]. Extreme fast charging (XFC) system is for a power range greater than
350 kW and is required for long-range. It reduces the charging time and can be
compared with gasoline refueling time. XFC can be operated up to dc voltage of
800 V. When multiple XFC systems are arranged together it forms an XFC station
which can reduce the overall reduction in the capital cost so that it is economically
viable [5]. This XFC charger is installed as a single cell unit or multiple cell units
and each cell is rated for 50 kW so according to the required power rating they can
arrange. XFC station composed single-phase or three-phase ac-dc rectification stage
for experiment purpose downscaled model is useful and therefore single-phase ac is
used.

The first main problem associated with the XFC is the input power factor (IPF)
when the front-end converter or any other converter is used, which power factor is
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not high, then higher current is required by the equipment so that cost of equipment is
increased. At high current copper, losses are also high, therefore the efficiency of the
overall system is reduced. A higher current in the system produces a higher voltage
drop across each element in the system so the voltage regulation becomes poor. As all
electrical machinery are rated in kVA and power factor has the inverse relationship
with the kVA so when the power factor reduced kVA rating increases which larger
the cost of the converters and other equipment’s. Power Supply Company enacts the
penalty at the low power factor below 0.95 lagging in electric power bill so power
factor must be above 0.95. Both the running and capital costs are associated with the
power factor, so it also increases the cost at the low power factor [6].

The second main problem associated with the XFC system is the Total Harmonic
Distortion (THD), one of the major effects of the THD in the XFC system the high
current. It increases the total RMS current in the system which is mostly due to third
harmonics, it introduces the zero sequence current and therefore overall increment
of current in the system. These harmonics degrades the overall performance of the
XFC system. Harmonics flowing into the system downgrades the quality of the input
current, so there may have numerous negative effects on the operation of the power
system. Overload, premature aging of different components connected to the system,
losses, and noise in the system increase due increase in effective RMS current [7].

The third main problem associated to charge the EV battery is the different
voltage specifications of the different batteries. Many manufactures have their stan-
dard battery specifications in terms of voltage, power, and current rating according
to electric vehicles because of different EV Company, so there is need of chargers
which can adjust their voltage according to the battery.

In this article, to overcome abovementioned all issues, a controlled active rectifier
circuit (CARC) is introduced and studied in Sect. 2.1, which has the function to
improve the input power factor of the circuit to unity and to decrease the Total
Harmonic Distortion (THD). By the use of CARC power factor has been achieved
to 0.99 and THD to 4.37% which is the desired result explained in Sect. 3. A battery
current control scheme is used to control the battery current [8], CARC to control
the output voltage of the rectifier has been also proposed in this article. The proposed
CARC is connected between the MV grid and solid state transformer (SST) [9]. A
partial power charging unit (PPCU) is placed after the SST [10], SST and PPCU are
retained from [5].

2 Model of XFC System

In the proposed scheme extreme fast charging system has been employed in
MATLAB/Simulink to attain unity input power factor at the input side of the recti-
fier, to reduce the system total harmonic distortion (THD), and to control the output
voltage of the rectifier. To attain the desired result active rectifier circuit unit has been
integrated into the XFC system. The active rectifier circuit unit provides the unity
power factor (UPF) and controls the output voltage of the rectifier. Figure 1 shows
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Fig. 1 Model of extreme fast charging system with CARC

the model of an extreme fast charging system with an active rectifier circuit unit and
this XFC system model consists of:

1. Controlled active rectifier circuit.
2. Solid state transformer.
3. Partial power charging unit.
4. Battery current controller.

2.1 Controlled Active Rectifier Circuit

In the proposed scheme in place of a front-end converter or normal active rectifier
circuit, a controlled active rectifier circuit has been used. A normal active rectifier
circuit or any front-end converter causes the low power factor at the input side of the
converter and high harmonic due to the switching of power electronic device which
introduces the harmonic and distorts the input waveforms. The proposed scheme
eliminates the problem related to low power factor and harmonics. A controlled
active rectifier circuit is the first component of the XFC system and its purpose is to
provide the UPF and to smoothen the input distorted current and voltage waveforms.
This unit is also able to control the output voltage of the rectifier to the desired range
of 400–800 V without affecting the unity power factor of the circuit. With UPF at
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the input side of the converter increases the efficiency of each component and to the
overall system, provide low voltage drop at each component, reduction of the size
of conductor or cable used to charge the EVs battery, reduces the copper loss in the
cable, increases the amount of available power, eliminate the penalty of low power
factor and most importantly saving electricity bill.

The system as MOSFET/IGBT has been used in place of normal semiconductor
diode and SCRs. The normal rectifier has a significant effect on power quality due
to the passive component, a passive filter having higher harmonics. These devices
have a constant voltage drop of 0.5–1 V. MOSFET is a variable voltage drop device
with a low voltage drop. Active rectifier circuit improves the quality of the current
waveform at the input and improves the power factor.

In Fig. 2,model of the controlled active rectifier circuit (CARC) is shown, inductor
L1 is placed at the input side of the converter is used to boost the output voltage of
the rectifier and to smoothen the current waveforms at the input side of the XFC
system. Bridge rectifier converts AC into DC, capacitor C1 is used to smoothen the
voltage waveform. Output from the load Vdc the signal is fed to the PI controller. A
phase-locked loop (PLL) is provided in an active rectifier circuit, coswt is the unit
vector generated by PLL and this component is aligned with the phase voltage. PLL
circuit is a closed-loop system that synchronizes the output signal with the input
signal, when phase difference becomes zero system gets locked. PLL circuit helps
in attaining the UPF at the input side of the converter. Output from the PLL and PI
controller is multiplied and given to the adder block, where I ref and I inv have been
compared and given to the Proportional-Resonant (PR) controller. PR controller is
a closed-loop controller in place of a PI controller such controller has a high gain
around the resonant frequency and thus can eliminate the steady state error (Table
1).

The inductor L1 value on the converter side is calculated by the following
equations.
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Table 1 Controlled active
rectifier circuit parameters

System parameters Value

Grid voltage, Vgrid 240 V

Inductance, L1 4.06 mH

Capacitance, C1 550 µF

Reference voltage, Vref 400 V

Switching frequency 20 kHz

L1 = Vref

16. fsw.�IL−max
(1)

�IL−max = a.
Pn

√
2

Vgrid
(2)

Here “a” is the current ripple ratio and �IL−max is the maximum ripple current
flowing throw the inductor.

2.2 Solid State Transformer (SST)

SST is flexible can be employed in AC and DC grids to enable bi-directional power
flow. For large power SST is connected to the medium voltage (MV) grid, line
frequency transformer has a problem of heavyweight, large size, and volume but
SST has small size as it operates at a higher frequency, high efficiency [9].

The purpose of SST in our XFC system is to provide the isolation between input
and output (i.e., EV battery) provides galvanic isolation between grid and battery so
that battery remain protected and provide the voltage conversion. SST has features
of current limiting capabilities, better controllability, and higher efficiency at light
load [2] (Table 2).

Table 2 Solid state
transformer parameters

System parameters Value

DC link voltage, Vdc 300 V

Inductance, L 17 µH

Transformer turn-ratio, nsst 1

Switching frequency, fsw−sst 50 kHz

DC link capacitance, Clink 450 µF
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Table 3 Partial power
charging unit (PPCU)
parameters

System parameters Value

Leakage Inductance, L lk 3.5 µH

Transformer turns ratio, n 0.35

Filter inductance, L f 520 µH

DC link voltage, Vdc 300 V

Filter capacitance, Cf 20 µF

Snubber resistance, Rsn 500 �

Switching frequency, fsw 50 kHz

EV battery voltage, Vbat 360–400 V

Battery peak power, Pbat 3.2 kW

2.3 Partial Power Charging Unit (PPCU)

It is partial power DC-DC converter interfaced between the DC link and to electric
vehicles battery process, the only fraction of total power performing the regulation
of the system and the rest of power is being bypassed to the load which reduces
the conduction, switching, and magnetic loss, and increases the system efficiency.
PPCU offers the only fraction of power to the electric vehicle battery’s total charging
power. Enables independently charging control to multiple electric vehicles battery
with efficiency improvement. PPCU allows the gain in terms of weight volume and
cost as it can be designed for reduced power [10]. The circuit diagram of the Partial
Power Charging unit is shown in Fig. 3. PPCU improves overall efficiency as it
eliminates redundant power conversion (Table 3).

2.4 Battery Current Controller

In Fig. 4, battery current controller circuit is interfaced between the PPCU and EV
battery and the function of this controller circuit is to control the battery current
flowing to the battery by adjusting the desired current value. EV battery current and
desired current is being compared, this error is feed to the PI Controller and then
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Table 4 The current
controller circuit for EV
battery parameters

System parameters Value

Capacitance, C f 20 µF

Inductance, Lb 1 mH

Proportional gain, Kp 50

Integral gain, KI 10

PWM generator (D-P) 50 kHz

given to the PWM generator (DC-DC). The purpose of the PWM generator block is
to generate the desired pulse according to the reference current and battery current
then these pulses are feed to the MOSFET-1 and MOSFET-2. The battery controller
provides the independent current control for charging the battery of each electric
vehicle at constant current and variable current mode (Table 4).

3 Simulation Results

To attain the desired result MATLAB/Simulink model has been used, all simulated
results are for battery rating of 3.2 kW and total system power rating of 6.4 kW. In
Fig. 5, voltage and current waveform of the XFC system have been presented. In

Fig. 5 Unity power factor (UPF) at the input side of the converter
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these waveforms, input voltage and current waveforms are in the same phase so that
unity power factor (UPF) has been achieved successfully by the implementation of a
controlled active rectifier circuit (CARC) unit in the XFC system. In Fig. 5, at initial
current is high due to the switching of the MOSFET device, which introduces the
harmonics in the system but after half cycle, CARC can eliminate those spikes and
current waveforms come to a steady state. By the use of CARC, the power factor has
been achieved to 0.99 which is very close to the unity. Improvement in the power
factor, decreases the total RMS current decreases, decreases in voltage drop, lowers
the copper losses, increases in available power, decrease the rating of the equipment,
and therefore decreases the overall cost to the system.

The purpose of controlling the output voltage of the rectifier is based on the
EV battery’s different voltage specifications. Different company has their different
voltage specifications and thus required a charger which is flexible to meet the
required demand. To solve this purpose of a controlled active rectifier circuit (CARC)
is used, which can regulate the output voltage of the rectifier to the desired range
of voltage from 400 to 800 V without loss of unity power factor (UPF) of the XFC
system. So that the voltage and current are in the same phase and maximum active
power will flow to the circuit. In Fig. 6, at upper section controlled rectifier output
voltage of the rectifier is shown which has been regulating from 400 to 800 V with
the least ripple by the use of a controlled active rectifier circuit. With the change in
voltage, the power factor of the system should not be changed so in Fig. 6 the input
voltage and current waveform still show at unity power factor (UPF) when the output
voltage of the rectifier is regulated from 400 to 800 V.

Fig. 6 UPF at a controlled output voltage
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Fig. 7 THD in XFC system

The lesser the THD, the lesser will be the effective RMS current, decreases the
3rd order harmonics, noise, and premature aging of each component. In the Fig. 7
THD in the XFC system has been shown at the input side of the converter in the
current waveform, with the proposed converter scheme THD has been achieved to
4.37% which is desired THD less than 5%. From Eq. (4), for THD of 4.37% power
factor has been calculated which comes to 0.99 very close to unity. Here g is the
distortion factor, value of g should be close to unity, for THD to be zero distortion
factor should be unity. Equation (4) also shows the relationship between THD and
power factor, they are inversely related to each other.When the power factor increases
THD automatically decreases and vice-versa.

THD =
√

1

g2
− 1 (3)

Power − factor = 1√
1 + (

THD2
) (4)

To charge the EV battery, constant current or variable current mode is required.
By using the battery current controller circuit shown in Fig. 4, constant current and
variable current control are achievable in the XFC system. In Fig. 8 charging of EVs
battery for constant current and variable current control is shown for the battery SoC.
In the left half of Fig. 8, battery SoC and battery current are shown for constant rate
charging of EV battery. In this battery, the current is maintained at 4 Amp and battery
SoC is changed accordingly. While the right half of Fig. 8, battery SoC and battery
current are shown to charge the battery at a variable rate. The charging current rate
is increased by the use of a battery current controller circuit. In this current is varied
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Fig. 8 Battery SoC and current for constant charging current and variable charging current

from 4 to 6 Amp and then 6 Amp to 8 Amp, with change is battery current battery
SoC is also increasing at a faster rate when compared to the constant charging current
rate.

4 Conclusion

This paper has presented the detailed study of extreme fast charging (XFC) system
with controlled active rectifier circuit (CARC) scheme in MATLAB/Simulink at the
downgraded model of system power rating of 6.4 kW and battery power rating of
3.2 kW to obtain the unity power factor (UPF) at the input side of the XFC system,
controlling the output voltage of rectifier and to reduce the total harmonic distortion
(THD) in current waveforms at the input side to the XFC system. THD in the XFC
system has been achieved to 4.37% which is less than desired 5% and the power
factor is achieved to 0.99 which is very close to unity. With the proposed scheme
of CARC and battery current controller circuit battery current has been also varied
successfully according to the desired specification of the battery.

With the proposed scheme of the controlled active rectifier circuit, unity power
factor has been achieved nearly 0.99, and the output voltage of this rectifier unit
is varied from 400 to 800 V without affecting the unity power factor (UPF) of the
circuit and reduction in current harmonics in the XFC system. Results show great
improvement in input power factor of circuit, wide range of output voltage control
at rectifier side, and excellent EVs battery current control.
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Abstract We examine the correlation between COVID-19 case activity and air
pollution in two cities of Delhi and Mumbai in India. Data regarding air quality
index (AQI) of PM2.5 and PM10 from Delhi and Mumbai were collected between
July and November 2020. Within the same time period, confirmed cases and daily
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deaths due to COVID-19 in these two cities were also recorded. AQI levels in Delhi
were worst in November (PM2.5: 446 ± 144.6 μg/m3; PM10: 318 ± 131.7 μg/m3)
and were significantly higher as compared to Mumbai (PM2.5: 130 ± 41.2 μg/m3;
PM10: 86 ± 21.2 μg/m3). This correlated with greater number of cases and higher
mortality in Delhi (cases: 6243; deaths: 85) relative to Mumbai (cases: 1526; deaths:
35) during the same time period. This observational study shows that air pollution
is associated with poor outcomes in patients with COVID-19. There is an urgent
unmet need for appropriate public health measures to decrease air pollution along
with strict policy change.

Keywords Air pollution · COVID-19 · Pneumonia

1 First Section

Coronavirus disease 2019 (COVID-19) is caused by a novel coronavirus SARS-
CoV-2 and has led to a global pandemic affecting millions worldwide [1]. India
currently has one of the highest burdens of COVID-19 cases globally, and many
studies [2–4] have been done for predictive monitoring. In absence of any defini-
tive therapy, social distancing and masking remain the key in preventing disease
transmission. Multi-organ involvement is often the feature of COVID-19 infection
with lungs, and cardiovascular system being most commonly affected. The spec-
trum of clinical presentation in COVID-19 varies with asymptomatic ones to severe
life-threatening forms leading to acute respiratory distress syndrome and death [1].
Comorbidities such as diabetes, hypertension and chronic respiratory conditions like
asthma and chronic obstructive pulmonary disease often lead to a higher mortality in
COVID-19 [5]. Most of the severe forms of COVID-19 infection are characterized
by the presence of an exaggerated immune response and raised pro-inflammatory
cytokines [1]. Air pollution comprises of a mixture of gaseous as well as particulate
matter which often vary in time and space. Particulate matter such as PM10 and
PM2.5, and gaseous pollutants like nitrogen and sulphur oxides are generated from
the combustion of fossil fuels and have an adverse impact on the cardiovascular and
respiratory system [6]. Air quality of a region is reflected by the air quality index
(AQI) which is a numerical index and ranges in value from 0 to 500 with higher
AQI value suggesting deteriorated air quality [6]. Data from the recent studies have
documented air pollution to have an adverse impact on COVID-19-related outcomes
[7–12]. Higher rates of COVID-19 infection and deaths have been reported with
both short as well as long-term exposures to air pollution. It has been estimated that
around 15% of worldwide COVID-19-related deaths could possibly be linked to air
pollution [13]. Air pollution still remains one of the major challenges in developing
countries such as India. Delhi, the capital city of India, has infamously earned the
title of being the most polluted capital city of the world two years in a row [14].
Air pollution trends in Delhi suggest that the winter season is often the worst with
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November and December being mostly affected [15]. A rapid surge in the COVID-
19 infections in Delhi was reported in the month of November 2020. We sought to
examine the relation between the recent surge in COVID-19 cases in Delhi in relation
to the air pollution at the same time.

2 Materials and Methods

In this cross-sectional analysis, data regarding the AQI of particulate matters PM2.5
and PM10, confirmed COVID-19 cases and daily deaths between 1 July2020 and 22
November2020 in Delhi were collected. Data regarding the concentrations of various
particulate pollutants (PM2.5 and PM10) were obtained from the Central Pollution
Control Board (CPCB) [16], Ministry of Environment, Forest and Climate Change,
Government of India. The AQI values were obtained using the national ambient air
quality standards prescribed byCPCB.Data regarding the daily and cumulative cases
as well as deaths due to COVID-19 were collected from a publicly available, crowd-
sourced database [17] which collected statistics from the reports released by local
health commissions and Indian Council of Medical Research (ICMR). Air pollution
and COVID-19 infections and mortality statistics of Delhi were compared with that
of Mumbai (both of them being densely populated with comparable infrastructure
and reasonable healthcare facilities). All the collected data were observed in the form
of time series as a function of the days elapsed since the first day, i.e. 1 July2020. In
order to capture the role of air pollution on the spread and mortality of COVID-19,
careful inspection was required to segregate the pollution levels that can enhance the
sustenance of COVID-19 virus in the air, as the virus majorly spreads through the
air.

3 Materials and Methods

The examination of AQI levels of PM2.5 and PM10 in Delhi showed a significant
increase in the months of October and November 2020. The AQI showed that people
in Delhi had been breathing very poor-quality air in recent months as compared to
Mumbai, where AQI remained below 200 always and even below 100 for most of
the time (Fig. 1 and Table 1). Data regarding air pollution levels revealed that the
month of November had been worst for Delhi with average AQI levels for PM2.5 and
PM10 as 446+ 144.6 gm3 and 318+ 131.7 gm3, respectively. The same period also
witnessed a significant surge in COVID-19-related cases and deaths in Delhi (Fig. 1
and Table 2). The COVID-19 deaths and confirmed cases had a strong correlation
with the AQI in Delhi (Fig. 2). The AQI levels for PM2.5 and PM10 in Mumbai in
the same month were 130 + 41.2 gm3 and 86 + 21.2 gm3, respectively. There was
a weak correlation in the AQI levels and COVID-19 cases and mortality in Mumbai
as compared to Delhi (Fig. 2).
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Fig. 1 (Starting from top left in anti-clockwise direction) AQI values for PM10 and PM2.5 pollu-
tants in Delhi and Mumbai; daily confirmed cases and deaths due to COVID-19 in Delhi and
Mumbai

Table 1 Monthly average AQI values for PM10 and PM2.5 in Delhi and Mumbai (PM 2.5 and PM
10: all values in μg/m3)

Month Delhi Mumbai

PM10 PM2.5 PM10 PM2.5

July 63 ± 20 95 ± 35.5 17 ± 8 8 ± 2.5

August 51 ± 14.7 62 ± 25.4 24 ± 8.2 12 ± 5.9

September 91 ± 34.7 83 ± 34.1 41 ± 7.9 31 ± 8.6

October 185 ± 44.1 283 ± 80.8 57 ± 12.2 61 ± 23.4

November 318 ± 131.7 446 ± 144.6 86 ± 21.2 130 ± 41.2

Table 2 Monthly average of COVID-19 daily confirmed cases and deaths in Delhi and Mumbai

Month Delhi Mumbai

Confirmed cases Deaths Confirmed cases Deaths

July 1513 38 3667 125

August 1301 15 3056 102

September 3523 31 4952 100

October 3536 38 3191 67

November 6243 85 1526 35

4 Discussion

Air pollution has significantly increased the burden of lower respiratory tract infec-
tions, especially respiratory viral infections. Historical data from the previous
Spanish flu pandemic of 1918 had suggested that citieswith greater proportion of coal
usage had higher deaths after considering the confounders [18]. Similarly, data from
the previous SARS-CoV-1 pandemic of 2003 too revealed that in highly polluted
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Fig. 2 (left) Correlation of daily COVID-19 deaths with PM10 and PM2.5 AQI values; (right)
Correlation of daily confirmed cases with PM10 and PM2.5 AQI values for Delhi and Mumbai.

areas there was twofold higher risk of death as compared to less polluted areas [19].
Studies concerning air pollution and COVID-19 pandemic have documented the
adverse impact of both short term (less than 2 months) and long-term exposures
(greater than 2 months) to air pollutants [7–12]. Data from retrospective series from
various countries have suggested a significant positive correlation between particu-
latematter levels, AQI andCOVID-19 cases [7–12]. Long-term data fromdeveloping
countries regarding the impact of air pollution and COVID-19 are highly limited. In
a machine learning-based model from 25 cities in India, a unidirectional causality
was established between PM2.5 levels and COVID-19mortality [20]. In a study from
Lima, Peru, higher levels of PM2.5 were linked to a greater incidence of cases and
deaths from COVID-19 [21].

Studies have also shown air pollution to be strongly linked to disease severity
suggestive of a possible additive or synergistic effect [22]. Such an association
becomes more pertinent in highly polluted cities like Delhi as was seen in our study,
wherein increased COVID-19 cases and deaths strongly correlated with air pollution.

SARS-CoV-2 virus and air pollutants, primarily particulate matter, enter the lungs
via respiratory tract and have potential systemic effects following its entry into the
circulation [1]. Outcomes following infection with SARS-CoV-2 often depend on
the presence of comorbidities which increases a patient’s risk profile [5]. According
to several epidemiological studies, air pollution can often predispose individuals to
serious forms of COVID-19 infection since it directly damages the respiratory and
cardiovascular systems [7–12]. Multiple hypothesis including endothelial damage
and disruption of the immune response has been postulated to explain the potential
interaction of air pollution and SARS-CoV-2 virus [23–25]. The primary response to
inhalation of particulate matter is local inflammation, oxidative stress and endothe-
lial injury. In addition, PM2.5 exposures have been associated with overexpression
of various pro-inflammatory cytokines such as TNF-α, IL-1 and IL-6 [23–25]. Air
pollution induced inflammation increases the susceptibility to COVID-19, and it
might potentiate the underlying lung injury. The persistent exposure to pollutantsmay
weaken the respiratory system, whichmay contribute to the severity of infection with
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COVID-19 [26]. Long-term exposure to air pollution is also linked to chronic rhinos-
inusitis, which increases airway mucosal permeability and facilitating an easy entry
for SARS-CoV-2 [27]. Another potential impact of exposure to particulate matter is
its adverse effects on the cardiovascular system. Increased PM2.5 levels have strong
correlation with cardiovascular mortality owing to systemic inflammation, oxidative
stress leading to endothelial dysfunction, platelet activation and atherothrombosis
[26]. Additionally, SARS-CoV-2 also exhibits a procoagulant and pro-inflammatory
phenotype, resulting in synergistic effects on the cardiovascular system in patients
with long-term exposure to air pollutants. In cities such as Delhi, long-term expo-
sure to pollutants leads to subclinical inflammation and greater host vulnerability
for COVID-19 infection. A second possible link between air pollution and COVID-
19 may be the particulate matter, such as PM10. These particulate matters remain
suspended in the air and can act as a carrier for droplets, increasing the spread of
the virus. This hypothesis was supported by a study which showed that polluted air
greatly increases the transmission of SARS-CoV-2 to humans apart from the human-
to-human transmission [28]. The findings in our study highlighted a possible positive
correlation between AQI levels and COVID-19-related cases and deaths. This was
reflected in the massive surge of cases in Delhi coinciding with the rapid increase
in particulate pollutants in the months of October and November 2020 as compared
to the city of Mumbai. Though the cause and effect relation of air pollution in this
analysis cannot be confirmed, however, it does suggest air pollution as a possible
factor potentiating the systemic effect of SARS-CoV-19 virus, thereby increasing
morbidity and mortality.

4.1 Limitations

In this cross-sectional survey, it is difficult to establish a cause and effect relation
because of the presence of multiple confounders whichmight be playing a significant
role in the same. Further, other unaccounted sources of air pollution might also be
contributing to this increase in cases. It is still difficult to interpret whether these
results are due to long-term exposure to pollution or a sudden rise in pollutant levels
can propagate the virus spread.

5 Conclusion

The findings of our study highlighted the adverse impact of air pollution in terms
of COVID-19 cases and deaths in two cities in India. These findings were corrobo-
rative with few of the epidemiological studies assessing impact of air pollution and
COVID-19 in developed countries. In a resource limited country like India, indi-
vidual and government efforts to reduce air pollution need to be enforced. There is
an urgent need to take environmental precautions and build facilities to minimize the
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variables resulting in PM2.5 emissions. Furthermore, dedicated, epidemiological and
experimental studies are needed to further assess and clarify the role of air pollution
in such situations.
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Artificial Neural Network Based
Synthesis of 12-Lead ECG Signal
from Three Predictor Leads
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Abstract In clinical practice, continuous recording and monitoring of the standard
12-lead electrocardiogram (ECG) is often not feasible. The emerging technology
and advancement to record the ECG signal without the help of the medical expert’s
in-home care or ambulatory conditions with minimal complexity have become more
common in recent times. We aim to devise a model to obtain the 12-lead ECG
from a reduced number of leads to reduce the intricacy and enhance patient comfort
and care. We propose a discrete wavelet transform (DWT) based artificial neural
network (ANN) model that transforms a 3-lead ECG into a standard 12-lead ECG
without losing diagnostic information. Prominent distortionmeasures, namely, corre-
lation coefficient, R2 statistics, and wavelet energy diagnostic distortion (WEDD)
are employed to evaluate the quality of the synthesis by the proposed model. The
performance of the suggested model is compared with the antecedent models. The
experimental result shows that the proposed technique can successfully synthesize
the standard 12-lead ECG from the reduced lead sets.
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1 Introduction

The graphical representation of the electrical signals of the human heart through elec-
trodes is the Electrocardiogram (ECG). In clinical practice, the ECG is used as a stan-
dard tool to assess cardiac activities and diagnosed the myocardium condition even
after a century of its invention due to its non-invasive, cost-effective, and reliability
[1]. Commonly, to acquire the standard 12-lead ECG, ten electrodes are positioned
on a specific location on the human body’s surface, as shown in Fig. 1. However,
the utilization of multiple electrodes for monitoring and recording is not suitable in
some cases. These include remote healthcare, continuous monitoring, personalized
health care, ambulatory monitoring, etc. The emerging technology and advancement
in the development of miniature and wireless ECG with minimal complexity have
gained popularity in recent times [2]. In continuous 12-lead ECGmonitoring, the ten
electrodes placed in predefined positions on the body surface may cause unwanted
noise owing to muscle activity and electrode artifacts due to the patient’s movement.
On the other hand, if we reduce the number of leads for recording ECG, this may
make the diagnosis difficult. This problem can be addressed by recording fewer leads
and synthesizing the remaining leads using the acquired leads. It is possible because
the information about the heart vector can be collected from these few leads and then
use to derive other leads by utilizing the inter-lead and the intra-lead relationship
among the different ECG leads. It will also enhance the patient’s comfort due to
reduced leads over multiple electrodes for monitoring as well as recording. There-
fore, synthesis of the standard 12-lead ECG from the independent reduced lead sets
is desirable.

Fig. 1. 12-lead ECG signal
acquisition
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The standard 12-lead ECG consists of six frontal leads (I, II, III, aVR, aVL, and
aVF) and six precordial leads (V1–V6). The frontal leads are not independent of each
other, and hence, the leads III, aVR, aVL, and aVF can be mathematically derived
from lead I and lead II [1]. According to volume conduction theory, developed by
Burger and vanMilaan [3], the human body is a 3-dimensional, uneven structure, and
have volume conduction. This theory relied on the hypothesis that by projecting a
heart vector on the lead vector in 3-D space, the voltage difference at any point on the
surface of the torso can be determined [4]. This principle can facilitate to reconstruct
the 12-lead ECG system by capturing the essential features corresponding to the
heart vector from the reduced-lead sets. Most of the established work in existing
literature utilized lead I, lead II, and one lead from the precordial leads as a predictor
lead set.

Various methods are proposed and studied to synthesize the standard 12-lead
ECG from the minimal lead sets in the past decade. Several studies adopted linear
transformations to achieve the aim of deriving 12-lead ECG from its subset [4, 5].
Utilizing linear models to derive 12-lead ECG by EASI lead system using four
electrodes and the Mason-Likar system are reported in [6] and [7], respectively. In
literature, numerous linear regression models are also proposed to synthesize the
12-lead ECG from its subset [8, 9]. Tsouri et al. [10] propose an adaptive method of
synthesizing a 12-lead ECG using independent component analysis (ICA) from the
two sets of three leads. Maheshwari et al. [11], employed the principal component
analysis (PCA) to obtain 12-lead ECG from a reduced 3-lead system.

2 Method

The proposed approach to synthesize the standard 12-lead ECG involves several
stages, as depicted in a schematic representation in Fig. 2. In this study, lead I, lead

Fig. 2 Block diagram of the proposed method
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II, andprecordial leadV2are chosen as the predictor lead set as they achieved the good
performance described in [9, 12]. In this work, the input three predictor leads (I, II,
V2) are input to DWTmulti-resolution block. The DWT decomposed the input ECG
signal up to six levels. The approximation coefficients and the details coefficients
obtained from the DWT are fed to the ANN. The multi-resolution technique has the
ability to resolve the ECG signal into various time–frequency resolution called the
subbands. These subbands contain important attributes of the ECG signal. When the
individual subband of the decomposed ECG signal is given as an input to an ensemble
of ANN algorithm, it is expected that the network may learn better than the whole
frame as an input signal. ANN is proven to be an effective model to characterize an
ECG signal due to its ability to map complex and non-linear problems. The outcome
from each ANN is fused and fed to the inverse discrete wavelet transform (IDWT).
The output of the IDWT is the derived ECG signal, namely, V1, V3, V4, V5, and
V6. The detailed description of the proposed method is presented in the following
subsections.

2.1 Preprocessing

Initially, the 1 kHz ECG signal is downsampled to 500 Hz to reduce the computa-
tional complexity while preserving significant information. ECG signal is corrupted
with diverse categories of noise, namely, the powerline noise, the high-frequency
electromyogram noise, and the low-frequency baseline wandering drift. The notch
filter is used to remove the 50 Hz powerline interference noise. To get rid of the
high-frequency noise and baseline wandering, the ECG signal is subjected to DWT
and decomposed up to level 10. The approximation subband, detail 1, and detail 2
subband are subtracted from the ECG signal.

2.2 DWT of ECG Signal

Wavelets are minute waves, compactly supported having an inherently bounded
period of time with good localization in both time and frequency domains.
The DWT grossly segments the three predictor lead ECG signals at different
resolutions by decomposing the signals into coarse approximation and detail
subband. DWT employs two sets of functions, called scaling functions ∅L ,m(n) =
2−L/2∅(

2−Ln − m
)
and wavelet functions ψL ,m(n) = 2−k/2ψ

(
2−mn − l

)
. The

multiresolution decomposition technique is implemented by the dyadic wavelet
transform gives L + 1 subbands. After decomposition of i th ECG lead, we have
approximation subband coefficient cAi

L ,m at level L and details subbands coeffi-
cients, cDi

l,m at level l, where l = 1, 2, . . . , L . The approximation and the various
detail subband coefficients are obtained by the inner product of the ECG signal with



Artificial Neural Network Based Synthesis of 12-Lead ECG Signal … 629

the scaling function and wavelet function, respectively. The input ECG signal xi (n)

are evaluated as cAi
L ,m = 〈

xi (n),∅L ,m(n)
〉
for approximation wavelet coefficient and

cDi
l,m = 〈

xi (n), ψl,m(n)
〉
for detail wavelet coefficient. Six-level wavelet decompo-

sition is performed in this study.When the three predictor leads are decomposed with
the same level of decomposition and mother wavelet, it produced the same number
of coefficients in different subbands. The wavelet coefficients acquired from the L-
level decomposition are organized in L+1 subband matrices. The rows of the matrix
portray the coefficients, and the column corresponds to the ECG predictor leads. The
approximation subband matrix can be presented as AL = [

cA1
L ,m, cA2

L ,m, cAV 2
L ,m

]
.

The details of matrices are Dl = [
cD1

l,m, cD2
l,m, cDV 2

l,m

]
, where m is the subband

coefficient and superscript 1, 2 and V2 denote lead I, lead II, and lead V2, respec-
tively. The approximation and details subband matrices are given as an input to the
neural network algorithm.

2.3 Artificial Neural Network Architecture Design

ANNs arewidely used to approximate non-linear biomedical signalswith high gener-
ality. To synthesize the independent ECG signals i.e. V1, V3, V4, V5, and V6 from
the predictor (I, II, V2) 12-lead ECG subset, we employed a set of multi-layer feed-
forward ANNs which applied single input layer, single hidden layer, and single
output layer trained back-propagation method. The non-linear relationship between
input and output layers of the model is derived by the different layers, weights, and
biases. Theweights and biases determine the neuron’s outputwith the activation func-
tion. Back-propagation computes the derivatives of the activation functions in each
successive neuron to obtain the optimalweights to generate the best outcome. The log
sigmoid function is employed as an activation function. In this work, 5 ANN blocks
are employed to derive the five targeted leads, as shown in Fig. 2. Each ANN block
consists of seven individual ANN. The input to the first ANN is the approximation
subband coefficients of the three predictor lead (I, II, V2), and the input of the second
ANN are the coefficients of the detail 6th subband and so on, as shown in Fig. 3. The

Fig. 3 Frame of ANN model
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Fig. 4 ANN architecture

outputs of the ANNs are the coefficients of the targeted leads. Each ANN consists
of three input neurons (subband coefficients for each input), ten hidden neurons, and
an output layer as depicted in Fig. 4. The output of ANNs are the approximation and
the details coefficients of the target lead At

6, D
t
6, D

t
5, D

t
4, D

t
3, D

t
2, D

t
1 where t is the

target lead. This is fed as an input to the IDWT to obtain the synthesized ECG lead.

3 Results and Discussion

In this work, the Physikalisch-Technische Bundesanstalt (PTB) diagnostic ECG
database is utilized to assess the proposed method. The database comprises 290
subjects with a total record of 549 from healthy volunteers and patients with various
cardiovascular diseases assembled. Each individual record contains standard 12-
leads along with three vectorcardiogram orthogonal leads. The 15-leads are recorded
simultaneously and digitized at 1 kHz, with a resolution of 16 bit over a range of
±16.384 mV. Here, 16,000 samples are used to train the model, and 10,000 samples
are used to test the derived lead sets.

The synthesized signal is compared with the actual signal for assessing the
proposed method. Overall performance is evaluated by standard measures, namely,
correlation coefficient r and coefficient of determination R2 between the synthesized
signals and corresponding originals. The diagnostic quality of the synthesized leads
is assessed by wavelet energy-based diagnostic distortion (WEDD) measure [13].
The result of the proposed method is established from the average obtained value
from the performance metrics of the five synthesized precordial leads.

Figures 5 and 6 show the original (blue) signal and the synthesized (red) signal
of the derived precordial leads of healthy control (HC) signal and pathology signal
of myocardial infarction (MI), respectively. From Figs. 5 and 6, we can notice a fine
resemblance between the original and the synthesized leads. It is visible from the
figures that the synthesized leads preserve the shape feature. It is also observed from
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Fig. 5 Original (blue) signal and synthesized (red) signal of precordial leads for HC. a V1, b V3,
c V4, d V5, e V6

the figure that QRS-complex preserves the original shape and amplitude features. In
Fig. 6, we observe the shape and amplitude features are preserved very well. So, it
is apparent that the suggested model can synthesize the pathological signal of MI
accurately.

Table 1 shows the performance assessment of the proposed model. The lead V2 is
used in the predictor lead set. Hence the experimental result is shown in Table 1 for
five target leads, namely, V1, V3, V4, V5, and V6. The WEDD value is low, while
the correlation coefficient and R2 values are high. The higher average correlation
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Fig. 6 Original (blue) signal and synthesized (red) signal of precordial leads for MI. a V1, b V3,
c V4, d V5, e V6

Table 1 Performance
evaluation of the proposed
method

R R2 (%) WEDD (%)

V1 0.98 95.21 18.34

V3 0.98 95.65 14.04

V4 0.97 92.56 21.11

V5 0.97 93.00 20.63

V6 0.98 94.24 19.27

Average 0.98 94.13 18.68
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Table 2 Summary and performance comparison with the previously established method

Author Number of leads Technique Performance

r R2 (%) WEDD (%)

Nelwan et al. [8] 3 LinR 0.96 88.61 26.03

Tsouri et al. [10] 3 ICA 0.93 86.72 26.99

Maheshwari et al. [11] 8 PCA 0.95 90.21 16.07

Kaewfoongrunsi et al.
[14]

4 SVR 0.97 – 26.64

Atoui et al. [12] 3 ANN 0.98 – 15.01

Nallikuzhy et al. [9] 3 LinR 0.98 94.23 18.97

Proposed method 3 DWT and ANN 0.98 94.13 18.68

value of 0.98 indicates that the synthesized leads bear a good resemblance with their
original. The average R2 value of 94.13% shows that the proposed model achieved
high-quality synthesized ECG signal for the set of data that has been evaluated. The
WEDD obtained an average value of 18.68% which indicates the synthesized leads
preserve the significant diagnostic information. Taking account of the individual
precordial lead, lead V3 achieves the best result in terms of R2 and WEDD with a
value of 95.65%, and 14.04% respectively. It is apparent from the Table that based
on the performance metrics, the proposed method has the potential to synthesize the
12-lead ECG with minimal synthesis error. The good performance obtained by the
proposed system may be because the ANN learns better signal characteristics from
a particular subset of the decomposed frequency bands than the whole frame of the
ECG signal.

Table 2 summarizes the comparison of the various techniques to synthesize the
12-lead ECG from different reduced lead sets. Maheshwari et al. [10] employed
PCA and conducted a study using eight leads in their work. In [14], a support vector
regressionmodelwas used for deriving the 12-lead ECGusing 4-leads. The rest of the
works reported in the table use 3-leads to synthesize the 12-leads ECG. Besides, the
result obtained by the proposed model is compared with the previously established
work to derive the standard 12-leads. In Table 2, we observe that the proposed model
achieves better or comparable results than linear synthesis methods. The correlation
value of the model has the same value as the study done by Nallikuzhy et al. [9]
and Atoui et al. [12] which is 0.98. A non-linear ANN method developed by Atoui
et al. [12] yields aWEDD value of 15.01%, which shows better performance than the
proposed method, which is 18.68%. However, they have used ANN committees of
50 individual ANN in their study while we used only 5 ANN blocks. As a result, the
computational complexity in the case of the proposed method is significantly less.
Compared to different algorithms, it is apparent that the proposed model achieves
superior performance than most of the antecedent methods.
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4 Conclusion

This study investigates and evaluates a patient-specific approach to synthesize a
standard 12-lead ECG based on a non-linear ANNmodel. The proposed technique’s
main advantage is that it learns from the non-identical frequency bands of the decom-
posed DWT to synthesize the five targeted precordial leads. Another advantage is,
it yields improved performance than the linear synthesized models. The assessment
of the proposed approach using three standard metrics: correlation coefficient, R2

statistics, andWEDD bears good quality between the original and derived leads. The
performance evaluation results shows that the proposed method has the promising
capability to synthesize the standard 12-lead ECG without losing diagnostic infor-
mation and yield improved performance over most of the previously established
works.
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Understanding Quantum Computing
Through Drunken Walks

Sujit Biswas and Rajat S. Goswami

Abstract Quantum randomwalks have caught the attention of quantum information
theorists in recent years. Classical walks have been used to solve or design several
highly efficient randomized algorithms, and they are also used in many quantum
algorithms, but quantum walks provide an exponential speedup over classical walks
since they can solve some oracle problems. For several practical problems, such as the
element distinctness problem, the triangle finding problem, and evaluating NAND
trees, quantum walks provide polynomial speedups over classical algorithms. In this
paper, we propose a new quantum random walk representation based on the drunken
walk and the classical random walk. This current portrayal would make it easier for
people to comprehend the potential of quantum computing. It will also be shown how
to solve a large deviation analysis through quantum walks. This paper includes an
explanation of how an inebriated person might locate his friend in a bar after leaving
the restroom, as well as a comparison of quantum walks and classical walks.

Keywords Quantum computing · Quantum walk · Random walk · Classical
walk · QASM

1 Introduction

Quantum computation is the most significant advancement in computing after,
indeed, computing. While our universe is made up of quantum information, we
interpret it as classical information. That is to say, there is a lot going on at small
scales that we can’t see from our eyes. Our minds are designed to think of Saber-
tooth cats, not Schrodinger’s cats, so we evolved to interpret classical information,
not quantum information. We can conveniently encode our classical knowledge with
zeros and ones, butwhat about the additional information thatmakes up our universe?
Is it possible to filter knowledge using the quantum essence of reality? Yes, let’s talk
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Fig. 1 Drawing a 3D object
on a 2D sheet

about the potential of quantum computation and then start writing some quantum
code.

Understanding that, while many of the principles seem counterintuitive, the clas-
sical cosmos we know and love is merely a shadow of the quantum fabric of reality
is the starting point for investigating quantum computing. Part of becoming comfort-
able with the quantum is to become comfortable with the limitations of our own
perception. This limitation is analogous to drawing a 3D object on a 2D sheet of
paper. Take a look at the (see Fig. 1). It can represent either a box (we can illustrate
this with a glass on top) or it can be inverted into a corner (we can put the bottle
inside to make it flip to a corner in our brains).

We are forced to see either one or the other and never both. We can change them
back and forth, but because we are stuck in a two dimensional representation we can
only see one or the other. Two dimensions is not enough for a perfect representation
of a three dimensional object. Similarly the world of classical information in its
simplest encoding is represented in bits, 0 s and 1 s. These are not enough though to
describe the quantum world. In the quantum world, we need quantum bits, or qubits,
to describe our information. Like putting the drink on top of the box or in the corner,
we can make a measurement that will force our qubit to tell us a classical bit, but
there is more information there that we can take advantage of.

Quantum computers will use the rest of the information to achieve more compu-
tational power. This will be transformative with applications in pharmacy, green new
materials, logistics, finance, big data and more. For example, quantum computing
will be better at calculating the energy of molecules because this is a fundamentally
quantum problem. So if we can imagine an industry that deals withmolecules, we can
imagine an application of quantumcomputing.Often peoplewant to know if quantum
computerswill be faster, andwhile theywill be able to do computations faster, it is not
because they are doing the same thing with more cycles. Instead quantum computers
take advantage of a fundamentally different way of processing information. We’ll
walk through an example that demonstrates the potential of quantum computation to
gain a sense of the underlying distinction.
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2 QuantumWalks Using Coins

One of the most fundamental quantum translations of random walks will be our
starting point: discrete-time quantum walks that occur in both discrete space and
discrete time. Todescribe their development, an iterative implementation of a selected
unitary operator would be employed, with each step advancing the walk by one step.

The concept of a discrete-time quantum walk was first proposed in Ref. [1].
The authors looked at the system’s spatial evolution whose internal spin-1/2 state is
denoted by the unitary—U = exp(-iSzPδ/è).

The operators P and Sz represent the particle’s momentum and z-component of
spin, respectively. The initial state |ψ (×0) > (c + |↑> + c- |↓> ) transforms into the
state, is influenced by U.

|� >= c−|ψ(x0−−δ) > |↓> + c+|ψ(x0 + δ) > | ↑> (1)

where |ψ(x) > refers to the particle’s wave function centered at position x.
The calculation is only done once in quantum walks, at the conclusion of the

evolution. Quantum superposition and associations that occur during evolution are
destroyed by a repeated measuring mechanism [1]. As a result, we’ll use the defini-
tions of quantum walks used in later sources [2, 3], with the calculation taking place
only at the conclusion of the experiment.

3 A Quantum Drunk

We are going to think about the drunken walk. In the classical drunken walk (some-
times called the random walk) we have a drunk who is leaving the restroom and
trying to find his friend at the bar (see Fig. 2).

Everyone basically looks the same at this hipster bar and he has had one too many
so he is approaching a random person seated at the bar. When he discovers that the
first person he has bothered is not his friend, he will randomly go to the next stool,
either to the left or to the right. We can simulate our drunken walker by flipping a
coin and saying heads he will go right, tails he will go left.

Fig. 2 Moving probability
of a quantum drunks
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The next person is also wrong and his memory is short, so they will move on
to either the left or right with equal probability (see Fig. 3). This will go on until
security is called to throw out the drunkard.

The security team loves physics, so they decide to keep a tally of where they
finally catch up to the drunk each time. Here is what security finds (see Fig. 4):

The shape is a bell curve (see Fig. 5) and the interesting feature of the bell curve
is that the spread of the middle (the most likely place to find the drunk) is the square
root of the number of steps [4] the drunken walker takes. When the drunk tries nine
barstools, the spread of the bell curve is three; security can likely find them within
three barstools of where they started. When the drunk makes 100 attempts, security
will find the most likely within the ten closest stools to where they started. These
statistics help security know where they are most likely to find the drunken walker,
who is somewhere near the center.

Now the security team has a model they can use to keep up with the classical
drunks (see Fig. 5), but unfortunately at this bar there are also quantum drunks (see
Fig. 6). Whereas the classical drunk is a simple coin flip for each direction, for the
quantum drunk the coin is quantum, and can be in a superposition of heads and tails

Fig. 3 Moving probability

Fig. 4 Classical walks always find in the center
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Fig. 5 Graphical position of classical walks

Fig. 6 Quantum drunks

at the same time. The quantum drunk is following a path that is a superposition of
left and right at each bar stool.

Superposition is one of the fundamental concepts in quantum mechanics and one
of the tools that differentiates quantum information and classical information.

Fig. 7 Distribution positions of the quantum drunk
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When the security looks at the distribution of positions where the quantum drunk
(see Fig. 7) is found, they will find a very different result from the classical drunk
(see Fig. 9).

As opposed to a smooth bell curve distribution, they will find the “fangs”
distribution shown below (see Fig. 8):

What is going on? Where is the quantum drunk? Why would the peaks of the
distribution be on the outside?Why are there areas inside that are very lowprobability
and others that are higher? The quantum drunk has new properties.

The drunkard tends to be farther away, and it is less likely to be close to the
center. Certain paths are less probable because of interference, while some are more
probable. The overall spread is much different too. Instead of the spread being related
to the square root, the spread is related linearly to the number or steps. A quantum

Fig. 8 Graphical distribution position of the quantum walk

Fig. 9 Quantum walk versus classical walk
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drunk taking ten steps will most likely be found on the outside of a ten barstool
spread, as wide as the distribution for a classical drunk taking 100 steps.

So how can we use this to our advantage? Is there some problem we can solve
better with quantum drunks than with classical drunks? Well I’m glad you asked,
because yes there is! To see this we are going to put the drunks to the task of solving
a labyrinth. We are choosing a specific labyrinth that will illustrate the power of the
quantum drunk. In this problem we have a tree structure that is mirrored and then
stuck together.

On the left is the entrance to the labyrinth and on the right is the exit (see Fig. 10).
We want to see how well our drunk walkers can find the exit. Remember that the
classical drunk is going to be flipping a coin at every node, whereas the quantum
drunk is creating a superposition of every path at each node. The drunks tend to get
stuck in the random connections in the middle, taking more time to find their way
out.

Since quantum drunks are more spread out, they can escape being stuck easier.
This is why quantum drunks find the exit faster than classical drunks.

Fig. 10 Moving direction of quantum drunks and classical drunks
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Fig. 11 Quantum drunks find exit faster than classical drunks

For this problem as we send more and more drunks through, the quantum ones are
going to make it through exponentially more than the classical ones (see Fig. 11).

4 Get Started Programming with Quantum Computers

A Quantum Walk on Four Nodes:
Imagine a square graph (see Fig. 12) with four nodes 00, 01, 10 and 11 and we to

want start our journey from node 00.
This is a simple code for one step of a quantum walk.

1 OPENQASM 2.0;
2 include “qelib1.inc”;
3 //Initialization variables
4 qreg q[3]; //This creates three qubits.
5 //The first two qubits, 0 and 1, representing the network of 4 nodes.
6 //The last qubit, 2, represents the quantum coin.
7 creg c[2]; //This creates two classical bits to store the outcome of

measurements.
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Fig. 12 A Graph with four nodes

8 //Preparing the quantum coin.
9 h q[2]; //Rotate quantum coin into a superposition.
10 barrier q[0], q[1], q[2]; //Barriers are a way break circuit portions into

sections.
11 //Quantum walk step
12 cx q[2], q[0]; //Controlled-NOT gate on qubit 0 conditioned on the coin.
13 x q[2]; //Bit-Flip (or x rotation) of the coin.
14 cx q[2], q[1]; //Controlled-Not gate on qubit 1conditioned on the coin.
15 barrier q[0], q[1], q[2] //Barrier for readability of the quantum circuit.
16 //This concludes one quantum walk step.
17 //What would you have to do to have more steps on the walk?
18 //Measurements
19 //To finish, we measure the whole network to determine where the quantum

walker is.
20 measure q[0] -> c[0]; //Measure qubit 0, store the outcome in the bit 0.
21 measure q[1] -> c[1]; // Measure qubit 1, store the outcome in the bit 1.
22 //After the measurements, we can read out where the walker is.

5 Result Analysis

Imagine flipping a coin. If it is heads take a step to the left. If it is tails, take a step to
the right. Repeat this process a few times. This is an example of a classical random
walk. According to our histogram, we’ll most likely end up in a range of the size of
the standard deviation, which in this case is

√
N where N is the number of steps we

took. Now, what if we used a qubit in a superposition instead of a coin to decide if
we should take a step to the left or a step to the right. This is called a quantum walk.
At each step, we enter a superposition of the previous step. Only when we finally
make a measurement do we find that the histogram looks very different from the
classical walk. Now there is a greater chance to be further from the center. In fact,
the standard deviation of our new histogram is simply N, a quadratic increase. This
increase is the power of quantum computing.
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Fig. 13 Circuit diagram

Circuit Diagram: Fig. 13, the first two qubits, q0 and q1, representing the network
of four nodes: 00, 01, 10 and 11. We’ll begin our walk on node 00. The last qubit,
q2, represents the quantum coin.

Circuit Resources: In our example we used one Hadamard gate, one Pouli-X gate
two Controlled-NOT gate, two barriers and two measurement (Fig. 14) form a one
step of quantum walk.

Histogram: Fig. 15 is showing the histogram of our result.
From Fig. 15 we can see our step which has been starting from node 00, finally

reach to node 01. This is an example of one step of quantum walk. Furthermore we
can use the same code and changed our Pouli-X and Hadamard gate positions to get
different result. We can also increase our qubit to make it different. We can change
number of steps.

Fig. 14 Gate count

Fig. 15 Histogram of result
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6 Conclusion

This is the power of quantum computing. Even though this is a simple example,
all quantum algorithms work the same way: by exploiting the quantum spread in
clever ways that fit the structure of a problem. There are many applications for
quantum algorithms, so it is an exciting time to start exploring quantum program-
ming. In the near term, the best applications are the design of pharmaceuticals and
the engineering of new materials. Many of these chemistry applications are funda-
mentally quantum mechanical. This is because figuring out the energies of electrons
for different molecules is more efficient using a quantum computer. Optimization
problems are another area where quantum computing will have an impact in the
not-too-distant future. This class of logistics problems include storage optimization
or the distribution of goods, such as vaccines. Risk management for finance can
be tackled using similar algorithms. Further afield are the technologies to build a
quantum Internet that will replace some of our cryptographic systems, to ensure
privacy and security.
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Abstract Malware has been growing at a rapid rate in recent times, and studying
detection techniques has become a vital step. There are a varieties of malware each of
which has its intended application andpurpose.With the abundance ofmalware on the
Internet, malware detection is critical because it serves as an alert system of Internet
security. Since these two platforms are the most widely used nowadays, the problem
of mobile malware detection on the IoT and Android has gotten a lot of attention.
For example, the BrickerBot virus discovered in 2017 in the IoT platform tries to
disable IoT devices that have been improperly configured. Bots, DDoS attacks and
other vulnerabilities frequently compromise the IoT network. As a result, it is pivotal
to conduct a survey on the strategies employed to detect these intrusions. According
to reports, malware accounts for roughly 90% of all IoT breaches. Among these, the
android devices are the worst affected. We have provided a comprehensive survey
of some recent malware attacks in the IoT, as well as the most prominent malware
detection techniques that uses machine learning such as static, dynamic and hybrid
analysis, alongwith blockchain and convolutional neural network-based approaches,
in this paper. We began with a broad overview of malware before moving on to IoT
malware. The detecting mechanisms will be discussed in the subsequent sections of
the paper. Finally, we gave a thorough characterization of existing works using these
strategies.
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1 Introduction

“Malware is dangerous, be very careful!”. The Internet of things is one of the most
interesting and fastest developing fields of the Internet and with 5G beginning to
appear, the Internet of things or IoT for short, tipped to become even bigger and even
more prevalent.

Amalware is a collaborative name given to a variant of malicious codes in the aim
of damaging data or gaining unauthorized access over a system. Malware analysis
is an emerging need for IoT since the data from the IoT devices are shared directly
over the Internet, which arises the need to secure the network for holding the large
amount of traffic. When devices are built in a constrained environment they face
security bugs and breaches. The main aim is to provide genuineness to the system by
detecting cyber-attacks. IoT is not immune to hacking and DDoS attacks, Gateways
are being compromised, sensitive information can be exploited.

Year 2017 reports says that the number surpassed nearly 8.4 billion devices of
IoT which further exceeded 9.2 billion in 2019. It is in the year 2020 that the IoT
connected devices worldwide has reached nearly 18 billions. Surveys resulted that
the year 2022 will experience a growth of up to 22 billion IoT devices.

With a greater number of devices integrating with IoT, the attack risks on the
system also increases. With every new system developed there also arises a threat
model. Since the data from the devices are shared directly over the Internet, we
are in the need to secure the network for holding the large amount of traffic. IoT
is more vulnerable to malicious codes and a good source for security invasion by
malware attackers because of, (i) Poor password: Since the end users of a IoT device
is some common people and most devices have its default passwords unchanged
hence attackers find it easier to compromise it. (ii) Multiple sources of data: IoT
which have myriads of data and the network which receives this data from multiple
sources needs to perform the streaming of this data saving it from malware attacks.
This itself is a huge task to follow. (iii) The backdoor feature: A backdoor can be used
for legid reasons as well as for unauthorized use too. It allows to gain the security
measures of a device and improvise as a root user. The backdoor can even be an
intentional manufacture feature used for troubleshooting but it becomes an easier
way for malware attackers to evade this backdoor system. (iv) Security Deficit:
The risk of software vulnerabilities that comes with a user who is unaware of the
security flaws that may rise in a system. Since manufacturers wants a device to be
more user friendly in the end user interface, therefore often the security features are
compromised.

The learning-based Android malware detection system for IoT devices has
increasingly improved as machine learning algorithms have progressed. These
learning-based detection models, on the other hand, frequently sensitive to adver-
sarial data. To aid in the security analysis of these learning-based malware detection
systems for IoT devices, a framework for automated testing is required. There is a
huge growth of android operators and in the coming decades, it is forecast to expand
with introduction to 5G. Most of the application of IoT runs in an android operating
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system (OS). Some of themain IoT devices using android OS are smartphones, smart
TV, camera, cars, smart watches and many more. According to GlobalStats, 71.81%
of mobile operating system runs on android. There is a 40% increase in cyber-attacks
in android since 2016 as reported by Avast. Android being open source strives the
need for robust malware detection techniques.

To sum up, following are the key contributions of this paper:

• First, we provide a concise overview of the risks posed by malware, including
why IoT is particularly vulnerable.

• Second, we explored why malware based on Android IoT is the most particularly
at risk toward exploitation.

• Third,we undertake a detailed characterization of IoTmalware detectionmethods,
namely, static, dynamic and hybrid; also including a discussion of blockchain and
CNN-based identification approaches.

The rest of this paper is laid out as follows. The related work onmalware detection
is reviewed in Sect. 2. Section 3 discusses Android IoT malware and its causes.
Section 4 examines the identification methods focused on static, dynamic, hybrid,
blockchain, and CNN in particular and displays the findings of some of the most
recent detection techniques. Finally, Sect. 5 brings the paper to a close.

2 Related Works

Many of the IoT devices that are currently being distributed are inherently unstable.
Developers discuss how obsolete Linux firmware can expose telnet ports and other
vulnerabilities. The proliferation of vulnerable IoT devices opens up a slew of new
cyber security attack vectors, the most notable of which are botnet attacks, in which
quite a few compromised IoT devices are linked together. The Mirai botnet attack,
which was at the time the largest DDoS attack ever registered, is the most prominent
example among them. Several authors have mentioned these attacks in their works
[1, 2]. The concept of malwares in distributed denial of service IoT was discussed in
[3].

The threats and privacy measures of IoT based on 8 features (Ubiquitous, Inter-
dependence, Constrained, etc.) is being analyzed in [4] where the authors presented
research challenges from each of the eight features. One of the most widely used
methods for detecting malware is the use of control flow graph [5], where the authors
analyzed the robustness of detection usingCGFwith deep learning.Machine learning
and deep learning strategies due to their practical performance are positively used
in detection systems. Mohaisen et al. [6] presented a design to automatically detect
samples based on components like behavior analysis of malware and automated
labeling.

A collation of deep learning techniques is discussed in [7]where the authors differ-
entiated three convolutional neural network viz. CNN on byte sequences, picture
elements and assembly sequences. Xiao et al. [8] discussed a deep learning system
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for detecting malware in IoT environments that is integrated into a cloud platform.
Behavior graph represents the programs, and the cloud platform further converts
these features to binary vectors. Liu et al. [9] presented an android malware detection
system which works by adding some deviations into the malware but not deviating
the functionality of the malware.

Operation code is another feature which is actively used in malware detection
[10]. It also states that graph-based methods are more advantageous than non-graph-
based when it comes to dealing with unseen malwares, thus can precisely detect
intrusions in the network. Blockchain smart contracts can be used to provide privacy
in IoT and cloud environments [11]. It is specially useful on distributed intrusion
detection models. Reaching a single trusted model using blockchain proves to be
effective in detecting anomalies [12]. The wide range of applications in healthcare,
agriculture, smart home, etc. and multiple platform integration makes IoT a more
security deprived technology.

3 IoT Mobile Malware

Mobile phones have become an integral part of our everyday routine and their use has
tremendously increased over the last couple of years. It is expected that the trajectory
will remain increasing as mobile devices are becoming ubiquitous given this fact
the number of malicious mobile applications is tremendously increasing. Android
security and the emergence of security threats continues to be a major concern. In
general, android is not only a day-to-day thing, but also a frameworkmade up of three
key components: computer hardware, android OS and android runtime. The android
device hardware block encompasses a broad variety of hardware configurations on
which Android will run, including smartphones, tablets, and other mobile devices.
The banking Trojan family is the next one, which is a type of mobile malware that
targets mobile banking services for monetary benefit. These Trojans are delivered
as legitimate software with the added perk of intercepting user credentials or one-
time passwords. Online smartphone ransomware is malicious program that prevents
victims from completely using their computers before a ransom is paid in digital
currency such as bitcoin. The definition of how malware gets to the end user can be
generally acknowledged by looking at various delivery channels, the simplest one is
app store distribution where the Trojans are uploaded to the app store in large number
to take advantage of the download volume.
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4 Malware Detection Methods for IoT

4.1 Using Machine Learning Classifier

Many methods for detecting IoT and android IoT malware using machine learning
techniques have been suggested. Static analysis, dynamic analysis and hybrid anal-
ysis, which incorporates both static and dynamic analysis, are the three types of IoT
and android malware detection methods.

Static Analysis: Static analysis is the extraction of data from a malware that is at
rest. It is a low-cost method of detecting malware. We have discussed recent IoT and
android malware detection and classification methods based on static features like
control flow graph (CFG), file header, operation code (opcode), strings with various
machine learning classifiers such as support vector machine (SVM), decision tree,
random forest (RF), K-nearest neighbor (KNN), Naive Bayes, etc. This technique
will not detect malware that employs code obfuscation.

Works undertaken in static analysis (CFG-Based): CFG is a directed graph that shows
all the possible pathways which can be traversed during the execution of a program.
ACFG has a node for every basic block and an edge for each possible control transfer
between blocks. CFG can be characterized by features like total nodes and edges,
density, shortest path, centrality. Alasmary et al. [13] have used CFG to test about
6000 IoT malware samples with 99% detection accuracy. Phu et al. [14], Yamaguchi
et al. [15] uses CFG for efficient malware detection technique. Experiments [16]
shows that CFGs are much effective in differentiating IoT malware and android
malware. A test result of sample with 2874 IoT and 201 android malware binaries
shows android malware tend to have more number of nodes and edges and high
density than IoT malware.

Works undertaken in static analysis (ELF-Based): Executable and Linkable Format
(ELF) is the standard format for storing all Linux executables. ELF file header
contains different information and can give very good insight of IoT malware. ELF
files provide information about the instruction set architecture for which the code in
a relocatable, executable or shared object file is intended. Shahzad and Farooq [17]
used a rule-based and decision tree classifier for IoT malware detection, which is
based on 383 features extracted from the ELF file header including section headers,
symbol sections and program headers, and has a 99% detection accuracy.

Works undertaken in static analysis (Opcode-Based): Opcode is a common type of
feature retrieved via static analysis and widely used for IoT malware detection. It
is a single machine instruction that specifies the operation to be performed. The
basic actions of a program are represented by the opcode sequences retrieved from
disassembled executable files. Based on opcode sequences [18, 19] can detect IoT
malware effectively using various ML classifiers. Dovom et al. [20] uses opcode and
deploys fuzzy pattern tree method for IoT malware detection.
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Works undertaken in static analysis (Strings-Based): String-based analysis from the
executable files employs indicators such as commands, payloads and other data for
IoT malware detection. Within an executable file, each printable string could extract
valuable information such as IP address associated, URL to link to and so on. Lee
et al. [22] extracts useful features from printable strings from ELF binaries and uses
Recurrent Networks (RN), SVM and KNN to get 98% accuracy. Torabi et al. [23]
uses string-based analysis to group IoT malwares with similar characteristics.

Malware detection inAndroid IoT: For androidmalware, static analysis is done on the
Android Package (APK) files rather than installing and running it. In static approach
reverse engineering is performed on the APK file to decompile it and analyze benign
patterns. Recent research of static analysis are mostly based on Application Program
Interface (API) call and permissioned-based analysis. As permission is the most
effective feature for an attacker to launch an attack. After getting permission an
androidmalware can install itself on the device.WhereasAPI calls are used to interact
with the different programs of an android framework to achieve functionality.

Tao et al. [24] have discussed permission-related APIs to discover hidden patterns
of android malware and classify using random forest classifier with F1 score of
98.24%. SEDMDroid [25] usesMulti-layer perceptron and SVM atop of permission,
sensitive APIs and other static features of android malware and it can achieve accu-
racy up to 89.07%. Huang et al. [26] have discussed malware detection technique
using different permissions from the application. RanDroid [27] system deploys
SVM, Naive Bayes, decision tree and random forest classifiers to detect and clas-
sify android malware. RanDroid uses both vulnerable API calls and permissions
gained along with some key features and it can get 97.7% of classification accuracy.
DroidAPIMiner [28] is another proposed model for extracting malware behavior
captured at API level using KNN classifier. CogramDroid [29] is an android malware
detection method employing opcode n-grams with 96.22% accuracy rate.

Dynamic Analysis: Dynamic analysis is used to observe real-time behavior of the
application to discover malicious patterns. Dynamic analysis is the process of evalu-
ating a sample by executing it in a controlled environment and monitoring its activ-
ities, interactions and impact on the system. System calls and API calls analysis
and control flow analysis are the main methods used for dynamic analysis. Dynamic
monitoring tools like Process Hacker and Process Monitor are used for inspecting
process attributes and system interaction.Wireshark is used to capture network traffic.
However, dynamic analysis is time consuming and resource intensive.

Works undertaken in dynamic analysis: A dynamic approach on system calls and
their relations with fuzzy logic for malware detection is used in [30]. DAIMD [31]
model performs dynamic analysis to extract behaviors related to memory, network,
virtual file system and system calls from the IoT malware and uses CNN for classifi-
cation. In [32] API calls and other key information are extracted to establish depen-
dency chain which could describe the behavior of IoT malware based on similarity
comparison.

In this approach android emulators are used to extract runtime behaviors of the
features like API calls. The DynaLog framework [33] is a tool to extract and log
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high-level behaviors of API calls and system call information which could be used
to assess the traits of the android malware. DroidCat [34] uses dynamic analysis
based on API calls for classification. SDAC [35] evaluates API call sequences as the
input vector for training neural network to detect any malicious behavior. DREBIN
[36] is a light weight mobile-based dynamic android malware detection tool. It uses
APIs and also hardware components and permission information as the feature for
detection.DroidScope [37],DroidRanger [38] are someother dynamic analysis tools.

Hybrid Analysis: Hybrid analysis incorporates both static analysis and dynamic
analysis. It overcomes the limitations of both static and dynamic analysis. It explores
by examining malware code’s signature and continue by combining it with other
behavioral pattern factors to improve malware analysis, although this approach is
much time consuming and costly.

Works undertaken in hybrid analysis: Shijo and Salim [39] proposed a hybrid
technique to detect and classify IoT malware based on printable strings informa-
tion static analysis and API calls from dynamic analysis. It shows a detection rate
of 98.7%. Ma et al. [40] approach uses variety of features including static import
routines and dynamic call functions with different ML classifiers. Hybrid anal-
ysis for android malware [41, 42], first investigates applications to be run on a
device prior to their installation and then monitor their activities during runtime and
determines the pattern using machine learning classifiers for any malicious activity.
SAMADroid [43] is a 3-level hybrid android malware detection method with low
resource consumption.

We can summarize the most recent studies on static, dynamic and hybrid analysis
in Table 1.

4.2 Using Blockchain Technology

Blockchain being a distributed network enables secure communication between
devices thus decreases the risk to cyber threats. The Internet layer, the ledger layer,
and the application layer are the metrics for detecting malware in IoT devices using
blockchain. The TCP/IP infrastructure could be seen in the Internet layer. The
blockchain layer records the file with details about the malware. Consensus rules
follows malware detection through some ML trained model. Finally, we have the
network of IoT devices running through the P2P network. The application layer
shows the exploitation of the malware in the applications where it is been used. The
most efficient way of using IoT with blockchain is the installation of chips in the
sensors and devices used in that particular IoT system.

Works undertaken: Blockchain is facilitating the security needs of IoT by identifying
the malicious participant and keeping records which cannot be tampered [44]. A
consortium-based blockchain was discussed in [45] where the test members share
a consortium chain and a public chain is shared by the users. Smart contract-based
detection where the smart contracts feature of blockchain can be used. The contract
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Table 1 Static, dynamic and hybrid analysis using ML classifiers

Method Contribution Feature ML classifier Accuracy (%) Malware class

Static [13] CFG LR, SVM, RF,
CNN

99.6 Benign, Gafgyt,
Mirai, Tsunami

[14] CFG SVM 99.3 IoT malware
detection

[15] CFG CNN – Code
vulnerabilities

[16] CFG – – IoT and Android
malware

[17] ELF Rule-based,
DT,
bio-inspired

99 Detect malicious
executables

[18] Opcode KNN, SVM,
MLP, RF, DT

99 Polymorphic

Static [19] Opcode CNN 96 Malware
detection

[20] Opcode Fuzzy pattern
tree

99.8 IoT malware
detection and
categorization

[21] ELF, Opcode SVM, CNN,
ANN

98 Mirai, Tsunami

[22] String-based RF, KNN,
SVM

98 Mirai, Tsunami,
Hajime, Dofloo,
Bashlite,
Xorddos,
Android

[23] String-based Similarity
analysis

– Mirai, Gafgyt,
Tsunami, other

[24] API RF 98.24 Android

[25] Permission,
API

SVM 94.9 Android

[26] Permission DT, SVM,
NB, AdaBoost

81 Android

[27] Permission,
API call

SVM, DT, RF,
NB

97.7 Android

[28] API KNN 99 Android

[29] Opcode n-gram 96.2 Android

Dynamic [30] SEF Fuzzy logic – IoT

[31] Memory,
Network,
System call,
VFS, Process

CNN 99.28 IoT

[32] API call Similarity – IoT

(continued)
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Table 1 (continued)

Method Contribution Feature ML classifier Accuracy (%) Malware class

[34] API call RF 97 Android

[35] API Distance 97.49 Android

[36] Permission,
API call, other

SVM 93 Android

[37] API – – Android

[38] Permission,
other

Heuristic – Android

Hybrid [39] String, API
call

SVM 98.7 IoT

[40] PE header,
System call

SVM, NB,
Classification
tree

– IoT

[41] Opcode,
System call
and hardware
info

LR, NB, J48 100 Android
Ransomware

[42] API,
permission,
System call

SVM 93–99 Android

[43] API,
Permission,
Hardware,
System call

SVM – Android

itself checks and gives information of the malware and stores all the information of
the APKs which joined newly. Using blockchain as a malware detector in IoT is not
an assured way since IoT contains a large network of devices and more numbers
of end users, hence security in the multiple layers has to be prioritized [46]. The
integration of blockchain into IoT and IIoT is discussed in [47] where it has been
stated that creating a resilient and scalable blockchain-based security system for both
moderate servers and low-powered IoT computers is a difficult task. Smart contracts
are recently applied in many fields of IoT for instance, in data certification. Smart
contract is a peer-to-peer-based network that can execute its own. It contains the
conditions of an agreement among peers. It eliminates the need of a third party to
keep record and validate a system. Hu et al. [48] employs a peer-to-peer file sharing
strategy to distribute various versions of device firmware andminimize the likelihood
of DDoS attacks in IoT systems.
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4.3 Using Convolutional Neural Network

CNN is one of the most active machine learning techniques for predicting IoT and
android malwares. It has the feature to detect malwares that are hidden inside benign
malwares hence leaving no loophole in detecting. In graphic representation, CNN
works better than any other methods of detecting IoT malwares since it converts the
binary malware into 8-bit vector and further the 8-bit vector to an image. The final
step is to build the CNN predictive model.

Works undertaken: Li et al. [49] presented a CNN-based approach for IoT malware
detection which included two layers, namely, the convolutional layer for reducing
image sizes and activation layer ReLU to introduce non linearity. They used samples
for Trojans, worms and backdoors. This method had an accuracy of 98.57% on IoT
malwares. Jeon et al. [31] presented an additional feature preprocessing phase in
comparison to the traditional IoT malware detection systems. The model is used in
a cloud environment with virtually embedded systems. They integrated the feature
selection and classification phase using ZFNet model of CNN. Detecting malign
behavior of IoT nodes is as important as detecting the entire network [50]. It can be
implemented in IoT applications with 5G connectivity.

Taking into consideration the growth of android IoT malwares, Ren et al. [51] has
presented an end-to-end-based android malware detection method. This method can
reach an accuracy up to 95.8%. Vu and Jung [52] uses images for construction of an
adjacency matrix to fit into the CNN for malware detection and has average 98.26%
detection rate.

We can summarize recent contributions on IoT malware detection techniques
using blockchain and CNN in Table 2.

Table 2 IoT malware detection based on blockchain, CNN

Method Contribution Feature Accuracy (%) Malware class

Blockchain [44–48] – – IoT

CNN [13, 15, 19, 31] CFG, Opcode
Memory, Network,
System call, VFS,
Process

(Refer to Table 1) IoT

[49] Grayscale Image 98.57 IoT

[50] Image-based 92 Mirai, Gafgyt

[51] Bytecode sequence 95.8 Android

[52] Image-based 98.26 Android

[53] PSI graph 92 IoT Botnet

ML and blockchain [54] API, Opcode, other – Android
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5 Conclusion

Malware has the power to even outstand factory resets under some conditions as such,
(1) Factory backup location gets infected or is the source of infection, (2) Malware is
aware that factory reset is done and can intercept the process (depends on devices),
(3) Malware is spreaded through the local network and it infects the device just after
the reset.

After reviewing a series of papers, we came to the conclusion that both known and
unknown malware seemed to be more effectively detected using CNN and string-
based approaches. Non-ML-based methods, such as the Blockchain, are slightly less
successful at detecting malware than ML-based techniques. Learning algorithms
could well track IoT system behavior and divide it into groups to clearly distinguish
between objective and subjective IoT acts. Also in terms of detecting unknown mali-
cious codes, graph-based methods outperform non-graph-based methods, regardless
of the malware’s complexity. However, these methods fail to detect some proportion
of malwares.

There has been a lot of research in order to get a one-way solution for detecting
and keeping away the malwares from a cutting-edge technology like IoT. But due to
the ever evolving malwares being detected every day, there does not exist any proper
methodology which could save the IoT world from malwares. IoT has made lives of
the human being straightforward and comfortable. Whereas on the other hand it also
increases the treat for security and safety. The IoT devices running on android OS
are most vulnerable to these malware attacks. So careful deliberation needs be made,
while providing the details on the Internet platform. More study is needed in order to
arrive at a sustainable conclusion for recompensing the issues caused by malwares.
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Enhancing Accuracy of Symptom-Based
Disease Prediction Using Ensemble
Techniques and Feature Selection

Abhijeet Chavan, Atharva Dixit, Gaurav Mandke, and Vaibhav Khatavkar

Abstract Machine Learning has, over the years, played a crucial role in shap-
ing human lifestyle and simplifying innumerous tasks. Biomedical and healthcare
domains consist of a huge volume of data, which is present in a relatively unstruc-
tured form.The current disease prediction systemdisplays the probable diseases upon
entering the symptoms, to the user. However, the disadvantage with this approach is,
the user can only enter his symptoms first, forcing the system to take just those into
consideration, without actually asking any follow-up questions, and analysis of the
input data is based just on a supervised learning algorithm. The system also fails to
take into account the symptom severity. This paper proposes to build up on such a
system by enhancing its accuracy using ensemble learning and/or feature selection
on supervised learning algorithms.

Keywords Machine learning · Supervised learning · Prediction · Accuracy ·
Ensemble learning · Feature selection

1 Introduction

Searching for a possible infection based on the symptoms directly on the web is to
be best avoided. The reason being, online sources vary widely in terms of credibility
and information. The proposed system, with respect to application point of view,
will create a generalized application with a wide disease database, which takes in the
initial user input symptom(s), asks follow-up questions which shows other possible
co-occurring symptoms with the ones the user initially enters. Once the user feels all
the relevant data has been entered, the system shows the top five possible diseases
the user could be suffering from, in decreasing order of their probabilities. This
paper aims focuses on research point of view of this application. In order to arrive
at the maximum possible accuracy for a particular supervised learning model, the
project aims to apply ensemble learningmethods aswell as feature selectionmethods.
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Ensemble learning makes use of a diverse set of supervised learning models, instead
of a single model, in order to improve the net system performance for prediction
purposes. For instance, in the case of a decision trees, rather than relying on a single
decision tree and hoping the system chooses the correct path at a given split from
a node to its children, it is much more efficient to build a final predictor that has
the ability to calculate the features to be used by amalgamating multiple decision
trees. Random Forest Classifier is the ensemble learning technique for executing
mentioned system, wherein each tree will be split on different features and such
trees are finally averaged to generate the final model. Feature Selection process is
used to reduce the number of input variables/features that are necessary to build
a predictive model. Certain features that are irrelevant in the system, lowering the
model efficiency, adding to the computational cost must be removed. Systematic
experimentation is needed to come up with the best suited supervised feature set.

2 Literature Review

The authors in [1], use datasets from Scopus and Pubmed containing 48 articles,
which were used for more than 1 type of supervised ML algorithms for disease
prediction. Random Forest displayed highest accuracy of 53%. In [2], the benchmark
dataset and SEER dataset are utilized for analysis to conclude that data mining
procedures in all the medical services applications give an accuracy of 97.77% for
cancer detection (malignant) and 70% for assessing the achievement pace of IVF
therapy. Sharmila et al. [3], using the UCI ML repository show that Fuzzy Neural
Network gives the highest accuracy score (over Decision Tree, Fuzzy Logic) to
help the diagnosis of liver disease. Singh and Kumar [4] use heart disease symptoms
dataset fromUCI to describe the techniques used for predicting the risk factor of heart
disease. KNN, DT, SVM and LR are trained and tested for accuracy. Caponetto [5],
usesMNIST dataset to describe hyperparameter optimization used for enhancing the
accuracy of the heart disease prediction. Random searchwas time-efficient and found
better models. Lowd and Domingos [6] uses 47 datasets from the UCI repository to
conclude that Naive Bayes models show high accuracy compared to other Bayesian
networks. Gao et al. [7], apply bagging and boosting to classify heart disease along
with KNN, DT, NB, and RF. Utilization of the heart disease dataset for training and
subsequent evaluation of the models is carried out. It is concluded, with the aid of
multiple Feature Extraction algorithms, that bagging along with Decision Tree and
PCA show high accuracy. In [8], Priya et al. present a hybrid classifier model that
uses logarithmic regressionwith an accuracy of 95% in predicting diseases.Modified
Artificial Plant Optimization (MAPO) is used for optimal feature selector, along with
fingertip video dataset. Proposed model using KNN and CNN can predict with the
accuracy of 95%. Jackins et al. [9], have used correlation coefficient and confusion
matrix to predict disease classification, and conclude that the random forest model
was best suited for training datasets, as well as real-time data. Classification results
show an improved performance over the existing results. Latha and Jeeva [10], make
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use of the Cleveland heart dataset from UCI, and test ensembling methods like
boosting, bagging, stacking and majority voting on the test dataset, to conclude that
majority voting provides the best jump in accuracy, whereas bagging and boosting
work well on weak classifiers.

In this paper, themethodology of comparing supervisedMLalgorithms for disease
prediction mentioned in [1] is used as initial base work and this is further extended to
comparing models for the same using ensemble techniques based on [10]. However,
this paper discusses to predict different types of diseases based on variety of symp-
toms as features unlike that in [10] where the prediction is limited to heart disease
and corresponding signs and symptoms.

3 Proposed Methodology

The paper starts by initially comparing the accuracy of certain supervised machine
learning algorithms used for analysing the dataset—these include Decision Trees,
K-Nearest Neighbours, Logistic Regression, Support Vector Machines, Multinomial
Naive Bayes, and Multilayer Perceptron Classifier. Then, the cross-validation score
is calculated to conclude an efficient model. The system prompts the user to enter
the symptoms based on which model predicts disease with the highest probability
and scores.

Initially, User Input Processing is undertaken, during which the stop words from
the query list are removed, tokenization is done and subsequent lemmatization of the
tokens is taken as the input for the Query Expansion stage. Here, each list element
is appended with its synonyms, which are obtained using the Wordnet dictionary in
Python and the thesaurus.com website.

In the Symptom Selection stage, the related symptoms in the dataset are explored
using the expanded symptomquery. Each symptom in a dataset is divided into tokens,
and each token is tested for its existence in an expanded query to find similar symp-
toms. A similarity score is determined based on this, and if the symptom’s score
exceeds the threshold rating, it counts as being identical to the user’s symptom and
is recommended to the user. Based on the particular user input, top co-occurring
symptoms are shown till the user wants to stop.

Different machine learning models that accept the user input symptoms in vector
form are then able to display a list of the top probable diseases, in decreasing order
of their probabilities. Among these models, on applying ensemble methods, feature
selection can give a cross-validation score as an ideal parameter to identify the most
efficient approach for the problem statement (Fig. 1).
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4 Materials and Methods

4.1 Dataset Description

To start with, several datasets pertaining to the disease-symptom domain were gath-
ered from Kaggle for the analysis phase. One such raw dataset contained 132 symp-
toms as columns (features) and 4920 rows (binary format of the combination of
diseases and their different symptoms). This, however, generated vague predictions
for even simple systems, fueling the need to obtain a dataset which could generate a
satisfactory result upon training.

The dataset for use in this experiment was formed by scraping data from the
National Health Portal (NHP) of India, using BeautifulSoup library, which fetches
HTML code to filter out the HTML tags, in order to label each disease. For the
corresponding symptoms, Wikipedia was scraped using the respective disease as
input, by fetching the required page HTML code. All this data is further stored in a
CSVfile after preprocessing is done. This leads to a dictionary creation, with diseases
being the keys and symptoms being the corresponding values.

Fig. 1 Methodology



Enhancing Accuracy of Symptom-Based Disease Prediction Using Ensemble … 665

4.2 Classification Algorithms

Classification is a supervised learning approach, in which a model is trained upon by
a certain set of data, and its predictive outcome efficiency is evaluated by testing it
upon another dataset. The dataset to be used is divided into a training dataset, which
trains the individual classifiers, and a testing dataset for target prediction. This paper
aims to propose a method to diagnose several diseases using several classifiers, each
of whose working is as follows:

1. Multinomial Naive Bayes (MNB): It works better on discrete features and the
multinomial distribution usually requires integer counts. Features are pertaining
to symptoms and we need to maintain the count of distinct symptoms (which
are not correlated).

2. Decision Tree (DT): This is a supervised learning algorithm where a certain
parameter is used to continuously split the input data at the decision nodes, in
order to predict the class of a given categorical variable, based on the leaf nodes
of the tree that are assigned a class label.

3. Random Forest Classifier (RF): This is a supervised learning algorithm that
combines multiple decision trees based on any given random sample within the
training dataset, to generate a “forest”. Using several such forests, the desired
final result is obtained upon using Majority Voting. It is capable of handling
missing values. However, it’s major drawback is overfitting, which can be
handled using parameter tuning appropriately.

4. MultilayerPerceptron (MLP): This algorithmuses backpropagation as a super-
vised learning technique, andbelongs to the class of Feedforward artificialNeural
Network (ANN). Due to this, it has a single input layer and a single output layer,
with multiple hidden layers in between them, where the training can be carried
out by adjusting the weights and biases relative, but not limited to, Root Mean
Squared Error (RMSE).

5. Logistic Regression (LR): This model is used often in tasks that require binary
classification. The classifier is derived from the sigmoid/logistic function.

6. K-Nearest Neighbors (KNN): This supervised learning algorithm focuses on
the classification tasks by using majority vote to its neighbours. The underly-
ing principle behind a new data point classification is similarity, dependent on
the number ‘k’, whose optimum value can be found by running the algorithm
multiple times, till a peak in accuracy (the least number of errors) is obtained.

7. Support Vector Machines (SVM): This supervised learning algorithm takes in
the data points from the training dataset, and generates a hyperplane in an N-
dimensional space (where N = number of features). Newly entered data points
can then be classified into their required plane. The goal is to maximize as much
as possible, the distance between the hyperplane and the data points, and thus a
hinge loss function is used.



666 A. Chavan et al.

4.3 Ensemble Techniques

1. Hard Voting: This ensemble learning method, enables the combination of sev-
eral predictions of the base learners, where each base learner is a voter, and each
class is a contender. In order to choose a winner, it takes votes into account.

2. Stacking: This uses a meta-learning algorithm to combine the predictions from
more than one base machine learning algorithms. It allows the integration of
several high-performancemodels tomake better predictions compared to a single
model.

3. Bagging: Bootstrap-Aggregation, is an ensemble technique in which several
independent models are fit together in order to obtain a cumulative ensemble
modelwith a lower variance. This is done bybuildingmultiple bootstrap samples,
each ofwhich acts as a almost separate independent dataset drawn from the initial
dataset. Then, for each of these samples, a weak classifier is fitted and combined
to average their outputs.

4. Soft Voting: Voting Scheme in which the predicted probabilities for class labels
are added together and the class label with the highest total probability is pre-
dicted. Once the average of all these weighted probabilities is taken, the target
label with the highest value wins the vote.

5. Boosting: This generates strong learners from weak learners. It is an ensemble
meta-algorithm for minimising bias and variance in supervised learning.

5 Experimentation and Results

Classifiers like MNB, DT w.r.t. cross-validation score, are weaker as compared to
other classifiers. Since ensemble is a known technique for improving classification
accuracy, the meta classification algorithms are used to assess the weak learners.
Ensembling is done using 5 different techniques: bagging, boosting, soft voting,
hard voting and stacking, with the outcomes analysed. The classification models’
efficiency is evaluated using fivefold cross validation. When the dataset is classified
using individual classifiers, the results obtained are as shown in Tables1 and 2.

5.1 Ensemble Techniques

1. Bagging: Accuracy rates of DT, LR, MLP, KNN and MNB lie in the range
of 83.94–91.29%, whereas the cross-validation accuracy ranges from 83.60 to
89.19%. The DT classifier exhibits best accuracy of 91.29%, whereas the cross-
validation accuracy of LR is the highest (89.19%). Bagging has been seen to
increase accuracy as well as cross-validation score by upto 3–4% (Figs. 2 and
3).
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Table 1 Model versus accuracy

Model Accuracy (%)

DT 91.29

LR 90.72

KNN 91.29

SVM 90.05

MNB 83.94

RF 90.05

MLP 90.72

Table 2 Model versus cross validation score

Model Score (%)

DT 83.60

LR 89.19

KNN 87.03

SVM 88.62

MNB 84.50

RF 87.13

MLP 86.77

2. Boosting: As a part of Boosting, only DT was used for experimentation. The
Adaboost model was useful in order to increase accuracy as well as cross-
validation score. XGB classifier was also tested for classification, but there was
no increase in the accuracy.

3. Majority Voting: Majority voting incorporated several classifiers to increase
their accuracy. For our dataset, the proposed method revealed that classifiers
were weak with low accuracy. The following is the increasing order of models
based on average accuracy (normal + cross validation): MNB, DT, MLP, RF,
KNN, SVM and LR.
We can consider 4 strong models to form an ensemble with the remaining 3
weak models each. Note: Random Forests model is an ensemble of Decision
Tree. However, it can be included in the combination to increase accuracy.

Ensemble 1: LR + SVM + KNN + MNB
Ensemble 2: LR + SVM + KNN + MLP
Ensemble 3: LR + SVM + KNN + RF
Ensemble 4: LR + SVM + KNN + DT

Following a method similar in [10]: It can be seen from Fig. 4 that accuracy
significantly increases when majority voting is used for an ensemble of strong
classifiers and weak classifiers (MLP, RF, DT,MNB). Ensembling the latter with
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the strong classifiers: LR, SVM, KNN improves accuracy by 7.92%, and cross-
validation score by 4.23%. Using the same strong classifier set to ensemble
MLP improves the accuracy by 0.23%, and cross-validation score by 1.9%.
Ensembling Random Forest using the same methodology improves the accuracy
by 2.14%, and cross-validation score by 1.45%. In case of ensembling Decision
Tree, the accuracy improves by 0.68%, and cross-validation score by 4.69%.

4. Soft Voting: Here each individual classifier generated a probability value for
a certain data point to show if it is a part of a particular target class and one
with the highest value won the vote. It can be inferred from Fig. 5 that the accu-
racy for weak classifiers increases more significantly, compared to hard voting
(majority voting). However, the jump in the cross-validation score is smaller as
compared to the one in case of majority voting. MNB ensembled with strong
classifiers such as Logistic Regression, Support Vector Machine, and K-Nearest
Neighbours, increased accuracy by 8.59% and the cross-validation score by
3.32%. Using the same strong classifier collection to ensemble Multilayer Per-
ceptron increased accuracy by 2.27% and the cross-validation score by 1.04%.
Random Forest ensembled with the same set increased accuracy by 2.37% and
the cross-validation score by 0.97%. Ensembling Decision Tree with the set of
strong classifiers improves the accuracy by 1.02%, and cross-validation score
by 2.66%.

5. Stacking: Here there are 2 layer estimators: 1st baseline model layer for predict-
ing the output of the testing dataset, and the 2nd meta-classifier layer generates
further predictions based on the first layer output. In this paper, LR is used as a
meta classifier. KNN, SVM, RF, MLP and DT combinations of these classifiers
are used as base learners. Stacking base learners KNN, SVM and RF with LR
generated an accuracy of 89.82%, and cross-validation score of 84.32%. Stack-
ing base learners KNN, SVM, RF, MLP and DT with LR generated an accuracy
of 90.27%, and cross-validation score of 87.09%. Stacking base learners KNN,
SVM and MLP with LR generated an accuracy of 90.27%, and cross-validation
score of 86.29%. Exception: whatever used in meta classifier can be used in base
learner also, to observe the enhancement in accuracy. Using KNN, SVM, RF,
MLP, LR as base learners, maintaining LR as a meta classifier as well, gave an
accuracy of 90.38%, and cross-validation score of 86.89% (Fig. 6).

5.2 Feature Selection

Feature selection involves selecting the best features for improving the performance
in terms of accuracy and time complexity. Performing preliminary feature selection
methods of dropping constant features using Variance Threshold method, removes
features having low variance. Following the primary approach for removing features
setting the threshold value to zero, the training set was fit into the same. This resulted
in three columns which had zero variance, leading to them being dropped. How-
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Fig. 2 Bagging classifier performance w.r.t base classifier

Fig. 3 Bagging classifier performance w.r.t base classifier cross validation
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Fig. 4 Classifier with hard voting

Fig. 5 Classifier with soft voting
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Fig. 6 Stacking

ever, variance threshold using Pearson Correlation, we generated a heatmap using
correlation matrix, from which it could be inferred that there were zero correlation
features. This led to the combination of this feature selection method with the best
performing ensemble classifier, in accordance with the above parameters. The high-
est increase of 0.18% in cross-validation score was observed in the case of soft voting
ensemble of LR + SVM + KNN + MLP, when feature selection was applied to all
the ensemble classifiers. However, the highest cross validation score was obtained
for bagged-logistic regression when the obtained feature set was used which was
89.50%. The results of ensemble classifiers combined with feature set obtained are
mentioned in Tables 3, 4 and 5 respectively.

6 Conclusion

The dataset plays an extremely important role in training the model. If we have a
number of diseases associatedwith a particular set of symptoms, it helps keep the sys-
tem domain sufficiently wide. But at the same time, it should not be skewed or sparse
in nature. It can be observed that Hard Voting works well with the weak classifier
set, as they show the highest ‘%’ increase w.r.t accuracy as well as cross-validation
score. But, the highest cross-validation score is seen with Bagged LRmodel, making
it the most viable classifier. The Feature Set enhances accuracy further.
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Table 3 Comparison of cross-validation score (%) for bagged classifiers before and after feature
selection

Bagged model Before FS (%) After FS (%)

LR 89.47 89.50

DT 87.44 87.52

MLP 88.66 88.75

KNN 87.78 87.65

MNB 84.19 84.25

Table 4 Comparison of cross-validation score (%) for hard voting ensembles before and after
feature selection

Hard voting ensemble Before FS (%) After FS (%)

LR + SVM + KNN + MNB 88.73 88.73

LR + SVM + KNN + MLP 88.67 88.73

LR + SVM + KNN + RF 88.58 88.64

LR + SVM + KNN + DT 88.29 88.25

Table 5 Comparison of cross-validation score (%) for soft voting ensembles before and after
feature selection

Soft voting ensemble Before FS (%) After FS (%)

LR + SVM + KNN + MNB 87.82 87.88

LR + SVM + KNN + MLP 87.81 87.98

LR + SVM + KNN + RF 88.10 88.15

LR + SVM + KNN + DT 86.26 86.23
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Pruning for Compression of Visual
Pattern Recognition Networks: A Survey
from Deep Neural Networks Perspective
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Abstract Visual Pattern Recognition Networks (VPRN) delivers high performance
using deep neural networks. With the advancements in deep neural networks VPR
network has gained wide popularity. Continuous advancements will be nurtured with
the availability of big data and enormous computing powers. However, such DNN
based VPRN models are plunged with computational complexities, intense memory
requirements, huge energy expenses which impedes its deployment in resource
constrained, strict latency required environments such as edgeAI. For instance, the
VGG-16 model needs 500 MB of storage space, has 138 million parameters and
involves 15.5 billion Floating Point Operations (FLOPs) to classify a single image
with a 32 bit floating point addition that consumes 0.9 pJ. Such overheads demand for
compression of VPRNmodels without impairing its performance. Various compres-
sion methods are reported in literature. This survey paper presents a survey on
pruning, a popular compression technique for DNN as applied for VPRN. This paper
presents comprehensive survey, comparison and points further research direction.

Keywords Visual pattern recognition · Deep neural networks · Compression
techniques · Pruning

1 Introduction

A Visual Pattern Recognition (VPR) is description or recognition of measurements
of visual or image data [1]. This VPR techniques has wide applicability in various
AI applications such as Computer Vision [2], Edge AI [3], Medical Imaging [4],
Industrial Automation [5] to name a few. VPR techniques can be classified as tradi-
tional machine learning algorithm based and deep learning based techniques [6].
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Table 1 Neural network
architectures and their
parameters

Model No. of
parameters (M)

Model size
(MB)

FLOPS

Alexnet (2012) 60 240 724 M

VGG 16 (2014) 138 500 15.5

Resnet152 6.4 244 2 B

Inception-V 4
(2016)

26.6 163 5.7 G

DenseNet (2017) 28.6 230 8 B

EfficientNet-B5
(2019)

30 118 9.9 B

HRNetV2-W48
(2020)

65.9 NA 747.3 G

NA Not Available

Currently, Deep learning (DL) is a cutting edge technique with its extraordinary
performance supported by availability of high capability computational resources
(Graphical Processing Units), advanced network technologies (cloud computing)
and availability of Big data [7]. DL excels its counterpart with its self-learning capa-
bilities without being explicitly programmed and avoids need of manual feature
extraction [8].

While DL approaches have marked incredible success in all applications they
are used; DL architecture leads to several complexities. These include tremendous
increase in networks size due to billions of hyper parameters, higher computational
complexities involving intensivemathematical operations, highermemory footprints,
inference, training time andmore power requirement [9] demandingmodel compres-
sion. For instance, the VGG-16 model needs 500 MB of storage space with 138
million parameters and involves 15.5 billion Floating Point Operations (FLOPs) to
classify a single image. Energy consumption largely depends upon memory access
operations for example a 32 bit floating point addition consumes 0.9 pJ [10].

Table 1 shows the network complexities involved in such hyper parameterized
pertained Deep Neural Network (DNN) models with their year of introduction [11].
The necessity for compression of DNN based VPR Networks is to make it sizable
and resource efficient while maintaining its performance as shown in Fig. 1.

Fig. 1 Dense and pruned
network
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Various compression techniques are explored by the researchers to trade off
between performance versus computational complexities and resource requirements
of VPRN models [12]. Numerous techniques are proposed and published in last few
years and it is essential to conduct its comprehensive survey to present overview of
available techniques, their challenges and possible future opportunities of research.

This paper presents preliminary review of recent reported research on VPRN
compression techniques. The paper is organized in various sections such as Sect. 2:
Background; Sect. 3: Pruning Techniques; Sect. 4: Discussion and conclusion.

2 Background

Many DNN architectures have been implemented as a result of the growing success
of DL in various applications. The architectures like Multi Layer Perceptron
(MLP), Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN),
and Generative Adversarial Network (GAN) have been a popular choice among
researchers due to their superior performance even in highly complex datasets.
Among these, CNN is most suitable for visual recognition application due to its
distinctive capability to automatically learn features from given image dataset and
its inherent architecture reduces the size of images using convolutional layers and
pooling layers [2]. Although DNN based VPRN delivers superior performance with
cutting-edge accuracy, it requires extremely deep networks involving millions of
parameters and huge computational operations. Various compression techniques are
explored by researchers to resolve these issues and have been successful to attain
the same. These techniques can be divided into broad categories based on review
of existing literature as: Pruning, Quantization, Knowledge Distillation, Low Rank
Approximation and Hybrid Techniques.

Pruning: Pruning is removal of redundant parameters and connections in network
while keeping retaining highly important parameters and aims to reduce computa-
tional and storage complexities.

Quantization: Quantization is based on representation of weights and activations
using less number of bits to reduce number of Multiply-and-Accumulate (MAC)
operations required and thus can reduce the size of trained Neural Networks (NN).
Several quantization methods on NN have been devised by researchers for various
application and have been successful in reducing size and MACs [13–15].

Knowledge Distillation (KD): It is based on teacher-student architecture in which a
small student model learns from a large teacher model. Various KD techniques have
been proposed by researchers and are used for compression of model used in various
complex visual applications in last few years [16–18].

Low-rank Matrix and Tensor Decomposition: Low-rank approximation is based
on decomposition of high-dimensional weight tensors into the lower rank approxi-
mations. The convolution kernels can be thought of as a three-dimensional tensor.
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These tensors can be decomposed in lower rank matrix and thus results in dimension
reduction [19, 20]. Such technique has been successfully experimented by various
researchers [21–23] for various applications and performs well for layer wise
compression compared to global compression but is computationally expensive and
needs highermodel retraining time to achieve sameperformance as that of the original
model.

Combinational/Hybrid Approaches: Combinations of above methods to strive for
better compression performance is also experimented by few researchers. Han and
Dally [10] have used pruning on the network for removal of connections followed by
quantization of the weights to enforce weight sharing, finally application of Huffman
coding resulted in network compression by 49× and 39× without loss of accuracy
hence opens the doors for further research on similar lines.

This paper is focused on reviewof recent pruning techniques used forVPRN, since
it is the most popular technique. Pruning has been successful on various well-known
CNNs architectures such as Imagenet, Resnet, InceptionV3 as well as a variety of
general image datasets such as CIFAR10, MNIST etc.

3 Pruning Techniques

Pruning is a techniques to remove redundant parameters of the network which are
least important and does not affect performance of the network when removed.
Pruning not only helps in reducing network size but also helps in reducing over-fitting
[24]. The following criteria can be used to broadly categorize pruning techniques:

• Selection or removal of redundant parameters
• Type of redundant parameter
• Technique of removal.

A standard pruning procedure includes four stages as shown in Fig. 2. Firstly a
CNN is trained with a large-scale dataset to learn all the features of input image,
followed by pruning of model based on some criteria, retraining the pruned network
to regain accuracy, and lastly fine-tuning the retrained network using a small dataset
from the target application. Usually pruning used to achieve one of the objectives
such as reducing size of network, MAC operations or memory requirements.

Fig. 2 A typical pruning work flow
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3.1 Categories of Pruning

Redundant Parameter Removal Based (Structured and Unstructured)

Unstructured Pruning: Unstructured pruning eliminates redundant parameters
without following a particular geometry and works particularly on removing
individual parameter like weight.

Pruning of the weights eliminates unnecessary connections that take significant
portion of the computations required during execution. This is achieved by setting
weights to zero and not actual pruning to maintain the architecture consistency
[25, 26].

Such experimentation by Shrinivas et al. [26] have used similarity between neuron
as basis for its removal. The system removes the similar weights. Suppose W1, W2,
… ∈ Rd are vectors of weights and a1, a2, … ∈ R are scalar weights in the next layer,
X ∈ Rd is the input, with the bias and h(·) is a non-linearity function. The output is
given by

z = a1h
(
WT

1 X
) + a2h

(
WT

2 X
) + a3h

(
WT

3 X
) + · · · + anh

(
WT

n X
)

If weights are equal i.e.W1 = W2, it means h(WT
1 X) = h(WT

2 X). In such cases
W2 by can be replaced by W1, resulting in equation

z = (a1 + a2)h
(
WT

1 X
) + 0.h

(
WT

2 X
) + a3h

(
WT

3 X
) + · · · + anh

(
WT

n X
)

So by a simply changing co-efficient a1 to a1 + a2, W2 by can be replaced by
W1. This technique have proved to be successful with little loss in accuracy from
99.06 to 97.99% and resulted in 87.45% compression rate. However, it is applicable
only to fully connected layers.

Various other approaches for determining the weight zeroing criterion proposed
by researchers are iterative thresholding selection [27], Huffman code [28], regular-
ization [15, 29] which also proved to be successful. While weight selection crite-
rion like thresholding, L norms, and even few novel techniques are successfuly
experimented by [30, 31].

These unstructured pruning criterions suffers from possibility of incorrect weight
pruning. Moreover it needs to store information for sparse weights and may take
longer training times and hence needs further improvement.

Structured Pruning: Structured pruning usually follows a geometric structure and
works on removing groups of consecutive parameters like entire neurons, filters, or
channels [32, 33]. As shown in Fig. 3, structured pruning can be done at various
levels of network to prune weights, nodes, channels, kernels, or filters.

Channel pruning removes all incoming and outgoingweights froman input feature
map. Such approaches are successfully implemented by [34–36]. He et al. [34] used
LASSO regression based redundant channel selection on VGG-16 with 5× speed-up
with only slight increase in error. Authors have implemented an iterative two-step
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Fig. 3 Pruning based on
architectural parameters

algorithm. First step selects most representative channels and later reconstructs the
outputs with remaining channels. As approach works on redundancy with specific
formulation for LASSORegression it has reduced inference-time. Another approach
by Liu and Wu [35] is a global pruning based on mean gradient for convolutional
kernels reducing FLOPS by 5.64% on VGG16 and CIFAR-10 dataset. The channels
having flat gradient of loss function are removed hierarchically. This technique is
limited to convolutional layers and can be further explored on other layers.

Experimentation by Han et al. [36] based on Variational Automatic Channel
Pruning Algorithm utilizes structure optimization. It uses weights generator to
produce weights for pruned CNN. Then optimal pruning structure is obtained by
scaling channels with truncated factorized log-uniform prior and log-normal poste-
rior. Although the approach had a success with compression ratio 34.60×, further
work can be explored on other sparse prior and posterior channel scaling techniques.

Channel pruning has to be performed critically as removal of channel from one
layer highly affects the inputs to next layers.

Kernel level pruning removes the entire kernel [37–39], while intra-kernel pruning
removes weights inside a kernel [40–42].

These structured pruning techniques needs less training time than unstructured
pruning as it works on removal of group of parameters at a time. However, entire
block removal may affect the accuracy and hence the performance of the network.
This demands critical balance between performance and accuracy.

The elimination of a node, along with all of its in-going connections, is known as
node pruning. It lowers computational costs, and is more suitable to hardware and
software optimization [43, 44]. Ben-Guigui et al.[43] removed node based on regu-
larization techniques and when used along with a weight decay regularizer resultedin
50% node removal in an MLP for MNIST dataset. Another node pruning approach
devised byTianxing et al. [44]works on pruning the nodes in hidden layers depending
on its importance calculated by the average L1-norm of the all incoming weights.
After sorting these nodes, less importance valued nodes are removed. This method
reduces complexity by 37.9% but is dependent on the model redundancy. Pruning
either simplify CNN architectures or minimizes FLOPS directly [34, 39, 40, 45, 46].
Depending upon the pruning objective and the model’s flexibility, level of pruning
can be adjusted during the pruning process.

Parameter Selection Criteria Based: Pruning of a particular parameter in the
network is typically based on its scoring criteria. This has tremendously wide range
from simplest absolute values to highly sophisticated importance criterion such as
contributions to network activation, or gradients etc.
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Absolute value/thresholding by [47–49] prunes the parameters below a certain
threshold. The network is then fine-tuned, and the process is repeated until the
network’s accuracy reaches optimum level. Experimentation byHan et al. [24] which
is based on thresholding has shown encouraging results on LeNet-300-100Ref and
Lenet-5 networkwithMNISTdataset. It reducesweights by 12×with same accuracy.

Gradient descent based techniques by [50, 51] selects the channels, based upon
classification and reconstruction losses on intermediate layers. This helps not only
in channel selection but also increases discriminative power. By measuring the mean
gradient of feature maps in each layer, a hierarchical global pruning strategy was
suggested by [35]. This is applied for the layers with similar sensitivity. Proposed
method reported encouraging results with 2.48% reduction in FLOPs and parameters
with slight decrease in accuracy. However, maximum accuracy is achieved for 70%
reduction and hence can be further improved on higher compression ratio.

Tailer series expansion by You et al. [38] and Molchanov et al.[52] has been used to
estimate the effect ofweight perturbations on the loss function.Molchanov compared
two variants—first and second order Taylor expansion and found that both variants
provide promising results. First-order criterion is substantially faster to compute but
is slightly less accurate and hence provides the scope for further developments.

Regularization based pruning [43, 53] has been used recently as it offers advantages
like reduced over fitting andweight values. Experimentation onMNIST dataset using
VGG 16 proved to be better performing than node and weight pruning techniques.

Regression by [34, 54, 55] explores sparsity in a network by using novel tech-
niques like structured regularization which works on finding correlations between
two consecutive layers for channel pruning. This technique does not affect accu-
racy greatly and is able to preserve the important features. Experimentation using
various regression techniques like LASSO is carried out till now and can be further
explored for optimized performance.

Cosine similarity by Roy Choudry et al. and Shao et al. [56, 57] details its use to
identify similar filters with experimentation on MLP and CNN for the CIFAR-10
dataset. The system performs well in terms of accuracy however; system is highly
sensitive to the similarity threshold setting which needs to be carefully selected
otherwise resulting into merging of dissimilar filters.

Iterations Based Pruning: Typically pruning is iterated till the network learns
with precise number of parameters yielding optimum accuracy. Pruning followed
by retraining is one iteration; the minimum number of connections could be found
after several iterations [24]. Most of the techniques needs number of iterations so
as to fine tune the network to the original networks performance and hence suffers
from longer training time. This issue of attaining original accuracy with minimum
iterations is the crux of pruning. Although attempted by very few researchers [58]
it can be explored further. Recently emerging pruning and optimization methods
have proved better performing in terms of accuracy as compared to earlier heuristic
methods.
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4 Comparison of Pruning Techniques

Several network compression techniques have been explored in recent years that use
pruning strategies and have been successful with outstanding results. These tech-
niques are so diverse and have been applied to address varying parameters of network
that it becomes highly difficult to bring them on single base line and compare. Exper-
imentation reported works on varied DNN models, datasets, and aims to improve
various independent performance parameters. This makes it extremely difficult to
apply one standard benchmark ormatrix to uniformly evaluate all pruning techniques.

Moreover, majority of experimentation conducted and results presented till date
lack in clear analysis by virtue of commonality among all experimentation. A study
by Davis Blalock et al. [59] shows that comparison of pruning techniques is largely
confined due to various parameters such as lack of uniformity in architecture-dataset
combinations, absence of comparison of result with previous or other methods, and
use of inconsistent metric parameters. The various performance parameters which
can be application specific is the way of comparing pruning techniques.

Pruning as whole can be used to improve one of the disadvantages associated with
DNN such as number of parameters, FLOPS, size, training time, memory, energy
consumption etc. Reported literature results shows that pruning is simple, effective
and is quite successful in compressing the network without any accuracy loss.

The unstructured pruning techniques like neuron pruning is aims at removing
redundant neurons while structured method works on removing groups of elements
like entire layer or channel which directly reduce the feature map width and reduces
model size. This method is effective, but it involves difficulty because removing
channels can drastically alter the input of the next layer. Pruning a neuron results in
more accuracy loss compared to a weight pruning.

Some advanced pruning techniques which are recently proposed by Mingwen
et al. [56] have shown remarkable results. Mingwen have explored dynamic pruning
depending upon the situation of each layer. Their technique has three steps, firstly
use of cosine similarity to find similarity between the filters or feature maps of the
same layer. Secondly prune filters and feature maps having higher similarity, and
setting up dynamic pruning rate depending upon the sensitivity set. This sensitivity
rate depends on the mean value and distance between the channel and the measuring
centre, redundancy being inversely proportional to this distance. Experimentation
results shows 52.70% compression ratio on CIFAR-10 which is quite promising.

Table 2 shows a comparison of various parameter pruning techniques, compres-
sion rate and accuracy offered after pruning and Table 3 shows the comparison of
methods based on parameter selection. Most of the research work is carried out
aiming in trading off between these performance parameters.
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Table 2 Comparison of parameter removal based techniques

Pruning element Model Dataset Base accuracy Accuracy (%) Compression (%)

Neuron Pruning
[25]

LeNet-like MNIST – 94.18 93.47

Kernel [36] VGG16 CIFAR10 93.49 93.12 98.33

Kernel [34] ResNet CIFAR-10 93.1 92.72 60

Intra Kernel [37] VGG CIFAR-10 79.04 74.04 30

Intra Kernel [37] ResNet CIFAR-10 93.1 92.81 50

Node [39] VGG CIFAR-10 79.04 72.35 60

Table 3 Comparison of parameter selection criteria based techniques

Pruning criteria Model Dataset Base accuracy Accuracy (%) Compression
(%)

Thresholding
[44]

MobileNet V2 ImageNet 79.8 79.1 26.4

Gradient
Descend [27]

VGG16 CIFAR100 88 77 80

Tailor Series
Expansion [34]

ResNet CIFAR10 93.1 92.8 54

Regularization
[49]

AlexNet CIFAR10 93.54 90.91 2x

Regression [32] ResNet 56 CIFAR10 93 92.8 2x

Cosine
Similarity [52]

ResNet 56 CIFAR10 93 92.87 52.70

5 Discussion and Conclusion

With the current trend of DNN increasing exponentially, keeping track of new devel-
opments in the field of network compression has become utmost important. Perfor-
mance of compression techniques can be evaluated by various evaluation parameters
such as accuracy, model size, and number of FLOPS, memory footprint, inference
latency, and training time. Majority of the compression techniques are applicable on
VPRN using CNN as they are used extensively in image based tasks since last few
decades.

Pruning for compression of such networks has been a popular choice among
researchers since its introduction in early 90s as it addresses both issues size reduction
and over fitting of a model. Recently, plenty of pruning techniques have emerged in
an attempt to strike a balance between various evaluation matrices of the network.

• The continuous uprising of incredibly huge amount of relatedworks and divergent
reported approaches indicates that pruning techniques have not reached to its
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optimum performance and still is in progress and hence leaves the scope for
future developments.

• Most of the reported pruning techniques explored by research community, claims
outstanding performance. However, it is extremely challenging to conform its
superiority over other as reported techniques works on differing methodologies,
network architectures, datasets, and uses different performance matrix. Hence
standard datasets, networks, metrics, and experimental practices are needed to
facilitate additional experimentation and comparison.

• Structured pruning techniques outperform with their counterpart with superior
performance and lower storage overheads, however these techniques are sensi-
tive and prone to lose important features of input. Hence, structured techniques
that maintain accuracy and remain robust with feature retention needs further
experimentation.

• On trained models, pruning can be used to produce amazing results. However,
they can easily lead to a sparse model, which is not always hardware efficient, and
hence needs a further experimentation on techniques that strike a balance between
size reduction and computational efficiency.

• A few approaches with possible combination of pruning with other compression
techniques have been reported in literature. From a practical perspective, a thor-
ough experimentation of such hybrid approach on a variety of architectures with
varying datasets is likely to be extremely useful.

• Pruning suffers from longer training time due the number of iterations that are
needed to reach to its optimum performance level. This necessitates the explo-
ration of novel retraining methods as well as setting iteration count so as to reduce
overall system development time to sustain in the competitive technology.

Our further research aims to explore these pruning techniques for VPRN.
Although our study focused on pruning techniques, may also be applied to other
compression techniques.
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Performance Comparison
of Classification Models for Identification
of Breast Lesions in Ultrasound Images

A. Prabhakara Rao , G. Prasanna Kumar , and Rakesh Ranjan

Abstract Globally, breast cancer is the most common disease among women. A
region endures from damage through any disease then the region is known as lesion.
It is important to differentiate different types of breast lesions for proper treatment.
Therefore, there is a significant impetus for the researchers in the development of
computer-aided diagnostic (CAD) system that can assist clinicians in breast lesion
diagnosis. This work presents the performance comparison of different renowned
classifiers in terms of accuracy with which they identify the type of breast lesion
in ultrasound (US) images of the given dataset. The CAD system is developed to
assist the clinicians as a second opinion tool in identifying the type of breast lesion.
In this system, ultrasound images are taken as inputs and the region of interest
(ROI) for each US image is marked according to the shape of abnormality. Different
texture features are extracted from the US images and further these images are clas-
sified into binary classes of malignant and benign using different classifiers. The
performance of these classifiers is compared and it is observed that the law’s mask
texture features of dimension 5 provided a maximum classification of 97.4% than
other feature extraction methods applicable for the classification of two-class breast
lesions.

Keywords Breast cancer · Ultrasound imaging · CAD system · Texture features ·
Machine learning

1 Introduction

Globally, breast cancer is the foremost reason of death inwomen specifically in urban
areas and the age group of 20–59 [1, 2]. In the year 2020, around 2.26 million new
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breast cancer cases were found worldwide, and 685,000 women lost their life due
to this [3]. In the past 10 years from 2011 to 2020, a surge of 52% in breast cancer
has been reported globally by the world health organization [4]. Being the biocide
form of cancer that usually starts in the lobules supplying milk to the ducts or in the
ducts that carry the milk. In general, every woman should regularly check and report
if there are any changes in the appearance and feel of their breasts [5, 6]. However,
the American cancer society does not recommend physical examination of the breast
by self or a clinical professional as an effective screening mechanism. There are
various commonly available medical imaging modalities that include breast exams
by the physician (in the initial stage), X-ray, Ultrasonography, Magnetic Resonance
Imagining (MRI), Biopsy etc. [7]. The biopsy is the way in which a sample of
tissue from apparent abnormality is taken out for the analysis resulting in unbearable
pain to the patient [8]. To reduce redundant biopsies, the most frequent methods
prescribed are mammography, Ultrasound (US) imaging. Mammography has high
false reports low conspicuity and noisy nature of images. US imaging offers non-
radioactive, non-invasive, real-time, low cost and deep penetration as compared to
X-ray mammography. Among all the clinical breast screening tests, US imaging
is the proven choice for diagnosis of dense breast tissues specifically for younger
women [5, 7].

The characterization of breast lesions based on their appearance is clinically
important because the invasive nature causes a significant increase in the risk of
breast cancer [9]. The radiologists predict the breast lesions after examining the
ultrasounds, but this visual examination is highly subjective [10]. The classification
of breast lesions is challenging in many cases, and it is seen as a formidable task even
for experienced radiologists [11]. As a result, there is a strong push among various
researchers to build computer aided diagnostic (CAD) systems capable of distin-
guishing between breast lesions. Many researchers have developed various CAD
schemes to identify breast lesions into benign and malignant categories [11, 12].
These CAD tools assist the clinicians in the diagnosis and also help in reducing the
rate of biopsies. Alveranga et al. [13] explored 7morphological characteristics onUS
images to distinguish between benign and malignant breast tumours and achieved
a classification accuracy of 84%. According to Wan’s research group [14], the low-
rank matrix utilizing feature selection approach will boost classification outcomes
through detection and proper choice of critical features. The preparation datasets
for the benign and malignant cases include 92 benign and 172 malignant cases,
respectively, while the research datasets include 21 benign and 36 malignant cases.
Shi and his fellow members had developed a CAD system [15], in which breast
tumours were classified using texture characteristics derived from US images using
a fuzzy support vector machine (SVM) classifier. Gomez et al. [16] extracted 22
textural features from 436 US images and they combined the histogram, grey level
co-occurrence matrix (GLCM), and grey level run length matrix (GLRLM) to differ-
entiate the type of lesion and obtained a classification accuracy of 92.83% on 5500
images of prostate cancer. Huang et al. [17] classification SVM classification on
118 breast US images using 19 morphological features and obtained an accuracy of
90.9%. Wu et al. [18] performed SVM classification on 210 US images of breast
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lesions by combining auto-covariance texture feature with morphological features
and achieved an accuracy of 92.86%. Later on [19], they applied SVM genetic clas-
sifier on the same database and achieved an accuracy of 96.14%. Alvaranga et al.
[20] performed fisher linear discriminant analysis (FLDA) on 246 US images and
achieved an accuracy of 85.37%. Few more researchers had attempted to address
to detect and classify the breast lesions from US images and succeeded up to some
extents [7, 8]. In this work, to curtail the unresolved issues in the characterization of
lesions into the benign and malignant classes, different machine learning classifiers
are implemented using the statistical and signal processing based features to enhance
the accuracy of breast lesions detection. The remainder of this paper is organized as
follows: Sect. 2 explains the proposed methodology for the implementation of CAD
system. Results are summarized in Sect. 3 and finally, the last section is presented
with the conclusions.

2 Proposed Methodology

In this work, a CAD system design is proposed to classify different breast lesions
using the underlying feature characteristics by taking into account the impact of ROI.
Figure 1 depicts the structure of the proposed CAD system used in this study. The
CAD structure consists of four blocks: (a) ROI selection block, (b) feature extrac-
tion block, (c) classification block and (d) decision block. The min–max normaliza-
tion method is used to normalize each feature set. The normalized feature vector is
then split into portions: training and testing [21]. The contribution of the four clas-
sifiers—k-nearest neighbour (KNN), probabilistic neural network (PNN), support
vector machine (SVM) and smooth-SVM (SSVM) were assessed in the classifi-
cation module. Features are extracted based on the texture in the feature extraction

Fig. 1 Framework of the proposed CAD system for binary classification of breast lesions
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module,which is classified into binary classes ofmalignant andbenignusingdifferent
classifiers to achieve better accuracy.

2.1 Data Collection

The CAD system proposed in this work is tested using benchmarked database
obtained from the publicly available online repository Ultrasound Cases Info. devel-
oped by the Gelderse vallei hospital in collaboration with Hitachi medical systems,
Europe [22]. This database comprises of a total of 167 US images of both the left
and right breast. These images are categorized into three classes—primary benign
(51 images), primary malignant cases (74 images) and secondary malignant cases
(42 images) [22]. The database doesn’t include the dataset of biopsy cases and the
cases having the colour Doppler effect present. The CAD system has been imple-
mented using two breast lesion classes, the dataset of primary benign is taken for the
benign case and the cases of primary and secondary malignant are combined for the
cases of malignant. To counter the issue of unbalanced data, batch-wise training is
done in which the equal number of samples belong to individual classes have been
taken in every iteration. To minimize the impact of bias, batch-wise training plays a
significant role. The considered dataset is bifurcated into two-third of the dataset as
train data set and the residual data as test data set.

2.2 Selection of Regions of Interest (ROIs)

The size of ROI is deliberately chosen to provide a sufficient population of pixels
so that texture functionality can be computed. The skilled radiologist identifies and
marks the abnormality in the US image, which is then segmented using the software
Image J [23]. This software assists in loading the image, identifying the infected loca-
tion, and segmenting it. A rectangular bounding box is used to enclose the segmented
region adjoining the boundaries of abnormality. The benign type of cancer has awider
than taller shape, intense and uniform hyper echogenicity, a thin consistent capsule in
an oval shape consisting of two to three gentle lobulations while malignant type has a
marked hypo echogenicity, acoustic shadowing, microlobulation, an extension of the
duct with wider form and angular margins [24]. The selection of ROI is represented
in Fig. 2.
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Fig. 2 a Benign marked region, b Malignant marked regions

2.3 Feature Extraction

In this work, the characteristics that are visually extractable and non-extractable are
transformed into mathematical descriptors. The textural characteristics consisting
of statistical and signal processing features are comprised of such mathematical
descriptors.

a. Statistical features

Textural features of an image are extracted using statistical approaches which depend
on the grey level intensity distribution of the pixels in the image. Regardless of
the number of pixels used to compute the texture features, these approaches are
categorized into first order, second order and other statistics. The first-order statistics
are extracted from the grey level intensity histograms of the image. For each ROI, six
characteristics are evaluated using standard mathematical equations as mentioned in
Table 1 [25].

Second-order statistics include the computations with the GLCM [26]. GLCM
describes the regular occurrence of pairs of pixels with different grey levels in an
image with different dimensions distributed in opposite directions, such as 0°, 45°,
90° and 135°. All GLCM features considered in this implementedwork are described
and mentioned in Table 1. Other statistical features such as GLDS (Grey Level
Difference Statistics) which is based on the co-occurrence of a pixel pair that have the
same difference in grey levels are also considered in this work. Table 1 is describing
all the statistical features applied in the CAD system used in this analysis.

b. Signal processing based features

In the signal processing based features, law’s mask texture analysis has been adopted
in which convolution masks of small size are used as filters and these filters are
convolved with ROIs to get the enhanced texture characteristics. Averaging, edge
detection, spot detection, wave detection and ripple detection on these filters are
performed to extract textural features. Mean, standard deviation, entropy, kurtosis
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Table 1 Mathematical formulas for statistical features applied in the CAD system

Statistical features Mathematical formulas

First-order statistics Mean(x) = 1
N

∑N
i=1 i.xi

where xi is the individual pixel values and N is total number of pixels

Std. deviation(σ ) =
∑N

i=1 (xi−x)2√
(N−1)

Third_Moment(μ3) =
∑N

i=1 (xi−x)3

Nσ 3

uniformity = ∑N
i=1 p(i)2

Entropy = − ∑N
i=1 p(xi ). log2 p(xi )

Smoothness = 1 − 1
(1+σ 2)

GLCM features Angular_moment = ∑N
i, j=1 p

2
i, j

Contrast = ∑N
i, j=1 Pi, j (i − j)2

Correlation = ∑N
i, j=1 Pi, j

[
(i−μi )( j−μ j )

σiσ j

]

Variance = ∑N
i, j=1 Pi, j (i − μi )

2

Homogenity = ∑
i, j

Pi, j
1+(i− j)2

Some other GLCM features such as sum entropy, difference entropy,
difference variance

GLDS features Energy =
√

(P2
i, j )

Some other GLDS features such as contrast, homogeneity, entropy and
mean

and skewness from each ROI are computed using Law’s masks of lengths 3, 5, 7 and
9 [27].

c. Classification

The method of grouping testing samples appropriately is known as classification,
which can be supervised or unsupervised. If the classes for the training sets have
already been defined, classification is supervised; otherwise, classification is unsu-
pervised. As mentioned earlier, this work includes four classifiers namely k-NN,
PNN, SVM and SSVM [28]. The k-NN classifier is based on the concept of inferring
an undefined instance’s class from its neighbours. The k-NN classifier’s classification
efficiency is determined by the value of k. PNN is a supervised Bayesian based feed-
forward neural network used for assessing the unknown class instances. SVM is the
supervisedmachine learningmethod implemented using LibSVM library [29]. SVM
is associated with the traditional quadratic programme, therefore to unconstraint
smoothingunconstrainedoptimization reformulationSSVMclassifier is used. SSVM
works on the SVM related problems by smoothing the unconstrained optimization
of the reformulation for the pattern classification.
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After classification, CAD system makes the decision whether the breast lesions
are malignant or benign. Various CAD system designs have the potential to assist the
radiologists in routing medical practice as a second opinion tool for the classification
of lesions in ultrasound images in cases where clear subjective discrimination is
difficult. In light of this fact, a CAD system design employing the texture analysis
techniques of feature extraction and feature classification have been proposed and
analyzed in the present work for US breast lesions classification into two classes -
benign and malignant. Some impressive results can be found in the further section
of this article.

3 Results

A CAD system architecture for breast lesion classification is proposed in this work,
which is evaluated through experimental trials. In the experiment, the classification
accuracy of a texture features vector (TFV) incorporating various statistical and
signal processing-based features is tested for breast lesion classification into benign
and malignant classes using variously defined classifiers. According to Table 2, the
average classification accuracy for statistical features using k-NN, PNN, SVM, and
SSVM classifiers are 83.1, 80.5, 79.2 and 76.6%, respectively. The best individual
class accuracy of 57.1% is achieved for a benign class using an SVM classifier while
the best individual class accuracy of 100% is achieved for a malignant case using
SSVM classifier. Maximum values are marked bold.

The description of texture feature vectors of signal processing methods is
described in Table 3. In the signal processing based texture features described in
Table 4, the average classification accuracy of 91.4, 88.6, 91.8 and 96.8% have been
obtained using k-NN, PNN, SVMand SSVMclassifiers respectively over the defined
texture feature vectors. It is observed from experimental results that SSVM performs
apparently better than all the others classifiers and shows the maximum classification
of 97.4% for law’s mask texture features of dimension 5.

Table 2 Performance analysis of statistical features using different classifiers

Classifiers Overall classification
accuracy [OCA (%)]

Individual class accuracy
[ICAB (%)]

Individual class accuracy
[ICAM (%)]

k-NN 83.1 52.3 94.6

PNN 80.5 52.3 91

SVM 79.2 57.1 87.5

SSVM 76.6 44.2 100

Mean 79.8 51.5 93.3

Note AB: accuracy for benign class, and AM: accuracy for malignant class
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Table 3 Description of texture feature vectors of signal processing methods

Features Law’s mask length No. of statistical
features

No. of rotation
invariant texture
images (TRI)

Total extracted
features

TFV1 3 5 6 5 × 06 = 30

TFV2 5 5 15 5 × 15 = 75

TFV3 7 5 6 5 × 06 = 30

TFV4 9 5 15 5 × 15 = 75

4 Conclusion

The proposed CAD system can assist the radiologists in routine medical practice
in decision making as a second opinion tool for clear discrimination of benign and
malignant breast lesions in US images. This could help to minimize the need for
unnecessary biopsies. The signal processing based law’s mask features are the most
efficient texture features which take into account the textural changes exhibited by
benign and malignant lesion when fed to SSVM classifier for predicting the labels
unknown testing instances of US images. The law’s mask texture features of dimen-
sion 5 is computed to achieve themaximum classification of 97.4% than other texture
features. The improvement in individual class accuracywill enhance the applicability
and reliability of the proposed system for clinical diagnosiswould be themost priority
future task in this work. The scope of this method is not limited to breast lesions
only, it can be applied in the classification of other lesions which would be the prime
focus in future works.
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Analysis of Randomization-Based
Approaches for Autism Spectrum
Disorder

Umesh Gupta, Deepak Gupta , and Umang Agarwal

Abstract Autism spectrum disorder (ASD) is a severe neurodevelopmental disorder
that affects an individual’s sensory activity, social interaction, and cognitive abili-
ties. In the mental illnesses ASD disorder, the problem starts in infancy and affects
more habits as the age progresses, progressing to adolescence and adulthood, also
known as a behavioural disorder. Everything nowadays is moving towards auto-
mated software, which is relevant not just in terms of time efficiency but also in
terms of cost-effectiveness. As a result, there is a pressing need in the healthcare
sector to incorporate machine learning to reap the greatest benefits. Over the last
two decades, randomization-based approaches such as extreme learning machines
(ELM) and random vector functional link (RVFL) have gained popularity amongst
researchers due to their better generalization performance. In this work, the classifi-
cation capability of the ELM and RVFL models with different activation functions
is investigated to estimate the autism spectrum disorder in a human population of
children, adolescents, and adults on the grounds of publicly accessible UCI datasets.
The attainment of the randomization-based approaches is determined using various
quality measures such as accuracy, precision, recall, negative predictive value, rate of
misclassification, F1-measure, G-mean, and Matthew’s correlation coefficient. From
the numerical experiment results, one can show that the generalization capability of
RVFL using hardlim, hyperbolic tangent function, and sigmoidal activation function
is superior to ELM based on several quality measures.
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1 Introduction

Nowadays, the problem of autism spectrum disorder (ASD) is considered a very
momentous brain developmental disorder which is not only restraining the person’s
communication and social behaviours but also hinders the learning skill in their
natural growth [1–5]. ASD is a very serious issue in the human population which
is seriously ignored for a very long time due to a lack of awareness and knowledge
about this neurodevelopmental disorder amongst people and society but now the
adverse effect of ASD is visible in society [3]. However, most researchers believe
that it is linked to the genes of human beings but it can be realized using behavioural
science. Early detection of this neuro disorder condition canmake a significant differ-
ence in the person’s life as well as the human beings of the entire community. In
the research literature, there are several ASD diagnosis tools are available such as
AQ, ADI-R, SRS, SCQ, Q-CHAT, ADOS-R, DSM-III-R, CHAT, CARS, red flags
[6], and many more which are further classified into clinical and non-clinical tools.
Even, the detection of ASD may be performed at any period of the lifecycle but its
manifestation is generally noticeable in the early age of the child (mainly the first
five years) and it grows as the age increase. It will become a difficult task to detect
ASD in adults and teenagers, because there are many chances to suffer from many
other mental diseases such as ADHD, anxiousness, epilepsy, depression, and many
more [1, 5]. For most of the children who are suffering from this type of mental
disorder, their behaviours like imaginative ability, learning ability, personal interac-
tion ability, repetitive behaviours, social interactions, following strict life action plan
and difficulty with concentrations, etc., seem to be changing very rapidly as well
as their sensory traits may be badly affected like smelling, tasting, hearing, talking,
visual impairment, etc. According to WHO [8], 1 out of 160 children is suffering
fromASD disorder globally, and this number will gradually rise in the future. If early
detection and prevention measures for ASD are not taken now, it will expand to a
large number of people.

Several computational intelligence approaches such asmachine learning and deep
learning work as an automated and efficient solutions for mental and health-related
problems due to their variability and applicability [2–4]. It is not only saving the
monetary value of the person but also helpful in early-stagemedication to their family
and society. There are many machine learning approaches that have been pertained
for the ASD disorder, named support vector machine (SVM) [9–11], support vector
regression [12, 13], alternating decision tree (ADTree), rule classifier, fuzzy logic,
artificial neural networks, logistic regression, random forest, Naive Bayes, k-nearest
neighbours, and convolutional neural network [14]. The diagnosis and study of ASD
are a conventional binary classification problem where a model is performed on the
already predicted ASD and no-ASD class. There are very few numbers of literature
reviews on the usage of machine learning algorithms on psychiatric disorders. For
example, Cruz and Wishart [15] explored the machine learning approach for cancer
diagnosis, whilst Gupta et al. [14] have experimented with 15 machine learning
approaches for the prediction of diabetes. Li et al. [16] have performed a certain
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experiment usingmachine learning approaches andwith the help of imitation, given a
technique to identify the autistic adults onAQ-adolescent dataset having 40 kinematic
constraints. Vaishali and Sasikala [17] have considered the swarm intelligence-based
binary firefly algorithm on UCI autistic datasets for distinguishing the ASD and no-
ASD cases with a range of accuracy 92–97%. To lessen the autism screening time
and rapid diagnosis of autism traits, an alternating decision tree (ADTree) has been
implemented using the ADI-R approach. Some researchers have used “red flags” to
screening autistic traits and experimentedwithmachine learning approaches. Support
vector machine is one of the popular binary classifiers which have been considered
for the same purpose [18, 19]. Related to this work, one can follow the advanced
variants of themachine learning approach [19, 21, 22]. Here, the purpose of this paper
is to analyze an effective and efficient autism prediction model by implementing
randomization-based approaches [23, 24] on the autism spectrum disorder datasets.
Also, the numerical experiment is used to illustrate the usefulness of randomization-
basedmethods such as extreme learningmachines [23] and random vector functional
link network [24] in terms of various performance measures like accuracy, precision,
recall, negative predictive value, rate of misclassification, F1-measure, G-mean and
Matthew’s correlation coefficient [25], and CPU training cost. The contribution of
this work is

1. The classification potential of the ELM and RVFL models with various acti-
vation functions is explored in this research to quantify the autism spectrum
disorder in the human population of infants, teenagers, and adults.

2. To validate the efficiency of randomization-based approaches, several quality
metrics have been considered including accuracy, precision, recall, negative
predictive value, rate of misclassification, F1-measure, G-mean, and Matthew’s
correlation coefficient on UCI ASD datasets.

InSect. 2,wehave introduced the formulation of randomization-based approaches
in detail. Also, the autism spectrum disorder-related datasets with their attributes,
features, and class labels are described in Sect. 3. In Sect. 4, numerical results are
deliberated as the performance analysis between the two approaches ELM andRVFL
using 6 activation functions. Ultimately, in Sect. 5, we summarize our study andmake
suggestions for new work.

2 Randomization-Based Approaches

In this work, suppose, we have an input vector a and its L2-norm is represented as
||a||. Here, one’s vector and identity matrix are written as e and I, respectively.
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2.1 Extreme Learning Machine (ELM)

There is a prominent model for classification named as an extreme learning machine
that is associated with a single-layer feed-forward network (SLFNs) structure [23].
For each given input dataset a� = (a�1, . . . , a�p)

t ∈ �p and its outcome y� ∈ �, the
below mentioned (1) will satisfy over training as

y� =
M∑

r=1

μr S(ηr , λr , a�) for � = 1, . . . , q, (1)

where M denotes the symbol of present hidden nodes on the hidden layer;
S(ηr , λr , a�) is the non-linear function that is the outcome of the rth enhance-
ment node with the considered a� input dataset; ψ = (ψ1, . . . , ψM)t ∈ �M is the
outcome weight vector which is connecting the hidden node to the outcome node.
ηr = (ηr1, . . . , ηrp)

t ∈ Rn and λr ∈ � are the arbitrarily allocated input weight
vector and the bias which are linked to the input layer to the rth hidden node.

Further, one can write the Eq. (1) in this way

Hψ = y, (2)

where y = (y1, . . . , yq)t ∈ �q is the vector of possible outcomes. Here,

H =
⎡

⎣
S(η1, λ1, a1) . . . S(ηM , λM , a1)

. . . . .

S(η1, λ1, aq) . . . S(ηM , λM , xq)

⎤

⎦

q×M

, (3)

To obtain the value of ψ ∈ �M , (2) is required to be its minimum norm least
square solution in this way

ψ = H†y, (4)

where the (.)† is the symbolic representation of Moore–Penrose generalized inverse
[20].

At last, the final classification function f (.) is required (5) for any sample as ∈ �p

as

f (as) = h(as) · ψ . (5)
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2.2 Random Vector Functional Link Network (RVFL)

RVFL [24] is also a famous single-layer feed-forward network (SLFNs) that
arbitrarily assigns the weights to the hidden node and sticks them. Here, γ =
(γ1, . . . , γr )

t and r = M + p be the weight vector to the outcome neuron. The
outcome when the activation function hs(ak) = S(ηs, λ, ak) for s = 1, . . . , M and
k = 1, . . . , q of the sth hidden layer neuron w. r. to the kth sample. R is the q × p
dimensional matrix of training examples. Further, tuning is not required.

The mathematical expression for RVFL is written as

min α||γ ||2 + || − Wγ + y||2, (6)

where W = [H R].
By differentiation (6) w. r. to γ , one can find the solution through (7) as follows,

γ = (WtW + αI)−1Wty, (7)

At last, For RVFL, the final classifier of any sample is attained as

f (as) = sign ([h(as) as]γ ), (8)

where h(x) = [h1(x) . . . hM(x)].
In the randomization-based algorithms like ELM and RVFL, many activation

functions are considered such as multiquadric (M), sigmoidal(S), sine, swish, hyper-
bolic tangent function (tanh), hard limit transfer function (hardlim), and many more.
The definition of these activation functions is written [23, 24] as

1. For multiquadric: f (a) = √
(||a − η||2 + λ2),

2. For sigmoidal: f (a) = 1
1+e− aη+λ ,

3. For sine: f (a) = sin(a),
4. For swish: f (a) = a × (

1
1+e−a

)
,

5. For tanh: f (a) = ea−e−a

ea+e−a ,
6. For hardlim: f (a) = 1, if a ≥ 0 otherwise f (a) = −1.

3 Autism Spectrum Disorder Datasets Description

In this work, autism spectrum disorder datasets of children, adolescent, and adult
are used which is collected from UCI data repositories [7] that contains the three
type of data for ASD screening and further apply on both the randomization-based
approach to classifying the psychiatric disorders namedASD in the humanpopulation
at any age. Hence, the ASD dataset contains 20 numbers common attributes like age,
sex, nationality have jaundice or not at birth, knowledge of pervasive development
disorders, country name, etc., and 292, 98, 704 numbers of samples for children,



706 U. Gupta et al.

adolescent, and adult, respectively. The class labels are ASD (1) and no-ASD (0).
The attribute type of these ASD datasets is binary, categorical, and continuous. ELM
[23] and RVFL [24] approaches are applied to this ASD dataset [7].

4 Numerical Results

In this numerical result, the credibility and applicability of the randomization-based
algorithms named such as ELM [23] and RVFL [24] are validated on standard
ASD real-world datasets [7] for binary classification problems. To perform the
numerical experiments, we arrange some resources in such a manner as one CPU,
having 1 TB HD, i5 Intel(R) processor with 3.20 GHz, 8 GB memory, Windows 10
O.S., and for simulation MATLAB2019a software. Further, the six popular activa-
tions function is chosen under RBF hidden nodes. Input weights and biases were
examined arbitrarily at the start. But considered estimations will not be altered for
the entire test. The optimal parameters M and α are selected from the range of
{ 20, 50, 100, 200, 500, 1000 } and {10−5, 10−4, . . . , 104, 105}, respectively,
using tenfold cross-validation. To assess the fulfilment of the randomization-based
approaches, we have gauged several quality measures such as negative predictive
value, rate of misclassification, recall, accuracy, precision, F1-measure, geometric-
mean, andMatthew’s correlation coefficient [14, 25] for three datasets. The definition
of these quality measures is written as Table 1.

In the ASD dataset, the ratio of training to testing is considered in the 30:70. The
attainment analysis is being inspected by using several quality measures where the
appearance of ASD traits is advised to be “positive” class, and the inadequacy of
ASD traits is assumed to be “negative” class. The comparative arrangement of the
randomization-based approaches of ELM to RVFL based on accuracy on the ASD
publicly available UCI real-world datasets is presented in Table 2, respectively.

Table 1 Various evaluation quality measures

Quality measures Definition

Accuracy (ξTP + ξTN)/(ξTP + ξTN + ξFP + ξFN)

Precision (Pr) ξTP/(ξTP + ξFP)

Recall (Re) ξTP/(ξTP + ξFN)

Negative predictive value (NPV) ξTN/(ξTN + ξFN)

Rate of misclassification (RME) (ξFP + ξFN)/(ξTP + ξTN + ξFP + ξFN)

F1-measure 2 × (Pr × Re)/(Pr + Re)

Geometric-mean
√

(Pr × Re

Matthews’s correlation coefficient (MCC)
ξTP×ξTN−ξFP×ξFN√

(ξTP+ξFP)(ξTP+ξFN)(ξTN+ξFP)(ξTN+ξFN)

Where TP denotes as ξTP; TN denotes as ξTN; FP denotes as ξFP; and FN denotes as ξFN
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Table 2 The comparative analysis of randomization-based models ELM and RVFL with different
activation functions on ASD datasets for children, adolescents, and adults

ASD
dataset/models

Autism-child-data
(88 × 20, 204 × 20)

Autism-adolescent-data
(30 × 20, 68 × 20)

Autism-adult-data
(212 × 20, 492 × 20)

ELM (hardlim)
Accuracy ± S.D.
(M)
Time

49.5098 ± 0
(1000)
0.64013

60.2941 ± 0
(1000)
0.23224

74.3902 ± 0
(1000)
1.11386

ELM (sine)
Accuracy ± S.D.
(M)
Time

68.9216 ± 2.78594
(1000)
0.15729

63.8235 ± 2.46076
(1000)
0.05004

66.0163 ± 5.05563
(1000)
0.50473

ELM (swish)
Accuracy ± S.D.
(M)
Time

90.4902 ± 0.55891
(20)
0.00354

73.8235 ± 2.82873
(500)
0.03354

92.0732 ± 0.14372
(20)
0.00746

ELM (tanh)
Accuracy ± S.D.
(M)
Time

57.6471 ± 5.25219
(1000)
0.13693

71.4706 ± 3.2219
(50)
0.00281

73.9837 ± 0.28744
(20)
0.00652

ELM (multiquard)
Accuracy ± S.D.
(M)

Time

84.3137 ± 0.60037
(20)
0.00525

66.1765 ± 1.8011
(1000)
0.08697

93.6585 ± 0.26501
(20)
0.01521

ELM (sigmoidal)
Accuracy ± S.D.
(M)

Time

59.2157 ± 2.23026
(500)
0.07168

74.1176 ± 6.02762
(500)
0.02373

72.8862 ± 1.62982
(50)
0.0664

RVFL (hardlim)
Accuracy ± S.D.
(M, α)

Time

94.6078 ± 0
(1000,10−2)
0.00181

82.3529 ± 0
(1000,100)
0.00149

97.1545 ± 0
(100,10−2)
0.00187

RVFL (sine)
Accuracy ± S.D.
(M, α)

Time

84.2157 ± 1.81439
(20,101)
0.0032

75.2941 ± 3.18816
(20,100)
0.00535

92.1138 ± 0.46349
(20,102)
0.00472

RVFL (swish)
Accuracy ± S.D.
(M, α)

Time

92.1569 ± 1.03986
(500,103)
0.00175

81.1765 ± 1.91741
(100,10−1)
0.0007

94.2276 ± 0.42147
(1000,102)
0.00574

RVFL (tanh)
Accuracy ± S.D.
(M, α)

Time

94.6078 ± 0
(1000,10−2)
0.00423

82.3529 ± 0
(1000,100)
0.00242

97.1545 ± 0
(100,10−2)
0.00161

(continued)
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Table 2 (continued)

ASD
dataset/models

Autism-child-data
(88 × 20, 204 × 20)

Autism-adolescent-data
(30 × 20, 68 × 20)

Autism-adult-data
(212 × 20, 492 × 20)

RVFL (multiquard)
Accuracy ± S.D.
(M, α)

Time

93.6275 ± 0
(1000,10−2)
0.09594

78.2353 ± 0.65767
(500,100)
0.01164

97.0325 ± 0.18179
(1000,10−2)
0.18504

RVFL (sigmoidal)
Accuracy ± S.D.
(M, α)

Time

94.6078 ± 0
(1000,10−2)
0.00794

82.3529 ± 0
(1000,100)
0.00039

97.1545 ± 0
(100,10−2)
0.01095

Here, time in sec
Bold defines the best result

One can see from Table 2 that RVFL using hyperbolic tangent function (tanh),
hard limit transfer function (hardlim), and sigmoidal RBF node is achieved better
classification accuracy than ELM for all three datasets. We can easily conclude from
Table 2 that the learning cost is determined by the considered hidden layer nodes. If
the value of the hidden node is less, then the computational costwill beminimum.The
approach RVFL takes comparable or minimum time in contrast to ELM. For more
understanding,we have plotted the bar graph of the accuracy rank of all 12 approaches
with three ASD datasets in Fig. 1.We have determined other quality measures named
precision, recall, negative predictive value, rate of misclassification, F1-measure, G-
mean, and Matthew’s correlation coefficient [14, 25] for both the models as shown
in Table 3 for autism-child-data, Table 4 for autism-adolescent-data, and Table 5 for
autism-adult-aata, respectively.

Fig. 1 Accuracy ranks of the randomization-based model’s ELM and RVFL with hardlim (H),
sine, swish, tanh (t), multiquadric (M), sigmoidal (S) activation functions on ASD datasets
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Table 3 The performance analysis of randomization-based models ELM and RVFL with different
activation functions on ASD datasets named autism-child-data in terms of various quality measures

Measures/models Precision Recall NPV RME F1-measure G-mean MCC

ELM (hardlim) 0.7064 0 0.4951 0.5049 0.655 0.8123 0.7769

ELM (sine) 0.6757 0.7398 0.7072 0.3108 0.7059 0.7068 0.3801

ELM (swish) 0.9067 0.9049 0.9033 0.0951 0.9057 0.9058 0.8099

ELM (tanh) 0.5692 0.6466 0.5884 0.4235 0.6046 0.6063 0.1545

ELM (multiquard) 0.8464 0.8427 0.8404 0.1569 0.8444 0.8445 0.6865

ELM (sigmoidal) 0.5855 0.6718 0.6092 0.4078 0.6224 0.6255 0.1884

RVFL (hardlim) 0.9259 0.9709 0.9688 0.0539 0.9479 0.9481 0.8932

RVFL (sine) 0.8341 0.8583 0.8516 0.1578 0.8458 0.846 0.6849

RVFL (swish) 0.945 0.8971 0.9008 0.0784 0.9201 0.9206 0.8447

RVFL (tanh) 0.9259 0.9709 0.9688 0.0539 0.9479 0.9481 0.8932

RVFL (multiquard) 0.9167 0.9612 0.9583 0.0637 0.9384 0.9387 0.8735

RVFL (sigmoidal) 0.9259 0.9709 0.9688 0.0539 0.9479 0.9481 0.8932

Bold defines the best result

Table 4 The performance analysis ELM and RVFL with different activation functions on ASD
datasets named autism-adolescent-data in terms of various quality measures

Measures/models Precision Recall NPV RME F1-measure G-mean MCC

ELM (hardlim) 0.6029 1 0.7149 0.3971 0.7523 0.7765 0.4159

ELM (sine) 0.6771 0.7659 0.5548 0.3618 0.7186 0.72 0.2208

ELM (swish) 0.7756 0.8049 0.6977 0.2618 0.7856 0.7879 0.4567

ELM (tanh) 0.6865 0.9756 0.9114 0.2853 0.8052 0.818 0.4154

ELM (multiquard) 0.7888 0.6 0.5542 0.3382 0.6815 0.6879 0.3492

ELM (sigmoidal) 0.719 0.9415 0.8251 0.2588 0.815 0.8226 0.453

RVFL (hardlim) 0.9143 0.7805 0.7273 0.1765 0.8421 0.8447 0.6553

RVFL (sine) 0.8831 0.6829 0.6439 0.2471 0.7678 0.7753 0.5345

RVFL (swish) 0.9325 0.7415 0.7011 0.1882 0.8259 0.8314 0.6467

RVFL (tanh) 0.9143 0.7805 0.7273 0.1765 0.8421 0.8447 0.6553

RVFL (multiquard) 0.9068 0.7122 0.6705 0.2176 0.7978 0.8036 0.5891

RVFL (sigmoidal) 0.9143 0.7805 0.7273 0.1765 0.8421 0.8447 0.6553

Bold defines the best result

We have also drawn Figs. 2, 3, and 4 corresponding to Tables 3, 4, and 5, respec-
tively. In Table 4 for the autism-adolescent-data, the recall value of ELM (multi-
quadric) is better than other as well as negative predictive value is also better in the
case ofELM(tanh). Tables 3, 4, 5 andFigs. 2, 3, 4 summarize the same results asTable
2 that RVFL using a hyperbolic tangent function (tanh), hard limit transfer function
(hardlim), and sigmoidal activation function is far better rather than ELM. However,
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Table 5 The performance analysis of ELM and RVFL with different activation functions on ASD
datasets named autism-adult-data in terms of various quality measures

Measures/models Precision Recall NPV RME F1-measure G-mean MCC

ELM (hardlim) 0.8513 0 0.7439 0.2561 0.5361 0.8345 0.5648

ELM (sine) 0.4047 0.6762 0.8538 0.3398 0.5068 0.5229 0.2924

ELM (swish) 0.8705 0.8111 0.9365 0.0793 0.8398 0.8403 0.7881

ELM (tanh) 0.7846 0 0.7429 0.2602 0.7356 0.7845 0.6983

ELM (multiquard) 0.9135 0.8317 0.9439 0.0634 0.8704 0.8715 0.8304

ELM (sigmoidal) 0.3211 0.0603 0.7478 0.2711 0.1004 0.1376 0.0368

RVFL (hardlim) 0.9746 0.9127 0.9706 0.0285 0.9426 0.9431 0.9246

RVFL (sine) 0.8601 0.827 0.9413 0.0789 0.8429 0.8432 0.7908

RVFL (swish) 0.918 0.8508 0.9499 0.0577 0.8831 0.8837 0.8459

RVFL (tanh) 0.9746 0.9127 0.9706 0.0285 0.9426 0.9431 0.9246

RVFL (multiquard) 0.9712 0.9111 0.97 0.0297 0.9402 0.9407 0.9213

RVFL (sigmoidal) 0.9746 0.9127 0.9706 0.0285 0.9426 0.9431 0.9246

Bold defines the best result

Fig. 2 Comparative analysis of the ELM and RVFL with different activation functions on autism-
child-datasets on various quality measures

overall RVFL with three activation functions is showing better performance in all
datasets. The sigmoidal function is non-linear and continuously differentiable (0, 1)
whilst construction of neural network-based model. The tanh function is a scaled-up
or altered variant of the sigmoid function, although it still has the vanishing gradient
problem.
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Fig. 3 Comparative analysis of the ELM and RVFL with various activation functions on autism-
adolescents-datasets on various quality measures

Fig. 4 Comparative analysis of the ELM and RVFL with different activation functions on autism-
adult-datasets on various quality measures

5 Conclusion and Future Work

Here, the classification efficacy of two randomization-based approaches, i.e., ELM
andRVFLhas experimented in the autism spectrumdisorder dataset at all age groups.
Theoretically, RVFL is comparable in speed compared toELM.But, for a tiny dataset,
it does not show any significance in the training time of ELM and RVFL approaches.
Therefore, in results of the generalization of the approaches, we emphasized based on
the quality measures like accuracy, precision, recall, negative predictive value, rate
of misclassification, F1-measure, G-mean, and Matthew’s correlation coefficient.
ELM and RVFL are compared with each other using different variants of activa-
tion functions to verify the classification performance. It could be derived from the
above-computed results that accuracy, precision, recall, negative predictive value, F1-
measure, G-mean, and Matthew’s correlation coefficient of ELM model are lower
than the RVFL model which supports its generalization. It could be noted that the
RME of RVFL is less compared to ELM. This shows that the RVFL has the superior
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capability of classification of ASD mental disorder. Since, in this work, we have
considered the three datasets of children, adolescents, and adults which are confined.
Large data with high dimensions will be one of the future aspects as well as we can
also implement other variants of classification models to attain a better solution for
ASD neurodevelopment disorder in the future.
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A Twin Kernel Ridge Regression
Classifier for Binary Classification

Barenya Bikash Hazarika , Deepak Gupta , and Parashjyoti Borah

Abstract Kernel ridge regression (KRR) is a popular machine learning technique
for tasks related to both regression and classification. To improve the generalization
ability of the KRR model, this paper suggests a twin KRR model for binary classifi-
cation. The twin KRR (TKRR) solves two sets of linear equations rather than solving
quadratic programming problems (QPPs) unlike support vector machine (SVM) and
twin SVM (TWSVM). The conventional KRR learns only one large hyperplane
while the TKRR learns two small hyperplanes. The proposed TKRR is novel, fast,
and intuitive. Experimental simulations have been carried out on an artificial and a
few interesting real-world datasets. The obtained classification accuracies of TKRR
are statistically compared with SVM, TWSVM, and KRRmodels. The experimental
outcomes demonstrate the efficacy and usability of the proposed TKRR model.

Keywords Machine learning · Kernel ridge regression · Binary classification ·
Least squares

1 Introduction

1.1 A Subsection Sample

The support vector machine (SVM) is among the most popular machine learning
(ML) models which follows the statistical learning theory [1]. Cortes and Vapnik
[2] suggested the SVM for classification tasks, and it has emerged to be a very
influential supervised model. SVM is based on the structural risk minimization
(SRM) rule, which decreases the occurrence of risk during the training process and
increases the generalization capability. Because of its improved performance, SVM
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is a commonly used classification model in several fields like pattern classification
[2], class imbalance learning [3], and many more [4–6]. But one of the major prob-
lems with traditional SVM is seeking a solution to the complex QPP. Hence, it has a
high-computational cost. To decrease the computational cost of SVM, Jayadeva et al.
[7] came up with the idea of twin SVM (TWSVM). TWSVM solves two smaller
QPPs as opposed to solving a bigger one. Theoretically, TWSVMs computational
speed is quadrupled compared to conventional SVMmodel. Due to its fast training as
well as high-generalization performance, the TWSVM has been successfully imple-
mented in several fields like pattern classification [8], medical data classification [9],
and so on.

The single layer feed forward networks are widely implemented for solving tasks
related to both classification and regression [10]. The randomized version of feed
forward network also known as the random vector functional link networks (RVFL)
[11] has gained tremendous attention among researchers because of its fast training
and high-generalization ability. An extensive study on the randomization-based feed
forward networks has been carried out in [12]. Few recent RVFL-based studies can be
explored in [13, 14]. Extreme learning machine [15–18] is another popular machine
learning model that has been popularly used in wide areas of applications. Kernel
ridge regression (KRR) [19]-based approaches have recently gained quite a lot of
attention due to their non-iterative learning approach. KRR extends the ridge regres-
sion model for solving nonlinear problems. Although it was originally suggested
for regression but it shows promising classification ability almost similar to SVM.
Following that, a number of articles were published that used similar methodology
as KRR but used other names and failed to reference the original KRR. Recently,
a co-trained KRR was suggested by [20] using the “perturb and combine” strategy
which trains two KRRs jointly. In this work, to improve the generalization ability of
KRR, we suggest a novel twin KRR for classification. TKRR solves two systems of
linear equations to obtain its optimum solution. The prime objectives of this paper
are

1. To propose a novel twinKRRmodel in order to enhance the classification ability
of KRR.

2. To statistically analyze the performance of TKRR with state-of-the-art SVM,
TWSVM, and the KRR models.

In Sect. 2, the related works are addressed. Section 3 elaborates the proposed
model. In Sect. 4, numerical simulation is discussed. Finally, the conclusion is
demonstrated with future aspects in Sect. 5.
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2 Related Works

2.1 The SVM Model

SVM [1] finds a hyperplane as φ(x)tw + eb = 0, φ(x) is maps the feature of x.
Consider Yi ∈ {−1, 1} indicates the class labels of the training matrix X of order
m × n, where i = 1, 2, ..., m. The unknowns w and b are calculated by obtaining
the solution of the optimization problem:

min
1

2
‖w‖2 + Cetξ,

s.t., Y (φ(x)tw + eb) ≥ e − ξ, ξ ≥ 0 (1)

where e is the one’s vector and ξ indicates the slack variable, respectively. C ≥ 0
indicates the tradeoff parameter.

The dual problem of (1) can be achieved by introducing the Lagrangian multi-
plier, λ ≥ 0 to (1) and further solving it by using the Karush–Kuhn–Tucker (KKT)
condition:

min
1

2
λtYK (x, xt )Yλ − etλ,

s.t., 0 ≤ λ ≤ Ce, ytλ = 0, (2)

where Y = diag(y) and K (x, xt ) indicate the nonlinear kernel function so
thatK (x, x) = φ(x).φ(x) = φ(x)tφ(x). w and b are determined by solving the
QPP of (2) with respect to λ. For a new sample, x ∈ �n the SVM classifier may be
determined as

f (x) = sign (φ(x)tw + b). (3)

2.2 The TWSVM Model

TWSVM [7] seeks for two non-parallel hyperplanes as f1(x) = K (xt,Tt)w1+b1 =
0 and f2(x) = K (xt,Tt)w2 + b2 = 0. Let two training matrices X1 and X2 are of
p × n and q × n sizes, respectively. The unknown variables w1,w2 and b1, b2 are
determined by solving two optimization problems as

min
1

2

∥
∥K (X1,Tt )w1 + eb1

∥
∥
2 + C1etξ1,

s.t.,−(K (X2,Tt ).w1 + eb1) ≥ e − ξ1, ξ1 ≥ 0 (4)
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and

min
1

2

∥
∥K (X2,Tt )w2 + eb2

∥
∥
2 + C2etξ2,

s.t., (K (X1, T
t ).w2 + eb2) ≥ e − ξ2, ξ2 ≥ 0, (5)

where ξ1 and ξ2 are the slack variables.C1,C2 > 0 represents the penalty parameters,
and K (.) represents the kernel function. Also, consider T = [X1; X2]..

To solve the primal problems of (4) and (5), their dual can be determined by using
the Lagrangian multipliers and solving it by using the KKT condition as

min
1

2
λt
1M(LtL)−1Mtλ1 − etλ1,

s.t., 0 ≤ λ1 ≤ C1e, (6)

and

min
1

2
λt
2L(MtM)−1Ltλ2 − etλ2,

s.t., 0 ≤ λ2 ≤ C2e, (7)

where λ1 ≥ 0 and λ2 ≥ 0 are Lagrangian multipliers. Also, L = [K (X1,Tt ) e]
and M = [K (X2,Tt ) e]. For a new example, x ∈ Rn the TWSVM classifier may
be expressed as

f (x) = argmin
∣
∣K (xt,Xt)wi + bi

∣
∣, i = 1, 2 . (8)

2.3 The KRR Model

The primal of KRR [19] may be presented by the following problem of optimization
as shown below:

min
C

2
‖w‖2 + 1

2
‖ξ‖2,

s.t., y − φ(x)tw = ξ, (9)

where e is the one’s vector and ξ indicates the slack vector.
The Lagrangian of (9) may be formulated as

L(w, ξ ; λ) = C

2
‖w‖2 + 1

2
‖ξ‖2 − αt

{

y − φ(x)tw − ξ
}

, (10)
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where λ is the Lagrangian multiplier. Further applying the KKT condition, the dual
form may be obtained as

L = − 1

2C
λtφ(x)φ(x)tλ − 1

2
λtIλ − ytλ, (11)

where I is an identity matrix. After differentiating Eq. (11) with respect to λ and
further equating it to zero, we obtain

∂L

∂w
= 1

C
φ(x)φ(x)tλ + Iλ + y = 0,

λ = −
(
1

C
φ(x)φ(x)t + I

)−1

y,
(12)

For a new input example, x ∈ RN the KRR decision function may be generated
as

f (x) = sign

{

− 1

C
φ(x)tλ

}

. (13)

3 The Proposed TKRR Model

TKRR is a binary classifier that solves two systems of linear equation. Now let us
consider a binary problem of classification, where m1 data points belong to class
+1 and m2 data points belongs to class −1 in n− dimensional space n ∈ �n . Let
A ∈ Rm1×n and B ∈ Rm2×n represent the positive and negative classes, respectively.
w1,w2 are the unknown variables. Given a binary classification problem, the primal
problems of the proposed TKRR may be expressed as

min
C1

2
‖w1‖2 + 1

2
‖Aw1‖2 + C3

2
ξ tξ,

s.t.,−Bw1 = e − ξ, (14)

and

min
C2

2
‖w2‖2 + 1

2
‖Bw2‖2 + C4

2
ψ tψ,

s.t., Aw2 = e − ψ, (15)

where C1, C2, C3, and C4 are user-defined parameters. e is the one’s vector. ξ and
ψ indicate the slack variables. Now replace the values of ξ and ψ in (14) and (15),
we get
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L1 = C1

2
‖w1‖2 + 1

2
‖Aw1‖2 − C3

2
‖e + Bw1‖2, (16)

and

L2 = C2

2
‖w2‖2 + 1

2
‖Bw2‖2 + C4

2
‖e − Aw2‖2. (17)

Now, differentiating (16) and (17) with respect to w1 and w2, respectively, and
further equating it to zero, we get

∂L1

∂w1
= C1w1 + AtAw1 − C3Bt(e + Bw1) = 0, (18)

and

∂L2

∂w2
= C2w2 + BtBw2 + C4At(e − Aw2) = 0. (19)

The solutions of (18) and (19) can be derived to be

w1 = −
(
C1

C3
I + 1

C3
AtA + BtB

)−1

Bte, (20)

and

w2 =
(
C2

C4
I + 1

C4
BtB + AtA

)−1

Ate. (21)

The TKRR classifier for any unknown point can be generated as

f (x) = argmin
∣
∣K (xt ,Xt )wi

∣
∣, i = 1, 2 .

4 Numerical Experiments

The experiments have been performed using MATLAB software on a computer
with 32 gigabytes of random access memory, Intel Core i7 embedded with 3.20 Gh
clock speed. The Gaussian RBF kernel is selected in the experiments which can be
expressed as k(xl , xm) = − exp(−μ ||xl − xm ||2), where xl , xm denotes any data
point. The choice of parameter is very essential to get the optimum result for any
model. In this work, we choseC andμ from {10−5, ..., 105} and {2−5, ..., 25}, respec-
tively, for the reported models along with the proposed TKRR. The normalization

is performed by considering, xlr = xlr−xmin
r

xmax
r −xmin

r
, where xmin

r = min
l=1,..,m

(xlr ) and xmax
r
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= max
r=1,..,m

(xlr ) are the extreme and least values, respectively, of the r th attribute of

all input samples xl . xlr is the normalized outcome of xlr .

4.1 Simulation on an Artificial Dataset

The artificially created 2DRipley dataset [21] has a total of 1250 data points of which
250 data points are used to train, and 1000 samples are used to test. From Fig. 1, it is
possible to visualize the different classifiers obtained from the Ripley dataset. Table 1
displays the classification accuracy of Ripley’s dataset using SVM, TWSVM, KRR,
and TKRR along with their optimum parameters and training period.

One can observe that the proposed TKRR shows the best classification accuracy
among the classifiers.

Fig. 1 Classifiers obtained on the artificially created Ripley dataset

Table 1 Accuracies obtained on the artificial Ripley dataset (best result is in boldface)

Dataset
(Train × test × attributes)

SVM
(C, μ)

Time (s)

TWSVM
(C1 = C2, μ)

Time (s)

KRR
(C, μ)

Time (s)

TKRR
(C1 = C2,C3 =
C4, μ) Time (s)

Ripley
(250 × 1000 × 2)

89.6
(10−2, 2−2)
0.01924

89.1
(10−5, 21)
0.03753

90
(10−5, 23)
0.00391

90.5
(10−5, 100, 21)
0.0179



722 B. Hazarika et al.

4.2 Simulation on a Few Real-World Datasets

Datasets of different types and sizes are used for experiments. These datasets are
collected from the UCI ML data repository [22] and KEEL repository [23]. The
information about the datasets is presented in Table 2.

Classification accuracies with their ranks, optimal parameters, and training time
(sec.) are exhibited in Table 3. It is noticeable from Table 3 that TKRR illustrates
comparable or better generalization ability compared to SVM, TWSVM, and KRR.
Additionally, it can be seen that TKRR shows low-computational cost compared
to SVM and TWSVM which indicates the computational efficiency of the TKRR
model. The time graph that is shown in Fig. 2 confirms the same where the training
time of SVM, TWSVM, and TKRR is shown. It is further observable from Table 3
that the TKRR model has the lowest mean rank.

Table 2 Information of the datasets

Dataset #Total samples #Training samples #Testing samples #Attributes

Abalone9-18 731 439 292 7

Australian 690 414 276 14

Dermatology 358 215 143 34

Ecoli-0-1_vs_2-3-5 244 147 97 7

Ecoli-0-1_vs_5 240 144 96 6

Ecoli-0-1-4-7_vs_5-6 332 200 132 6

Ecoli-0-2-6-7_vs_3-5 224 135 89 7

Ecoli-0-4-6_vs_5 203 122 81 6

Glass 214 129 85 9

Glass-0-4_vs_5 92 56 36 9

Iris 150 90 60 4

Ndc2k 2200 1320 880 32

New-thyroid1 215 129 86 5

Seeds 210 126 84 7

Shuttle-6_vs_2-3 230 138 92 9

Titanic 2201 1321 880 3

Yeast-0-5-6-7-9_vs_4 528 317 211 8

Yeast1 2968 1781 1187 8

Yeast3 1484 891 593 8

03subcl5-600-5-0-BI 600 360 240 2
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Table 3 Accuracies and ranks obtained on the real-world datasets (best results are in boldface)

Dataset SVM (Rank)
(C, μ) Time (s)

TWSVM
(Rank)
(C1 = C2, μ)

Time (s)

KRR (Rank)
(C, μ)

Time (s)

TKRR (Rank)
(C1 = C2,C3 =
C4, μ) Time (s)

Abalone9-18 97.5945 (2.5)
(103, 25)
0.52146

97.5945 (2.5)
(10−1, 20)
0.09557

96.5753 (4)
(100, 2−2)
0.01029

97.6027 (1)
(10−1, 10−5, 20)
0.04471

Australian 84 (2.5)
(10−1, 22)
0.05375

84 (2.5)
(10−5, 2−1)
0.05661

83.6957 (4)
(101, 21)
0.013939

85.1449 (1)
(10−3, 10−3, 23)
0.05269

Dermatology 99.2958 (4)
(10−1,20)
0.03636

100 (2)
(10−5, 20)
0.03387

100 (2)
(10−5, 2−1)
0.01004

100 (2)
(10−5, 10−3, 25)
0.03332

Ecoli-0-1_vs_2-3-5 93.75 (3)
(101, 2−1)
0.06669

92.7083 (4)
(10−1, 22)
0.01752

93.8144 (2)
(100, 2−1)
0.00469

95.8763 (1)
(10−4, 10−5, 25)
0.00775

Ecoli-0-1_vs_5 96.8421 (3.5)
(100, 2−1)
0.05586

96.8421 (3.5)
(100, 20)
0.03229

96.875 (1.5)
(10−1, 2−1)
0.00225

96.875 (1.5)
(10−5, 10−5, 20)
0.0096

Ecoli-0-1-4-7_vs_5-6 98.4733 (2)
(100, 2−1)
0.11443

97.7099 (4)
(101, 20)
0.02766

97.7273 (3)
(100, 2−1)
0.00420

98.4848 (1)
(10−3, 10−5, 24)
0.01493

Ecoli-0-
2-6-7_vs_3-5

100 (1)
(100, 2−1)
0.05718

96.5909 (4)
(10−3, 2−1)
0.02618

96.6292 (2.5)
(10−3, 20)
0.00132

96.6292 (2.5)
(10−2, 105, 24)
0.0069

Ecoli-0-4-6_vs_5 96.25 (2.5)
(100, 2−1)
0.04093

96.25 (2.5)
(10−1, 2−1)
0.02307

95.0617 (4)
(10−5, 2−5)
0.00186

96.2963 (1)
(10−5, 10−5, 24)
0.00554

Glass 78.5714 (4)
(101, 2−3)
0.04909

79.7619 (3)
(10−5, 2−3)
0.03324

81.1765 (2)
(10−1, 2−3)
0.00371

83.5294 (1)
(10−2, 10−1,
2−1)
0.01303

Glass-0-4_vs_5 100 (2)
(102, 20)
0.01195

100 (2)
(100, 20)
0.01743

97.2222 (4)
(10−1, 20)
0.00034

100 (2)
(10−5,100, 23)
0.00112

Iris 100 (2)
(10−2, 2−1)
0.02525

98.3051 (4)
(10−5, 2−3)
0.01248

100 (2)
(10−5, 2−5)
0.00142

100 (2)
(10−5, 10−5,
2−5)
0.00332

Ndc2k 96.3595 (4)
(101, 2−1)
0.80162

96.587 (3)
(10−1, 2−1)
0.79199

96.7045 (2)
(10−4, 22)
0.13552

97.0455 (1)
(10−5, 10−5, 23)
0.47432

New-thyroid1 98.8235 (3)
(101, 2−1)
0.04821

97.6471 (4)
(10−5, 2−2)
0.01769

98.8372 (1.5)
(10−1, 2−3)
0.00115

98.8372 (1.5)
(10−5, 10−4, 22)
0.00634

(continued)
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Table 3 (continued)

Dataset SVM (Rank)
(C, μ) Time (s)

TWSVM
(Rank)
(C1 = C2, μ)

Time (s)

KRR (Rank)
(C, μ)

Time (s)

TKRR (Rank)
(C1 = C2,C3 =
C4, μ) Time (s)

Seeds 86.747 (4)
(100, 2−1)
0.04631

90.3614 (3)
(100, 21)
0.01792

92.8571 (1.5)
(10−2, 2−1)
0.00175

92.8571 (1.5)
(10−5, 100, 23)
0.00578

Shuttle-6_vs_2-3 100 (2)
(101, 2−1)
0.05799

98.9011 (4)
(10−4, 2−1)
0.02959

100 (2)
(10−3, 21)
0.00123

100 (2)
(10−5, 10−5, 25)
0.01047

Titanic 78.4983 (4)
(100, 2−1)
0.59380

79.7497 (1)
(10−2, 2−1)
0.64556

79.2045 (3)
(10−3, 2−5)
0.60593

79.6591 (2)
(100, 101, 20)
0.47292

Yeast-0-5-6-7-9_vs_4 90 (3.5)
(101, 2−2)
0.27344

90 (3.5)
(10−1, 2−2)
0.04516

90.9953 (2)
(100, 2−2)
0.00677

91.9431 (1)
(100, 100, 2−2)
0.02967

Yeast1 99.5784 (2)
(100, 2−5)
1.3437

98.5666 (4)
(10−3, 2−4)
1.4797

98.9048 (3)
(103, 2−5)
0.21819

100 (1)
(10−4, 10−5,
2−4)
1.20761

Yeast3 94.0878 (2)
(104, 22)
0.38104

93.9189 (3)
(10−2, 2−1)
0.32531

92.5801 (4)
(103, 2−4)
0.05135

94.0978 (1)
(100, 10−2, 2−2)
0.21602

03subcl5-600-5-0-BI 93.7238 (2)
(102, 2−4)
0.0355

91.6318 (4)
(10−5, 2−5)
0.06756

93.3333 (3)
(100, 2−5)
0.00661

94.1667 (1)
(10−1, 10−1, 25)
0.05419

Mean 94.1298 (2.775) 93.8563
(3.275)

94.1097 (2.55) 94.9523 (1.4)

0 0.1 0.2 0.3 0.4 0.5 0.6

Australian

Dermatology

Glass

Abalone9-18

Ecoli-0-1-4-7_vs_5-6

Time (sec.)

TKRR TWSVM SVM

Fig. 2 Training time (s) comparison among SVM, TWSVM, and TKRR
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4.3 Statistical Analysis

The Friedman test analyzes performance of the models based on their average ranks.
To form the Friedman test, the mean ranks of the 4 models over the 20 datasets are
taken from Table 3.

From Table 3, we can generate the null hypothesis as

χ2
F = 12 × 20

4 × 5

[

2.7752 + 3.2752 + 2.552 + 1.42 − 4 × 52

4

]

= 22.665

FF = (20 − 1) × 22.665

20 × (4 − 1) − 22.665
= 11.5343

FF is distributed to (4−1) and (4−1)× (20−1) degrees of freedom. The critical
value CV for FF is 2.182 for α = 0.10. Since FF > CV , we can reject the null
hypothesis. The critical difference (CD) taking p = 0.10 can be computed as [24]:

CD = 2.78

√

4 × (4 + 1)

6 × 20
= 1.1349

It is observable from the results that the difference between the mean rank of
TKRRwith SVM,TWSVM, andKRR is 1.375, 1.875, and 1.15, respectively, which
are greater than the CD. Hence, TKRR shows improved classification performance
compared to SVM, TWSVM, and KRR. It can be further noticed from Table 3 that
the proposed TKRR shows the best results in 18 cases out of 20 which reveals the
supremacy of TKRR over the other models.

5 Conclusion and Future Direction

This work suggests a novel KRR for classification called TKRR. The proposed
TKRR is computationally efficient and intuitive. Numerical simulations have been
performed on an artificial dataset and twenty benchmark datasets. Further statistical
analysis has been carried out using the popular Friedman test with posthoc Nemenyi
statistics. Experimental outcomes on different types of small and large-scale datasets
reveal the effectiveness of the proposed TKRR. No external optimization toolbox is
needed to solve the optimization problem of TKRR.However, themain limitations of
the TKRRmodel are that it is sensitive to feature noise. In future, this drawback could
be overcome by assigning the affinity and class probability-based fuzzy membership
values to TKRR.
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Performance Evaluation of CMOS
Voltage-Controlled Oscillator
for High-Frequency Communication
System

Abhijit Panigrahy, Abinash Patnaik, and Rajesh Kumar Patjoshi

Abstract Voltage control oscillator (VCO) is one of the fundamental blocks in high-
frequency communications systems. In recent scenario, Giga-Hertz band commu-
nication is one of the attractive features. Therefore, the demand for realization
of a single chip transceiver is increasing; with the higher requirement of reduced
size, lower cost and low power consumption. So, the designed VCO should be
one of the essential considerations for high-frequency communication system. This
paper contemplates the design and implementation of low power and delay voltage-
controlled oscillators which targets to improve frequency generation performance
in the field of high-frequency communication systems. The proposed models aim
at providing better results in different sectors. All the circuits are validated by
utilizing cadence virtuoso tool with United Microelectronics Corporation (UMC)
180 nm technology library. Eventually, these circuits are compared with respect to
power, delay, area and frequency to justify the most suitable VCO for high-frequency
communication system.

Keywords Voltage-controlled oscillator · Current starved oscillator ·
Op-amp-based VCO · UMC

1 Introduction

The primary objective of this paper is to design an ideal voltage-controlled oscil-
lator to produce waveforms of variable frequency by altering the supplied voltage
irrespective of the process variation. Voltage control oscillator (VCO) is one of the
essential circuits for recent high-frequency communication system which generates
high-frequency signal for communication system and act as a central block of radio
frequency integrated circuit (RFIC) [1]. VCO can operate over a wide range of
frequency based on the requirement such as multi-standard or multi-band radios.
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The proposed VCO architecture has lesser power utilization, a wider range of
frequency tuning, less phase noise and a higher performance rate as compared to the
existing VCO’s. Moreover, this circuit aims at minimal delay and area consumption.
Different types of VCO’s were taken into consideration and studied. Schematics of
various architectures were done followed by their simulation.

Voltage-controlled oscillator can be stated as an electronic device which gener-
ates oscillating frequency with an application of variable input voltage. The control
voltage governs the oscillating frequency of the circuit [2]. VCO is an electronics
structure which uses feedback circuit, resonant circuit and an amplification circuit
for generating various signals at a particular frequency. As the VCO circuits oper-
ates over a wide range of frequency with minimal area and power consumption,
it has become an important part of the modern communication systems [3]. They
are also responsible for timing of digital systems and frequency translation in high-
frequency systems [4]. In modern era, the super-charged systems like phase-locked
loops (PLLs) is a popularly used circuit structure which is having various appli-
cations in data recovery, clock generation and frequency synthesis, where VCO is
treated as the integral part of those high-performance PLLs [5]. PLL consists of a
voltage-controlled oscillator, a loop filter, a charge pump, a low-pass filter and a phase
detector. VCO affects the stability of the systems with respect to noise performance
and power consumption [6]. For controlling the frequency with respect to control
voltage and produce higher range of frequency, current starved oscillator structure is
used [7]. VCO can also be implemented by using various delay cells and circuit struc-
tures [8]. In recent days, it is seen that the high-frequency circuit implemented using
CMOS process is better in power and speed and also cost-effective as compared to
that implemented using bipolar technique [9]. The quadrature output can be obtained
from the two-stage differential VCO structure [10].

Here we designed different VCO structure like ring oscillator, current starved
VCO, op-amp-based VCO and compared their performance with reference to power,
speed and frequency tuning. Thus, we intend to design a suitable VCO which gener-
ates output signals in the required range so that they can be used further in PLL
networks.

2 Overview of Voltage-Controlled Oscillator

This section will discuss the fundamentals of the design before going to the design
and simulations. But before going to op-amp, the behavior of other oscillator circuits
such as ring oscillator, current starved oscillator needs to be studied in detail. As in
VCO, the frequency of the output voltage is determined by the input control voltage.
Also, the power, speed and area factors should be considered as important parameters.
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Fig. 1 Basic structure of a
nth stage ring VCO

2.1 Ring Oscillator

In today’s time, oscillators play an vital role in most of the communication systems
and optical devices. A ring oscillator is a feedback circuit consisting of odd number
of series connected identical inverter stages forming a closed loop. The output fed
to the input causes the anticipated oscillations. The circuit only needs power supply,
and the oscillation starts on its own because of the feedback circuit. With the change
in the number of inverter stages or with the change in supply voltage, the frequency
of the oscillation can be further altered. It also produces quadrature phase and phase
outputs when the numbers of delay cells used are even.

Inverter cell is the basic element of a ring oscillator circuit. Inverter cells are
chosen wisely considering that both of them are identical and symmetric in a way
that channel length of n and p transistors are same. All the inverter stages in a ring
oscillator are connected in a series forming a loop. The circuit is designed carefully
so that it meets the Barkhausen criteria of oscillation which insist that the circuit
should produce a phase shift of 2π and have a unity voltage gain in order to perform
oscillation. Figure 1 shows a basic structure of a nth stage ring oscillator, and for ‘N’
number of stages, the oscillation frequency can be calculated as,

f = 1

2 ∗ T ∗ N
(1)

where ‘f ’ is the oscillation frequency and ‘T ’ is the delay time.

2.2 Current Starved Oscillator

An oscillator produces waveforms of specific frequency and constant amplitude.
In case of a ring oscillator, delays produced by each inverter stages determine its
oscillation frequency but in case of current starved oscillator, by controlling the flow
of current to the capacitive loads connected at each stage, delay of the circuit can be
controlled. Figure 2 shows the basic structure of a current starved oscillator.

In a current starvedVCO, the control voltage regulates the resistances of consisting
pull-down and pull-up transistors of that circuit through current mirror technique.
These wavering resistances control the availability of current to the capacitive loads
for charging and discharging operations which determine the frequency of the oscil-
lation. In this architecture, the output is calculated from the drains of M1 and M2
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Fig. 2 Basic structure of a
current starved oscillator

transistors which act as inverters. The perk of using this configuration is a variation
in the value of control voltage which can tune the oscillatory frequency over a wide
range of values. The linearity and frequency of VCO is determined by varying the
control input voltage (V ctrl). The oscillation frequency for ‘N’ stage current starved
oscillator can be calculated as

f = ID
VDD ∗ N ∗ Ctot

(2)

where ‘ID’ is the drain current, ‘VDD’ is the supply voltage and ‘Ctot’ is the total
capacitance.

2.3 VCO Using Operational Amplifier

Op-amp-based VCO can also be implemented by using the two-stage operational
amplifier, where the first stage will maximize the voltage swing and the second stage
will enhance the gain of the amplifier. Width-to-length (W /L) ratio of all the metal–
oxide–semiconductor field-effect transistor (MOSFET) was calculated theoretically
and the values were used for practical implementation. Figure 3 demonstrates various
blocks associated in the architecture of a VCO.

From the simulatedBode plot, we can analyze that the two-stage op-amphas better
phase stability. For designing a VCO, we need an integrator and Schmitt trigger,
where the triangular wave will be generated by the integrator and Schmitt trigger
will generate the square wave. The integrator and Schmitt trigger circuits can be
designed using two-stage operational amplifier [11]. In operational amplifier-based
VCO, by varying the input voltage, the oscillating frequency can be supervised.
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Fig. 3 Block diagram of an
op-amp VCO

3 Schematic Design and Implementation

3.1 Schematic Design of Ring Oscillator

A five-stage ring oscillator has been designed in UMC 180 nm CMOS technology
using cadence virtuoso tool. To design a five-stage ring oscillator, five inverter stages
were cascaded where output of each stage were the inputs to their succeeding stage
and the final output being connected to the input of circuit forming a feedback loop.
For the oscillations to arise spontaneously, supply voltage and reset voltage were
applied. The schematic of five-stage ring oscillator is shown in Fig. 4. Similarly,
different stages of ring oscillators can be designed using the same stages of inverter
stages. Table 1 represents theW /L ratios of the MOSFET’s used in the circuit.

Fig. 4 Schematic
representation of five-stage
ring oscillator
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Table 1 W/L ratio of ring
oscillator

Transistor number (W/L) Ratio

(W/L)0,1,2,6,7 2

(W/L)3,4,5,8,9 1

3.2 Schematic Design of Current Starved Oscillator

In a current starved oscillator, the control voltage alters the resistances of pull-down
as well as pull-up transistors through a current mirror. Current starved oscillator is
designed using ring oscillator as they are very much similar to each other. Schematic
diagram of current starved oscillator has been illustrated in Fig. 5.

From the designed architecture, it can be observed that theM0 andM3 transistor
act as an inverter, where as M9 and M12 transistors act as current sources and sink.
The inverter transistors, i.e., M0 and M3, starve for the availability of current as
the current sources limit the current available to them. The current flowing through
transistors M14 and M15 is same as they are current-mirrored and are governed by
the control voltage supplied at the input. Table 2 demonstrates theW /L ratios of the
transistors used in the circuit.

Fig. 5 Schematic representation of current starved oscillator

Table 2 W /L ratio of current
starved oscillator

Transistor number (W /L) Ratio

(W /L)0,1,2,9,10,11,13,14,15,16,17 2

(W /L)3,4,5,6,7,8,12,18,19,20,21 1
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3.3 Schematic Design of Op-amp Based VCO

Involvement of two-stage architecture in the design of a differential VCO makes
it more balanced. Figure 6 shows the schematic representation of op-amp-based
voltage-controlled oscillator. The various blocks are current source, Schmitt trigger
and buffer amplifiers. Schmitt trigger is responsible for generating square wave
signals. It is biased by a constant current source. Current source is used to bias
primary Schmitt trigger. The capacitor voltage changes with the variation of current.
With increase of current, the voltage increases and vice-versa. Voltage variation
across the terminals of capacitor results in triangular waveforms. We can manipulate
it using Schmitt trigger or comparators circuits, to generate square wave signals. The
buffer amplifiers are optional and are used for impedance matching. To design the
Schmitt trigger and integrators, we have to design a two-stage operational amplifier.

4 Simulation Results and Analysis

The designwith optimization of ring oscillator, current starved oscillator and op-amp-
based VCO is done using Cadence Virtuoso tool having 180 nm node and supply
voltage of 1.8 V. Different analyses have been done such as transient analysis, delay
analysis and power analysis to observe the circuit behavior in response to different
parameters. Similarly, some process variation analyses have also been done to define
the applicability of the circuit, which is needed because of the generation of different
process variation constraints while manufacturing.

Fig. 6 Schematic representation of op-amp-based VCO
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Fig. 7 Transient analysis

Fig. 8 Delay analysis

Fig. 9 Power analysis
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Table 3 Summarizing the
parameters of different types
of ring oscillator

Stages Oscillation
frequency (MHz)

Delay value (ns) Power
consumption
(uW)

3 479.3 0.896 134.20

5 210.97 1.76 149.13

7 163.46 2.64 149.21

4.1 Schematic Simulations of Five-Stage Ring Oscillator

Different simulations such as transient analysis, delay analysis and power analysis
of the five-stage ring oscillator have been done and shown in Figs. 7, 8 and 9.

Analysis report of Ring Oscillator
Transient analysis is basically performed to illustrate the behavior of the wave-
form over a time period. Figure 7 shows the transient analysis of the five-stage ring
oscillator. Delay analysis is required to calculate the oscillation frequency which is
demonstrated in Fig. 8, and Fig. 9 presents the power analysis of the five-stage ring
oscillator which is done to calculate the total power consumption of thewhole circuit.
Table 3 provides the oscillation frequency, delay value and the power consumption
of three-stage, five-stage and seven-stage ring oscillators.

4.2 Schematic Simulation of Current Starved Oscillator

Transient analysis, delay analysis and power analysis of presented current starved
oscillator are done, and simulation results are given below. Moreover, frequency-
voltage characteristic of the oscillator is also being showed.

Analysis Report of Current Starved Oscillator
Figure 10 shows transient analysis of current starved oscillator, representing behavior
of the circuit with respect to time domain. Figure 11 illustrates the delay analysis
of current starved oscillator where the delay between the different inverter stage has
been shown. Figure 12 provides the power analysis of the circuit which is observed
as 132.297 uW at 1.1277 ns. Figure 13 gives a graphical representation of voltage vs
frequency curve, which shows variation of the voltage from 0.4 to 1.6 V, respectively,
which leads the variation in oscillation frequency form 1.24 to 108.60 MHz.
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Fig. 10 Transient analysis

Fig. 11 Delay analysis

Fig. 12 Power analysis
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Fig. 13 Graphical value of
frequency-voltage

4.3 Schematic Simulation of Op-amp VCO

Process variation describes the feasibility of the circuit, which conveys about a
substantial effect over analog circuits with regard to conceivable and computable
variance of the output, and those results demand Monte Carlo and corner analysis.

Analysis Report of Op-amp-Based VCO
Figure 14 shows the transient analysis of op-amp-based VCO, where the time period
is observed as 2.20981us. Figure 15 shows the Monte Carlo analysis, and Fig. 16
shows the corner analysis of the transient analysis. Figure 17 shows thepower analysis
of the circuit. Figure 18 shows the delay analysis of the triangular wave output, while
delay analysis of the square wave output is shown by Fig. 19. Table 4 represents the
variation of the oscillating frequencies with the variation in the input control voltage,
and Table 5 ultimately gives a comparison of all the VCO structures that have been
mentioned in this paper.

Fig. 14 Transient analysis
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Fig. 15 Transient analysis
(Monte Carlo)

Fig. 16 Transient analysis
(corner)

Fig. 17 Power analysis

5 Conclusion

In this paper, at first, we studied different oscillator structures like ring oscillator,
current starved oscillator and op-amp-based oscillator and verified their experimental
result with the theoretical studies. We noted that in current starved oscillator the
frequency is increased with increase in input voltage. As op-amp is a critical block
in VCO design, so the values of the circuit components were calculated from the
given design specifications, and the two-stage op-amp was designed. Further, we
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Fig. 18 Delay analysis of a
triangular wave

Fig. 19 Delay analysis of a
square wave

Table 4 Representation of
oscillation frequencies of an
op-amp VCO

Sl. No. Input control voltage (V) Oscillation frequency
(kHz)

1 0.6 378.78

2 0.8 415.80

3 1.0 460.82

4 1.2 495.04

5 1.4 540.54

designed a VCO using operational amplifier circuit which provides better result in
terms of delay fromother oscillator circuits. The behavior of this designwas observed
from the circuit analysis, in which we found that by increasing the control voltage
the oscillation frequency is also increasing. This paper aimed at designing voltage-
controlled oscillators having lower phase noise and consuming less power. VCO
with low power consumption with good functionality would result in minimal power
loss. Therefore, the discussed models can be act as great assets in the domain of
communication because of its characteristics.
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Table 5 Comparison of various oscillator structures

Types of oscillation
structure

Frequency Delay (ns) Power (uW) Comment

Op-amp-based VCO 378–574 kHz 1.05 803.05 Low-frequency operation
Less delay
More complex design
More power dissipation

Current starved VCO 1.24–108.60 MHz 4.25 132.29 High-frequency
operation
More delay
Simple design
Very low-power
dissipation

Ring oscillator 210 MHz 1.76 149.13 High frequency (but no
variation)
Less delay
Easy design
Low-power dissipation
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Kernelized Random Vector
Functional-Link Network

Parashjyoti Borah , Deepak Gupta , and Sandeep Soumya Sekhar Mishra

Abstract Random vector functional-link (RVFL) networks are closed-form
solution-based methods that evaluate a linear function in the output layer. The input
vectors are fed to the output layer using the direct links. In this study, similar to the
kernel-based methods, the input space is mapped to a higher dimensional feature
space before feeding them to the output layer of RVFL. Thus, the proposed method
utilizes the benefits of the nonlinear kernel functions of the kernel-based methods
and the nonlinear activation functions of the artificial neural networks. The proposed
method achieves complete nonlinearity at the output layer. Experiments performed
on real-world datasets establish efficacy of the proposed approach.

Keywords RVFL · KRR · Kernel-based methods · Activation functions

1 Introduction

Random vector functional-link networks [1], popularly referred to its corresponding
acronym as RVFLs, are one of the popular supervised learning algorithms for regres-
sion and classification tasks. RVFL basically is a single hidden layer feedforward
network (SLFN) where there exists one hidden layer (also called the enhancement
nodes) between the input layer and the output layer. However, in addition to the links
from the enhancement nodes to the output layer neuron(s), RVFL sets direct connec-
tions that establish links from the input layer to the output layer. In the simplest case,
the output layer of RVFL consists of single neuron that finds linear output. Unlike
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traditional artificial neural networks (ANNs) that obtain the solutions iteratively,
RVFL is a closed-form solutions-based method that first assigns random weights to
the links from input layer to the enhancement nodes and obtains the weights to the
output layer neurons by solving a linear equation. Some latest RVFL-based studies
can be explored in [2–4], and some advancements on RVFL are available at [5, 6].

Twoother very popular algorithms that are similar toRVFLare kernel ridge regres-
sion (KRR) [7] and least squares support vector machine (LS-SVM) [8]. However,
both KRR and LS-SVM have structural differences to RVFL which is graphically
depicted in a later section of this paper. KRR first performs feature mapping from
the input space into a feature space of higher dimension where it then evaluates the
linear decision function. Similarly, LS-SVM in the nonlinear case first projects the
input space to a higher dimensional feature space, and there it evaluates the deci-
sion function. The only architectural difference between KRR and LS-SVM is that,
unlike KRR, LS-SVM introduces a bias term into its optimization problem, also
called the intercept, that allows the decision boundary not to pass through the origin
of the space. As the mapping function is not known sometimes and also turns out
to be computationally costlier if known, KRR and LS-SVM obtain the solutions by
using the kernel trick instead. The kernel trick replaces the dot product of two feature
vectors by an appropriately chosen kernel function [7, 8]. Some latest KRR and LS-
SVM-based approaches are available at [9–11]. In [2], authors have agreeably stated
that replacing the matrix DDt in RVFL solution by kernel matrix results in the KRR
and therefore such kernelization of RVFL is meaningless. However, some alterna-
tive kernelization methods for RVFL are discussed in [12–14]. In [12], authors have
proposed kernel-based random vector functional link (K-RVFL) where the activa-
tion function is replaced with kernel function in the hidden layer of RVFL. Thus,
the hidden layer output matrix is the feature mapped kernel matrix instead of the
activated outputs using the random weights of RVFL. In some sense, it can be visu-
alized as KRR with dual kernels (linear|nonlinear). A diagrammatic representation
of K-RVFL is presented in a later section. K-RVFL is further extended to multiclass
classification in [13, 14].

In this paper, we propose a kernelized RVFL (RVFLker) that maps the input space
into a higher dimensional feature space before feeding the input vectors to the output
neuron through the direct link. The principal benefit of the proposed RVFLker is
that it can utilize the power of nonlinear activation functions of ANNs and nonlinear
kernel functions of kernel-based methods like KRR to achieve complete nonlinearity
at the output layer. It can be stated that activation functions of ANN map individual
inputs for nonlinearity; i.e. the summed scalar output with weight and bias is passed
to a nonlinear activation function. On the other hand, feature mapping function
when kernelized maps the whole input space altogether to the higher dimensional
feature space; i.e. the mapping depends upon other input samples. The proposed
approach takes advantages of both the nonlinearities. We have diagrammatically
shown the structural differences of RVFLker from KRR, LS-SVM and K-RVFL,
whereas RVFLker retains the philosophy of RVFL. Experimental study on some
real-world binary classification datasets establishes the efficacy of RVFLker.
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2 RVFL Networks

All vectors are to be taken as column vectors. Let us consider, xi ∈ �n be an input
vector and X = (x1, . . . , xm)t be the input data matrix of order m × n. The output
vector is considered to be y = (y1, ...ym)t, where yi ∈ {+1,−1} is the target output
of the i th sample. Considering ω j ∈ �n be the randomly initialized weight vector to
the j th (for j = 1, . . . , l) enhancement node, the weight matrix to the enhancement
layer can be constructed as W = (ω1, . . . ,ωl), where l is the number of hidden
layer neurons, or in other words, l is the number of enhancement nodes. The bias
to the enhancement nodes is randomly initialized in the vector b ∈ �l . Selecting
a suitable activation function a(xi ,ω j , b j ) that finds the scalar output of the j th
enhancement neuron to the input vector xi , the hessian matrix can be formed asH =
(h(x1), . . . , h(xm))t, where h(xi ) = (a(xi ,ω1, b1), . . . , a(xi ,ωl , bl))t. Forming the
augmented matrixD = [H X] of size (m× (n+ l)) to be fed to the output layer and
considering β ∈ �(n+l) be the output layer weight vector, the optimization problem
of RVFL with regularization can be defined as [2]

min
β

||Dβ − y||2 + C ||β||2. (1)

With I as an identity matrix of appropriate dimension, the solution corresponding
to the unconstrained optimization problem defined in Eq. (1) can be obtained in the
dual space as

β = Dt(DDt + CI)−1y. (2)

3 Kernelized Random Vector Functional-Link Network
(RVFLker)

In the above section, we have seen that RVFL performs nonlinear transformations of
the input vectors to form the hidden or enhancement layer before feeding them to the
output layer.Nonlinearity can be achieved by applying a nonlinear activation function
to the individual inputs, and no information of the input space is utilized in obtaining
the enhancement node outputs. Along with the output from the enhancement nodes,
the input vectors are linearly fed to the output layer. To achieve complete nonlinearity,
in thiswork,weproject the data samples from the input space to a feature space having
higher number of dimensions as compared to the input space, and the feature mapped
samples are then fed to the output layer through the direct links.

Let us redefine the matrix D with the feature mapped input matrix as below:

D = [H ϕ(X)] (3)
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where ϕ(x) is the feature mapping function, and thus, the matrix ϕ(X) is defined as
ϕ(X) = (ϕ(x1), . . . , ϕ(xm))t. For the solution of RVFLker, Eq. (2) can be redefined
with mapped features as below:

β = [H ϕ(X)]t(HHt + ϕ(X)ϕ(X)t + CI
)−1

y. (4)

Now,we can apply the kernel trick to the solution for RVFLker expressed in Eq. (4).
Considering k(•, ∗) = ϕ(•) · ϕ(∗) = ϕ(•)tϕ(∗) is an appropriately chosen kernel
function, the Macer’s kernel matrix is formed as

K = ϕ(X)ϕ(X)t =

⎡

⎢⎢
⎣

k(x1, x1) · · · k(x1, xm)

...
. . .

...

k(xm, x1) · · · k(xm, xm)

⎤

⎥⎥
⎦ (5)

Thus, we can rewrite Eq. (4) as

β = [H ϕ(X)]t(HHt + K + CI
)−1

y. (6)

And finally, the decision function for an unseen vector x can be expressed as
below:

For regression:

f (x) = (
h(x)tHt + k(xt,Xt)

)(
HHt + K + CI

)−1
y. (7)

For classification:

f (x) = sign
((
h(x)tHt + k(xt,Xt)

)(
HHt + K + CI

)−1
y
)

(8)

It can be noted that the output neuron behaves like nonlinear classifiers such as
KRR or nonlinear LS-SVM (in the presence of the bias term). However, unlike KRR
or LS-SVM, RVFLker utilizes the additional features generated by the hidden layer
(enhancement nodes) using some activation function. Moreover, the bias term b can
be introduced to the output neuron so that the output function does not always have
to pass through the origin. A graphical idea of KRR [7], LS-SVM [8], RVFL [1, 2],
K-RVFL [12] and RVFLker is presented in Fig. 1.

In Fig. 1c β =
[

βh(x)

βx

]

, β =
[

βφ(x)

βx

]

in Fig. 1d, and in Fig. 1e β =
[

βh(x)

βφ(x)

]

. For

Fig. 1c and e, h(x) = (h1(x), h2(x), . . . , hl(x))t . It can be observed that RVFLker

has significant structural difference from KRR [7], LS-SVM [8] and K-RVFL [12].
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Fig. 1 a KRR, b LS-SVM,
c RVFL, d K-RVFL and e
RVFLker
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4 Experimental Study

In this section, we are presenting the experimental study carried out for binary clas-
sification problems and not regression problems. To test how RVFLker performs on
real-world problem-solving, numerical experiments are conducted on 11 real-world
publicly available benchmark datasets. The collected datasets are accessible from the
UCImachine learning repository [8]. All the experimental studies are carried out on a
general-purpose PCwith 8 GBRAMand Intel i5 processor runningWindows 10OS.
TheMATLABcomputational software is used to execute the algorithms. Datasets are
normalized to [0, 1] before experiments are performed. The hold-out split strategy is
applied for splitting the datasets into train, validation and test data in the ratio 5:2:3,
respectively. In other worlds, the training set consists of 50% of the data samples,
20% are used for tuning the user-specified parameters, and 30% of the dataset consti-
tute the test set. The results presented are obtained on the test dataset, i.e. the 30%
of the total samples selected for testing. Results are compared with very similar
classification algorithms, viz. KRR, LS-SVM (nonlinear), RVFL and K-RVFL. For
the kernel-based methods, namely KRR, LS-SVM and K-RVFL, we use the popular
Gaussian kernel. The sigmoid activation function is used for RVFL and RVFLker.
The proposed method uses the Gaussian kernel for kernel mapping. Generalization
performance on the selected binary classification datasets is presented in Table 1.
It can be observed that RVFLker could deliver better generalization performance in
most of the datasets when compared with the other reported related methods.

Table 1 Classification performance of KRR, LS-SVM, RVFL, K-RVFL and RVFLker on UCI
datasets. The best result is shown in bold

Datasets KRR LS-SVM RVFL K-RVFL RVFLker

Australian credit 89.372 89.372 86.8599 86.9565 88.1643

Breast cancer Wisconsin 94.6078 96.5686 95.9314 93.6275 97.3039

Bupa or liver disorders 69.9029 66.9903 60.9709 68.932 69.3204

Cleveland 77.5281 76.4045 78.8764 75.2809 79.6629

German 77 77 78.0667 77.6667 77.2333

Heart-c 70.7865 70.7865 69.2135 68.5393 74.0449

Heart-stat 77.7778 77.7778 85.3086 79.0123 80

Monk1 94.5783 95.1807 83.4337 93.9759 95.6627

Pima Indians diabetes 74.3478 74.7826 75.0435 74.7826 74.8261

WDBC 98.2353 98.8235 97 97.6471 98.8235

WPBC 67.2414 74.1379 72.7586 77.5862 77.7586
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5 Conclusion

The input vectors are directly fed to the output neuron of RVFLwhere the outputs are
obtained using a linear decision function.However, the additionally generated feature
outputs from the enhancement nodes may be obtained through nonlinear transforma-
tion using nonlinear activation function. RVFLker performs feature mapping of the
input vectors to a feature space with higher dimensions using feature mapping func-
tion before feeding them to the output neuron. Thus, RVFLker could obtain nonlin-
earity in both, the direct feature mapped links as well as in the enhancement nodes. It
is verified that most of the real-world datasets are nonlinearly separable in which case
RVFLker could achieve improved generalization performance as compared to RVFL.
Moreover, generalization performance on real-world datasets is also compared with
similarmethods, viz. KRR, LS-SVMandK-RVFL,which also establishes efficacy of
RVFLker. Future worksmay include extension of RVFLker to multiclass classification
and very large-scale datasets.
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Abstract Profitable organisations that applieddata analytics haveobtained adouble-
digit improvement in reducing costs, predicting demands, and enhancing decision-
making. However, in nonprofit organisations (NPOs), applying data analysis can
interpret and discover more patterns of donors, volunteers, and forecasting future
funds, gifts and grants. To uncover the usage of data analytics in different NPOs
and understand its contribution, this article presents a bibliometric analysis of 2673
related publications to reveal the research landscape of data analytics applied in
NPOs. Through a co-term analysis and scientific evolutionary pathways analysis,
we profile the associations between data analysis techniques and NPOs and addi-
tionally identify the research topic changes in this field over time. The results yield
us three major insights: (1) Robust and classic statistical methods-based data anal-
ysis techniques are dominantly prevalent in the NPOs field through all the time; (2)
Healthcare and public affairs are two crucial sectors that involve data analytics to
support decision-making and problem-solving; (3) Artificial Intelligence (AI)-based
data analytics is a recently emerging trending, especially in the healthcare-related
sector; however, it is still at an immature stage, andmore efforts are needed to nourish
its development.
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1 Introduction

Data technology is evolving rapidly to address global needs. The professionals and
practitioners from for-profit organisations are being urged to consider data analytics
applications to maximise their potential and increase productivity. However, there
are recent calls to apply such analytics on NPOs’ activities such as analysing donor
behaviours [1, 2]. NPOs differ from for-profit organisations as they are private, inde-
pendent and self-generated funds [3]. Museums, colleges, libraries, research centres,
health agencies, human welfare, human rights organisations, religious organisations,
and charitable foundations are examples of NPOs. NPOs are expected to gather
and analyse information from stakeholders to implement effective strategies for
achieving their missions’ objectives [4]. The role of data analytics in NPOs’ activities
is significant; it can assist such organisations in monitoring, evaluating, and deter-
mining barriers to their success, and can providemeaningful visualisations to support
decision-makers. Kassen [5] doubted that governmental agencies and social commu-
nity organisations can improve innovation by applying analytics on data. Using data
verifiable to make decisions may be considered as a valuable strategy in the organ-
isation [6]. Nevertheless, there are many concerns that NPOs do not benefit from
the data analytics. Thus, NPOs collect data but less often use it to analyse certain
activities such as analysing donor behaviours and predicting future donations [6].

NPOs face a number of significant challenges, including a shortage of technical
skills, and financial and human resources to analyse their data [7]. NPOs face internal
limitations in making the best use of data analytics and information technology
including hardware, software, and technical skills [1]. Johnson [1] described the lack
of technical skills amongst NPO employees as a major challenge. Moreover, NPOs
fail to improve employees’ skills and assist employees in sustaining a workforce
[6]. Developing these skills remains essential for these organisations to enable the
transformation of data-driven missions [8]. On the other hand, low budgets have led
to an ignorance of data applications [1] for NPOs that not able to facilitate data-driven
techniques [9].

Considering the opportunities and challenges of applying data in NPOs, it is
crucial to avoid any gaps in the research and share the required knowledge. However,
there is still need to present and report empirical studies, case studies, and experi-
ments using data analytics in NPOs. To better investigate how data analytics is being
applied in differentNPOs,we conducted a bibliometric analysis to evaluate the contri-
bution and the evolution of data analytics in NPOs scientific research. Bibliometrics,
or Scientometrics, are quantitative methods used to measure and map the existing
research in a scientific discipline [10]. The bibliometric analysis provides a compre-
hensive analysis of research trends and assesses science as a productive knowledge
system [10]. Bibliometric analysis exposes the internal structure and development
pattern of a specific research path or journal. It has been widely applied to various
fields such as computers and information ethics [11].

This paper incorporates co-term analysis and scientific evolutionary pathways
(SEP) to identify the associations between prevalent data analysing techniques and
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Table 1 Selection criteria

Item Restriction Description

Search field Titles, abstract, and keywords The search for the data is only in three fields of
each database: titles, abstracts, and keywords

Period January 1973–January 2021 For comprehensive coverage of literature

Language English Only English documents to be included for
consistent processing and analysis

various types of nonprofit organisations and identified the research topic changes
over time. Through applying those analyses on 2673 research papers, this paper
profiles the research landscape of this field and generates the following insights:

1. Robust and classic statistical methods-based data analysing techniques are
dominantly prevalent in the NPO field through all the time;

2. Healthcare and public affairs are two crucial sectors that involve data analytics
to support decision-making and problem-solving;

3. AI-based data analytics is a recently emerging trending, especially in the
healthcare-related sector. However, it is still immature, and more efforts are
needed to nourish its development.

The rest of this paper is structured as follows: Sect. 2 presents the materials and
used methods, including collecting data, the searching databases, and the method-
ology used in this paper. Section 3 presents the main bibliometric analysis, the results
and the research growth.

2 Materials and Methods

2.1 Data Collection and Pre-Processing

We chose three databases Web of Science,1 Scopus2 and ProQuest3 to conduct the
indexed data search for publications discussing data analytics in NPOs. The Web
of Science (WoS), owned by Clarivate, is a well-recognised integrative platform
of bibliometric data sources with a wide collection of scholarly journals, books and
proceedings in the sciences and social sciences; its wide coverage and complete bibli-
ographic informationmake it our primary choice for the data source.We also selected
Scopus and ProQuest to complementarily obtain additional publications in the recent
two decades [12].We then appliedmultiple selection criteria to include precise publi-
cations that match research scope, as shown in Table 1. The three items that constitute

1 https://www.webofscience.com/wos/woscc/basic-search.
2 https://www.scopus.com/home.uri.
3 https://www.proquest.com/.

https://www.webofscience.com/wos/woscc/basic-search
https://www.scopus.com/home.uri
https://www.proquest.com/
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Table 2 Number change of publications during the process of collecting data

Database Raw results After duplication removal After manual assessment filtering

Scopus 2089 3214 2673

Web of science 923

ProQuest 805

the selection criteria are: searching only in titles, abstracts, and keywords of each
document, the period of publications is from January 1973 to January 2021, and only
English written documents.

After that, we included a search string using major keywords and alternative
synonyms for accurate results, using the Boolean operations (AND, OR). For
example, on Scopus, TITLE-ABS-KEY ((“Data analy*” OR “Data-driven” OR
“Analy*”) AND (“Nonprofi*” OR “Nonprofi*” OR “no*for*profit*”)). A detailed
search string is shown in Appendix 1 to provide a full coverage of different types
of data analysis in NPOs. The publications extracted (included bibliographic data,
keywords, and citation data) after applying the selection criteria from each database.

Before moving on to the pre-processing data stage, we removed 603 duplications
in our search results due to the database collection overlap. Then a manual assess-
ment applied to exclude 541 publications that are not relevant to our research scope
based on their titles and abstracts. Table 2 presents the number change of our search
publications.

In the next stage, we conduct a data pre-processing procedure to obtain the inputs
for co-occurrence and SEP analyses. Specifically, we exploited a natural language
processing (NLP) function integrated in VantagePoint4 to extract raw scientific
terms from the titles and abstracts of the collected papers, further a term clumping
process [13] was applied to the extracted terms to accomplish term cleaning and
consolidation. The stepwise pre-processing results are given in Table 3.

2.2 Co-term Analysis

Co-term analysis is a classical topic analysis method in bibliometrics [11, 14]. It
adopts the assumption that two terms that appear in the same context may share
similar semanticmeanings. The collection of such term co-occurrences can constitute
a co-term network represented as G = (V, E), where V denotes the set of terms and
E denotes the co-occurrences between them. This paper adopts the terms selected in
Step 7 of Table 3 and profile the associations between different types of NPOs and
the prevalent data analysing techniques.

4 VantagePoint is a commercial software used in text mining and particularly in science, technology
and innovation text analysis. More details can be found on the website: https://www.thevantagepo
int.com/.

https://www.thevantagepoint.com/
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Table 3 Stepwise results of the term clumping process

Step Description # Terms

1 Raw terms retrieved with NLP 73,357

2 Consolidated terms with the same stem, e.g. “information system” and
“information systems”

66,804

3 Removed spelling variations, removed terms starting/ending with
non-alphabetic characters, e.g. “Step 1” or “1.5 m/s”, removed meaningless
terms, e.g. pronouns, prepositions, and conjunctions

55,604

4 Removed general single-word terms, e.g. “information”a 46,268

5 Consolidated synonyms based on expert knowledge, e.g. “co-word analysis”
and “word co-occurrence analysis”

44,787

6 Eliminated all terms occurring less than 2 times 2349

7 Manually select terms of data analysing methods and nonprofit organisations
with top frequenciesa

10/17b

a In this study, we aim to uncover the data analysing techniques associated with different types of
nonprofit organisations; hence we manually pick high-frequency representative terms to indicate
the two sets of concepts
b They are, respectively, 10 and 17 terms representing NPOs types and data analytic techniques

2.3 Scientific Evolutionary Pathways

Scientific evolutionary pathways (SEP) is a research topic trackingmethod developed
by Zhang et al. [15]. It is used to identify the changes of research attention in time-
labelled streaming documents. This basic assumption of this method is that scientific
novelty derives from the accumulative changes and recombination of existing knowl-
edge [16, 17]. We employed this method to identify the topic changes in at a macro
level. The definitions and stepwise explanations of the SEP are stated below.

Algorithmdesign: Initially, the SEP represents every document with scientific terms
(in our case, the terms are obtained from Step 6 in Table 3) and aligns all documents
with a term-document matrix; in such case, every document can be represented as
a term vector with the entire vocabulary as the feature space. By separating the
documents into consecutive time slices, SEP measures the drifts of documents and
assigns documents to topics generated in different years to indicate the topics and
their changes.

Concept definition: A topic is defined as a collection of documents that share seman-
tically similar research content, denoted as T . The centroid of a topic is represented
by the mean vector of all corresponding document vectors in the topic, denoted as c.
The radius of a topic is defined as the largest Euclidean distance of all the documents
in the topic to the centroid, defined as r .

Step 1: Construct the document-term matrix and the documents into consecutive
time slices.
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Step 2: Group the first slice of articles to form an initial topic T0 and label it with
the top-frequency term, calculate its radius r and centroid c, T0 would constitute the
starting topic of SEP.

Step 3: For every document a entering in the second time slice, its Euclidean distance
E(a, c) with the centroid c of T0. If

E(a,c)−r
r < σ (σ is a given threshold which is set

as 0.1 by default), this document is newly added documents to T0, otherwise it will
be classified as a drifted article to T0.

Step 4: Update the centroid and radius of T0 with the newly added documents. For the
other drifted documents, we will apply a K-means clustering algorithm to generate
a new topic set Tn . All topics in Tn is regarded as descendent topics of T0.

Step 5: For all the following time slices, iterate Steps 3–4. But after the second slice,
measure a document’s similarity with all the existing topics and assign it to the most
similar topic using Salton’s cosine similarity [18], every new set of Tn generated in
Step 4 is also regarded as the corresponding descendant of its most similar topic.
Also, the radius and centroids of all the topics are updated in Step 4.

More details of this method could be found in [15]. The final outcome of SEP is a
visualising map with nodes representing the topics and directed edges linking those
topics representing the descendent-predecessor relationships between connected
topics.

3 Results

3.1 Co-term Analysis

By applying co-term analysis to the ten terms describing nonprofit organisations and
seventeen terms indicating data analysis techniques, we produced a co-term map in
Fig. 1 with the aid of Circos Table Viewer.5 Figure 1. yields a bird’s eye view of
(1) the frequently mentioned data analysis methods in the field and the key types
of NPOs, represented by the arc length of terms, and (2) how strong data analysis
methods are related to different types of NPOs, represented by the width of ribbons
connecting two terms.

Observing the arc length of those terms, we could identify that organisation
management-related and statistics-based data analysing methods, such as docu-
ment analysis, knowledge management, data analysis, decision-making, and logistic
regression, are frequently seen in relevant NPOs publications. Intriguingly, data anal-
ysis methods in the computer science domain also appear in this map, including
decision support system, predictive model and machine learning, even though they
seem less prevalent than the top ones. The frequency ranking of those methods

5 More details could be found at http://mkweb.bcgsc.ca/tableviewer/visualize/.

http://mkweb.bcgsc.ca/tableviewer/visualize/
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Fig. 1 Co-term network visualisation

indicates that current NPOs still prefer to apply those robust, classical and organisa-
tion management-related methods in real-world implementations. Nevertheless, the
utilisation of novel computer science-based methods is still an emerging trend.

Next, we focus on the linking strength of different NPOs data analysis method
pairs. From the NPOs perspective, in healthcare-related NPOs such as nonprofit
hospitals and public health, the dominating techniques are mostly derived from
statistical analysis like logistic regression6 andmultivariate logistic regression, repre-
senting the typical data analysis methods in the medical domain. However, in other
public affair related NPOs such as public sector or public administration, knowledge
management seems to take a more crucial role in the associated studies. From the
technique perspective, we could see document analysis is notably involved with civil
society; in such case document analysis is widely used to identify the impacts and
roles of civil society usingmultiple case studies [19–21]. SomeAI-related techniques
like predictive model and machine learning tend to have stronger associations with
the healthcare domain including nonprofit hospitals and public health, indicating the
emergence of those techniques in the healthcare sector.

6 Although we noticed that multivariate logistic regression is a sub-method of logistic regression,
we still consider it insightful to profile the two techniques from different granularities. This criterion
applies to other technical terms that may overlap with each other as well.
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Fig. 2 The evolutionary patterns of research topics

3.2 Evolutionary Relationship Identification

We generated a topic evolutionary with 87 nodes and 86 edges by applying SEP to
the extracted terms. Each node represents a research topic, and each directed edge
represents the predecessor-descendant relationship between the connected nodes,
time labels in the brackets indicate when the topic was proposed. With the aid of
Gephi [22], we applied a community detection algorithm to the SEP network and
partitioned it into five topic communities with different colours, as shown in Fig. 2.
The topic communities could, respectively, be concluded as#1data processing (pink),
#2 public health and health management (green), #3 hospital management (orange)
and #4 public affair and knowledge management (blue).

The four communities represent the evolving patterns and divergence of research
attention in this field over time. Tracing back to 1973, the initial topic data processing
[1973–1990] indicates the emergence of data utilisation needs and data analysis
means in NPOs at the early stage. This topic derives a pink topic community #1
data processing, in which we could observe topics focusing on classical and tradi-
tional statisticalmethods (linear regression [2011], logistic regression [1991–2000])
and classical organisational roles (programme managers [2014], policy makers
[2017]). Even the topics at the end of those branches, which represent the recent
changes, are still related to basically organisational or data analysis concepts such as
decision-making [2004–2006], decision-makers [2016], and quantitative data anal-
ysis [2020]. Hence, we summarise that this community profiles a fundamental and
traditional pathway of how the data analysis methods are applied in NPOs.

Derived from community #1, community #2 public health and health manage-
ment has a clear emphasis on the healthcare sector. Some of those topics reveal the
healthcare data sources like empirical data [2015], medical records [2018], whilst
some others reflect realistic problems that using data analytics to solve in the medical
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domain such as stem cell [2011], diabetes patients [2015], life satisfaction [2014],
labour costs [2016], guideline recommendations [2019]. The rest topics mostly refer
to specific data analysis methods. Interestingly, except for the data analysis methods
identified in community #1, a few AI-related topics like predictive model [2020]
and artificial neural networks [2020] emerge from which we could have a glimpse
of artificial intelligence implementation for data analysis in the healthcare domain.
However, the limited amount of such topics also indicates this trend is still in its
infancy.

Community #3 typically inherits the healthcare attribute of community #2 and
focuses on a more specific domain of hospital management. Topics in this commu-
nity cover hospital attributes (public hospital [2013], nonprofit hospitals [2016],
nonprofit status [2019], and general hospital [2020]), evaluating metrics (hospital
efficiency [2018], clinical outcomes [2018], and pressure ulcers [2020]7), policy-
related issues (private insurance [2017] and Affordable Care Act [2017]), and data
analysis methods used on hospital management issues. From the technical perspec-
tive, data analysing techniques applied in this topic community are still highly
coupling with the fundamental ones in community #1.

Lastly, community #2 additionally derives another community #4 public affair
and knowledge management. Different from community #2, community #4 expands
the scope of topics to a wider public affair sector. Politics and charity-related topics
(charitable organisations [2015], constituency building [2016], and donors [2020])
are frequently seen in this community, accoupling with a branch emphasising knowl-
edge management concerns in organisations (knowledge sharing [2016], knowledge
donation [2019], and knowledge management [2020]). The appearance of another
AI-related topic, machine learning [2018], indicates AI’s application has also started
to emerge in those public sectors.

Evolutionary pathways span time born topics that could be seen in each cluster,
meaning that certain publications inspiration is being disrupted by new awareness
at various levels. The ability to track the evolutionary paths of scientific subjects is
the SEP’s key advantage; however, the graph of the SEP’s visual routines can only
show changes in topics. As nonprofit organisations were set to be used from 2001
to 2003 in data processing, it appears twice recently as alternative terms charitable
organisations and nonprofit hospitals in 2015 and 2016, respectively. This indicates
the excellent representative to present the evolutionary pathway in a dynamic way of
disturbing data and feature space. Such findings will help: to address more data and
issues for specific subjects and areas; provide enough statistical information to trace
precise evolutionary pathways; and assist in the understanding of the SEP’s visual
routines.

7 Pressure ulcer incidence rate is an important evaluation metric for clinical nursing quality.
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4 Limitations of This Study

There are also some limitations in our current study. From the methodological
perspective, co-term and SEP analyses are based on the correlation between semantic
similarities of terms. Yet, they neglect the causality or sentiment associations (posi-
tive or negative) between terms, limiting us to interpret the deeper reasons of the term
relationships and evolutionary patterns. Another limitation is that relevant research
papers allocated beyond the scope of this study were excluded, although they have
a high rate of keyword occurrence. For example, several studies related to medical
research containing medical and health research keywords seem irrelevant to NPOs.
The selection of keywords during the search stage was changed several times to
ensure all the found documents have lied in the scope of applying data analytics in
NPOs. In future studies, we aim to involve sentiment analysis and causality infer-
ence techniques to improve our methodology in order to provide a deeper data-driven
interpretation of such results. Also, comprehensive databases will be added to ensure
the full coverage of the literature.

5 Conclusions

This paper is a one-of-a-kind compilation of bibliometric research and recent
advances in the field of data analytics in NPOs. This study conducted co-term and
SEP analyses on 2673 documents to reveal the NPO-data analysis technique rela-
tionships and topic evolutionary patterns from data analytics research in NPOs. The
results from co-term and SEP maps complement each other and together yield the
following insights: (1) classic statistics-based data analysing techniques are domi-
nantly applied in the NPO field through all the time; (2) Healthcare and public affairs
are two significant sectors that involve data analytics to support decision-making and
problem-solving; (3) AI-based data analytics is an emerging trending in this field,
especially in the healthcare-related sector, however, it is still at an immature stage,
and more efforts are needed to nourish its development. Findings in this study could
benefit (1) Researchers with evidence to conduct longitudinal analyses and investi-
gate the status quo of data analytics in NPOs, and (2) Researchers with empirical
insights in recognising the potential of data analytics and implementing data analytics
in some sectors such as public sectors, governmental agencies, and private–public
organisations.

Appendix 1
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Field tags Search string

Scopus: TITLE-ABS-KEY TITLE-ABS-KEY (“Data analy*” OR
“Data-driven” OR “Predictive Analy*” OR
“Analy*” OR “Big Data” OR “large*scale
data” OR “Open Data” OR “natur* language
process*” OR “NLP” OR “Machine Transla*”
OR “lexical analys*” OR “Information
extract*” OR “knowledge Graph” OR “Feature
Select*” OR “Natur* language generat*” OR
“NLG” OR “Natur* language interact*” OR
“mode identif*” OR “virtual personal
assistant” OR “Text to Speech” OR “sentiment
analys*” OR “data mine*” OR “text mine*”
OR “document mine*” OR “linguistic mine*”
OR “data analys*” OR “text analys*” OR
“document analys*” OR “linguistic analys*”
OR “data Process*” OR “text Process*” OR
“document Process*” OR “linguistic Process*”
OR “Text Classif*” OR “Text Cluster*” OR
“SYNTACTIC ANALYS*” OR “automatic
summarise” OR “information filter*” OR
“Expert System” OR “Decision Support
System” OR “Model-based” OR “intelligen*
system” OR “multi-agent system” OR
“knowledge Management” OR “knowledge
Represent*” OR “Semantic Net*” OR
“Predicate logic” OR “knowledge engineer*”
OR “Decision Tree” OR “Linear Regression”
OR “BP Neural Network” OR “neural
comput*” OR “Artificial Neural Network” OR
“Bayesian Classification” OR “Support Vector
Machine” OR “Logistic Regression” OR
“Spectral Clustering” OR “Dimensionality
Reduction” OR “Classification Accuracy” OR
“Fuzzy Clustering” OR “Association Rules”
OR “Combined Training” OR “Deep Learning”
OR “Machine Learning” OR “Reinforcement
Learning” OR “depth learning”)
AND
TITLE-ABS-KEY (“Nonprofi*” OR
“Non*Profi*” OR “no*for*profit*” OR
“Charit*” OR “third sector” OR “giving
dector” OR “voluntary sector*” OR “voluntary
sector*” OR “civil society giving” OR
“nongovernmental” OR “organisation
philanthropy” OR “social capital”)

(continued)
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(continued)

Field tags Search string

WoS: the search field changed three times
using different tags which are: (TI = Title, AB
= Abstract
AK = Author Keywords)

TI = (“Data analy*” OR “Data-driven” OR
“Predictive Analy*” OR “Analy*” OR “Big
Data” OR “large*scale data” OR “Open Data”
OR “natur* language process*” OR “NLP” OR
“Machine Transla*” OR “lexical analys*” OR
“Information extract*” OR “knowledge Graph”
OR “Feature Select*” OR “Natur* language
generat*” OR “NLG” OR “Natur* language
interact*” OR “mode identif*” OR “virtual
personal assistant” OR “Text to Speech” OR
“sentiment analys*” OR “data mine*” OR “text
mine*” OR “document mine*” OR “linguistic
mine*” OR “data analys*” OR “text analys*”
OR “document analys*” OR “linguistic
analys*” OR “data Process*” OR “text
Process*” OR “document Process*” OR
“linguistic Process*” OR “Text Classif*” OR
“Text Cluster*” OR “SYNTACTIC
ANALYS*” OR “automatic summarise” OR
“information filter*” OR “Expert System” OR
“Decision Support System” OR “Model-based”
OR “intelligen* system” OR “multi-agent
system” OR “knowledge Management” OR
“knowledge Represent*” OR “Semantic Net*”
OR “Predicate logic” OR “knowledge
engineer*” OR “Decision Tree” OR “Linear
Regression” OR “BP Neural Network” OR
“neural comput*” OR “Artificial Neural
Network” OR “Bayesian Classification” OR
“Support Vector Machine” OR “Logistic
Regression” OR “Spectral Clustering” OR
“Dimensionality Reduction” OR
“Classification Accuracy” OR “Fuzzy
Clustering” OR “Association Rules” OR
“Combined Training” OR “Deep Learning”
OR “Machine Learning” OR “Reinforcement
Learning” OR “depth learning”)
AND
TI = (“Nonprofi*” OR “Non*Profi*” OR
“no*for*profit*” OR “Charit*” OR “third
sector” OR “giving dector” OR “voluntary
sector*” OR “voluntary sector*” OR “civil
society giving” OR “nongovernmental” OR
“organisation philanthropy” OR “social
capital”)
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Abstract In nonprofit organizations (NPOs), analyzing donor behavior remains crit-
ical and challenging due to internal and external factors, such as family, political,
and environmental issues. Machine learning (ML) techniques are very promising
to provide the solutions to analyze the customer behaviors and churns issues of
many different organizations. However, it remains a challenge on how best to build
and design an intelligent decision support system for analyzing donor behaviors
in NPOs. This paper applies the underlying guidance from information systems
by utilizing a design science research framework to create an artificial intelligence
(AI)-enabled decision support system to analyze donors behaviors more effectively
and efficiently. The framework aims to provide a theoretical foundation for creating
generalized design principles and design features for designing an intelligent decision
support system. It also presents the capabilities of data analytics and ML techniques
to understand donors behaviors by exploring the external factors that affect donors’
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1 Introduction

Nonprofit, also known as a nonprofit corporation, not-for-profit agency, or nonprofit
institution, differs from the businesses and industries as they are private, indepen-
dent, self-governing institutions and control their practices and goals [1]. Such insti-
tutions are museums, schools, universities, research institutions, human services,
health organizations, human rights organizations, religious centers and organiza-
tions, and charitable foundations [1]. Mahmoud and Yusif [2] describe NPOs in
business to meet individuals’ and beneficiaries’ requirements. NPOs have impor-
tant social purposes, which contrast with an entity that operates as a business to
generate a profit for its owners in a traditional market [3]. Anheier [1] mentioned
that NPO’s goals cover individual activities and the values and motivations that
drive people to engage in activities to benefit society, the environment, and cultural
heritage through charities, philanthropy, volunteering, and giving. NPOs’ funding
and income sources vary; in Australia, 49.1% of NPOs’ income is self-generated,
the government contributes 33.5%, and only 9.5% comes from public donations [3].
Notably, Australia’s percentage of public donations is greater than Germany, France,
and New Zealand but less than the USA [3]. Given this high NPO’s funding across
different countries, NPOs can significantly influence society by attracting donors
(who provide monies/funds) and volunteers (who give their time) and establishing
strong relationships with clients to pursue their NPOs’ interests.

Donors support the goals of NPOs in different ways, such as giving money, gifts,
time for volunteering, and using their experience in various events in many different
ways such as playing music, singing, and photography. Private donations represent
a significant factor in funding NPOs in the USA, which annually contribute to more
than 10% of the Gross Domestic Product [4]. Dietz and Keller [5] reported that
individuals donate to NPOs because of their deep passion or beliefs of NPOs’ needs
which attracted around $260 billion. It is believed that certain factors impact peoples’
intentions toward donating, such as income, educational level, and previous giving
history [4]. Today’s NPOs focus is not only on gaining donations but also on knowing
donors habits, leading NPOs to authentically interact with their donors and how they
resonate with them [6]. One of the essential behaviors is the retuning or intention to
donate for a second time. Only 19% of donors donate for the second time, which is a
major concern for NPOs [6]. However, Sargeant and Jay [7] mentioned that targeting
appropriate donors to charities and improving communications remain critical for
NPOs.

Given this backdrop, understanding the fundamentals of donors is crucial [8].
Certain behaviors include donors intentions to donate either time or money, donor
frequency (returning), donor engagement, donor communications, and volunteering
engagement that require a deeper understanding of technologies and capabilities of
data science and ML techniques. By analyzing the behaviors using ML techniques,
NPOs improve the chances of increasing their current financial support and inter-
action with outgoing donors for potential opportunities for repeat donation activity
[9].
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This paper has two main contributions: first, to create a new design science theory
of designing an artifact for analyzing donor behaviors and second, to design an
artifact (an AI-enabled decision support system) to analyze donors behaviors in
NPOs. This paper’s remainder provides a literature review first, then introduces
the design science approach, followed by coverage of the research framework, the
collection and analysis of data, and finally, the research contribution and expected
results.

2 Literature Review

2.1 Decision Support System

Decision support system (DSS) became a common interest for many researchers
since the last few decades in various fields such as information systems (IS),
mathematics, and economics [10]. Decision support is the main component of IS
research which evolved in improving and managing the decision-making process
[11]. DSS is not based on combining all the ongoing alternatives but on choosing
the right one based on priorities and goals [10]. DSS has been transformed from
being traditional to intelligent-based systems, where AI, ML, cloud computing, and
networking are the main reasons for this transformation [10]. These technologies
become required when designing a DSS to ensure sustainability, high productivity,
and advantages [10]. The intelligent DSS includes knowledge-driven, documents-
driven, data-driven, and communication-driven DSS [12]. In addition, an intelligent
DSS involves AI techniques to support decision-making, counted as “intelligent”
[13].

Moreover, any DSS built based on ML is referred to as intelligent or AI-enabled
DSS [14]. The term AI started in the 1950s and led to many AI-enabled systems
[15]. ML techniques play a significant role in describing and predicting donations
and donor behaviors in this context. ML can help NPOs to handle their current
donorsmore effectively or utilize their existing assets.ML techniques have been used
widely in various sciences in different disciplines for organizing the data, extracting
helpful information, and recognizing patterns through supervised (i.e., classification)
and unsupervised (i.e., clustering) algorithms [16]. For example, classifications can
assign benefactions to predefined classes, whereas clusters find any relationships and
hidden information without predefined classes [17].

2.2 Donors Behaviors

There are some factors, including behaviors that affect donors’ ability to donate funds
or volunteer ability to spend their time, such as attitudes, norms, perceived behavioral
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control, subjective norms, past behaviors, and moral norms [8]. Farrokhvar et al. [4]
illustrated some influential factors on donors’ behaviors toward donating comprised
donors’ education level, sex, age, population, household income, and ethnicity. Using
these factors, different MLmodels (support vector regression, multiple linear regres-
sion, artificial neural networks) were generated to estimate future charitable giving
accurately from donors. The results recommend that educational level, population,
and previous giving amount are independent variables and significant. Similarly, a
multinomial logistic model in [18] was developed to investigate if multidonations
individuals are different from a single donor or non-donors. Shehu et al. [18] used
various predictors: geographical, health-related, psychographics, and sociodemo-
graphic variables to generate useful insights of donors behaviors. The results show
useful insights into the donor engagement and retention techniques of NPOs along
with donor recognized profile characteristics. However, none of the above studies [4,
8, 18] attempted to design a DSS for analyzing donors’ behaviors in NPOs. Hence,
considering a smart DSS for analyzing donors behaviors remains an essential gap
for NPOs.

2.3 DSS in NPOs

Decision-making in NPOs has shown effectiveness in managing decisions [19].
However, decision-making in NPOs faces obstacles due to data growth, which
provides more opportunities to manage the data [20]. Most of the data from NPOs
are unstructured, which is very challenging to understand the hidden information and
find some relationship [21]. Also, it is claimed that managing information in NPOs
is a challenging task [21]. There are major challenges for NPOs, such as the lack of
technical skills [22] and financial sources [23] for applying data analysis. Hence, if
the data is not well collected and organized, NPOs will not benefit from the available
data to draw insights and conclusions [19]. Managers may use performance data
to gain useful insights into the organization’s strengths and weaknesses, providing
them the knowledge they need to make informed decisions [24]. Most importantly,
developing a DSS for managing NPOs activities is crucial [25].

Nevertheless, the literature shows that no research has focused on designing AI-
enabled DSS for analyzing donors behaviors in NPOs. The current literature lacks
experimental and theoretical foundations for designing AI-enabled DSS in NPOs
to analyze donors’ behaviors. Designing an intelligent system is complex, which
requires special characteristics such as autonomy, self-learning, and user interac-
tions [16, 17]. All these characteristics distinguish the AI-enabled DSS from the
traditional DSS. Moreover, DSS research recently requires more improvements on
its relevance and quality [14]. We tackle these issues and research gaps by (1) devel-
oping a conceptual AI-enabled DSS design relying on the driven knowledge from
theoretical sources and (2) creating an artifact according to this design to analyze
donors behaviors. Thus, we found that Design Science Research (DSR) can over-
come the complexity of designingDSS inNPOs. DSR has been an essential approach
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in DSS research because industry and profession may be involved in intellectu-
ally relevant ventures by design science studies [14]. Moreover, Arnott and Pervan
[14] claimed that researchers are searching for assistance with preparing and imple-
menting their DSR projects. In our research project context, DSR proposes a dialog
between abstract theoretical knowledge and practical knowledge.

3 Design Science Research

Design science is creating artifacts and scientific studies to solve a particular problem
[26]. DSR is a scientific problem-solvingmethodology developed specifically for the
ISdomain.TheDSRhas three aims: first, a nominalmethodmodel for design research
in science, second, amentalmodel for the presentation, and third, evaluation of design
research in IS [27]. The DSR represents a well-established process in the field of IS
to create an artifact seeking to expand the barriers and limitations between people
and organizations [28]. Artifacts are defined as constructs consisting of software,
hardware, systems, or models [28]. The artifact must be creative, more productive,
or useful in solving a previously unresolved problem or solving a known problem
[28]. In the context of implemented software or algorithms, the artifact may range
from simple instantiations to more efforts in the context of final design theories
[28]. This research project will construct a design theory for designing an artifact
(an AI-enabled DSS) to analyze donors behaviors usingML techniques. This artifact
aims to help NPOs’managers make better decisions on futuremarketing, fundraising
management, and other NPOs missions. The design theory will explain the artifact’s
functions, attributes, and features [29]. The design theory also provides prescriptions
on how our AI-enabled DSS is designed and constructed.

3.1 Research Framework

DSR seeks to bridge the gap between implementation and theory [30]. One of the
advantages of the design science approach is an incremental and iterative process
[28], which requires conducting at least three iterations [16, 31]. Thus, we realized
that the design science research framework presented by Peffers et al. [27] suits our
research project aims. This framework is selected because it has three iterations, a
communication stage with scholars via publications and a design theory. Also, the
iterative cycles imply constant reflection and abstraction [32], which we assume are
necessary foundations for developing a design theory and artifact.

The framework combines the common stages of DSR approaches presented in the
literature [28, 29, 33]. It involves three iterations and consists of six stages/phases,
starting from identifying the problem, illustrating the solution’s objectives, designing
and developing the artifact, displaying the artifact’s viability, assessing the artifact,
and reporting the results through communication with scholars and professionals
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Fig. 1 Proposed framework for designing AI-enabled DSS. Adapted from Peffers et al. [27]

via publications. Each stage produces an output used in the following stage. The
proposed framework has six phases, as shown in Fig. 1, and outlined as follows:

Phase 1: Problem Identification

This phase identifies a research problem and the importance of solving the proposed
problem. There are attempts to predict donors behaviors using ML techniques such
as [4, 34]. However, we found a lack of descriptive and predictive analytics literature
to understand and predict donors attitudes toward helping, donating, and giving to the
NPOs, especially in the context of donating money and volunteering time. A DSS is
developed by Barzanti et al. [25] to rank donors using a fuzzy method to predict the
targeted campaign. Although this study is useful for our problem initiation, it lacks
in developing guidelines for designing a DSS. The above studies [4, 25, 34] focus on
domain-specific explanations that show the capabilities of some ML techniques to
analyze donors behaviors. Notably, they are less focused on design knowledge that
guides creating an artifact for a better decision-making process in NPOs.

To expand the awareness of the research problem, we conducted two informal
interviews with experts from NPOs during this stage. During interviews, we asked
the experts (1) to describe the process of donors behaviors analysis, (2) state the
challenges they face to design suchDSS that helps in describing andpredicting donors
behaviors, and (3) explicate the potentials of creating a design theory that guides
the process of designing AI-enabled DSS. We noted all valuable insights from the
interviews. For example, experts mentioned that descriptive and predictive analytics
assist NPOs in making better decisions to increase the efficiency and performance
of NPOs and understand the influential factors on donations. Furthermore, these
analytics can be functioned and generated through a decision support system. At this
stage, the interviews helped identifying the problem and increasing the awareness of
creating a design theory of an artifact to analyze donors behaviors.

Phase 2: Objectives of Solutions

This stage elicits the intended artifact requirements and determines the main func-
tionalities of the desired DSS. For designing the artifact, the initial requirements for
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Fig. 2 Preliminary conceptual map of DRs, DPs, and DFs

creating an artifact as a product are defined based on the design requirements ofMeth
et al. [32], the decision support theory [35], and DSR guidelines by Hevner et al.
[28]. The approach of Meth et al. [32] is chosen because it applies the fundamentals
of developing the decision support theory of Silver [35] and his decisional guid-
ance. Also, the guidelines of creating an artifact suggested by Hevner et al. [28] are
followed to ensure that a constructed artifact is scientific in its method and effects.
Finally, the collected and generated requirements are evaluated before Iteration 1
through interviews with decision-making and data science experts in NPOs.

Phase 3: Design and Development

Tomeet the design requirements (DRs), this framework adoptsMeth et al. [32]model
to derive a collection of Design Principles (DPs) and Design Features (DFs). DPs can
be a statement that tells what the artifact should do [16], and DFs are unique artifact
capabilities to fulfill DPs [32]. The DPs will be derived based on the DRs formulated
in the model of Meth et al. [32]. Therefore, the DFs will be formulated to satisfy
the design principles [32]. The DPs and DFs will be mapped into an conceptualized
artifact to present to experts for a formative evaluation in Iteration 1. Each DP can
be mapped to one or more relevant DF. The mapping of DPs to design DFs supports
evaluating the artifact [32]. Figure 2 shows an example of mapping a DR according
to DP and DF.

Phase 4: Demonstration

The artifact aims to support aggregated, high-level data and better understand the
donor behaviors data. This demonstration phase builds descriptive and predictive
models that predict and describe donations and donor behaviors. The models are
generated using ML techniques, which can be supervised or unsupervised methods.
Supervised methods make predictions or classifications based on the given labeled
input data. Unsupervised methods draw inferences and hidden relationships from
unlabeled data. We are applying different techniques of supervised and unsupervised
ML techniques. The purpose of this stage is to generate an instantiation to solve the
proposed problem. Our intended instantiation is a complete design theory to design
an artifact to analyze donors behaviors. Also, the artifact is intended to be an AI-
enabled DSS that offers suggestions and presents useful descriptions and predictions
of donors behaviors.

Phase 5: Evaluation

This phase uses evaluation of the framework introduced by Venable et al. [36], which
has two types of evaluations, formative and summative. The assessmentwill be for the
AI-enabled DSS and the design theory with relevant DRs, DPs, and DFs. Formative
evaluation is involved in creating empirically validated explanations that provide
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a foundation for effective action to enhance the evaluated features or results [36].
Summative evaluation is used to provide a foundation to produce common meanings
of the evaluation in a different context. The evaluation stage will run three iterations:

Iteration 1: DRs, DPs, and DFs will be evaluated to ensure their relevance to
our research aims and objectives. We will conduct semi-interviews with NPOs
decision-makers, data scientists, andmanagers. Those experts are involved during
interviews to conduct a formative evaluation. The results of this iteration lead to
apply any changes or suggestions on DRs, DPs, and DFs.
Iteration 2: DRs DPs, and DFs will be visible and conceptualized before starting
this iteration. Then, descriptive and predictive models will be completed and fully
functioning. For the evaluation, validation techniques associated with ML tech-
niques will be applied, such as K-fold cross-validation, to ensure these models’
effectiveness. K-fold cross-validation is a common technique to evaluate the
models and estimate errors among practitioners [37].
Iteration 3: The evaluation before this iteration aims to ensure the success of DRs,
DPs, and DFs. The designed AI-enabled DSS to analyze donors’ behaviors will
be tested by NPOs decision-makers, data scientists, and managers. We will then
interview them for their feedback and apply any final suggestions or changes for
this iteration. Following that, we will develop a functional front-end, a back-end,
to aweb-basedDSS for analyzing donors behaviors usingML techniques. Finally,
the web-based decision support system will meet all the DRs, DPs, and DFs to
analyze donors’ behaviors. The output of this iteration is to finalize the design
theory by combining evaluation results and results of the developed AI-enabled
decision support system.

Phase 6: Communication

Wewill create a complete expository instantiation of the design theory to be published
in the communication stage. The design theory will be created based on the design
theory profile byGregor and Jones [38]. Thus, the design theory consists of a prescrip-
tion on how the DSS is developed. Moreover, the results of the evaluation stage will
be demonstrated to the researchers and experts in NPOs. The communication stage
aims to communicate the effectiveness, usefulness, and novelty of the solution based
on the evaluation stage analysis.

4 Data Collection and Analysis

The evaluation stage involves semi-structured interviews with experts (before Iter-
ation 1 and Iteration 3), as illustrated in Fig. 1. The interviews generate data that
will be analyzed using MAXQDA. MAXQDA is a software application to analyze
qualitative data (such as interviews) and organize the information into categories or
groups [39]. The analysis will drop insights for constructing the artifact and expound
the design theory’s implementation. The data source to feed the analytics models
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(predictive and descriptive) will be obtained from one or more NPOs. We will focus
on certain variables in the data, such as (level of education, income, age, gender, living
area, and ethnicity). The created models will be presented to experts during inter-
views in Iteration 3 to build insights on the accuracy, sufficiency, and visualization
of the results.

5 Research Contribution and Expected Results

This research intends to design an AI-enabled DSS for analyzing donor behav-
iors in NPOs. This DSS will create descriptive and predictive models that inten-
sively analyze donors behaviors and provide meaningful information for NPOs. The
research contributes to the academic literature practically by implementingML algo-
rithms on donor behaviors. Therefore, the decision-making process may add value
proposals for NPOs missions or improve internal data processing efficiency and
effectiveness [24]. We also intend to introduce a design theory to design the smart
DSS contributing to the IS literature. The theory of design is intended to collect the
theoretical foundations of designing an AI-enabled DSS to analyze donors behaviors
in NPOs.

6 Conclusion

Data analytics can transformNPOs into data-driven if appropriate analytical models,
frameworks, and empirical studies to support andmanage resources.Onemajor gap is
the lack of literature on designing an intelligent decision support system to analyze
donor behaviors toward donating and volunteering. Donor behaviors vary due to
various impacts such as income, level of education, sex, etc. Understanding these
behaviors and the influencing factors on donors is critical for making decisions in
NPOs. Thus, we have presented a design science framework to provide theoretical
bases for designing an AI-enabled DSS to analyze donors behaviors. To support the
development of the AI-enabled DSS for NPOs, wewill (1) derive a theoretical design
of a DSS for analyzing donor behaviors and (2) build an artifact (AI-enabled DSS
to analyze donors behaviors). This research intends to demonstrate that AI-enabled
DSS based on the design science approach can be used and adopted among the
global NPOs. The DPs and DFs can also systematically help practitioners deploy the
descriptive and predictive models on donor behavior data for further actions.
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Intelligent Health Care System Using
Modified Feature Selection Algorithm

Rajalakshmi Shenbaga Moorthy and P. Pabitha

Abstract Machine learning has become predominately bringing optimal decision
for any kind of decision support system. Medical field is the one where it requires
optimal prediction as the incorrect result may leads to worst decision. In recent days,
IoT devices generate vast amount of medical data. Not all the data generated are
relevant. Some of the features may be irrelevant. Irrelevant features may debase the
achievement of the classifier. Thus, feature selection is essential to select optimal
subset of features before applying machine learning model. The main objective is
to build a novel feature selector algorithm to build intelligent health care system
where the accuracy of the prediction is maximum with minimum error rate. A novel
algorithm called modified binary sine cosine algorithm (MBSCA) is built to select
optimal set of features from the real-world datasets. The problem with conventional
binary sine cosine algorithm (BSCA) like premature convergence and poor exploita-
tion, in addition to the position of the best agent, the other agents like second-best
agent and third-best agent like beta agent and delta agent is used to exploit the solu-
tion space with the goal to pick optimal solution. The proposedMBSCA is evaluated
in the real-world medical datasets and compared with genetic algorithm and BSCA.
From the experimental results, it is noticed that accuracy of the preferred method is
maximum than the other algorithms.
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1 Introduction

The Internet, which is the wonderful invention of human, had dominance in various
fields such as business, education, health care, science, government, computer
science, electrical, electronics, network, communication [1]. In this today’s tech-
nological era, the field of computer science, electronics and communication is fused
together to give birth to new technical field called “Internet of Things (IoT)” [2]. The
IoT is the notable advancement of Internet and brings changes in life of everyone
day by day either knowingly or unknowingly. The IoT aims to collect and distribute
data using which one can do analytics and turn the raw data into potential valuable
insights. The emergence of IoT enables the researchers to devise a positive solution
for pervasive health care application.Aperson at remote can get reliable solution arbi-
trarily at low cost. The rapid growth of three fields such as cloud computing, mobile
computing, andwearable devices transforms tradition of health care to smarter perva-
sive health care through IoT devices [3]. Here comes the answer for the question,
why there is a need for intelligent pervasive health care system. Nowadays, every
activity happens via network, which was earlier happened as human to human inter-
action. Some of the unhealthy habits which are of common prevalence due to the
technology growth are: (i) food at the door step, (ii) lack of physical exercise which
includes usage of lift and escalators, (iii) unhealthy diet patterns, (iv) changes in the
sleeping patterns. Of course, all these changes bring a change in the human body
and make ill one fine day. Going to hospital daily to monitor the changes in the body
is quite impossible and also incurs huge cost. Thus, when a person wears a sensor,
the sensor sends the vital signs to the health care professional at remote and thereby
getting the reliable treatment at once without compromising quality of service. Also
in this machine world, there is no one to look after the elderly person or sick person
at home. When they wore sensors, the doctors at remote can monitor the status. If
any sudden discrepancies happen, treatment will be given to them at once [4]. The
three main layers required for pervasive health care system are (i) body area network
(BAN), (ii) local area network (LAN)/wireless communication, and (iii) cloud archi-
tecture [5]. Body area network consists of sensors that senses the body and produces
heterogeneous medical data. The middle layer is responsible for transferring data
generated in bottom layer BAN to the top layer cloud and also made the data avail-
able to the health care professional. The top layer cloud computing intends to provide
platform for data storage, processing, and provisioning of optimal insights. Sensors
and actuators are the building blocks of IoT devices. Sensors are responsible to sense
the environment and continuously generate vast amount of data. Such vast quantity
of data is often entitled as big data [6]. Data analytics which analyzes the big data
using machine learning algorithm aims to provide intelligent health care services
[7]. While designing the architecture for pervasive health care system, the following
challenges have to be addressed.

• The health care data gathered has vast number of features of which some are
irrelevant and redundant which degrade the efficiency of the machine learning
algorithm.
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• Thus, selecting optimal features is essential to accurately predict the disease.

The algorithm proposed to analyze the health care data should able to deliver
the insight in timely and reliable manner. The question of why there is a need of
machine learning for health care ariseswhen building intelligent pervasive health care
system. Machine learning intends to provide analytical and processing methodology
for storing or reforming cognition in intelligent systems and in specific, applying any
learning algorithms to extract knowledge from data [8]. The learning algorithms are
of supervised, semi-supervised, unsupervised, and reinforcement depending upon the
class label [9]. As the data grows, it is difficult to do analytics on hand.When amodel
is built using the samples gathered from patients coming to the hospital, the model
must be able to tell whether a new person will be subjected to a disease or not. Thus,
prediction of future is done using machine learning algorithm which is essential
to health care as all is about to save life of an individual. In this work, designing
intelligent pervasive health care system for optimal provisioning of analytics as a
service takes the advantage of intelligence from machine learning and optimization
from metaheuristic algorithm to overcome the above-mentioned challenges.

2 Related Works

Automated feature selection algorithmbased onunlabeled observationswas designed
to select features from health care record. A sparse regression model was then used
to build a predictor model for rheumatoid arthritis [10]. Recursive feature selection
algorithm with support vector machine as a classifier had been used to pick the rele-
vant features from the data gathered from IoT devices. The method was evaluated
with Wisconsin Breast Cancer dataset, and SVM kernel achieved 99% classifica-
tion accuracy [11]. Cardiovascular disease was detected accurately with 99.05%
accuracy using the classifier random forest bagging method. The feature subset was
selected using relief and least absolute shrinkage and selection operator (LASSO)
[12]. To efficiently identify ocular diseases, a feature selection mechanism called
binary particle swarm optimization was used as the clinical data may have redundant
features. Having selected the essential features, SVM classifier was used to optimally
predict the presence or absence of ocular disease [13]. Correlation-based associated
feature choosing algorithm was used to select the feature subset for the medical
datasets such as breast cancer, heart, and diabetes taken fromUCI repository. Having
selected the feature subset, the classifiers such as neural network, decision tree, and
SVM were fed with the selected features which produced accuracy as 77.23% for
breast cancer dataset [14]. Particle swarm optimization-based feature selection algo-
rithm had been used to select the relevant features from the real dataset where the
fitness is considered to be the SVM classifier [15]. Decision tree algorithm CART is
used to diagnose breast cancer, and all the filter-based feature chosen methods were
utilized to select the feature subset, and the selected feature subset was fed to CART
for diagnosing the breast cancer [16]. Opposition-based crow search algorithm was
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used to select the features to improve the performance of deep learning for diag-
nosing lung cancer and Alzheimer’s disease [17]. Hybridization of particle swarm
optimization and gray wolf optimization was used for selecting the set of features,
and the performance was evaluated on twenty datasets [18].

3 Proposed System

The medical data is taken as input which is fed to the modified binary sine cosine
algorithm to choose the relevant features that are optimal.Having selected the optimal
relevant features, they are given as input to the classifier K-NN for optimal prediction
which is represented in Fig. 1. Though binary sine cosine algorithm provides good
level of exploration to find optimal feature subset, it is contaminated with shortcom-
ings such as premature convergence, low level of exploitation and inability to switch
between exploration and exploitation, and thus trapping in local optimal solution.
In order to overcome the above challenges, improvements are integrated in the sine
cosine algorithm by not only considering the best agent but also considering the next
two best positions of the agent. Algorithm 1 represents the working of the proposed
modified binary sine cosine algorithm for selecting the relevant features to maxi-
mize the accuracy of the classifier 1-NN where K = 1 in K-NN. Maximizing the
accuracy of K-NN represents minimizing the error rate which is considered as the
fitness function for evaluating the agent in MBSCA. The fitness function is specified
in Eq. (1).

Min F(Ai ) ← Error_Rate (1)

Each agent Ai is having N dimensions where each dimension di is either 0 or 1.
Here, 0 represents deselection of the feature and 1 represents selection of the feature.
At each iteration, the fitness value is computed using Eq. (1). The current iteration is
given as t , and themaximum iterations required for convergence are given asMAXT.

Fig. 1 Flow diagram of proposed system
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The position of the best agent is named as alpha agent indicated as Aalpha, the second-
best agent is named as beta agent indicated as Abeta, and third-best agent is named
as delta agent indicated as Adelta. In order to have good level of exploitation as like
exploration, two other agents, beta agent and delta agent, are chosen in addition to
the best agent alpha. The variable r1 is computed using Eq. (2).

r1 = r1 − t
r1

MAXT
(2)

Initially, the value of r1 is set as 2, and in each iteration, it is gradually decreased
using Eq. (2). When the value of r1 is high, it paves the way for exploration, and as it
approaches closer to 0, the agent does exploitation. The random variable r2 is used
to check whether the agent is moving toward the alpha agent. The random variable
r3 assigns weight to alpha agent. If value of r3 is greater than (1 − r3), then agents
will move toward the alpha agent, else the agent will move toward the beta agent
and delta agent. (1 − r3) is the weight assigned to the beta agent and delta agent.
The computation of position of the agent is based on Eqs. (3) and (4) based on the
value of r4. If the random variable r4 is less than 0.5, then the position of the agent
will be computed using Eq. (3), else the position of the agent will be computed using
Eq. (4).

At,d
i ← At−1,d

i + r1 ∗ sin(r2) +
∣
∣
∣r3 ∗ At,d

alpha − At,d
i

∣
∣
∣

+
∣
∣
∣(1 − r3) ∗ At,d

beta − At,d
i

∣
∣
∣ +

∣
∣
∣(1 − r3) ∗ At,d

delta − At,d
i

∣
∣
∣ (3)

At,d
i ← At−1,d

i + r1 ∗ cos(r2) +
∣
∣
∣r3 ∗ At,d

alpha − At,d
i

∣
∣
∣

+
∣
∣
∣(1 − r3) ∗ At,d

beta − At,d
i

∣
∣
∣ +

∣
∣
∣(1 − r3) ∗ At,d

delta − At,d
i

∣
∣
∣ (4)

Sigmoid activation function is used to convert the position generated usingEqs. (3)
and (4) to 0 or 1, and it is specified in Eqs. (5) and (6).

σ
(

At,d
i

)

← 1

1 + e−At,d
i

(5)

At,d
i ←

{

1 if rand < σ
(

At,d
i

)

, 0 else (6)

Algorithm 1: Modified Binary Sine Cosine Algorithm

Input: Dimension set D ← {d1, d2, . . . , dN }
Maximum number of iterations MAXT
Nearest Neighbor K = 1
Number of Agents |A|

Output: Reduced set of dimensions RSD ← {d1, d2, . . . , dn} where n ≤ N

(continued)
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(continued)

for each agent Ai ∈ A

A ← Generate_N_Random Agents ∈ (0, 1)

Aalpha ← ∞
Abeta ← ∞
Adelta ← ∞

end for

while t ≤ MAXT

for each Agent Ai ∈ A

Compute Fitness FAi using Eq. (1)

end for

Aalpha ← Ai |FirstMin
{

FAi

}

Abeta ← Ai |SecondMin
{

FAi

}

Adelta ← Ai |ThirdMin
{

FAi

}

for each Agent Ai ∈ A

for each dimension di

Compute r1 using Eq. (2)

Generate r2 ← rand( )

Generate r3 ← rand( )

Generate r4 ∈ rand(0, 1)

if r4 < 0.5

Compute next position using Eq. (3)

else

Compute next position using Eq. (4)

end if

end for

end for

end while

RSD ← Aalpha

return RSD

4 Experimental Results

The designed MBSCA algorithm is executed in Python, and the outcomes are eval-
uated with standard benchmarking datasets taken from UCI repository [19] repre-
sented in Table 1. Both breast cancer and heart datasets are considered as small-scale
datasets as the number of features is less than 20. Also, the datasets are viewed
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Table 1 Details of dataset Dataset #Instances #Features #Class

Breast cancer 287 10 2

Heart 303 13 2

Table 2 Features selected by different algorithms

Dataset\algorithms GA BSCA MBSCA

Breast cancer 1, 6, 8, 9 3, 4, 5, 6 4, 5, 6

Heart 2, 3, 7, 8, 9, 10, 11, 12 2, 7, 9, 10, 13 2, 3, 8

as binary classification problem, as the number of class labels is two showing the
existence of disease and non-existence of disease.

4.1 Comparison of Features Chosen

The features selected by various algorithms are represented in Table 2. The value in
each cell represents the feature number chosen by different algorithms. From Table
2, it is conspicuous that MBSCA selects minimum features that other algorithms
which not only save the storage space but also aimed to improve the accuracy and
which in turn minimize the error rate.

4.2 Comparison of Dimensionality Reduction Ratio

Dimensionality reduction ratio DRR is computed as proportion of number of dimen-
sions that are deselected given as |DD| to the total number of dimensions in dataset
given as N which is represented in Eq. (7). From Table 3, it is evident that the devised
MBSCA achieves maximum dimensionality reduction ratio than other algorithms.
For the breast cancer dataset, the dimensionality reduction ratio of MBSCA is 17%
better than GA and BSCA. Similarly for the heart dataset, MBSCA achieves 83.33%
and 22.22% better accuracy than GA and BSCA, respectively.

DRR ← |DD|
N

(7)

Table 3 Dimensionality
reduction ratio

Dataset\algorithms GA BSCA MBSCA

Breast cancer 0.6 0.6 0.7

Heart 0.43 0.64 0.79
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4.3 Comparison of Accuracy

Accuracy is represented as the proportion of correctly classified samples to the popu-
lation in the dataset which is specified in Eq. (8). Figure 2 represents the comparison
of accuracy of different algorithms, and the same has been represented in Table 4.
MBSCA improves accuracy by 16.57% than for breast cancer dataset considering all
the features. The accuracy ofMBSCA is 5.65% and 4.07% better thanGA andBSCA
conjointly for breast cancer dataset. As the proposed MBSCA considers the position
of second-best and third-best agent, the algorithm does good level of exploitation
which resulted in maximum accuracy.

Accuracy = TP + TN
TP + TN + FP + FN

(8)

Fig. 2 Comparison of accuracy of features selected by GA, BSCA, MBSCA algorithms and in the
absence of feature selection

Table 4 Comparison of accuracy

Dataset\algorithms Without feature selection GA BSCA MBSCA

Breast cancer 68.13 75.17 76.31 79.42

Heart 81.94 82.15 84.17 88.32
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Fig. 3 Comparison of RMSE of features selected by GA, BSCA, MBSCA algorithms and in the
absence of feature selection

4.4 Comparison of Root Mean Square Error

Root mean square error is termed to find the error in misclassifying the instances.
Equation (9) represents the computation of RMSE. Figure 3 represents the compar-
ison of RMSE of with feature selection and without feature selection, and the same
has been represented in Table 5. From Fig. 3, it is evident that RMSE is minimum
for the proposed MBSCA algorithm for both the datasets. Also, for heart dataset,
MBSCA algorithm reduces RMSE by 39.58% than without feature selection. The
reduction in RMSE is 35.56% and 9.38% for GA and BSCA than MBSCA.

RMSE =
√

∑|D|
i=1

(

yi − yi
∧)

|D| (9)

Table 5 Comparison of root mean square error

Dataset\algorithms Without feature selection GA BSCA MBSCA

Breast cancer 0.5 0.49 0.45 0.41

Heart 0.48 0.45 0.32 0.29
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5 Conclusion

Feature selection desires to choose the greatest set of features from the medical data.
Accuracy is the prime concern for building intelligent pervasive health care system.
Building classifier model using machine learning algorithm using all the features
from the data gathered may lead to degrade the performance of the model. Thus, a
metaheuristic algorithm called binary sine cosine algorithm is used with second- and
third-best agent to do exploitation as equal as exploration thereby avoiding premature
convergence to stuck in local optimal solution. The key findings of the research work
include:

• Modified binary sine cosine algorithm was used for optimal selection of feature
subset

• The introduction of beta agent and delta agent paved the way for exploitation, and
alpha agent paved the way for exploration.

Having selected the optimal feature subset, the selected features can be fed into
machine learning model for enhancing accuracy.
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Design of High Step-up Interleaved Boost
Converter-fed Fuel Cell-Based Electric
Vehicle System with Neural Network
Controller

M. Murali, Shaik Rafi Kiran, CH Hussaian Basha , S. Khaja Khizar,
and P. M. Preethi Raj

Abstract At present, fuel cell-based power generation system is playing a major
role in all conventional and distribution power supply systems because of its advan-
tages are less greenhouse gas emissions, high reliability, and less environmental
pollution. The fuel cell power generation systems give nonlinear behavior charac-
teristics. As a result, the overall system performance is reduced. In addition, the
fuel cell harvest power is reduced extensively. Here, an artificial intelligence-based
neural network technique is recommended to extract and improve the output power
of the fuel stack system. The attractive features of neural network controller are less
training time, ability to solve all complex and nonlinear problems, faster response,
and serial data processing. The fuel cell production current is very high. So, the entire
system switching and transmission losses are improved. In order to reduce the losses,
an interleaved three-phase boost converter topology is used to step-up the fuel stack
voltage.

Keywords Boost converter · Duty cycle · Fuel cell · Less converter output
current · Neural network

M. Murali · P. M. Preethi Raj
Department of EEE, K.S.R.M College of Engineering, Kadapa, Andhra Pradesh, India
e-mail: murali@ksrmce.ac.in

P. M. Preethi Raj
e-mail: preethirajpandu7@gmail.com

CH Hussaian Basha (B) · S. Khaja Khizar
CRI Laboratory, K.S.R.M College of Engineering, Kadapa, Andhra Pradesh, India
e-mail: sbasha238@gmail.com

S. Khaja Khizar
e-mail: khizar@ksrmce.ac.in

S. Rafi Kiran
Sri Venkateshwara Engineering College, Tirupati, Andhra Pradesh, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
D. Gupta et al. (eds.), Pattern Recognition and Data Analysis with Applications,
Lecture Notes in Electrical Engineering 888,
https://doi.org/10.1007/978-981-19-1520-8_64

789

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1520-8_64&domain=pdf
http://orcid.org/0000-0002-9858-8353
mailto:murali@ksrmce.ac.in
mailto:preethirajpandu7@gmail.com
mailto:sbasha238@gmail.com
mailto:khizar@ksrmce.ac.in
https://doi.org/10.1007/978-981-19-1520-8_64


790 M. Murali et al.

1 Introduction

From the last few years, the usage of conventional energy sources is reduced exces-
sively because of their own disadvantages. The classification of conventional power
generation sources is coal, natural gas, petroleum oil, and nuclear. The coal is used
in thermal power generation systems in order to convert the steam energy in to
electrical energy. The merits of coal power generation systems are high reliability,
good affordability, and high abundance, moderate safety [1]. But, it affects the envi-
ronmental conditions by releasing high greenhouse gas emissions. In addition, the
thermal power plants produce the million tons of wastage.

The drawbacks of the thermal systems are overcome by utilizing the natural gas-
based power stations [2]. In this plant, the gas turbine rotates based on the principle
of bray ton cycle. Here, the compressed natural gas is mixed with burned coal with a
constant pressure. The resultant pressurized hot gas is converted to electrical energy
by using different types of turbines. The attractive features of gas power stations are
environmental friendly nature, and it starts burning neatly when compared to other
fuels. In addition, this power plants are highly reliable. The disadvantage of gas
power station is less efficiency. The oil power plants are used in most of the places
to limit the disadvantages of gas power plants [3]. Here, the oil is burned to generate
the heat water. The heated water is converted to steam to generate the electricity. The
features of oil power systems are cheap in cost and easier to store. The only demerit
is environmental pollution.

The nuclear power stations are used to overcome the limitations of other conven-
tional power systems. Here, the uranium atoms are splitting to generate the steam,
and it is supplied to the steam turbine to produce electricity. The most desirable
merit of nuclear power generation is less environmental pollution when compared to
thermal. However, the drawbacks of above conventional power sources are overcome
by using the nonconventional energy sources which are solar, tidal, and wind sources
[4].

At present, fuel cell power generation is the major focus in electrical vehicle
charging when compared to the solar and wind power plants. The attractive merits of
fuel cell stack system are less emission and high efficiency. In addition, it does not
consist of no rotating parts. So, the noise pollution in the PV is less, and the corre-
sponding heating and conduction losses are absent [5]. From the literature review,
plenty of fuel stack topologies are available which are expended for diverse automo-
tive industries applications. The classification of fuel cell stacks is proton exchange
membrane fuel cell (PEMFC), direct methanol fuel cell (DMFC), and zinc-air fuel
cell (ZFC) [6]. Among all of that, the PEMFC is applied in most of the distribu-
tion power systems and automotive industry. The merits of PEMFC stack are fast
starting, high power density, and very simple construction. In addition to that, the
size of the PEMFC is less. As a result, the catchment area of the PEMFC-based
power generation device is reduced [7].



Design of High Step-up Interleaved Boost Converter-fed Fuel … 791

Fig. 1 Schematic
representation of
PEMFC-fed electric vehicle
system [7]
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The fuel cell stack gives nonlinear voltage against current characteristics, and
its output power varies continuously based on its operating temperature. In addi-
tion to that, the output power is majorly contingent on the layer of aquatic content,
pressurized oxygen and hydrogen. The basic representation of converter topology is
illustrated in Fig. 1. In article [8], a peak power point tracing technique is applied in
fuel cell stack-based electrical vehicle configuration to find out the operating point
of the fuel stack.

The classification of conventional power tracking methodologies is Perturb and
Observe (P&O) [9], hill climb (HC) [10], and incremental conductance (IC) [11].
The P&O controller traces the MPP depending on variation of step size on nonlinear
characteristics. The variation of present power with respect to the previous power
gives positive result, then the perturbation step size is increased in an ascending
manner. Otherwise, the step size is reduced in a descending manner. The disadvan-
tages of P&O controller are high converter output voltage distortions, high transient
oscillations, and less accuracy in MPP tracking.

The limitations of P&O method are overcome by using the hill climb technique.
In this hill climb technique, the reference voltage is selected as a fuel cell maximum
output voltage. The reference voltage value is compared with the instantaneous
voltage. Based on the comparative results, the working point of fuel stack coin-
cides with the peak power point on V–I curve. The demerit of hill climb technique
is limited by using the IC technique. In this IC technique, the conductance of the
fuel cell is compared with the previously existed conductance to improve the output
of fuel cell. The comparison result gives positive sign, then the operating point of
fuel cell is left side of the V–I curve. Otherwise, it is assumed to be right side of the
voltage against current curve. However, the above techniques are not useful for the
exact finding ofMPP. To compensate the above drawbacks, in this work, a multilayer
perceptron neural network is proposed.

From the previous study, the production voltage of the fuel stack is very small
which is boosted by using the different types of DC–DC boost converters [12].
The classification of high step-up boost converters is isolated and non-isolated boost
converters. The isolated boost converters required an external transformer to improve
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the voltage profile of the fuel power generation systems. In addition, it requires an
additional rectifier for the isolated boost converter systems [13]. So, the system size
plus cost is improved. The major limitation of isolated converter is voltage stress on
the switch.

The problems of insulated converter circuits are limited by applying the non-
isolated converter system. The basic boost converter topology is used in many appli-
cations because of its attractive features are less design cost, high reliable, more effi-
cient, and less operating power losses. But, it is having a drawback of less magnetic
overcurrent protection [14]. The disadvantage of basic boost converter is limited
by using the Cuk converter. The Cuk converter topology is applied to stabilize the
fuel cell output voltage. The limitations of this converter are high design and imple-
mentation complexity. In addition, it requires more number of power semiconductor
devices. As a result, the overall system size is improved [15]. To overcome the draw-
backs of all the above converters, in this work, an interleaved DC–DC converter is
applied to the fuel cell topology to improve its output voltage.

2 Design and Analysis of PEM Fuel Cell

The PEMFC is an electromechanical device which is used to change the chemical
energy into power energy, and it supplies to the distribution systems. The working
of membrane-based fuel cell topology is given in Fig. 2.

From Fig. 2, it is clearly indicated that the fuel stack consists of three major blocks
which are anode, electrolyte, and cathode. The polymer electrolytemembrane is used
for the implementation of electrolyte of the fuel cell stack. From Fig. 2, the oxygen
(O2) and hydrogen (H2) are the inputs to the proposed fuel system, and it is humidified
and compressed with the support of humidifier and air pressure compressor. At the

Fig. 2 Block diagram of the
fuel cell stack working
condition [6]
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anode side, the hydrogen is diverted in to electrons and protons. The electrons are
shifted to from anode to the external circuit to supply the electrical power supply.
Similarly, the protons are shifted from one side to cathode side with the membrane
layer, and it reacts with the oxygen in order to generate the heat and water.

From Fig. 2, the chemical reaction of the total PEMFC stack is derived as,

H2 → 2H+ + 2e− (1)

2H+ + 2e− + 1

2
O2 → H2O (2)

H2 + 1

2
O2 → H2O + Energy (3)

where H2 is the fuel cell generated hydrogen and O2 is the oxygen generated from
the cathode layer. The term H2O is the unused water which is the production of the
cathode. The fuel cell generated output voltage is derived as,

Vout = N ∗ VFC (4)

From Eq. (4), V out is the fuel stack total production voltage and VFC is the each
cell output voltage. Similarly, N is the total cells in stack. The each cell stack is
derived as,

VFC = EOct − VOh − VAct − VCon (5)

The term EOct is the thermodynamic potential, and VOh is the ohmic polarization
loss. Similarly, the VAct is the active polarization loss, and VCon is concentrated
polarization loss. The detailed design parameters of fuel cell stack are given in
Table1, and its V–I and P–I characteristics are shown in Figs. 3a and b.

From Figs. 3a and b, it is clearly observed that the maximum peak to peak to
voltage and currents of fuel cell stack are 24.23 V and 52 A. Here, it clearly says
that the operating point of fuel cell stack varies continuously based on its operating
temperature. For continuous MPP tracking, an MPPT controller is used.

3 Design of Perceptron Neural Network MPPT Controller

From the literature review, the neural networks are nothing but the series of algo-
rithms that are endeavors to identify the relationship between different datasets
through the human brain process. In addition, the neural networks working behavior
is similar to the computing systems. Most of the time, neural networks are used for
the pattern recognition, voice identification, language generation, character finding,
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Table 1 Design parameters of fuel cell stack system

Parameters Values

Power of the fuel cell at rated condition 1.26 kW

Fuel cell voltage at high power position (VMPP) 24 V

Fuel cell current at high power position (IMPP) 52 A

Fuel cell open circuit condition voltage (VOC) 42 V

Partial oxygen pressure of fuel cell 1 bar

Partial hydrogen pressure of fuel cell 1.5 bar

Cells used in the fuel cell stack (N) 42

Flowing air rate at nominal condition (Ipm) 4615

Constant of gases (R) 84.092 [J mol−1.K−1]

Constant of faraday (F) 95,432.218 [C.mol−1]

Composition of oxidant 21%

Composition of fuel rate 99.95%

Hydrogen utilization of fuel cell 99.92%

Oxygen utilization of fuel cell 1.813%

Fig. 3 Fuel cell, a Voltage and current curve, and b Power and current curve

andmultiple document summarization. In addition, it is a one of themachine learning
tools which is used for the semantic parsing. The most attractive feature of neural
network topology is used to solve all nonlinear problem solving application. As a
result, the perceptron three-layer network is used in the fuel stack power genera-
tion system in order to find out the MPP at different atmospheric conditions. Also,
the tracking speed of the proposed model is high when compared to the traditional
techniques. However, the limitations of the neural networks are hardware depen-
dency, unexplained functioning of network, difficulty of showing the problem to the
network, and the duration of the neural network is unknown. The block diagram of
the three-layer perceptron neural network structure is shown in Fig. 4.
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Fig. 4 Multiple layer perceptron-based neural network-based power point tracing controller

The fuel cell output voltage and currents are given to the input layer neural network
as shown in Fig. 4. From Fig. 4, it is clearly observed that the activation function is
a nonlinear one, and its corresponding equations are derived as,

P (2)
t (x) =

2∑

s=1

w
(2)
ls ∗U 1

l ; l = 1, 2, 3, 4, 5... x (6)

V (2)
l (x) = Q

(
P (2)
s (x)

)
(7)

Y 3(x) =
5∑

l=1

w
(3)
l ∗ V (2)

l (8)

From Eq. (8), the entire network weights are monitored updated by exhausting
the delta rule, and it is applied to the third layer in order to find out the total weights.

w
(2)
ls = w

(2)
ls + �wls (9)

w
(3)
l = w

(3)
l3 + �wl (10)

�wls = u ∗ ∂e

∂w
(2)
ls

, and �wl = u ∗ ∂e

∂w
(3)
l

(11)

The neural network output layer error signal is given in Eq. (12), and it is used to
determine optimum required duty of DC–DC converter.

error = 1

2

(
Ydesired − Y (3)

)2
(12)
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Finally, the perceptron neural network controller is compared with the adaptive
P&O and VSS-IC methods in relations of maximum power extraction, efficiency,
and steady-state oscillations across MPP.

4 Design of an Interleaved High Step-up Boost Converter

Basically, it has been observed that the fuel cell output current is very high. As a
result, the direct interconnection of inverter to the fuel cell stack is not possible. So,
the boost converter is integrated with the fuel cell-based power generation system.
Here, the interleaved DC–DC converter topology is used for increasing the voltage
profile of fuel cell system. The proposed interleaved converter circuit is illustrated in
Fig. 5. From Fig. 5, it is observed that the circuit consists of three switches which are
indicated as Qa, Qb, and Qc. In addition, the proposed converter topology consists
of three diodes which are Da, Db, and Dc. The utilized capacitors and inductors are
indicated as Ca, Cb, and Cc and La, Lb, and Lc. The currents flowing through the
capacitors and inductors are represented as ICa, ICb, and ICc and ILa, ILb, and ILc. In
the first conduction mode of converter operation, the switches Qa, Qb, and Qc are in
forward bias condition and the corresponding diodes work in opposite direction as
shown in Table 2.

Similarly, in the second conduction state, the switch Qb is in working condition
and the remaining switches are in OFF state. The corresponding diodes Da and Dc

are in conduction state and the diode Db in OFF state. In the third working state, the
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+

_
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Fig. 5 Interleaved high voltage gain DC–DC converter

Table 2 Switching analysis of interleaved boost converter system

Switch Qa Qb Qc Da Db Dc

State-I ON ON ON OFF OFF OFF

State-II OFF ON OFF ON OFF ON

State-III ON OFF ON OFF ON OFF
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operating condition of switches is similar to the first condition. Finally, at lastworking
state, the switch Sb is reverse biased state and remaining switches are in working
condition. The voltage transformation ratio of the DC–DC converter is determined
by applying the voltage second balance concept transversely in the each capacitor
and inductor. The voltage across the capacitors Ca, Cb, and Cc is derived in terms of
duty cycle and fuel cell output voltage.

⎧
⎪⎨

⎪⎩

VCa = VFC
(1−Duty)

VCb = VFC
(1−Duty) + VCa

VCc = VFC
(1−Duty)

(13)

The total converter output voltage in terms of fuel cell output voltage and capacitor
voltage is derived as,

Vout = VCa + VCb − VFC (14)

V0

VFC
= 2 + Duty

1 − Duty
(15)

The inductor and capacitor values are determined as,

La = Lb = Lc = Leq = Duty ∗ VFC

�I ∗ fs
(16)

Ca = Vout

R fsVCa
(17)

Cb = Cc = Ceq = Duty ∗ Vout

R fsV
(18)

5 Simulation Results

The study of proposed fuel stack-fed interleaved boost converter topology has been
done by using a MATLAB/Simulink window. Here, 1.26 kW rating fuel cell stack is
used for the testing of boost converter performance. The input side capacitor is useful
for stabilization of fuel cell output voltage. Similarly, the load side capacitor is used
to obtain the continuous and smooth load voltage. The input and output inductor
values are La = 1.65 mH, Lb = 1.7 mH, and Lc = 1.72 mH. The capacitors used for
the step-up of the fuel cell output voltage are Ca = 470 µF, Cb = 318 µF, and Cc =
330 µF. Finally, the load resistor is R = 46 �.
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Fig. 6 Fuel cell operated
temperature in kelvin

5.1 Static Temperature Condition of Fuel Cell Stack (335 K)

At static temperature condition (see in Fig. 6), the P&O-based fuel cell and converter
output voltages and currents are 26.43 V, 34 A, 197 V, and 4.3 A. So, the converter
steps-down the current. So, the overall system losses are decreased excessively. The
fuel cell and converter output voltage, power, and currents are given in Fig. 7. Simi-
larly, the NN-based fuel cell and converter output voltage and currents are 26.62 V,
42 A, 218 V, and 4.72 A, respectively. From the above performance results, the
NN-based power point tracing controller is giving high step-up voltage to reach the
essential load request.

5.2 Dynamic Temperature Condition of Fuel Cell Stack
(335 K, 315 K, and 355 K)

Similar to the static operating temperature condition of fuel cell stack, under dynamic
condition (see in Fig. 8), theNN-based converter output voltage and currents at 315K
are 188Vand 4.1Awhich are higher than the P&O-based controller. The fuel cell and
converter output voltage, current, and powers are given in Fig. 9. Finally, at 355K, the
P&O-based fuel cell and converter output voltage and currents are 28 V, 35 A, 210 V,
and 4.68 A, respectively. So, from the above observation, the neural network-based
controller is giving good performance when compared to the conventional MPPT
controller.

6 Conclusion

The proposed fuel cell stack-based high step-up DC–DC circuit is intended success-
fully by using theMATLAB/Simulink window. The merits of the proposed converter
are high voltage conversion ratio, less distortion in converter output voltage, andwide
input and output operation. In addition to that, it gives less voltage stress on power
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Fig. 7 a Fuel cell output current, b Fuel cell output voltage, c Fuel cell output power, d Current of
DC–DC converter, e Voltage of DC–DC converter, and f Power of DC–DC converter

Fig. 8 Fuel cell temperature
at dynamic condition



800 M. Murali et al.

Fig. 9 a Fuel cell output current, b Fuel cell output voltage, c Fuel cell output power, d Converter
current, e Converter voltage, and f Converter power at dynamic temperature condition

semiconductor diodes. The proposedmultilayer perceptron neural network controller
is giving high accurate MPP position. In addition, it gives the optimum duty value
to the boost converter. Finally, the soft computing MPPT controller design cost and
complexity are reduced excessively.
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Design of Adaptive VSS-P&O-Based
PSO Controller for PV-Based Electric
Vehicle Application with Step-up Boost
Converter

CH Hussaian Basha , T. Mariprasath, M. Murali, C. N. Arpita,
and Shaik Rafi Kiran

Abstract At present, solar power generation system is themajor concern in themost
of the power distribution systems for satisfying future electrical energy demands.
The solar photovoltaic (SPV) cell gives nonlinear output voltage characteristics. In
addition, its output power varies continuously based on its different atmospheric
irradiation intensity and temperature conditions. In this article, an adaptive variable
step size Perturb & Observe (VSS-P&O)-based particle swarm optimization (PSO)
controller is proposed as a maximum power point tracking (MPPT) controller for
enhancing energy yield potential of SPV systems. Moreover, the efficiency of SPV
system is low. Therefore, SPV output voltage has been significantly enhanced by the
boost converter. TheMATLAB/Simulink window is used to develop SPVwith boost
converter model which is used to investigate its performance at different atmospheric
conditions.
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1 Introduction

Traditional, fossil fuels-based power plants are dominating power sectors. Basically,
the coal, oil, and natural gas are represented as fossil fuels. The fossil fuels occur due
to the dead plants which are available within the earth. By using advance technology,
the fossil fuels are extracted from the earth. Now, day by day, most of the non-
renewable energy sources are reducing drastically. In addition to that, it produces
highly inflammable gases. As result, the environmental pollution takes place [1].
The drawbacks and less availability of fossil fuels are compensated by using the
natural resources such as solar, wind, hydro. These natural resources are called as
renewable energy resource.

From the literature review, the wind power plants use the wind in order to generate
themechanical power by utilizing thewind turbines. In such plant,mechanical energy
has been transformed into useful electrical energy by suitable electrical generators.
The features of wind power are less impact on environmental conditions, high robust,
and popular sustainable energy. In addition to that, the operating cost of wind power
plants is very less and efficient utilization of land space [2]. The demerits of wind
plants are high intermittent, moderate impact on atmospheric conditions, more visual
pollution, and high noise. The drawbacks of wind power systems are overcome by
utilizing the hydropower generation stations. In hydropower stations, the fast flow of
water runs the generators in order to convert the kinetic energy into electrical power.
The hydraulic energy is a clean source of energy, and it is having the features of
high reliable and less emissions. In addition, it acts as a back-up power at the time of
higher disruptions [3]. The drawbacks of this power generation system are expensive
to build, limited reservoirs, and impact on fish.

The limitations of hydropower stations are overcome by using the geothermal
stations. The geothermal power generation is high environmental friendly nature
and clean source of energy [4]. The merits of these plants are non-pollutant, generate
less wastage, and low maintenance when compared to the thermal power plants. In
addition to that, it is extracted without burning of coal and oils. The major disad-
vantages of these plants are high initial operating cost, suitable only for particular
regions, high sustainability issues, and required high operating temperature. The
demerits of above power generation stations are overcome by applying the solar
power plants [5].

From the above study, it shows eitherwindor hydro power plants harm the environ-
ments especially for living organism. When compared to all other RER, SPV-based
electrical energy extraction paid more attention due to enormous potential. From the
sun, huge irradiations fall on the earth surface. It is transferred into useful electrical
energy by using photovoltaic cell. It is made from two types of crystalline mate-
rials such as P- and N-type semiconductors. When P-type semiconductor material
received photon from sun, it exhibits a photon to theN-type semiconductor materials.
This causes the release of the electron form N-type semiconductor, respectively. The
each PV cell generation voltage is in between 0.7 and 0.8 which is not useful for the
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high-power electric vehicle application. Therefore, a number of PV cells are inter-
connected results of solar irradiations, and incident area has been increased which
results high energy. Depending on the requirement, SPV cells are either connected
series or connected parallel. Series connection offers high voltage, and high current
is obtained from parallel connection, respectively [6, 7].

However, SPV power plant required high installation cost. From the literature
review, there are different types of solarmanufacturing technologies which aremono,
polycrystalline, and thin film semiconductor manufacturing technologies. In these
technologies, thin film is themost popular and high efficient PVcell topology because
of that reason, most of research scholars are working on thin film PV cell technology
[8].

Therefore, it is necessary to carry out research onhigh-energy extraction fromSPV
technology. So, a device is incorporated with existing PV system, such as MPPT.
It is enhancing energy yield potential of SPV systems, respectively. Customarily,
Perturb & Observation-based MPPT is popularly used due to simplicity and so cost-
wise cheaper [9]. It is tracking MPP by using difference in two parameters such as
present power and previous power. When the relative result gives the positive value,
then the perturbation has been done in identical direction. Otherwise, it starts perturb
the reverse direction, whereas limitation of the method is vast climatic condition and
partial shaded condition, and its performance is very low. Incremental conductance
(IC)-based MPPT controller [10].

In this IC MPPT method, the peak power of PV is obtained by comparing the
instantaneous conductance with the past conductance which is stored in memory.
The three comparative resultant rates of conductance are having the greater than zero
value, then it varies in forward direction. Otherwise, it varies in opposite direction
in order to find out the optimum MPP position [11]. The performance of INC is
comparable that of P&O. The disadvantage of IC controller is high implementation
cost. Few research article uses fraction open circuit voltage and current method for
control of the duty cycle of boost converter. These are the approximated power point
tracing techniques which are used where the accuracy of the MPP tracking is not
necessary. But, these techniques are having the capability of high tracing speed of
MPP. In addition, the implementation and understanding of the fractional open circuit
voltage MPPT technique are very easy [12].

The parameters of PV output voltage and powers consist of ripples which are used
as input signals to the ripple correlation control-based MPPT technique [13]. In this
controller, the current and voltage consist of mutual relationship, respectively. This
is applying to the boost converter for finding the operating point of PV. Perhaps, the
switching frequency has been used to adjust duty cycle of the boost converter with the
state flow technique, which is reported on [14]. The attractive features of state flow
controller are easy to implement, high accuracy, and fast convergence. Added with, it
is able to ready thefluctuationunder steady-state and transient condition, respectively.
Though, limitation of themethod is high noise ratio of signal, in thiswork, an adaptive
VSS-P&O-based PSO controller is proposed for enhancing energy yield potential
of SPV system. It can suppress all the demerits caused by the traditional MPPT
technique, respectively.
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The PV output voltage has been step-up by the boost converter. Among all, the
voltage enhancement rate strongly depends on the critical design methodology of
boost converter, respectively. This research area has vast scope; from the literature,
it was found that two types of boost converter are vital role in the boost converter
design such as non-isolated and isolated [15]. The isolated boost converters are
designed by using an additional transformer. Therefore, DC–DC converter (DC–
DC) has isolation between input and output. The disadvantages of isolated DC–DC
converters are overcome by using a non-isolated boost converter [16]. In this work,
a conventional non-isolated boost converter is used to improve the voltage gain of
the SPV.

2 Modeling of Three-diode-based SPV Cell

From the study found, various PV configurations are used which are classified
according to the number diode such as single-, double-, and triple-diode PV models.
The single-diode PV cell is designed by connecting a resistor in parallel with the
diode, and this is the most commonly used circuit topology [17]. The merits are
construction wise simple and so its characteristics are understandable. The major
drawback of single-diode circuit topology is it gives inaccurate current versus voltage
characteristics. Hence, it is not suitable for examining the overall system not feasible.
However, two-diodemodel is presented in the article [18] to analyze the performance
of PV system-based electrical vehicle charging system.

The overall parameters required for the design of two-diode model-based PV
cell are seven which are obtained by using different optimization technique. The
drawbacks of double-diode model PV cell are less fill factor, moderate efficiency,
and less output power when compared to remaining PV cells. Here, a triple-diode
model has been used to develop a new SPV system which is shown in Fig. 1. From
Fig. 1, the PV cell output currents are derived as,

I0 = IPV − IDa − IDb − IDc − Ish (1)

Fig. 1 Triple-diode
circuit-based solar PV cell
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From Eq. (2), it is clearly observed that the solar cell current is mainly depending
on its series and parallel resistances [19]. In addition, its output power varies at
different operating temperature and partial shading conditions. Partial shading condi-
tion (PSC) is a phenomenonwhich directly affects the efficiency of SPV system since
it has nonlinear characteristics. The primary causes of partial shading are clouds, tree,
and nearby building shadow, respectively. The PSC causes adverse effect such as
shaded cells consume power, therefore, it acts like a load. Due to power consumption,
a hotspot is occurred on PV. It drastically reduced the efficiency of PV.

Consequently, a diode has been connected at reverse bias across the series-
connected solar cell called as bypass diode. During normal operating condition,
it offers high resistance to the flow of current, and under shading condition it allows
current such it acts as a forward bias a shown in Fig. 2a. From Fig. 2a, it is clearly
observed that the falling insolation on each PV cell is same. As a result, the overall
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Fig. 2 Shading phenomena on different solar PV modules, a Uniform, b PSC-1, and c PSC-2
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(a) (b)

Fig. 3 PV system, a I–V curve, and b P–V curve

system extracted power is more. Under second shading condition, the incident inso-
lation on each PV module is different which is illustrated in Figs. 2b and c. The
maximum extracted power under 1000W/m2, 1000W/m2, and 1000W/m2 is 750W,
and its corresponding maximum PV current and voltage are 7.97 A and 94 V. Under
PSC-1, the obtained output power of PV is 576 W and its corresponding current and
voltages are 6.198 A, and 93 V. Similarly, the PV power at second shading condition
is 569 W and its corresponding voltage and current are 91.8 V and 6.19 A. The
nonlinear I–V and P–V curves at different shading conditions are shown in Figs. 3a
and b.

3 Design of an Adaptive VSS-P&O-based PSO Controller

The nonlinear power versus voltage curves gives multiple local MPPs and one
required global MPP. The required effective point of SPV is traced by using the
proposed hybrid MPPT technique. In this article [20], a variable step size P&O
controller is used for the quadratic boost converter duty cycle adjustment. The
controller is working effectively at uniform irradiation intensity values. In addi-
tion, its starting step size is very high. As a result, the tracing speed increases.
Finally, the step is reduced in order to obtain the exact position of the operating point
of the SPV, whereas this method is not suitable for dynamic irradiation operating
conditions. Similarly, the particle swarm optimization controller is used in article
[21] to improve the voltage magnitude of the supply system. In this PSO technique,
the initializations of particles have not done properly, then it traces any one of the
local MPPs. Also, the required number of iterations is more in PSO technique, then
convergence time of MPP is increased.

To reduce the number of iterations in the PSO controller, a VSS-P&O controller
is included to obtain the fast convergence speed of MPP which is shown in Fig. 4.
Subsequently, a comparative analysis has been made between conventional PSO and
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Fig. 4 Proposed an adaptive VSS-P&O-based PSO MPPT controller

adaptive cuckoo search (ACS) power point tracking controllers. From Fig. 4, it is
clearly observed that at starting variable step, P&O controller operates until the PV
working point near to the true MPP. After the MPP reaching the global peak point,
then the PSO starts to work in order to optimum the transient behavior of converter
output voltage. In this hybrid PSO technique, the particle position and duty of high
voltage gain boost converter are updated by applying Eqs. (6) and (7).

yk+1 = yk
j + V k+1

j (6)

V k+1 = wV k
j + cq1rq1

(
Pbest_ j − ykj

) + cq2rq2
(
Gbest_ j − ykj

)
(7)

To reduce the number of iterations in the PSO controller, a VSS-P&O controller is
included to obtain the fast convergence speed of MPP which is shown in Fig. 4. The
proposed controller is compared with conventional PSO and adaptive cuckoo search
(ACS) power point tracking controllers. From Fig. 4, it is clearly observed that at
starting variable step, P&O controller operates until the PVworking point near to the
true MPP. After the MPP reaching the global peak point, then the PSO starts to work
in order to optimum the transient behavior of converter output voltage. In this hybrid
PSO technique, the particle position and duty of high voltage gain boost converter
are updated by applying Eqs. (6) and (7).
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4 Design of High Step-up Boost Converter

From the literature review, it is found that to satisfy required energy demands, lot of
DC–DC converters are used to adjust the voltage profile of SPV. Here, a conven-
tional step-up converter is used to supply the continuous power from source to
load. The block diagram of the boost converter is shown in Fig. 5a. The advan-
tages of basic boost converter are high flexibility, more reliability, and less design
cost when compared to the switched capacitor converters and two-phase interleaved
converters. The proposed converter works in two genres of operations which are
forward conduction state (see in Fig. 5b) and reverse biased state (see in Fig. 5c).

From Fig. 5b, the switch ‘S’ working time is indicated as DTs and the diode ‘D’ is
in reverse working condition. In the switch forward condition, the input PV supply
voltage is stored in inductor L and it is represented as VL. The output capacitor
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Fig. 5 a Topology, b Switch ON condition, and c Switch OFF condition
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Fig.6 Waveforms of high step-up boost converter

current IC0 flows through the load. Similarly, in reverse blocking state of switch, the
supply power flows from supply to load which is given in Fig. 5c. The performance
waveforms of boost converter are shown in Fig. 6.

The output voltage gain (V0) and duty cycle (D) of the converter are derived as,

DVPVTS + (1 − D) ∗ (VPV − V0)TS = 0 (8)

−I0DTS + (1 − D) ∗ (IPV − I0)TS = 0 (9)

Based on the above Eqs. (8) and (9), the converter output parameters such as
voltage and current are determined as,

V0 = VPV/1 − D, and I0 = IPV(1 − D) (10)

V0/I0 = R0, and VPV/IPV = RPV (11)

From Eqs. (10), and (11), it is clearly indicated that the equivalent resistance
across the PV module is controlled by varying the duty of boost converter.
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5 Analysis of Simulation Results

Here, SPV is designed based on the three-diode PV. The parameters required for the
mathematical modeling of triple-diode-based PV cell are open circuit voltage (V oc

= 36.79 V), short circuit current (Isc = 8.84 A), cells per module (Ncell = 60), PV
cell generated output current (IPV = 8.84 A), shunt resistance (Rsh = 315 �), series
resistance (Rs = 0.3 �), and diodes ideality factors (η1 = 2, η2 = 0.8, η3 = 0.94,
and η4 = 0.9). Similarly, the PV side capacitor is equal to Ci = 12 µF, and it is used
to maintain the constant PV output voltage.

Here, a triple-diode circuit-based solar PV cell model is used to design the solar
array. The parameters required for the mathematical modeling of triple-diode-based
PV cell are open circuit voltage (V oc = 36.79 V), short circuit current (Isc = 8.84 A),
cells per module (Ncell = 60), PV cell generated output current (IPV = 8.84 A), shunt
resistance (Rsh = 315 �), series resistance (Rs = 0.3 �), and diodes ideality factors
(η1 = 2, η2 = 0.8, η3 = 0.94, and η4 = 0.9). Similarly, the PV side capacitor is equal
to Ci = 12 µF, and it is used to maintain the constant PV output voltage.

5.1 First Shading Condition of Solar PV (1000 W/m2,
900 W/m2, 700 W/m2)

As we disused previously, the solar PV module nonlinear curves consist of different
MPPs and its output supply reduceddue its shading effect. In this condition, the falling
irradiations on three PVmodules in the each series string are 1000W/m2, 900W/m2,
and 700W/m2. The PVmodule nonlinearP–V, power versus current, and I–V curves
are given in Figs. 7a, b, and c. Here, the proposed MPPT controller is compared
with the other power point tracing controllers in terms of tracking efficiency, MPP
oscillations, number of iterations required, and steady-state settling time, etc. From
Fig. 7a, the required PV system power is equal to 576 W. The convergence speed
of VSS-P&O with PSO is very high when compared to PSO and ACS which is
illustrated in Figs. 7d, e, and f.

At starting, the threeMPPT techniques search alternatively on entire power versus
voltage curve to find the required duty value for the DC–DC converter. For starting
search, the initialized duty cycles are 0.12, 0.23, 0.67, and 0.85. After completing
the entire first iteration, the duty cycles are adjusted in the second iteration which are
identified as 0.19, 0.34, 0.92, and 0.98, respectively. The performance parameters of
three nature-inspired optimization techniques are given in Table 1. Here, from Table
1, the steady-state settling time of VSS-P&O with PSO controller is 0.4 s which is
less than the other two MPPT techniques.
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(a)

g

(b)

(c)

Fig. 7 a P–V, b P–I, c I–V curves, d PV power, e PV voltage, and f PV current at the first PSC

5.2 Second Shading Condition of Solar PV (1000 W/m2,
800 W/m2, 700 W/m2)

Similar to the first shading effect on PVmodules, under second partial shading effect,
the nonlinear P–V, P–I, and current versus voltage curves are given in Figs. 8a, b,
and c. In this second condition, the required maximum extracted power of solar PV
is 569 W. From Figs. 8d, e, and f, it is observed that the tracking speed and accuracy
of VSS-P&O-based PSO are comparable to that of PSO, ACS MPPT techniques,
respectively. The extracted power of PV by using PSO is moderate, while it offers
high oscillation nearMPP.As a result, it required lager number of iteration to tracking
MPP in PSO. The detailed performance parameters of proposed MPPT technique
for PV-fed DC–DC converter are given in Table 1. In this condition, the PSO power
point finding controller extracts the maximum voltage and current when associated
to the ACS. In addition to that, the ACS controller gives less tracking speed which
is equal to 0.31 s.
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Table 1 Results analysis
parameters of PSO, ACS, and
VSS-P&O with PSO

Parameters PSO ACS VSS-P&O with
PSO

At first partial shading effect on solar PV modules

DC-link
capacitor voltage

93.832 94.99 102.55

PV power (W) 568.31 569.901 581.00

PV current (A) 6.058 5.99 5.680

Global power
(W)

584 584 584

Tracking
efficiency (%)

97.313 97.585 99.615

Number of
iterations

None None 11.00

Steady-state
settling time (s)

0.4511 0.50 0.400

Distortion in
waveforms

Moderate Moderate Less

Tracking speed
(s)

0.200 0.280 0.1502

Duty cycle 0.7 0.4 0.6

At second partial shading effect on solar PV modules

DC-link
capacitor voltage

86.534 89.623 100.015

PV power (W) 560.97 569.901 579.471

PV current (A) 6.48 6.358 5.79384

Global power
(W)

582.00 582.00 582.00

Tracking
efficiency (%)

96.386 97.921 99.565

Number of
iterations

None None 9.00

Steady-state
settling time (s)

0.34 0.450 0.300

Distortion in
waveforms

Moderate Moderate Less

Tracking speed
(s)

0.400 0.31 0.1241

Duty cycle 0.5 0.7 0.4



Design of Adaptive VSS-P&O-Based PSO Controller for PV … 815

(a)

g

(b)

g

(c)

Fig. 8 a P–V, b P–I, c I–V, d PV power, e PV voltage, and f PV current at the second PSC

6 Conclusion

The proposed variable step size considering P&O controller-based PSO power point
tracking controller is implemented successfully with the other conventional PSO and
ACS techniques by using MATLAB/Simulink window. The performance analysis of
proposed controller has been done in terms of MPP tracking efficiency, iterations
required to obtain optimum duty cycle value, and oscillations across MPP, etc. From
the simulative performance parameters, it has been concluded that the proposed
hybrid MPPT controller is tracing the MPP with high accuracy and less steady-state
oscillations. In addition, the convergence speed of the hybrid controller is very high.
Along with the hybridMPPT, the boost converter is giving the constant output power
with less distortions.
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Spatiotemporal Data Compression
on IoT Devices in Smart Irrigation
System

Neha K. Nawandar and Vishal R. Satpute

Abstract With the advancement in technology and the evolution of the Internet of
Things (IoT) era, the quantity of data generated by devices has increased tremen-
dously. The IoT is an umbrella domain with enormously prolific applications like
smart homes, waste management, agriculture, and retail. A huge amount of data is
generated by these applications. This creates the need for data handling as well as
management to be used for data processing. IoT applications are achieved by means
of sensor-interfaced battery-powered device deployments. Low energy consumption,
data handling, and fast performance are some of the key features an IoT device should
possess.However, the limitedmemory of these devices is a concern as it is insufficient
to handle the amount of data generated by the sensors. These concerns are targeted in
the paper and applied to smart agriculture applications where real-time data fetched
by sensors are compressed and saved onto the device, thus properly handling the
data. The reconstructed data are obtained post-compression and decompression and
are used for decision-making. It provides 100% accuracy, and compression has no
ill effect on the data. Further, the energy efficacy of the work is compared, and it is
found to be on an average ∼47% efficient against the compared algorithms.

Keywords Spatiotemporal · Data compression · IoT · Smart farming · Adaptive
irrigation

1 Introduction

Increasing advances in technology have led to a tremendous growth in the capabilities
of Internet-enabled devices. This Internet connectivity makes communication and
device operability possible with minimal effort. One such technology, Internet of
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Fig. 1 IoT system

Things (IoT) [1], has made human life much more comfortable and effortless. It
extends its application domain to a wide horizon of applications such as: smart
cities, ACs, and fans in homes and offices are controlled by the IoT devices [2], smart
health: the devices with which patients send stats to their doctor without a technician
actually measuring and sending it [3], smart agriculture: Smart systems manage
irrigation [4], and machinery automatically harvests after end of growth cycle, etc.
Based on their applications, IoT applications differ on most levels. However, one
factor that is common in them is the device that gathers application-specific data and
is used to initiate a decision.

Its basic functionalities include: presence of a controller with communication
technology, sensors interfaced for getting real-world data, processing and decision-
making capabilities, and power source and algorithm embedded for controlling as
seen in Fig. 1. These devices work 24× 7 on limited power. For efficacy, they are run
on minimum energy consumption to ensure that the device runs on available power
for maximum time.

In an IoT system, the sensors gather huge amount of data from the physical
world which plays a major role in actuation. This collected data need to be stored
for processing and for future requirements to allow precise decision-making based
on past and present conditions. However, the amount of data generated by multiple
sensors is huge and saving it is not memory effective. Instead, storing the data in
its compressed form is required. There are various existing compression algorithms,
but the main factor to be taken into consideration is that it has to be employed on
a battery-operated device that already performs other functionalities. Compression
in general is computationally costly, and an algorithm that uses minimal operations
is beneficial. It also needs to be ensured that the algorithm does not come at the
cost of same energy consumption as with normally transmitting the data. Instead, its
inclusionmust improve energy efficiency. It becomes evident that energy efficient and
computationally effective algorithms are necessary for compression to be operated
on an IoT device. On similar lines, this paper discusses the application of such
energy-efficient compression algorithm on our IoT-based smart irrigation system.

Data compression has already been applied on various applications, someofwhich
have been listed here. Lee and Kim [5] demonstrated a low-memory compression
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system to multimedia application. Smart meter is another place where compres-
sion has been employed, and Lee et al. [6] proposed a compressive sensing-based
compression and authentication for a smart meter. It also finds suitability in wearable
devices andDel Testa andRossi [7] proposed a similar device that collects bio-signals
and uses auto-encoders to compress the signals. Another medical-wearable device-
related work in [8] shows a real-time QRS detector and compression architecture for
ECG signals.

Apart from these applications, smart farming applications also require such algo-
rithms due to the limited memory of IoT devices. Even so, implementation of data
compression algorithms for smart farming applications still has solid research poten-
tial. Bhargava et al. [9] proposed a fog computing technique to address the memory
issue in dairy farming. Vecchio et al. [10] proposed a lossless compression technique
where environmental parameters were used. However, data compression algorithms
on irrigation deployments have not yet blossomed. It is an opportunity which must
be explored in the near future.

Our work aims to employ data compression algorithm on a battery-powered IoT
device. Such an algorithm would prove beneficial as it will not only provide fast
compression but also conserve energy which is one of our main concerns. In our
work, we impose the algorithm presented in [11] on the generated sensor data for an
automatic irrigation systemdeployment in the smart farming application domain. It is
energy efficient, COordinate Rotation DIgital Computer-based (CORDIC) discrete
cosine transform (DCT) that targets battery-operated portable devices. The work
shows significant reduction in energy consumption, and it also maintains the SPAA
trade-off, and its application can be seen in Sect. 2.1. The remaining paper is arranged
as: Sect. 2 discusses the application of energy-efficient CORDIC algorithm to smart
irrigation system, and Sect. 3 provides the experimental analysis and algorithm effi-
cacy on the application. Section 4 concludes the paper, and references have been
mentioned at the end.

2 CORDIC-Based Compression in Smart Irrigation System

This section discusses the CORDIC-based DCT algorithm and its application for
data compression in a smart irrigation system. It starts with the algorithm followed
by its application to IoT device in smart irrigation scenario.

2.1 Energy-Efficient CORDIC for Data Compression

In this section, the energy-efficient data compression algorithm that is used in the
work has been presented. Nawandar and Satpute [11] present a quality-tunable
energy-efficient CORDIC-based algorithm that computes trigonometric values in
real time. Such a design can prove useful to create a compression algorithm which
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is to be performed on battery-operated devices. To verify the functionality, the paper
processes the algorithm on the sensor data, specifically temperature, humidity, and
soil moisture. CORDIC provides cosine values of given input, and our aim is data
compression where DCT has been used which requires computing some coefficients.
These coefficients are the cosine values of some fixed inputs ranging from π/16 to
7π/16, whose values are computed using the algorithm. These values are then used
to form a DCTmatrix which is finally used to compress the sensor data. In our work,
we have employed this algorithm to compress our sensor data before saving and
sending it. It is used because it ensures data compression with minute acceptable
error in the reconstructed values.

CORDIC is capable of computing any mathematical operation using simply
adders and shifters, thus consuming both less area and power. Our concern is power
consumption, and CORDIC-based algorithm can help achievemaximum energy effi-
ciency. However, the conventional CORDIC faces some drawbacks like data depen-
dency and iterative nature, which has been overcome by [11] algorithm that also
ensures more energy efficiency. This algorithm is preferred over the other available
in literature.

The application of this algorithm can be seen further, where it is used to compress
the data obtained using the sensors interfaced to an IoT device. This device is
deployed in a test bed of an automatic irrigation system scenario. It is a well-known
fact that agriculture is the backbone of the Indian economy where the livelihood of
a large number of people is dependent on it. Agriculture faces certain threats and
challenges such as: like pest and disease management, effective water utilization,
data management and processing, and decision-making. These can be tackled by
incorporating current technology and advancements in this field. So, here, we target
application of technology to manage sensor data by using energy-efficient compres-
sion algorithm discussed in this section. Here, we present the application of data
compression algorithm, whereas Sect. 3 presents its experimental analysis.

2.2 Data Compression Algorithm in IoT Device for Smart
Irrigation

In this paper, sensor data related to an irrigation system are used as the test dataset
for compression. The data are collected from sensors at regular intervals over a
space which are compressed before storing and sending. Here, the spatiotemporal
properties of the data are exploited for compression. Data collected at time instances
are given by Eq. 1. It gives dataset of different time instances that are independent of
each other, where, t → {t1:tn}: the time instance at which data are gathered and {T,
H, S} are the temperature, humidity, and soil moisture at time t. Similarly, a set of
spatial instances is given by Eq. 2, where S → {S1:Sn}: sample space that collects
data at t time instant. Data are gathered at various time instances from multiple
sensors placed at different locations and have redundancy in it, so the spatiotemporal
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properties can be utilized which make compression possible.

t0 : T0, H0, S0
t1 : T1, H1, S1
tn : Tn, Hn, Sn

(1)

S0 : [T, H, S]@t0
S1 : [T, H, S]@t1
Sn : [T, H, S]@tn

(2)

When DCT is performed on a data, it can be observed in the frequency domain
that most of the energy is contained in first few coefficients only, whereas it is
equally spread in the spatial domain. This is due to the energy compaction property
of DCT which says that DCT packs critical information in fewer coefficients and
requires less computational resources to transform the data. Here, DCT is applied
to the sensor data, and Fig. 2 shows the energy contained by the DCT elements for
temperature, humidity, and soil moisture data. From the figure, we can see that almost
90% of the total energy is contained in the first few elements only, thus providing an
opportunity for performing compression. Algorithm 1 gives the pseudo-code which
is implemented on our IoT device [12]. Here, the sensor data are used as the input
which are compressed using quality tunable CORDIC to get the output in compressed
form. The sensor data obtained in real time at a rate of 5 min are arranged in 2D form
on which DCT is applied. The algorithm computes the DCT coefficients and forms
an 8× 8 matrix. It is used on the sensor-gathered data to compress it in batches of 64
sensor values. This 8 × 8 DCT transformed matrix is reduced to 4 × 4 which is used
for reconstructing the data. This reconstructed data are used for final decision-making
mechanism on the IoT device used in the irrigation system. The block diagram for
DCT-based data compression technique on smart irrigation system can be seen from
Fig. 3. The decision taken using the original as well as using the reconstructed data
have been evaluated and compared for the reliability of the algorithm. The results
have been mentioned in Sect. 3.

Algorithm 1 Pseudo-code at the IoT device

1: Inputs: {T, H, S}

2: Output: compressed {T, H, S}

3: Variables: i, j, k, l, m

4: for setup do

5: set variable values

6: set θ: θ = {π/16:4π/16}

7: for θ in range {π/16:4π/16} do

8: compute coefficients

9: end for

(continued)
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(continued)

10: store a, b, …, g coefficients

11: create 8 × 8 DCT matrix

12: end for

13: for continuous loop do

14: fetch {T, H, S} @ ti:ti+63

15: perform 2D-DCT and compression

16: save the compressed {T, H, S}

17: end for

3 Experimental Analysis

This section discusses results obtained to prove the efficacy of algorithm usage
in irrigation system scenario. To check its effectiveness, the algorithm has been
initially modeled in MATLAB, and the results of an automatic irrigation application
scenario have been obtained accordingly. After required results are obtained, the
data compression algorithm is implemented on the device for the automatic irriga-
tion system scenario. Temperature, humidity, and soil moisture data have been used
by the algorithm which were obtained from sensors implanted at a test site that were
controlled using our system [12]. The energy of CORDIC-based DCT algorithm has
been compared with basic [13], scale-free [14], and look ahead [15] CORDIC archi-
tectures and mentioned in this section. The components used to create the device that
runs the compression algorithm have been listed in Table 1.

After the data are obtained, it is used by the algorithm to check for the mean
and variance in the data so that compression could be done accordingly. For this
sample data values, the mean and variance in the original data could be seen in
Fig. 4. These figures give the block-wise mean of temperature, humidity, and soil
moisture values, where each block consists of 64 values of each data. These values are
then compressed using the algorithm and reconstructed in order to see the algorithm
efficiency. A similar analysis is done on the reconstructed data also.

Figure 5 shows the original and the reconstructed values for the sensor data. It can
be observed from the figures that the reconstructed data follow the same pattern as
that of the original uncompressed form, which proves that the algorithm maintains
the data authenticity and is less prone to errors. It has been observed that the range
of values of the sensor data {T, H}, i.e., the consecutively fetched values do not
have significant difference between them. This on transform and compression does
not lead to considerable error. (Here, M is not included since its value is controlled
by the irrigation system). The algorithm is used in the maximum energy-saving
mode which introduces maximum amount of approximation in the data. The error
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Fig. 2 Temperature, humidity, and soil moisture values in one block and the corresponding energy
contained in DCT operated on them (a, b temperature, c, d humidity and, e, f soil moisture)
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Fig. 3 DCT-based data compression in our work

Table 1 Components used Description Model/type

Microcontroller board Wemos D1 mini

Temperature and humidity
sensors

DHT11

Soil moisture sensors RDL analog

Batteries 6F22

SD card (local/offline storage) SanDisk 16 GB

Miscellaneous Wires, connectors, cable,
resistors, etc.

reflected in the reconstructed values is obtained using this mode. Thus, the error seen
in reconstructed data is the maximum possible error.

Apart from the mean and variance of sensor data and the reconstructed data,
standard deviation, skewness, and kurtosis of the input as well as the reconstructed
data have also been obtained, and their corresponding values can be seen from Table
2. Skewness gives the degree of distortion from the normal distribution. It is ameasure
of symmetry, and its value inferswhether the data are symmetric or it lacks symmetry.
A value between −0.5 and 0.5 implies that the data are fairly symmetrical; if it lies
between −1 and −0.5, it means that the data are moderately skewed, whereas other
valuesmean that the data are highly skewed.Kurtosis on the other hand is themeasure
of degree of distortion and ameasure of outliers. It is used to knowwhether the dataset
is free from outliers and if not, it gives a measure of the outlier presence. Data with
kurtosis that fall beyond−3 or+3mean outliers’ presence, whereas other low values
imply lack of outliers in the data. Thus, these parameters are important as they convey
important information regarding our data. In light of this, before proceeding toward
any processing on the data, it is beneficial to get this information about the data and
proceed accordingly. The values for both the original dataset and the reconstructed
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(a) Temperature mean (b) Humidity mean 

(c) Soil moisture mean (d) Variance in temperature 

(e) Humidity variance (f) Soil moisture variance 

Fig. 4 Block-wise mean and variance observed in original data values
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(a) Original temperature (b) Reconstructed temperature 

(c) Original humidity (d) Reconstructed humidity 

(e) Original soil moisture (f) Reconstructed soil moisture 

Fig. 5 Original and reconstructed temperature, humidity, and soil moisture data values
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Table 2 Standard deviation, skewness, and kurtosis of original and reconstructed data

Parameter Temperature Humidity Soil moisture

Standard deviation Original 6.0703 31.5297 225.5850

Reconst 6.0340 30.9883 223.7481

Skewness Original −0.1415 −0.7540 −0.7513

Reconst −0.1513 −0.7434 −0.7569

Kurtosis Original 1.9050 1.9268 2.4594

Reconst 1.9322 1.9591 2.4765

data can be seen from Table 2. It can be observed that the all the parameters of
original and reconstructed data are almost similar. The value of skewness implies
that the data is slightly skewed which is acceptable. Furthermore, from the value of
kurtosis for temperature, humidity and soil moisture data it can be inferred that the
data does not have any outliers. This means that the data consist of actual values
fetched from the sensors, and no external additions have been made to the data.

The final outcome of an irrigation system is control of water supply to the crops.
In such system that employs an IoT device, this decision is based on sensor values.
The compression algorithm used here can be validated and proved authentic only if
the decisions taken on original and reconstructed data are the same. This has been
generated by the device, and Table 3 gives a comparison of the irrigation-related
decisions taken on the original and reconstructed data values. It can be seen from
the table that the decision taken on actual sensor data and the reconstructed data
is the same. The decision taken on the reconstructed data is the same as that taken

Table 3 Decision on original versus reconstructed data

Inputs Decision-based ona

T H S Original data Reconstructed data

20 20 300 0 0

24 37 390 0 0

27 34 485 0 0

27 37 620 0 0

32 27 320 0 0

39 20 555 0 0

40 29 170 1 1

27 38 250 1 1

21 40 155 1 1

27 37 350 1 1

27 36 150 1 1

39 20 250 1 1

a 0: motor off, 1: motor on
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Table 4 Energy consumption comparison

CORDIC arch Basic Scalefree Lookahead Proposed

Energy consumption (nJ) 80.1595 6.3569 12.1128 8.0488

using the original data, with nil error in the final decision. This means that the
decision is maintained even after the data are compressed, thus making it reliable for
use in decision-making in automatic irrigation systems. The comparison of energy
consumption of different CORDIC architectures with the one implemented in this
paper can be seen fromTable 4. It can be observed thatCORDICalgorithmused in our
irrigation system outperforms existing basic, scale-free, and look ahead algorithms.

4 Conclusion and Future Scope

Irrespective of the application of IoT, huge amount of data is generated by the device
which consists of useful information that needs to be stored. The limited memory
of IoT devices makes it difficult to store the data offline in its original form. This
calls for data compressionmechanisms that can be implemented on the device before
sending out the data for processing. Compression technique that is energy efficient
is beneficial for a device which is battery operated. Work presented in this paper has
considered one such application of smart agriculture, i.e., an irrigation system, where
it uses the spatiotemporal properties of the data and an energy-efficient CORDIC-
based DCT compression algorithm on the IoT device. This algorithm is 47% energy
efficient when operated in least energy saving mode and 90% energy efficient than
conventional CORDIC. It exploits the energy compaction property of DCT and the
low-power needs of CORDIC, combines advantages of both algorithms and has
applied it for data compression. Results obtained infer that compression is achieved
at the cost of infinitesimal error in the reconstructed values. It is also free from
outliers. As a result, the final decision outcome based on the reconstructed data is
not compromised. This algorithm is not just specific to smart irrigation system, but
can also it can be applied in any domain where enormous data are generated by
the sensor. In future, more capability can be added by applying an outlier detection
algorithm on the system. This almost removes the possibility of erroneous data due
to malfunctioning of the sensors.
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