
Lecture Notes in Networks and Systems 445

Raghvendra Kumar
Prasant Kumar Pattnaik
João Manuel R. S. Tavares   Editors

Next Generation 
of Internet 
of Things
Proceedings of ICNGIoT 2022



Lecture Notes in Networks and Systems

Volume 445

Series Editor

Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences,
Warsaw, Poland

Advisory Editors

Fernando Gomide, Department of Computer Engineering and Automation—DCA,
School of Electrical and Computer Engineering—FEEC, University of
Campinas—UNICAMP, São Paulo, Brazil

Okyay Kaynak, Department of Electrical and Electronic Engineering,
Bogazici University, Istanbul, Turkey

Derong Liu, Department of Electrical and Computer Engineering, University of
Illinois at Chicago, Chicago, USA

Institute of Automation, Chinese Academy of Sciences, Beijing, China

Witold Pedrycz, Department of Electrical and Computer Engineering, University of
Alberta, Alberta, Canada

Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland

Marios M. Polycarpou, Department of Electrical and Computer Engineering,
KIOS Research Center for Intelligent Systems and Networks, University of Cyprus,
Nicosia, Cyprus

Imre J. Rudas, Óbuda University, Budapest, Hungary

Jun Wang, Department of Computer Science, City University of Hong Kong,
Kowloon, Hong Kong



The series “Lecture Notes in Networks and Systems” publishes the latest
developments in Networks and Systems—quickly, informally and with high quality.
Original research reported in proceedings and post-proceedings represents the core
of LNNS.

Volumes published in LNNS embrace all aspects and subfields of, as well as new
challenges in, Networks and Systems.

The series contains proceedings and edited volumes in systems and networks,
spanning the areas of Cyber-Physical Systems, Autonomous Systems, Sensor
Networks, Control Systems, Energy Systems, Automotive Systems, Biological
Systems, Vehicular Networking and Connected Vehicles, Aerospace Systems,
Automation, Manufacturing, Smart Grids, Nonlinear Systems, Power Systems,
Robotics, Social Systems, Economic Systems and other. Of particular value to
both the contributors and the readership are the short publication timeframe and
the world-wide distribution and exposure which enable both a wide and rapid
dissemination of research output.

The series covers the theory, applications, and perspectives on the state of the art
and future developments relevant to systems and networks, decisionmaking, control,
complex processes and related areas, as embedded in the fields of interdisciplinary
and applied sciences, engineering, computer science, physics, economics, social, and
life sciences, as well as the paradigms and methodologies behind them.

Indexed by SCOPUS, INSPEC, WTI Frankfurt eG, zbMATH, SCImago.

All books published in the series are submitted for consideration in Web of Science.

For proposals from Asia please contact Aninda Bose (aninda.bose@springer.com).

mailto:aninda.bose@springer.com


Raghvendra Kumar · Prasant Kumar Pattnaik ·
João Manuel R. S. Tavares
Editors

Next Generation of Internet
of Things
Proceedings of ICNGIoT 2022



Editors
Raghvendra Kumar
GIET University
Gunupur, India

João Manuel R. S. Tavares
Faculdade de Engenharia da
Universidade do Porto
Porto, Portugal

Prasant Kumar Pattnaik
KIIT University
Bhubaneswar, Odisha, India

ISSN 2367-3370 ISSN 2367-3389 (electronic)
Lecture Notes in Networks and Systems
ISBN 978-981-19-1411-9 ISBN 978-981-19-1412-6 (eBook)
https://doi.org/10.1007/978-981-19-1412-6

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Singapore Pte Ltd. 2023
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-19-1412-6


Preface

This book collects a high-quality, peer-reviewed papers presented at the second
international conference on next generation of Internet of Things, organized by
the department of computer science and engineering, GIET University, Gunupur-
765022, India, during February 03–04, 2022. The book is organized with 60 chapters
and discusses advanced and multi-disciplinary research regarding the next genera-
tion of IoT and its applications. It focuses on innovative technologies and appli-
cation in different areas of artificial intelligence, machine learning, deep learning,
data analytics, data science, computation technologies, cloud andmobile computing,
SVM, networking, healthcare, bioinformatics, and biomedical, etc. Further, the book
also addresses the deployment of IoT in computational technologies and information
transfer approaches and solutions in various disciplines of science, engineering, and
technology.
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IoT-Assisted Crop Monitoring Using
Machine Learning Algorithms for Smart
Farming

Shraban Kumar Apat, Jyotirmaya Mishra, K. Srujan Raju,
and Neelamadhab Padhy

Abstract Agriculture expansion is critical to the economicprosperity of any country.
Agriculture employs more than 60% of the Indian population, either directly or
indirectly. Nowadays, monitoring the crop is the challenging task in the world. In this
article, data has been collected fromvarious sensors to propose an IoT-assisted hybrid
machine learning approach for obtaining an effective crop monitoring system. Crop
monitoring system here means predicting as well as detecting diseases of crops. This
study is about leveraging existing data and applying regression analysis, SVM, and
decision tree to predict crop diseases in diverse crops such as rice, ragi, gram, potato,
and onion. Among the applied methods, SVM outperforms regression, DT methods.
The training and testing accuracy of Gram has 96.29% and 95.67%, respectively.

Keywords SVM · NB · Crop monitoring · IoT-assisted sensors

1 Introduction

Agriculture research is rapidly expanding as a result of technological advancements.
It provides numerous academics with the potential to address upcoming agricultural
difficulties. Humidity, temperature, rainfall, wind speed, light intensity, and soil pH
are all important environmental elements in precision agriculture. Smart farming is
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vital for dealing with a variety of difficulties in the agriculture area, such as produc-
tion, early disease detection, environmental effect, and climatic circumstances. Crops
that are healthy maximize productivity; otherwise, farmers will lose a lot of money.
In whole-crop production, it is critical to identify the pest. Pest control sensors keep
an eye on the pest population as well as the surrounding environment. Farmers can
follow the full history of pest attacks by using IoT-enabled pest control devices. The
appropriate and proper quantity of pesticides must be automatically sprayed in the
field based on this data. Wireless sensor networks track and detect insect popula-
tions, automatically monitor chemical delivery systems, and activate and maintain
crop health. The comprehensive study of machine learning principles, algorithms,
and methodologies is described in this chapter. This article provides an overview of
the suggested disease detection and prevention strategy in agriculture. In whole-crop
production, identifying the pest is critical. Pest control sensors keep track of both the
pest population and the environment. Farmers can keep a complete record of pest
attacks by implementing IoT-enabled pest control sensors. Based on this information,
the required and appropriate quantity of pesticides must be automatically sprayed
into the field. Wireless sensor networks can detect and monitor pest populations,
automatically monitor chemical delivery systems, and activate and maintain crop
health. This study investigate ML algorithm for obtaining an effective crop moni-
toring system. Crop monitoring systems are used to both predict and detect crop
diseases. This chapter also covers crop management operations such as crop yield
prediction and disease detection.

2 Literature Survey

Yang et al. [1] Machine learning is being used to uncover plant resistance genes and
classify plant diseases. To achieve the best classification accuracy, a careful selection
of preprocessing data approaches and machine learning technologies was applied.
To forecast essential plant resistance genes, more machine learning-based methods
are required. To identify bacterial pathogens with high prediction precisions, ML
methods such as SVM, Bayesian classifier, and RF were used (23–25). Deep convo-
lution neural networks (CNN), the most recent generation of machine learning tech-
nologies,were used. Jawade et al [2] Thefield sensors gathered real-timeweather data
in order to anticipate disease in real time. The disease outbreak probability was calcu-
lated using the RF Regression model, which was trained on historical meteorological
data. In terms of disease predicting, the model produced fairly accurate findings. The
random forest algorithm has been shown to be fairly accurate in forecasting the possi-
bility of a thrips attack. This technique has aided farmers in taking preventative steps,
resulting in increased farm output and a reduction in the use of chemical pesticides on
crops. Akulwar et al. [3] presents an example of how a recommender system is used
in agriculture to detect and predict disease. Image preprocessing comprises noise
removal and region of interest extraction. After preprocessing, feature extraction
will be performed. Following the extraction of features, a ML algorithm is used, and
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the outcomes are anticipated. To make the best recommendations, the recommender
system is used.

Ramesh et al. [4] crop selection methods are used to boost crop productivity.
I used two alternative approaches. To assess datasets, the first is the Naive Bayes
approach, and the second is the K-Nearest Neighbor method. Bhawana et al. [5]
machine learning is being used in wheat crop production. The feature extraction of
that digital image is done using digital image processing techniques. With age, the
green pigment in wheat crops decreases. Supervisedmachine learning is used to clas-
sify crop growth stages. Technique SVM. Bondre and colleagues [6] Mahagaonkar.
ML algorithm such as SVM and RF were applied to agricultural data, and a fertilizer
recommendation for a specific crop was made. The aim of this research is to analyze
one crop forecasting model which can be used in the latter stage. Crop yield data
was gathered over the last five years from a variety of sources. The proposed work
is divided into two stages: 1. Soil classification 2. Crop Yield Recommendation for
Fertilizer Prediction Weather, temperature, humidity, and atmospheric pressure are
all factors to consider. Third-party applications are used to display press information.

Bhawana et al. [5] the feature extraction of that digital image is done using digital
image processing techniques. With age, the green pigment in wheat crops decreases.
As a result, the wheat crop maturities were investigated. They determined the crop’s
growth stages and classified it using the supervisedmachine learning approach SVM.
Optimizations alongwith fine-tuned choices of theML techniques were used. Kumar
et al. [7] the best crop yield model was created using a random forest and a decision
tree. The suggested approach focuses on crop kind, yield, and weather predictions.
The information in the collection is based on agricultural statistics. This dataset serves
as a testing ground. After the data has been processed, it is broken into two subtypes:
i.e., testing and training. Temperature, rainfall, humidity, and ph are among the vari-
ables in the dataset [9]. The datasets were referred from the Kaggle, which contains
3101 instances or data that were derived from historical data with the following
parameters like humidity, rainfall Temp, ph, and crop.

Archana et al. [8] used Biosensing methods and DNA sequencing technologies to
detect fungal crop diseases. Pathogenic fungus causes diseases like coils, scab, gall,
leaf spot, root rot, and mildew, by making use of third-party applications. Concluded
Systemic foliar infections are amajor source of production and crop losses, as well as
quality of crop degradation Kumar et al. [9]. Techniques such as SVM were used to
recommend the suitable crop to the farmer considering environmental condition and
crop disease prediction, and to suggest ways to protect them from illness Fenu et al.
[10]. Specificmethodologies andprocedures, alongwith performance parameters and
preprocessing techniques, were utilized. The study’s findings show that this approach
is still in its early stages, with significant obstacles to overcome. Data were collected
from different databases such as IEEE Xplore, Science Direct, MDPI, Hindawi, and
Web of Science. Over the last ten years, this study looked at classified forecasting
models for crop disease (2010–2020). Aggarwal et al. [11] used Traditional agricul-
tural procedures are being revolutionized by modern agricultural techniques that use
IoT and AI, and farming is becoming a profitable venture as well. The study explains
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how AI and IoT might boost agricultural output by presenting several recommen-
dations and implementation strategies. Singh et al. [11] this research leads to the
creation of the Crop, a smart phone app based on a trained illness prediction model.
Farmers can use the app to take crop photos and analyze the presence or absence
of disease. ResNet 50, AlexNet, and ResNet 34 are used to train the image classi-
fier. After four epochs of training with the fastai approach fit one cycle, ResNet 50
achieved a max accuracy of 98.73%. The most efficient network is ResNet 50Mishra
et al. [12]. This study recommended amethodology for determining the suitable crop
and monitoring agricultural conditions in the field on a large scale using weather
analysis data and crop disease diagnostics for improved production using real-time
data. The data collected from sensors was input into a Decision Tree algorithm in
the in-plant monitoring model to identify the plant based on its circumstances. The
author used a CNN-based approach to identify and detect plant diseases from leaf
images… Sladojevic et al. [13]. Berkeley Vision and Learning Center created a deep
learning framework for the deep CNN training. For independent class examinations,
the experimental findings on the built model achieved precision ranging from 91 to
98%, with an average of 96.3%. A new strategy involving deep learningmethods was
investigated in order to automatically categorize and detect plant illnesses from leaf
photos. In 13 different diseases, the proposed model was able to detect the presence
of leaves and distinguish between healthy and diseased leaves. The authors intend
to contribute significantly to long-term development by influencing crop quality for
future generations. 3000 unique images are gathered from various online sources
and expanded. Sujatha et al. [14] RDL is the domain’s top performer. DL works in
a similar way to the human brain’s neural structure, with layers and optimizers that
help develop a dependable model with improved accuracy. In their work, we consider
both learning methodologies, and the results of DL are noticeable when compared
to ML. Precision, F1 score, accuracy, and area under the curve are all considered. In
comparison, RF received a CA of 76.8%, SGD received 86.5%, SVM received 87%,
VGG-19 received 87%, Inception-v3 received 87.4%, VGG-16 received 89%, and
VGG-16 received 89.5%. On a regular basis, stakeholders collect and send images
to the system, allowing farmers to help decide which insecticide to apply to prevent
harm Mohanty et al. [15] After training a DCNN to detect 14 crop species and 25
illnesses, the trained model achieved an accuracy of 99.35% on a held out test set.
This paves the way for smart phone-assisted crop disease detection and prediction.
54,306 pictures of plant leaves were analyzed. Sambasivam et al. [16] this paper
proposed CNN to create a low-cost deep learning technique for detecting cassava
infections, which included the following steps: Dataset collection, labeling, model
training, and testing/model evaluation using k-fold cross-validation, where k = 3 to
achieve the desired accuracy. The steps for creating the model were as follows: (a)
Setting up the environment, loading, and preprocessing Data − 35% of the time,
(b) Model architecture definition − 10% of the time, (c) Model training − 50% of
the time, and (d) Performance estimation − 5% of the time. Ramcharan et al. [17]
the author used a DCNN model to assess the applicability of transfer learning on
cassava image datasets. The overall accuracy in classifying a leaf into the correct
group ranged from 73% (20–70 split, knn) to 91% (20–70 split, knn) (80–10 split,
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SVM). The leaflet cassava dataset had higher overall accuracy, ranging from 80%
(20–70 split, knn) to 93.0% (80–10 split, SVM) Ayub and colleagues [18]. To inves-
tigate the damages, the authors used data mining techniques and a family of ML
techniques (Table 1).

Table 1 Summary of literature review

Ref. No# Year Algorithm used Scope for improvement

1 2019 SVM, Naïve Bayes, SVM Localizer To anticipate essential plant resistance
genes and contribute to agriculture,
more machine learning-based
technologies are required

2 2020 RF regression model. algorithm
predicted performance measurement
0.9 to 0.3

Image processing utilizing CNN to
analyze current plant health can be
incorporated with this system, and the
results will undoubtedly be very exact
forecasts

3 2020 Used regression and boosting
techniques

The author concentrated on fruit
diseases, but the findings can be
applied to other crops

4 2019 NB method and KNN applied on
rice and wheat data set

Other ML algorithms and different
crops are required

5 2020 Supervised machine learning Only experimented with one crop
wheat

6 2019 SVM&RF Only for the purpose of determining
the suitability of the fertilizer to be
used

7 2020 Image processing and ML
Techniques

Use of DL Techniques is possible. For
different types of crops

8 2020 RF Only UsedParameter like temperature,
rainfall, humidity, ph

9 2019 Biosensing mechanisms and DNA
sequencing technologies

Experimented only on fungal leaf
diseases

10 2020 SVM approach Suitable to research android apps
fore-commerce of product

11 2021 Preprocessing techniques
performance metrics

High-quality, labeled data required

12 2021 IoT and AI AI and IOT used in the broader sense
need to be think specifically

13 2021 Computer Vision and DNN IOT sensor may be used to collect data
more accurately

14 2021 IoT and DT Suggested to consider few more
parameters to check environmental
conditions

(continued)
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Table 1 (continued)

Ref. No# Year Algorithm used Scope for improvement

15 2016 CNN Increasing the model’s utility by
training it to recognize plant diseases
on larger land areas

16 2021 Proposed family of ML and DL
(Inception-v3, VGG-16, VGG-19)

Used Soft computing techniques and
have significant impact on the
system’s CA even when using a small
dataset?

17 2016 Deep convolution NN for 26
diseases and 14 crop species

Improved accuracy by using more
diverse set of training data set

18 2021 SMOTE with CNN Multiple diseases co-occurring on the
same plant

19 2017 Deep CNN May be with usage of sensor and smart
phone this will be more user friendly

20 2018 Decision tree, RF, NN, GNB, SVM,
and KNN

hybrid approaches and DL
(evolutionary and data mining)

3 Research Questions

I. Is it possible to create your own data set for predicting crop disease?
Ans Yes, Possible with the help of deploying various types of sensors and

drones.
II. Is it possible to use ML/DL techniques to predict crop disease?

AnsYes, it is possible once proper and accurate data were collected and then
using machine learning algorithm, CNN, Deep learning techniques.

4 Proposed Model

Different raw data acquired through various sensors such as optical sensors, MIX
sensors, motion detector sensors, and others were saved in the database in our
proposed model, as shown in Fig. 1, and after adequate refinement, a data set
was designed for feature selection. The disease was then predicted using proposed
machine learning algorithms (s).

Phase#1: Data collections through various sensors and stores in a data base.

4.1 Optical Sensors

Optical sensors, on the contrary, use light reflection to measure and record crop and
soil data in real-time crops. These crop reflectance sensors typically operate near
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Fig. 1 FF model

infrared visible regions of the spectrum and calculate vegetation indices at least by
integrating 02 wavelengths. The visible light has a direct association with the chloro-
phyll concentration from an agronomic standpoint, absorbing red and blue lightwhile
reflecting green light. That is why we see healthy plants as green. Electrochemical
Sensors are a type of sensor that uses electricity to detect a chemical reaction. RVI is
the relationship between these two wavelengths (Ratio Vegetation Index). The NDVI
(Natural Difference Value Index) is a Normalized Difference Vegetation Index and
the suggested normalization ensures that the NDVI values are contained in the same
scale of values, ranging from −1 to 1, as indicated in the equation.

NDVI = (ρ I R − ρV )/(ρ I R + ρV ) (1)

where

ρIR represent infrared reflectance;
and ρV is visible reflectance.

This sensor provides the status required for precision agriculture.
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4.2 HTE MIX Sensors

It is utilized to provide moisture content and temperature in the soil as well as the
surrounding environment. It is a typical environment parameter that pops up on a
regular basis, and its handling is crucial in various domains. It is an electric capacity
sensor that connects to a Smart Soil Moisture Sensor’s cell.

4.3 Motion Detector Sensors

All across the field, motion sensors are used. When the recordings are made around
the camp, those sensors can do a server-to-server transaction and then send amessage
to each other tool when the data is processed, all while remaining within the farm’s
boundaries. This device can also be used to make noise to scare animals away from
potentially hazardous crops or plants.

Phase#2:

During this phase, the heterogeneous data collected from different sensors were
filtered and made ready for feature selections.

Phase#3:

The process of decreasing no. of input variable(s) during the development process of
a predictive model is said to be as feature selection. Its primary goal is to minimize
the number of input variables in order to reduce overall modeling costs, and in some
cases, it is used to improve performance.

Phase#4:

The following ML algorithms were applied to the selected features to compare and
predict the disease affected to the selected crops.

Phase#5:

Most likely disease will be predicted for the selected crops, and necessary precaution
may be taken to avoid major financial loss to the farmer.

5 Implementation Details

Naïve Bayes: NB classifiers are a subset of fundamental “probabilistic classifiers”
based on the NB theorem and strong feature independence assumptions. They are
among the most basic BN models, but they can achieve higher accuracy when
combined with kernel density estimation. This theorem computes the likelihood
of a subsequent event of the preceding event. Mathematically Bayes’ theorem can
be represented as (Table 2).
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Table 2 Crop prediction
using NB

Crops Accuracy training set Testing set

Rice 84.58 86.77

Ragi 90.32 90.12

Gram 76.59 77.77

Potato 88.22 88.19

Onion 79.77 80.25

P(A|B ) = fracP(B|A )P(A) = fracP(B|A ){P(B)} (2)

The above table mentioned the accuracy of the different crops. We have estimated
the accuracy in terms of training as well as testing set and found NB algorithm gives
89.32 training and 90.32 and 90.12 testing accuracy (Fig. 2).

Support Vector Machine (SVM): A supervised ML technique used to solve clas-
sification and regression problems. However, this is preferably used to solve prob-
lems based on categorization types. Each data item is represented as a point in
n-dimensional space (where n is the number of features chosen), with the value of
each feature representing the SVMalgorithm’s value of a particular coordinate. After
that, the classification is completed by locating the hyperplane that best distinguishes
the two classes. The following is the hyperplane equation used to divide the points
(for classification):

H : wT (x) + b = 0 (3)

Here: b = the hyper plane equation’s intercept and bias term.

Fig. 2 Categorization using
Naive Bayes
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Table 3 Crop prediction
using SVM

Crops Accuracy training set Testing set

Rice 89.78 91.47

Ragi 94.39 93.97

Gram 96.29 95.67

Potato 92.26 90.19

Onion 90.47 72.35

Fig. 3 Categorization using
Support Vector Machine

The hyper plane in D dimensional space is always the D − 1 operator.
A hyper plane is a straight line in 2-D space, for example (1 − D) (Table 3 and

Fig. 3).

6 Conclusion and Future Scope

Machine learning is a useful tool in today’s world for analyzing massive amounts of
data and producingmore accurate results and predictions. Our research demonstrated
and provided accurate results for the five crops that were chosen as a sample for yield
prediction.Hence,wewere able to confirm thatmachine learning algorithmsmay also
be used to predict various illnesses impacting crops over multiple seasons and across
a variety of crops because our training set and testing data are practically identical.
To achieve the best level of classification accuracy, careful selection of preprocessing
data methodologies and machine learning technologies is required. As a result, more
machine learning-based technologies are required to predict various sorts of illnesses
impacting diverse. SVM beats the other two methods, with Gram’s training accuracy
of 96.29% and testing accuracy of 95.67% as prediction is concerned.
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More advanced technologies, such as deep learning and CNN algorithms, will
be used in our future research to detect with more accuracy yield prediction and
agricultural illnesses.
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Behavioural Investigation and Analysis
of Flux and Torque in Faulty Electrical
Machines Using Finite Element
Techniques

Hasan H. Khaleel, Amer A. Ibrahim, and Khaleel J. Hammadi

Abstract This paper presents the results of an investigation and analysis of the
effects of broken squirrel-cage bars. In the investigation, a comprehensive time-
stepping coupled finite element approach was fully used to compute stator current
waveforms, torque, and magnetic flux density waveform. The harmonic compo-
nent of air-gap flux density is analysed. From these data, the faulty signatures are
extracted. The present method has been designed and implemented using Finite
Elements Method depending on time stepping. The proposed method produces an
efficient technique in terms of time and accuracy to detect the faults and effects on the
operation of electric machine. The early detection of faults in electric machine gives
enough time to decrease the probability of electric machine faults. The differences in
motor torque waveform timing in each case associated with the stator current wave-
forms give the flux spreading in the suggested technique. The obtained results show
fast fault detection and technique is founded to extract the induction motors faults.

Keywords Electrical machine · Fault’s diagnosis · FEM

1 Introduction

Modern industrial of “induction motors” are frozen used drive-in manufacturing
with several methods. The investigation of motor product has been considered as
optimality in the usage. Such type ofmotor facesmany problems in general manufac-
turing areawhich considers unwantedphenomenadue tomotor period time reduction.
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Table 1 Specification of
suggested motor

Pole number 4

Phase number 3

The outer diameter 130 mm

The inner diameter 74 mm

Air gap length 0.5 mm

Length of axial 50.6 mm

Slots number 24

Rotor bars numbers 24

Rms voltage (V) 380 V

Frequency (Hz) 50 Hz

Hence, themotor rating powermonitoring decreases the probability ofmotor loss life.
So, the requirements of “faults diagnosis” in this type of motor could be achieved by
many advanced techniques [1]. Then, the harmonic current and other many param-
eters in the motor stator will affect the motor efficiency due to its increasing and
decreasing compared with standard values [2]. Any of these parameters could be
used as useful signs of faulty motor “diagnosis” of induction motors. The finding of
these catalogues in many ways could suggest solving this problem [3]. The poten-
tial magnetic aberration parameters and the spreading of flux are used to overcome
many faults in the broken bars ofmotors [4]. A problem is protecting themotor device
indoors from the “air gap” which affect the incoming signals from motor. To sense
the rotor bar faults, the turning radius techniques could be used [5, 6]. Consequently,
this technique needs more additional devices. Many researchers introduce advanced
methods to diagnose the motor faults as in [7–9]. One of the more attractive methods
in these fields is the consideration of harmonic produced by stator current as in [10,
11]. The investigated method of [12] which used the “inverted fed induction motors”
caused an unwanted frequency harmonic. The idea by [13, 14] of in hand fault motor
using frequency spectrum illustrates peak power of spectrum and pole number in the
motor consideration. The opera-2d programme technique is carried out to sign the
faults by means of broken bar rotor routine. The specifications of suggested motor
are illustrated in Table 1.

2 Mechanical Fault Concept

The common things affected on rotor could be simplified and explained briefly in
the healthy bars, which are forced to carry high current and high-speed torques.
Additionally, the large air in “aluminium” causes uniform bars to expand. The static
and dynamic rotor symmetry could affect rubbing the stator winding.



Behavioural Investigation and Analysis of Flux and Torque … 15

3 Mathematical Model

The most techniques used to model the fault diagnosis and investigate the induction
motor damages are the “winding function, equivalent circuit and finite element meth-
ods”. The high performance of electromagnet symmetrical in the induction motor
could be used in the suggested model, which indicates any asymmetry degree sign
as illustrated in Fig. 1.

An asymmetrical of electromagnetic field in the motor produces inequalities in
the phase resistance as well as in the air-gap electromagnetic field which introduces
a harmonic frequency in the current of stator and rotor. This phenomenon could be
expressed in the mathematical model which adds extra resistance to phase of rotor
as in [15].

Rbar = lbar
cosαskew.σ s

(1)

�rra,b,c = 3nbb
Nb − 3nbb

rr (2)

where �rra,b,c phase change of rotor resistance.
The change produced by rotor effects

(
�rra,b,c

)
is created by rotor effects which

are derived depending on the statement of broken bar as touching either resistance
of ring end or magnetizing current. A corresponding resistance of healthy machine
could write as:

rr = (2NS)
2

Nb/3

[

rb + 2

Nb
(
2sinα

2

)2 re

]

(3)

where
rb and re denote the end-ring resistances and rotor bar,
Ns turns of winding.
To simplify Eq. (2), assume re deserted, then Eq. (2) become:

Fig. 1 Allocation structure
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Rring = lring
cosαskew.σ s

(4)

rr ≈ (2Ns)
2

Nb/3
rb (5)

and

r ≈ (2Ns)
2

Nb
3 − nbb

rb (6)

Hence

�r = r − rr = 3nbb
Nb − 3nbb

(7)

The 2nd measurable fault assessment as suggested by [16–21] is:

Ibb
I

= sinα

P(2π − α)
(8)

which Ibb and I are amplitudes of the sideband frequency α …… electrical angle.
Therefore, the electrical angle could be expressed as:

α = π Pnbb
Nb

(9)

4 Tests and Results

The finite element method approach is used to diagnose the effect of broken bars in
three-phase induction motor which achieves computing healthy and faulty cases and
collects the data as waveforms for magnetic field and air-gap flux. This data could
extract different fault type signs without destroying the motor. The programme of
opera-2d is used in this work to observe and detect the faults and provide good proof
of suggested approach. The plots of rated motor in the case of asymmetrical and
symmetrical rotor condition are presented. Hence, a flux density of healthy motors
shows a bit unbalance due to rotating field introduced by faulty motor as shown in
Fig. 2.

Figure 3 illustrated a current through stator in faulty and healthy state under
load condition. The stator current increased suggestively associated with a fine rotor
because the component of harmonic which caused by faults is superimposed into
stator current winding at the frequency f b. Concentrating faults on one pole produce
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Fig. 2 Waveform of flux

Fig. 3 Variation of current

an increase in the value of harmonic mechanisms because the faults cause irreg-
ularity of flux spreading, that produce more harmonics. Faults generate amount of
frequencieswith the rotating fluxwaveform. The rotating fluxwaves could encourage
currents in equal frequency with the stator current.

The difference between two stator amplitudes is due to fault case because of
asymmetrical flux distribution case, more harmonic in the faulty motor performance.
Hence, increasing the number of broken bars would introduce bad asymmetrical in
flux. High rise in the frequency harmonic will appear in the case of increasing the
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Fig. 4 Harmonic spectrums

amplitude of harmonic of flux waveforms. As a result, one could observe that the
harmonic in the faulty motor appears more asymmetrical compared with healthy



Behavioural Investigation and Analysis of Flux and Torque … 19

Fig. 5 Variation of torque

motor. Figure 4 illustrates the air-gap harmonic spectrum in healthy and faulty
machine and the difference between them is highlighted as well.

In the faulty machine, the waves of magnetic torque are more compared with
healthy motor. The time variation of the torque in the healthy and faulty more is
illustrated in Fig. 5. The oscillation of developed torque is increased in case of faulty
motor more than traditionally enveloped in the healthy motor as well more values.
The time variation of torque shape in faulty motor is seen more than in healthy one
and the ripple is high also.

5 Conclusion

This paper presents the detection ofmechanical faults in inductionmotor by using the
opera-2d programme techniques. This approach will increase the time life and keep
the motor efficiency as top as possible. The early detection of the faults in the motor
will give enough time to protect the machine and decrease the cost bymany phases of
running time. The suggested technique provides and enhances themachine researcher
to develop the fault detection in the current and future generations of induction
motor. This work opens a new window for developing and accelerating the induction
motor design process to get efficient motor. The future direction of this study aims to
develop a comprehensive database of non-invasive sensormeasurements of induction
machines with different faults and to understand the effect of faults on each sensor
output.
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A Comprehensive Survey for Internet
of Things (IoT)-Based Smart City
Architecture

Rohit Sharma and Rajeev Arya

Abstract With the advent ofmobile technology, themodern paradigmof “connected
everyday objects” was built over the current network. The tremendous development
of networked devices had increased its reach over the primitive network topologies.
This significant change has launched the revolution after flat-page. The surge in the
global urban population is placing new demands on people’s daily lives in terms of
pollution, public safety, road congestion, etc. To accommodate this rapid growth, new
technologies are being developed and smarter cities are being built. Incorporating the
Internet of Things (IoT) into everyday life makes it possible to develop new smart
solutions such as services and applications for industries like hospitals, surveillance,
forestry, etc. Research on Artificial Intelligence (AI), Deep Learning (DL), and help
of Data Visualization have shown how IoT performance can be improved with some
technological aids. This creates a rapid demand for addition and works in terms of
Big Data with first-class technologies that we have around us, so in this paper, we
will talk about such things and show a comparison on this basis with the other works
that are under it, with the deep learning and artificial intelligence models. This study
will help us to show how it overall contributes to the growth of the Internet of Things
in society to provide a better life for future generations. Finally, we will outline the
existing obstacles and problems that occur during the smart city growth facilities.

Keywords Internet of things (IoT) · Deep learning (DL) · Artificial intelligence
(AI) · Technology · Services · Applications · Smart city · Innovation · Data
visualization · Big data
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1 Introduction

The Internet of Things is a spider web of software, sensors, databases, and other
devices superfluous web. The hardware differs in intricacy from ordinary household
chattels to suave business systems. Analysts say that by 2020 there will be a shift to
10 billion connected IoT gadgets, and by 2025 there will be an upward growth of
22 billion [1]. IoT has emerged way lot over the past few decades and gaining impor-
tance day by day. This helps us in day-to-day living aswe havemultiple gadgets inter-
faced using the Internet which makes our life easier in simple terms. Digital systems
are very efficient in logmanagement and also sorting life in a betterwaywith the aid of
computing technology and analytics in providing a solution to mankind’s problems.
The IoT is a distributed web of connected gadgets, which are Internet-enabled enti-
ties that can receive and send information non-connection oriented without human
interaction. These possibilities for reserved or business growth exceed boundaries.
A networked biological device, a small electronic chip transceiver, a solar cell, a
networked automated braking equipped car (gas, tire-tubes pressure, required sched-
uled maintenance, and much more), or other item equipped with electronics and the
ability to collect and emit data wirelessly is a “thing”. Industrialists are now taking
inspiration from IoT and developing positive revenue, lower operating costs, and
better customer service, as well as increasing efficiency in regulatory enforcement,
are also driving businesses. IoT system implementations provide the bulk datasets
and inner results needed to optimizeworkflows, visualizing user patterns, automating
the processes, meeting parameters, and operating more effectively in a changing
marketplace for whatever reason. The IoT is an ever-growing network capable of
autonomously discovering and sharing data about distinct devices that are special.
Due to the success of embedded tech and the exponential growth of embedded device
technology, the IoT has become the focus of various stakeholders.

Recent developments in a variety of technologies havemade it a reality. Less-cost,
less-power sensor tech is there. IoT technology is now getting the door-to-door and
suppliers and industries due to its less cost and varied applicability. Cloud computing
platforms and cloud services are becoming more widely available, giving businesses
and customers access to the technology they need to scale without having to worry
about everything themselves. IoT has paved the way for big data analytics and the
data collected through these sensors is turning into a mine of gold for companies
and business is taking place as a result and they are selling these data for better and
efficient life by analysing all the odds. Artificial intelligence (AI), conversational,
and natural language processing (NLP) have made their way into IoT devices (e.g.
Google, Bixby, Alexa, Cortana, IBM Watson, and Siri digital personal assistants)
thanks to advances in neural networks, making them more attractive, accessible, and
viable for home use. So, from the above interpretation, we can conclude that IoT
means connectivity between billions of IoT-based devices. Such capabilities give
power to normal gadgets that can run in real-time, adapting with conditions, and
run with zero interference/control. Electronics which are now embedded in various
urban centres, resulting in a huge amount of data being collected. Before it can
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be viewed, the collected data needs to be stored, analysed, and processed using
specialized models and visualization tools to make it useful for better insights. The
recent emergence of IoT data has led IoT big data analytics, including machine
learning analytics, to gain significant traction recently: ML, DL, and Computing
Infrastructures, especially as conventional data processing techniques have encoun-
tered numerous limitations, especially when dealing with big data. DL algorithms
have paved way to deal with similar problems. DL algorithms enable developers
and enthusiasts to process real-time data with great precision and relatively much
better performance. Plethora of studies have been conducted with DL. The results
were ranging from various domains which led a broader sight for IoT-based cities
and other baby strides towards their growth. In this report, we have chosen Smart
City as the primary application because IoT-based cities havewide instances and case
studies, the IoT sector instances.We then describe instances that arise in a speculative
IoT-based city, including in home, in health care, in transportation, in surveillance, in
agriculture, and in climate monitoring system. We further did a juxtaposition based
on several parameters with challenges faced in these cities. Apart from this, we tried
covering out the recent trends and issues going round the globe.

2 Related Work

Atitallah et al. [2] have presented a survey paper over the IoT-based cities, and they
include a summary of the literature on the use of IoT and DL to build smart cities in
their survey. They start by defining the Internet of Things (IoT) and describing the
characteristics of IoT-generated big data. Then, they go through various computing
infrastructures that are used for IoT big data analytics, such as cloud, fog, and edge
computing. Following that, they review recent research that uses both IoT and DL
to create smart applications and services for smart cities, and they survey common
DLmodels. Finally, they have discussed some of the existing problems and concerns
that have arisen as a result of the growth of smart city services. Silva et al. [3]
worked on big data analytics for embedded smart city architecture for estimating the
performance and worked for its enhancement through real-time data processing and
decision-making for data collected for a year through their hardware and resources.
The integration of Big Data analytics with smart city architecture is discussed in this
paper to suggest a practical and feasible structure for the implementation of smart
cities. Real-time intelligent decision-making, autonomous data collection, and user-
centric energy customization are all possiblewith the proposed architecture. Themost
influential factor for the realization of a smart city, however, is decision and control
management. As a result, the new scheme’s most important aim is to achieve real-
time and timely decisions. Fusion techniques also help to speed up the analysis of the
massive amounts of data generated in Big Data analytics. Mohammadi et al. [4] did a
comprehensive study on the different areas including in home, in the city, in energy,
in healthcare, in Agriculture, in Education, in Sports, in Retail, and in IoT-based
infrastructures, for IoT applications and facilities, with the most up-to-date deep
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learning (DL)methodswhich are tested. Side by sidewith the analysis usingBigData
AnalyticsModel,Mahdavine et al. [5] in this survey investigated various types ofML
techniques and methodologies implemented to probe and summon IoT-based data in
various IoT-based smart city use cases. The writer’s defined and gave a juxtaposition
of ML algorithms and reviewed the usage. Also, they discussed the vulnerabilities
and challenges at last which are implemented in big data analytics. The significance
of this paper’s contribution. The aim is to respond to the following questions: What
kind of MLA could be used on IoT smart data? What is the classification of MLA
that can be used in the Internet of Things? What is the facet of IoT data in the real
world? What makes the IoT-based City a standard IoT technology use case?

Zhang et al. [6] in their paper discussed the different wireless networks typically in
mobileswith the implementation ofDL.Also, some basics of deep learningwith it for
better understanding for the readers highlighting immediate problems and advantages
in mobile network and a study based on the different aspects and scenarios. Zhang
et al. [7] in their research studied four different ways by which DL is used in big
data which are as follows: stacked auto-encoding method, deep belief networking
method, CNN, and RNN. Also, they made some classifications based upon their
work: bulk data group, distinct data group, the streaming data group, and finally the
reduced-quality data group. Qolomany et al. [8] in their paper studied and showed
how different ML is used in big data to make a qualitative analysis. They reported
on and classifications made in IoT-based smart cities on various parameters which
helps a city to run and depend on each other at different topologies. Chen et al. [8]
conducted a brief study on how DL is used in smart IoT-based cities. He looked at
the most commonmodels and summarized the most recent researches in various IoT-
based cities using cases and instances, such as vehicle management, the healthline
sector, the climate, and data privacy.

3 Recent Trends and Overview

In the Figs. 1 and 2, we can see a graph which depicts the search interests of people
around the globe for Internet of Things from year 2004—present; the graph has
increased tremendously. This field is gaining more and more importance in today’s
world due to its applicability’s in daily life and easing everyone’s task.

Fig. 1 Internet of Things trends search history interest on google search results
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Fig. 2 Worldwide trend for Internet of Things as per search history interest on google search results

Thus, more and more people are engaging for research and finding more appli-
cation of IoT. The second graph it is shown on the world map over 7 continents
showing peoples interest over these many years. The darker the region, the more the
search interest and people’s engagement with that topic and the greyed-out areas still
have not searched it on the Internet [9]. The time interval between each year is taken
around 5. Out of which, if we talk about the ranking of top five countries based on
their search interests then Ethiopia ranks first, Mauritius ranks second, Singapore
ranks third, India ranks fourth, and Uganda ranks fifth, with having related search
queries topics as the Internet of Things, cloud computing, artificial intelligence, big
data and what is Internet of Things? etc [10].

In the above Figs. 3 and 4, we can see a graph which depicts the search interests
of people around the globe for big data analytics from year 2004—present the graph
in comparison to Fig. 1 has increased violently and much sharper and have been
increasing [11]. Just because after the infrastructure have been implemented for IoT
the work does not stop here the hardware generates a large amount of sensitive data
year after year which needs to be stored somewhere for whichwe use cloud databases
and people and this new field of IT is emerging at a lot faster pace and the demand for
data scientists and engineers is increasing who can study this big amount of data and

Fig. 3 Big data analytics trends search history interest on google search results
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Fig. 4 Worldwide trend for big data analytics as per search history interest on google search results

can provide efficient results for the mankind to improve the quality of our lifestyles.
The second graph: It is shown on the world map over 7 continents showing peoples
interest over thesemany years. The darker the region, themore the search interest and
people’s engagement with that topic and the greyed-out areas still have not searched
it on the Internet also can be termed as no work is possibly been done here on this
topic and field. The time interval between each year is taken around 5 [12].

Out of which if we talk about the ranking of top five countries based on their
search interests, then Singapore ranks first, India ranks second, Zimbabwe ranks the
third, Hong Kong ranks the fourth, and Sri Lanka ranks the fifth, with having related
search queries topics as big data analytics tools, big data analytics salary, tools for
big data analytics, best big analytics tools, data analysis, etc [13]. Also, we can notice
a difference in between Figs. 1 and 2 that Internet of Things took popularity around
the year 2007, and whereas the term big data analytics gained importance at quite a
later stage, i.e. around 2011 when it was felt that there was a need to secure this large
data and, also, we can study this data for providing efficient solutions to the society.
On the contrary, the first IoT-based device was discovered in early 1980s and the big
data term was coined around 2005 [14].

In the Fig. 5, it shows an analysis of total estimated technological investments
worldwide that is to be made in billion dollars which is estimated to be around
189.5 billion US dollars approx. towards it by the year 2023. By this graph, we can
also conclude that the amount of money invested in this field has increased gradually
since 2018 to 2023 [15]. In our paper, we will focus on some sectors of smart city
to check onto the different technologies that are used in these and who these are
integrated all together. Which is shown in the below flowchart Fig. 6.
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Fig. 5 Prediction made for technological investment for IoT worldwide

Fig. 6 Smart city investigation chart

In homes, we know that IoT is implemented for energy management; apart from
this, it is also used for audio systems, security, inventory management, etc. In agri-
culture, IoT is used for detection of plant disease, and water regulation for watering
the plants and other applications like soil Ph level and pesticide tracking. In health-
care department, it is implemented for the treatment of people above the age of 60,
prediction of some hard-to-find disease using deep learning and artificial intelligence
also, nowadays robotic surgery is happening which is responsible for zero human
interaction, and someone can operate from far off place. In surveillance, it is used
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for predicting the outbreak of fires in buildings, industry or public places, as well
as accident management [16]. In environment, IoT is responsible for monitoring
the air quality and it can be done both indoor or outdoor to determine the colloidal
or suspended particles in air which can be an issue for asthma or breathing-related
disorder patients, as well some gases in environment and weather prediction as well
based on the humidity level in air and wind movement and garbage detection as well.
In transportation, IoT is very much helpful easing people’s life by traffic manage-
ment, parking management, and also estimating time of travel and various other
things which help us.

4 Technologies Involved

4.1 Architecture of IoT

Before we discuss about the technologies involved in smart cities based on IoT, let us
talk first about its architecture. IoT’s architecture see Fig. 7, involves hardware which
usually comprises sensors, printed circuit boards, Internet connection, communica-
tion channel, Hadoop system for storing data as a data lake, and analytics based on
the data collected from different data marts based upon the criterion decided by the
Hadoop developer and Data analyst [17].

Here, for storing data people prefer NoSQL databases or cloud databases to
store data which are large and raw data which cannot be used directly. The analysis

Fig. 7 IoT Architecture
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performed over these data after filtering out is of three kinds: descriptive analytics,
predictive analytics and prescriptive analytics (which is discussed later this section).
This helps us to get an estimate or exact data for developing applications and soft-
ware for them. As data analysis is performed over a history of data, thus the more
accurate results. The examples shown in Sect. 3 for search trends have a data from
2004 to 2021, thus showing a variation over a long period of time [18].

4.2 Analysis

In the descriptive analysis, there is a historical data which actually shows a juxta-
position between different data over a period of time such type of analysis is used
mainly in industries for comparing their growth, finding potential customers, etc. In
the predictive analysis, this is used by processing data with some BI (Business Intel-
ligence) tools and performing ETL operation (Extract, Transform, Load) or maybe
an ELT (Extract, Load, Transform) thus, as a result finding us a pattern over a range
or sequence of data. In the prescriptive analytics, this method is a successor and a
much more intelligent method over the said above this method actually analyses the
data and before giving any kind of decisions it gives us the exact results which helps
us to take decisions much better way [19].

4.3 Cloud Computation Techniques and Concepts

Now, we will see computational techniques the different Cloud Computing, tech-
nologies in big data analytics; the basic definition for the same is the data which can
be accessed from the Internet form anywhere at any point of time and any number of
times. Some cloud computing services which are offered nowadays are based storing
data over the Internet; in these kinds of servers, we use TCP/IP connections for the
data pipelining. Others, like services that are featured over the Internet , in these
kinds of cloud computation technique all the ready-made options are already there
and we are supposed to perform our operations on them and get the result. The last
one is the apps that run on the Internet, and these are the files or software that run
on Internet which are installed and often come up with some GUI.

Whatever data is collected from the systems installed, goes to processing which
is based on deep learning algorithms designated specifically to find the results. Like,
in our project we used one such model for end-to-end deep learning over the data for
analysing. But these include some limitations such as like cost of infrastructure is
too high for running suchmodel and frameworks, signal strength is too important else
latency can be a disaster while data analysis, redundant infrastructure should be there
and some disaster management is required and data replications should be stored in
racks and no more than two replicas should be stored in a single rack. Also, data
privacy is one of the essential factors in this case as we have huge amount of sensitive
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data which can be used by people who have malicious intent [19]. Other Computing
techniques are Fog and Edge Computing. In Fog Computing, Fog is a component
of something like a distributed network environment which is correlated to cloud
computing and the Internet of Things (IoT). Computing resources that provide public
infrastructure as a service could be thought of as a large, global destination for data;
data from IoT nodes is formed at the network’s edge. Fog connectivity is a portion of
the Internet of Things (IoT) idea,which anticipatesmost of the device’s individual use
on a daily basis being linked to one another. Smart phones, wireless health tracking
technology, connected vehicles, andVR technology using devices like Smart Glasses
are only a few instances. Edge computing is an emerging virtualization technology
that pushes business processes closer to datasets like IoT systems and local edge
servers [20]. This relative vicinity to data at its source does provide large financial
advantages, such as better perspectives, faster response times, and alsomore spectrum
accessibility.

4.4 Models and Tools Used

Artificial Intelligence as term itself says that it is a kind of intelligence which is
artificial not god’s creation it is manmade creation which is able to compute and
process data and provide us solution to daily life issues or business problems. This
comes under Deep Learning; due to this feature, we are able to teach machines and
learn new tricks from their errors usingmachine learning algorithms. There are many
Deep learning Algorithms which are used in smart cities; for data analysis, we will
discuss Deep learning models below:

• Yolo v3
• CNN and Mask R-CNN (Convolutional neural network.)
• RNN (Recurrent neural network)
• DBN (Deep belief Network)
• SAE (Stacked auto encoder)
• GAN (Generative Adversial network)
• DRL (Deep reinforcement learning).

These models can be further categorized into four types of techniques: supervised
deep learning model, unsupervised deep learning, semi supervised deep learning and
reinforcement deep learning.

Some tools which are used in deep learning (DL) are as follows:

• TensorFlow—it is a kind of framework for dl models interfacing and can be done
by python, C++, Java, and Go language.

• Torch (if in python use pytorch lib)—it is also a framework for running dl models;
it is interfaced via C, C++, Lua, OpenCL

• Theano—it is python-based library used in low level apis, and this is used mainly
for RNN
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• Caffe—it is a framework used using C++ via python, C++, MATLAB.
• Keras—it is library in python used in high level apis
• MatConvNet—it is MATLAB-based toolbox which is written in Cpp language
• MXNet—it is a library written in Cpp and often used using python, R, Scala, Cpp,

Perl
• Google Colab—it is written in python and its best suited for machine learning,

data analysis work.

5 Methodologies of Dl in IoT-Based Smart Cities

Now we will focus on how these deep learning methodologies are used in smart
cities.

In Homes: Nowadays, most of the urban and modern homes are connected with
Internet at every corner of house, thus with the advancement, people want everything
at their palms to control things around which is possible through IoT they control all
these using smartphones. Appliances like lights and bulbs, air conditioners, cameras,
fridge, kitchens, or personal assistant robots and many other such things here, we
can see how these things are connected together to give the optimal experience to
the user and live life in a luxurious way. In smart IoT-based homes, the use of LSTM
and CNN can help us in regulating the energy and managing the load-based AI. The
data collected from various sensors are collected and stored in a db which acts as a
data lake from here the deep learning algorithms designed takes the data and show
the result and predictions; such results are used by companies for designing better
and improved sensors and applications for future generations [21].

In Health care: In this sector, IoT is like a boon to mankind and helps in saving
lives of many, and these are available in the form of some gadgets which can be
wearable or not wearable, some trackers, or some transducer in bio medical which
checks for some ailment and reports it into a db or AI-based system. This many a
times helps us in estimating the future diseases and many other things which can
be inhibited at a very early stage. One such example recently is neuralink which is
developed by a neuro tech-based company which is founded by ElonMusk, this chip
is implanted in human brain and brain can be connected through a connectionless
medium to a smart phone which helps us to track many activities till now it has been
experimented in pigs and have given successful results. Also in health care, OPEN
CV, YOLOv3, LSTM, CNN, and GRU models are used for different applications
such as treatment of people above the age of 60, prediction of chronic and acute
diseases in people and kids. It is helpful in predicting some genetical disorder which
is nowadays, a part of research in biomedical engineering. Also, this is helpful in
creating reports collected from blood samples, or predicting intolerance charts in
diet planning. Also, in estimating if a person is COVID positive based upon the
symptoms ensuring social distancing and create a huge database and record and
predictive analysis to control the wide spread of disease and create a vaccine [22].
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In Environment: These sensors implemented at different institutions and build-
ings can also be used for applications where there is need to monitor environment
such as air quality index and humidity. Weather conditions and wind speed, also, can
be used for garbage management. RNN, ANN, CNN, R-CNN, and LSTM are used
for estimating and prediction; this is also beneficial for prediction of pressure prone
areas and forest fires as well. Thus, we can find a solution beforehand before any
major loss.

In Agriculture: The use of IoT in agriculture specially for country such as India
is very much beneficent and will ensure us in maximum production and less losses
for a country where agriculture comprises of the maximum part in the GDP. The
farmers can use techniques which checks for soil Ph level, level of water in soil,
thus regulating the water supply, level of pesticides, keeping a regulatory check for
throughout process form sowing to harvesting a crop. For prediction analysis, we
generally use CNN model for analysis; YOLO and OPEN CV can also be used.
Using contrast identifying methods or Scada system.

In Surveillance: Nowadays, most of the public areas and buildings are equipped
with cameras which are connected with Internet for security purpose for theft, or
some misfortunes. All these can be controlled using a mobile or systems also; AI-
basedmotion alert systems or some other things can help us in identifying some issue
before hand and thus helping in getting a quicker solution. For this mainly CNN and
GPS, GSM-based detection technology is used which predicts such as fire breakouts,
and sending an automated message on mobile with location.

In Transportation: The inclusion of IoT in traffic management system especially
for centralized traffic monitoring system can be very useful; this can help us in
predicting the traffic beforehand and help us to alert the passengers before about the
traffic flow and civic authorities to take action based upon the real-time data they
are getting through sensors and cameras for easy flow of traffic and vehicles. Also,
segregating lanes based on IoT and predictive analysis can help a lot in regulating
traffic. Apart from this, we can also use for parking lots for automated parking
systems, thus ensuring less traffic on roads and payment systems based on RFID or
NFC technology especially, in countries in India where traffic is worst on roads and
management is poor also in the times of COVID-19.

These wireless transactions will ensure social distancing. Also, YOLOv3, LSTM,
RNN and Mask R-CNN can be used in solving such issues.

6 Comparative Analysis

In the above, Table 1 we can see a complete descriptive point wise analysis on
various aspects of the papers that have taken into consideration for this study with
their limitations mentioned.
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7 Challenges

The biggest challenge or issue that the smart cities nowadays are facing is security
and privacy issue. The people who are having malicious intent exploit the databases
and get all this raw data and sell this into the dark web or ask for huge ransoms from
the company to keep their data private. In the past year, there have been many such
incidents such as in New York; a hacker hacked around 200 homes security camera
and leaking that data in deepwebs; the deepweb comprises the 90%ormore part than
what we access in daily life. It was developed by US for top secret and confidential
activities to take place. Later it became something which was completely opposite
of it. Recently, in March hackers breached a company Verkada Inc., all surveillance
cameras getting an access to 150 k cameras thus ruining up the reputation of company
for their own profit.

Previous year, there was an attack of Ransomware which actually affected many
organizations and their data, causing them huge losses. Some notable companies are
which were affected by it:

• Cognizant
• Magellan Health
• CPI—Communication and Power Industries
• University of California San Francisco
• Baltimore County Public Schools
• Advantech
• Carnival Corporations
• Canon.

All these companies since then have implemented two factor authentications for
account safety and protecting their databases. Also, many incidents happened with
companies like dominos all the user base data got leaked with all credit card details
of customers being exposed in dark web. Apart from this, there have been many such
cases reported all such activities which have taken place in the past are the limitations
of IoT and security they have.

The attacks usually used by the hackers to gain access to these IoT-based systems
are:

• Botnets Attack
• Denial of Service Attack
• Man in the Middle Attack
• Identify and Data Theft
• Social Engineering
• Advanced persistent threats
• Ransomwares
• Remote Recording.
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Also, apart from the security issues there are some other issueswhich are related to
the Hadoop and Big data which is the management of nodes and high-end infrastruc-
ture everywhere is not possible specially country like India which is still developing
where advancement is supposed to go step by step not in haste. Not everyone can
buy the required devices and build the infrastructure. As, if there is some disaster
it requires racks and mostly companies in India rely on single racks which is very
wrong as there is no disaster management for databases. In India, not large datasets
are available; thus, we are not able to get the very accurate data to make predic-
tions as the foreign countries they use it for analysis and making decisions. Cost
of production and implementation for IoT-based systems is too high apart from this
if we implement, we need someone to monitor and make it function thus, mostly
companies do not want to put that much effort until the work gets done. Also, the
quality of service in India is not up to the mark as no production plants are there
who manufacture on a large base; thus, we need to import everything from outside
country which is increasing the inflation rate and cost of the good.

Through the above study, we saw there are numerous challenges consolidated
altogether here in a summarized manner which is: some papers do not focus on the
newer research topics and technology and some are defined to a particular technology
whether it is a smart home, infrastructure, or big data processing data in real time.
Also, some papers are based on DLmodels. The comparison made on different areas
of the smart city is confined to only some areas not covering the wider spectrum. As
IoT is a wide field and has expanded a lot in the recent trends since 2007 and still its
demand is growing day by day and so is the concern for the data privacy.

8 Conclusion

We can conclude that our paper was segregated into the basic introduction which
lets us know about basic IoT and how it is useful to us. Then, we showed some
related works done on these smart IoT-based cities, after that we showed a visual
analysis of different recent trends that took place and the variation between them
creating demand for big data with the planned estimated investment for the same for
providing better applications and life experience. After this, we talked about various
other technologies which help it to function properly. Thereafter, we talked about
the methodologies used in these cities and how the recent trends are happening on
this area with the advent of pandemic. This led us to the observation with the related
surveyswe did andwewere successfully able to show the survey and detailed analysis
basically a juxtaposition on different aspects of the research work done based on the
parameters in the direction of “Technologies Involved in IoT-based Smart Cities”.
Followed by, the challenges faced in such cities which covered all recent happenings
around the world along with some technological and financial crisis which will help
us to understand this on a better scale.
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Abstract Investigate the vibration of the rectangular plate related to the liquid,
normal body frequency and modes shapes of cantilever plate without and with hole
and perforate plate with 169 hole in air and contact of the water surface and immersed
in water are presented using finite element method via ANSYS15 software. Acoustic
model in three dimension domain is considered using APDL program to take the
variables. The gotten comes about detailed the 6th plate normal body frequency and
mode shapes which are based upon the behavior of the plate. In all cases, there are
diminished with in the natural frequency of the fluid–structure framework. It can be
concluded from our work that the exactness of the predicted frequencies utilizing our
demonstrate is either exceptionally great or at slightest adequate for commonsense
purposes.

Keywords Vibration · Natural frequency ·Mode shape · ANSYS · Finite element
method · Open tank · Acoustic analysis ·Modal analysis · Fluid–structure
interface · Coupled problem

K. Aziz Ameen (B) · H. Abdulrasool Hasan · J. S. Sherza · R. J. Mohy · A. A. Hatam
Al-Esraa University College, Air Conditioning and Refrigeration Department, Baghdad, Iraq
e-mail: dr.qaysar@esraa.edu.iq

H. Abdulrasool Hasan
e-mail: drhusam@esraa.edu.iq

J. S. Sherza
e-mail: jenansherza@esraa.edu.iq

A. A. Hatam
e-mail: ali.hatem@esraa.edu.iq

H. A. Hasan
Computer Techniques Engineering Department, Al-Turath University College, Baghdad,
Mansour, Iraq
e-mail: hiba.abdalameer@turath.edu.iq

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Kumar et al. (eds.), Next Generation of Internet of Things, Lecture Notes
in Networks and Systems 445, https://doi.org/10.1007/978-981-19-1412-6_4

43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1412-6_4&domain=pdf
mailto:dr.qaysar@esraa.edu.iq
mailto:drhusam@esraa.edu.iq
mailto:jenansherza@esraa.edu.iq
mailto:ali.hatem@esraa.edu.iq
mailto:hiba.abdalameer@turath.edu.iq
https://doi.org/10.1007/978-981-19-1412-6_4


44 K. Aziz Ameen et al.

1 The Preface

The issue of vibrating plates in contact with Liquid has interested numerous exam-
iners, either in the past or in the present. This issue may be found in different sorts
of designing areas: such as holders, frames beneath or mostly submerged in liquid
such as water, dams and conduits, course cloughes, the frame, furthermore, limited
vibrations of boats and submarine, etc. It is by and large realized that the eigen
frequencies of constructions in touch with water diminish essentially contrasted with
those in void, particularly for the elemental “eigen frequency.” It is notable that the
characteristic frequencies of structures in contact with liquid are distinctive of what
is under discussion. In this manner, the expectation of common recurrence “changes
due to” the nearness of the liquid is critical for planning the frames in contact with
or drenched in liquid. Marcus [1] examined the vertically free vibration and even
immerse the cantilever slab an interminable liquid space by the limited component
strategy.

Bauer [2] considered the association of an essentially upheld flexible of rect-
angular holder having inflexible divider and filled with fluid, there is exact free
zone solution. As of late, Soedel and Soedel [3] examined the free and constrained
vibration of a basically bolstered tablet associated to a huge store of fluid on the
four sides and support a fluid with openly sloshing surface. Kwak [4] considered
the non-dimensional included virtual mass gradual components of a perplexed rect-
angular slab in touch with liquids like water by the joined use of “Rayleigh Ritz
technique” and “Green’s work technique.” The impact of liquids such as water
profundity on the fiery direct of free edge round plates was examined by “Kwak
and Han” [5], and they received the Hankel change strategy, which brought about
in double necessarily conditions. The arrangement of double indispensably condi-
tions was determined mathematically utilizing “Fourier–Bessel” arrangement. The
“Kirchhoff hypothesis” of plates is utilized to demonstrate the versatile lean plate.
“Zhou and Cheung” [6] considered the vibratory attributes of a rectangular plate in
touch with liquids such as water on one face. The adaptable plate is viewed as a part
of an upward rectangular resolute divider in touch with water, the edges of which are
deftly restricted and parallel to those of the unbending divider. The case of a circular
plate composing the base of a unbending round and hollow liquid-filled tank was
considered by “Cheung and Zhou” [7] counting thought of the liquid free surface
impact. Kerboua et al. [8], they created approach suitable for vibration detection of
rectangular plate coupled with liquid. This case represented some key components
of a complex structure utilized in businesses such as aviation, atomic, and maritime.
The slab can be completely immersed in a liquid or glide on their free surface.

In this studied, a greater widespread case of the interplay of a square plate in touch
with water is considered: The plate is located in an open square tank of a vertical
square strong wall in touch with water. The edges of the panel are parallel to the
edges of the wall, and the panel is located in the center of the tank. Such a model can
be used for hydro-vibration analysis of flood gates [9–27], sewer manholes, etc.
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2 Vibroacoustic Analysis

“The finite element method (FEM)” used for plate analysis in this study. The “finite
element method (FEM)” is utilized in this case to behavior plate examination that
surrounded by water and study the natural frequencies and mode shapes resulting
fromvibration plate. The effect of differentmedia (air, onwater surface and immersed
into the water) and configuration of plate on the vibration is presented. The FEM is
consisted of modeling the fluid of the medium and the fluid surrounding the structure
(fluid structure interface FSI).

In the analysis, within the sound investigation, modeling is doing for weight
in fluid for diverse frequencies, molecule speed, sound weight level, constriction,
radiation and scattering of sound waves, etc. Within the investigation, the proper
analysis was taken into account the interaction of the coupling structure with the
liquid. The FEM is imposed the liquid was incompressible, but only a relatively
minor change of pressure was allowing depending on the average pressure. The
FEM is imposes the viscous substance present in the fluid nothing to do with the
dissipation of acoustic energy. The FEM is enforced both themean (pressure, density)
and it imposes the pressure that resolves, it is a deviation from the relative pressure
and not the absolute pressure [9].

3 Geometrical and Material Properties
of the Fluid–Structure

In the current study, three models are designed. The first case is the plate without
hole, treated with three cases in air, contact the water surface, and immersed in water
as shown in Fig. 1. Illustrated (open tank–up side) (outer dim. = 280 × 280 ×
255 mm3, inner dim.= 270× 270× 250 mm3) and volume of water= 270× 270×
250 mm3.

The boundary condition is fixed one end—free other three ends (i.e., cantilever
plate) and the tank is open tank (from the upper)—fixed on its base. The materials:
plate: steel—“E= 200 GPa, ν = 0.3, ρ = 7850Kg/m3” and the tank: steel—“E=
200 GPa, ν = 0.3, ρ = 7850Kg/m3.” Too it can be watched from picture (1c) that
the plate immersed in the water tank (open tank–upper side) with depth = 20 mm.
The second case is the plate with central hole, and two cases are tested one for R =
20 mm and the other with R = 10 mm. Also treated with three cases in air, contact
the water surface and immersed in water as shown in Fig. 2.

The third case is perforated plate with 169 holes as shown in Fig. 3.
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(a) Plate Dim.140x140x3 mm   (b) Plate on the water surface Tank

(c) Plate immersed in water 

Fig. 1 Plate without hole a on air, b on water surface, c immersed in water

 (a) Plate Dimensions                                                                   (b) Plate with hole on the water surface Tank  
       Radius of the hole(R)=20 and R=10mm 

(c) Plate immersed in water 

Fig. 2 Plate with central hole a on air, b on water surface, c immersed in water
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(a) Plate Dim., Radius of                      (b)  Plate with holes on                        (c) Plate with holes  the hole(R)=4 mm
the water surface Tank                            immersed in water 

No. of holes=13x13=169 

Fig. 3 Perforated plate with 169 hole a on air, b on water surface, c immersed in water

4 ANSYS Model

Coupled fluid–structure treated in this paper as acoustic model. In acoustic elements
which are contacted with the structures (FLUID 29 and FLIDID 30), it uses
(KEYOPT (2) = 0) for assumption action which is that the structure interacts with
fluids, thus leading to use of element matrices, unsymmetric with degrees of freedom
(UX,UY,UZ).KEYOPT (2)= 1, it is used for all remaining acoustic elements, where
fluid is putted inside the structure. In this case, the symmetric matrix is used, and it is
less cost in terms of time and storage. Therefore, it is best to use them if the situation
permits. Figure 4 shows the interaction between structure and fluid [10].

Auxiliary acoustic examination the plates with water and without both can be
implemented in “ANSYS” utilizing “ANSYS/Multiphysics andANSYS/Mechanical
programs.” The acoustic examination in “ANSYS” is for the most part done by
modeling structure space, modeling liquid space depending on outside or inner issue
with fitting liquid components. Acoustic shows by and large comprises of basic
space liquid space and unbounded acoustic space. “ANSYS” employments compo-
nents “FLUID129 for 2D and FLUID130” for 3D which are the boundless acoustic
components whereas “FLUID29 for 2D and FLUID30” for 3D are limited acoustic

Fig. 4 2D acoustic model
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components. Boundless acoustic component modeled as a circle in 2D and circle in
3D. It assimilates all weight waves created by a source without any reflections.

Unlimited elements cannot be used with basic elements. The elements are used
to model the structure and acoustic space. Solid elements are used for lean plate
or shell structures of appropriate thickness. The “solid 185” component is used
for structural modeling. There are eight nodes, and each node has three degrees of
freedom interpretation.

“FLUID30” is used to simulate fluid elements. It is a 3D element with 4 nodes.
It is used for coupled and uncoupled fluid elements. Coupling elements have three
degrees of freedom “Ux, Uy, and pressure,” while non-coupling elements have only
one. The simulation model is composed of structure domain, fluid domain, and
fluid–solid interface. The structure domain is modeled by solid 185 elements, and
the fluid domain is modeled by “FLUID30.” Specify the flow-structure interface on
the common node of the structure and the fluid domain. Figure 5 shows the “ANSYS”
mesh for all cases.

“FLUID30” is utilized to demonstrate fluid element. It can be a 3Ddetailwhich has
four nodes. It changed into applied for each coupled and uncoupled liquid elements.

Mode No. in the air On the water surface 

Model 

Model 

Model 

Model 

Fig. 5 ANSYS mesh
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Coupled detail has 3 levels of freedom “UX, UY, and pressure,” while an uncoupled
detail has as it were one. Reenactment show comprises of structure space, liquid
space, and fluid–structure interface. Structure space is demonstrated by utilizing
solid 185 element, whereas liquid space is demonstrated by utilizing “FLUID30.”
Fluid-frames interface becomes indicated on not unusual place nodes for frame and
liquid space. Figure 5 appears the “ANSYS” work for all cases.

5 Modal Analysis Procedure

Modal analysis is applied to solution all the dynamic problems of structures, and to
know vibration characteristics of structures, such as (natural frequencies andmodes).

There are connected four steps when utilizing modular examination [11]:

• Create the model
• Choose examination sort and options.
• Put the degree of freedom which known on the final [K] matrix.
• Results overview.

The essential condition illuminated in a normal modular examination is the clas-
sical eigenvalue problem. The physical frequencies and mode shapes of a shape
are quite important parameters within the plan of a structure for energetic stacking
conditions [12]. The un-damped essential condition illuminated by the modular
examination is

[k]{w} + [M]{ẅ} = {0} (1)

Assuming harmonic motion that is

{wi } = {ϕi } sinωi t; i = 1, 2, . . . n (2)

where n is the number of variables in the system to be found {ϕi } = The mode form
vector for the ith mode of vibration, and ωi = the “angular frequency” of mode i.

We drive equation no. (2) with regard to time yields

{ẅi } = −ω2
i {ϕi } sinωi t (3)

At that point, substituting conditions (2) and (3) into condition (1) yields, after
erasing the expression “term (sinωi ):”

[K ]− ω2
i [M]{ϕi }{ϕi }T = {0} (4)

Condition (4) has the form of the arithmetical eigenvalue problem
“(Kφ = λMφ).” From the speculation of “homogenous equations,” non-trivial
preparations exist because it had been in case the determinant of the coefficient
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system is wreck despite to zero. Development of the determinant yields a polynomial
of set up NR known as feature equation.

The NR roots of this polynomial
(
ω2
i

)
are the feature values or the eigenvalues.

Substitution of those roots (one at every time) into the homogeneous condition (4)
generated the feature vectors or the eigenvectors {φi } inside subjective constants. On
the alternative hand, every eigenvector can be determined as any column of borders
arrange

[
Ha
i

]
of the feature framework [Hi], gotten from condition (4) as take after:

[Hi ]{ϕ} = [0] (5)

where

[K ]− ω2
i [M] = [Hi ] (6)

Subspace approach is employed as a numerical strategy in this research to solve
the upward condition using “FEM” [13].

[K ]− ω2
i [M] = {0} (7)

6 Results and Discussion

From this field that the “natural frequencies” of frames which a touch any liquid
are diverse from other influential surrounding. Subsequently, the forecast of “natural
frequency” variation because of the closeness of the liquid is imperative for planning
frames which are in contact with or inundated in liquid.

In common, the impact of the liquid constrain on the structure is spoken to as
included mass, which brings down the common frequency of the shape from that
which could be measured in the air.

This diminish within the normal recurrence of the fluid–structure framework is
caused by expanding the active energy of the coupled frameworkwithout a comparing
increment in strain energy.

An exceptional sum of exertion has been carried out on issues including energetic
interaction between an flexible structure and a encompassing liquid medium.

The variation of fluid level is considered as a constant in the calculation of the
natural frequencies and its mode shapes. Figure 6 illustrated the distribution of the
natural frequencies for all cases. Figures 7, 8, 9, and 10 illustrated the mode shapes
for all cases.
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Fig. 6 Natural frequencies a plate without hole, b plate with central hole R = 20 mm, c plate with
central hole R = 10, d plate with perforated plate (169 holes)

7 Inference

• The reason of the examination portrayed in this study is to decide common
frequencies of square slab under water, which constitute critical auxiliary compo-
nents in different segments of manufacture. The slabs may be totally immersed
or drifting on the free flatness of fluid. Normal recurrence is influenced by the
included mass related with the inactivity of the liquid that is constrained to waver
when the structure vibrates.

• In all cases, there are diminished within the “natural frequency” of the fluid–
structure framework.

• It may be concluded from our paintings that the exactness of the frequencies
calculated making use of our exhibit is both extraordinarily top or at slightest ok
for common sense purposes.

• It may be proven that the normal frequency of the plate extended with growing
the mode number.

• It may be seemed that the normal frequency of the slab increased with increasing
the mode number.



52 K. Aziz Ameen et al.

Fig. 7 Case-1-“plate without hole” natural frequencies and mode shapes
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Fig. 8 Case-2- I-plate with central hole—natural frequencies and mode shapes for R = 20 mm
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Fig. 9 Case-2-II-plate with central hole—natural frequencies and mode shapes for R = 10 mm
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Fig. 10 Case-3-perforate plate—natural frequencies and mode shapes for plate with 169 holes R
= 4 mm
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IoT-Based Prediction of Chronic Kidney
Disease Using Python and R Based
on Machine and Deep Learning
Algorithms

V. Shanmugarajeshwari and M. Ilayaraja

Abstract The machine learning (ML) and Internet of things (IoT) technologies are
increasingly focussed on decision tree classification algorithm. Its use is expanding
through numerous fields, solving incredibly complex problems. DTCA is also being
used inmedical health data using computer-aided diagnosis to identify chronic kidney
diseases like cancer and diabetes. Deep learning is a class of machine learning that
utilizes neural networks to solve problems and learn unsupervised from unstructured
or unlabelled data. The DL used to deep stacked auto-encoder and softmax classifier
methods is applied for CKD. In this work, based an R Studio and Python Colab
software using random forest, SVM, C5.0, decision tree classification algorithm,
C4.5, ANN, neuro-fuzzy systems, classification and clustering, CNN, RNN, MLP
is used to predict multiple machine and deep learning techniques, discover an early
diagnosis of CKD patients. In this work, classify the chronic kidney disease various
stages are identified.

Keywords Decision tree classification algorithm · Computational decision support
system · Chronic kidney disease · Deep and machine learning algorithms · IoT and
CKD stages

1 Introduction

One of the fastest rising non-communicable diseases is chronic kidney disease or
simply CKD, which contributes to a big problem of death and illness. Now 2020,
CKDbeat 803million individualsworldwide,with 663millionmales and 526million
females [1]. CKD is also a huge publicmedical health issue in India, and this is related
to 17%of theworld’s population [2].Analytical environments are employing avariety
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of ways to improve the value of health-related problem prediction by developing and
exploring healthcare data records. To analyse various types of documents, a diverse
range of procedures is required [3]. The kidneys’ job is to filter blood and pass it
through afilter. It removes unnecessary blood andmaintains electrolyte and hydration
balance. It strains blood and produces urine, which is produced by the kidney’s two
bean-shaped structures. Every kidney is surrounded by a million nephrons units of
measurement [4].

a. CKD Risk Factors

The main cause of CKD is diabetes, although additional variables that contribute to
the disease include hypertension, obesity, heart disease, family history, alcohol, and
age.

b. Symptoms

CKD symptoms of the urinary_functionality alterations, serum in the urine, swelling
and soreness, unexpected tiredness, and tiredness are only a few of the early warning
signs of CKD.

The CKD is an hospitalized state of the system renal failure, hospitalized indi-
vidual renal failure, chronic state of the system renal failure, chronic individual renal
failure, chronic state of the system renal failure [5].

2 Findings

Overall finding is obvious that different algorithms can appreciate this analysis and
reviewofwork being donewith, covering,machine and deep learning techniques, and
that different algorithms may value this analysis and evaluation of work being done
with, covering, machine and deep learning techniques. For this study, we structured
our research into three components and two key periods. It uses the R programming
language to work with huge datasets. This research paper proposes a method for
various machine learning and deep learning algorithms, which has a high level of
accuracy. In the future, the proposed study endeavour will be realised in R with a
GUI environment, as well as Python.

3 The Dataset’s Description

Data Gathering
The UCI machine learning repository compiles the chronic kidney dataset files

and then predictsCKDbased on the attributes provided. It is necessary to employ both
numerical and nominal data. The dataset starts with 103,200 records. Preprocessing,
attribute variety approaches, cataloguing, and classification algorithms are just a few
of the 33 elements that performance evaluation might use to chronic kidney data.
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4 Stacked Autoencoder

An introduction to the autoencoder is required by deep learning architecture based on
unsupervised learning for the result of ANN [6]. It is secret input layer encoding and
output layer decoding. To based on secret input and output layers of the autoen-
coder (AE) network are similar to those of artificial neural networks [7]. Each
layer of an autoencoder contains a fixed number of neurons. It is an easier to use
than feed-forward neural networks. Sparse autoencoders, zero-biased autoencoders,
denoising autoencoders, contractive autoencoders, and convolutional autoencoders
are all examples of AE [8]. The decoder component is reassemble true message
(x′). This fundamental goal is using an AE for extracting key characteristics whilst
reducing data size and producing data that are noise-free [9]. The primary idea
underlying the aforementioned technique is to look for key patterns in the data [10].

C = F
(
wt x + b

)
(1)

x ′ = F
(
wc + b′) (2)

e = min
n∑

i=1

(
x ′ − x

)2
(3)

Figure 1 shows that architecture of autoencoder to represented by the input and
output layers.

F specifies the artificial neurons been using [11], b the bias value, and w the
weights in the input layer and the hidden layers in Eqs. (1) and (2). When using
c [12], the variable x’ defines the regenerated form of input x. Performance of the
model, that also occurs in ANN classifier even though described, is also present in
equation, can be reduced via regularisation (4).

min

[
n∑

i=1

{(
x ′ − x

)2} + L1(weight)

]

(4)

Fig. 1 Autoencoder architecture
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Fig. 2 Process of SAE
softmax classifier

L1 (weight) is the change argument, on whilst signifies regularisation argument
in Eq. (4). A hit-or-miss strategy is used to determine the values of these boundaries.

To perform input data categorization, the softmax layer is introduced after the
stacked autoencoder. It is a probability-based linear classifier with n inputs that
compute the input probability distribution [13]. It simply makes use of the essential
qualities, which aids in classification efficiency.

F(xi ) = Exp(xi)
∑k

j=0 Exp(x j)
, where i = 0, 1, . . . k (5)

The equation for the softmax function is (5). It calculates the exponential value
of the supplied input xi, as well as the sum of all input values’ exponential values
and the fractional value of the softmax function’s output product [6] (Fig. 2).

5 Methodology

The initial goal is to use the chronic kidney disease dataset to make an immediate
diagnosis of CKD patients with a high-risk level (Fig. 3).

Phase 1: Deep learnıng algorıthms.
Phase 2: Machıne learnıng algorıthms.
Phase 3: CKD predıctıon performance (Fig. 4).
Phase 1: Deep learnıng algorıthms (Tables 1, 2, and 3).

Accuracy = (20 + 4030)/20 + 0 + 0 + 4030 = 1 = 100

Precision = 20/20 + 0 = 1 = 100

Recall = 20/20 + 0 = 1 = 100

F1_ score = 2 × 1 × 1/1 + 1 = 1 = 100

F1_ score = 2 ∗ (Precision ∗ Recall)

(Precision + Recall)
(10)

Phase 2: Machine learning algorithms (Fig. 5).
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Fig. 3 CKD methodology framework

Decision tree classification algorithm (Table 4).

Accuracy =
(

TP + TN

TP + FN + FP + TN

)
= 100

Accuracy =
(

50 + 4000

50 + 0 + 0 + 4000

)
= 100

TP + TN = Correct Prediction and FP + FN = Incorrect Prediction

In the table above, TP − true positive and FP − false positive, FN − false nega-
tive, and TN − true negative. If a predictive model is established, the accuracy of the
predictive model is determined on the basis of accuracy, recall values of the classi-
fication matrix, and it is important to verify how accurate it is (Figs. 6 and 7). The
fraction of retrieved instances that are significant is precision. It is quantified as

Precision = TP

TP + FP
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Fig. 4 Methodology
framework for classification
process of CKD deep
stacked autoencoder network

Table 1 Pseudo code for deep stacked autoencoder network

ckdhiddenSize = 10;
ckdautoenc_1 = ckdtrainAutoencoder (X, ckdhiddenSize,…); ckdfeatures_1 = encode
(ckdautoenc_1, X);
ckdhiddenSize = 10;
ckdautoenc_2 = ckdtrainAutoencoder (ckdfeatures_1, ckdhiddenSize,…); cdfeatures_2 =
encode (ckdautoenc_2, ckdfeatures_1);
ckdsoft_net = ckdtrainSoftmaxLayer (ckdfeatures_2, T, ‘Loss_Function’, ‘cross_entropy’); view
(ckdsoft_net)
ckddeep_net = ckdstack (ckdautoenc_1, ckdautoenc_2, ckdsoftnet); ckddeep_net = train
(ckddeep_net, X, T);

Table 2 Evaluation metrics
of CKD

Evaluation metrics of CKD Proposed model for DSA (%)

Accuracy of CKD 100

Specificity of CKD 100

Precision of CKD 100

Recall of CKD 100

F1_score of CKD 100
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Table 3 Predicted and actual
result of CKD

Actual results

Predicted results Positive Negative

Positive 200 (TP) 0 (FP)

Negative 0 (FN) 103,000 (TN)

Fig. 5 Methodology
framework for classification
process of CKD machine
learning algorithms

Table 4 Pseudo code for
decision tree

Input: Chronic kidney data with selected features
Output: Classified data for decision tree
Step 1: To find a splitting criterion, apply S to D
Step2: Create offspring nodes of t if (t is not a leaf node)
Step 3: Divide partition D into subpartitions for the kids
Step 4: Continue with each segment
Step 5: Come to an end

The recall is a small percentage for total number of associated retrieved instances.
It is commonly stated as a percentage. It is measured in terms of (Tables 5 and 6).

Recall = TP

TP + FN
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Fig. 6 DTCA using R predicted on CKD

Fig. 7 DTCA using Python predicted on CKD

Table 5 Accuracy
performance

CKD performance Predicted class

Actual class TP FN

FP TN

Accuracy (%) Value

Table 6 Confusion matrix CKD performance Predicted class

Predicated CKD Predicated not CKD

Actual class 200 0

0 103,000

Accuracy (%) 100
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The following calculations can be used to evaluate the model’s performance
(Figs. 8 and 9). The system’s ability is used to make accurate forecasts. Table 7
summarises the findings of an accuracy assessment.

Fig. 8 Accuracy of various machine learning techniques

Fig. 9 Performance of several deep learning algorithms in terms of accuracy
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Table 7 Accuracy in CKD
performance using DCTA

Accuracy of CKD 100%

Sensitivity of CKD 100%

Specificity of CKD 97%

6 Human Role in the IoT-Based Glomerular Chronic
Kidney Disease

IoT allows healthcare providers to bemore vigilant and proactive in their interactions
with patients. Medical equipment such as wheelchairs, defibrillators, nebulizers,
oxygen pumps, and other monitoring equipment are tracked in real time using IoT
deviceswith sensors. The purpose of this studywas to use an epidemiological concept
called stratified hyper filtration, which was stratified by age and sex, to assess the
cardiovascular risk associated with GHF in healthy persons.

7 Conclusion

To summarise, the chronic kidney disease plan used to gain access to current machine
learning algorithms in healthcare has become an actual clinical diagnosis result,
and the use of ml algorithms in collaborative healthcare is generating interest in a
promising field for successful outcomes whilst reducing cost. Based on the find-
ings and observations, it can be concluded that the developed deep stacked autoen-
coder method for such classification of chronic kidney disease would be an excel-
lent process of diagnosing CKD with improved precision, accuracy, specificity, and
recall are important in the medical field. In comparison with machine learning, the
suggested deep stacked autoencoder and in future, an IoT framework for categorising
chronic kidney disease might be a fantastic model to detecting CKD with high
accuracy.
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Evaluating Various Classifiers for Iraqi
Dialectic Sentiment Analysis

Nibras Talib Mohammed, Enas Ali Mohammed,
and Hafedh Hameed Hussein

Abstract Nowadays, social media outlets involve peoples’ opinions, reactions, and
emotions. Sentiment analysis classifies the text from those sites into negative or
positive polarity. Over the years, a multitude of researchers studied Arabic senti-
ment analysis but most of them focused on standard Arabic language. However,
the Arabic dialects should have much concentration by researchers. Therefore, the
main focus of this research is the sentiment analysis of the Iraqi Arabic dialect.
The data sourced from Facebook platform (Posts and Comments), the most popular
social media site in Iraq. Then, the data passed through several preprocessing steps
and weighting methods. The processed data then passed into comparative experi-
ments with six machine learning algorithms including Naïve Bays, Support Vector
Machine (SVM), Logistic Regression (LR), Decision Tree (DT), RandomForest, and
K-Nearest Neighbor (KNN). The results indicated the highest accuracy achieved by
Naïve Bays with 81.2%, followed by SVM and LRwith 74%, while DT and Random
Forest achieved accuracy 64% and 63%, respectively. The worst result was achieved
by KNN algorithm of 57%.

Keywords Sentiment analysis · Arabic language · Iraqi dialects ·Machine
learning
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1 Introduction

Today, sentiment analysis can be regarded as the trending technology. It offers
great enforcement for companies, restaurants, hotels, etc. This technology has a
huge impact when it comes to manufacturers, which might require an inquiry to its
customers about products [1]. In addition, regarding individuals, sentiment analysis
could save time and effort in asking about a product, a movie, etc.

Owing to the huge amount of opinion and emotions existing in social media,
analyzing those sentiments has become a significant task in this area to determine
the polarity of the written comments [2].

Even though the dramatic improvement of sentiment analysis in the Arabic
language, further efforts should be put toward the dialects [3]. Most previous
researches focused on standard Arabic [4]. However, Arabic dialects became not
only for spoken communications but also for social media text [5]. Dealing with
social media written comments is a complex mission due to the informal style and
diverse spelling forms. Consequently, extra preprocessing is needed.

In this research, a model of Iraqi dialect sentiment analysis will be built based on
machine learning algorithms. Several machine learning algorithms will be exploited
to predict the polarity of the given text. The utilized algorithms are Naïve Bays,
Support Vector Machine (SVM), Logistic Regression (LR), Decision Tree (DT),
Random Forest, and K-Nearest Neighbor (KNN) to compare the performances.

The rest of the paper was organized as followed: The related works is presented in
Sect. 2. The methodology of this work is illustrated in Sect. 3. In Sect. 4, the results
of this work were listed and discussed. In Sect. 5, the paper was concluded with the
key findings.

2 Related Works

A multitude of studies has been conducted in the field of sentiment analysis. For
instance, the authors in [6] compared between Bayesian Rough Decision Tree and
Decision Tree algorithms. In this work, Facebook and movie review datasets were
exploited. The results revealed that Bayesian Rough Decision Tree outperformed
the other algorithm for both datasets with threshold values 0.01 and 0.02 for the
Facebook dataset, and 0.01 and 0.04 for movie review datasets.

In terms of Arabic sentiment analysis, many approaches have been proposed by
researchers in this area. The work of [7] concentrated on building an Arabic dataset
from diverse sources such as the Twitter platform, hotel reviews, and restaurant
reviews from different web sites. Then, a comparison has been conducted among
Naïve Bayes, Support Vector Machine, and Decision Tree. The best results were
gained by Support Vector Machine with a product attraction dataset. The authors
of [8] tested different features such as sentiment lexicon, n-grams, and Ara Vec
word embedding, which outperformed other features. Furthermore, they examined
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the performance of three machine learning algorithms including random forest, ridge
classification, and support vector classification with L1 and L2 penalties as well as
a combination of all of them. The latter algorithm with L1 outperformed the other
tested algorithms.

However, Iraqi dialect sentiment analysis suffers from a lack of work done in
this area. In [9], the researchers analyzed Facebook comments about the Iraqis
government and Iraqis politicians. The proposed model comprises of K-Nearest
Neighbor, AdaBoost, and Naïve Bayes ensemble machine learning algorithms. For
the latter algorithm, Bernoulli and Multinomial models were applied. The results
of this research depicted that the highest accuracy is given by Naïve Bayes with
a Multinomial model. Further Iraqi dialect research is [10] who built the (IAEDS)
Iraqi emotion recognition dataset. Then, the dataset was tested by five algorithms
including J48, Naive Bayes, SMO, ZeroR, and Multinomial Naive Bayes for text.
The last two algorithms presented the worst results. Moreover, another classifier was
proposed in this work called prediction by partial matching PPM, which outperforms
the other explored algorithms.

In [11], an experimental studywas done to evaluate well-known algorithms (SVM
and Random Forest) with other deep learning models (CNN) in classifying the Alge-
rian Dialect texts (opinion and Emotions). The result showed that the CNN model
gave better accuracy than other models.

The authors in [12] have introduced a framework to detect sentiment polarity in
Arabic tweets datasets (general Arabic and Jordanian dialect texts). The proposed
framework was used several machine learning classifiers (SVM,Naive Bayes,Multi-
layer perception (MLP), and logistic regression-based). The classifiers showed better
performance by using a combination of n-gram features.

In [13], a semi-supervised approach was implemented for sentiment polarity clas-
sification of Jordanian dialectal reviews.Well-known classifiers (SVM,NB, Random
Forest, and KNN) were used and combined with dialectal lexicons to determine the
best classifiers. Three evaluation methods correlation-based feature selection, Prin-
cipal components analysis, and SVM features) were used in this paper to select
the features with which the classifiers can perform the best. The SVM obtained the
highest accuracy with 92.3%.

However, this research focuses on comparing a set of six classification algorithms
and proving the accuracy of the best ones for the Iraqi dialect sentiment analysis.

3 Methodology

Due to the obstacle of limited Iraqi datasets, the first step of this research was
collecting the Iraqi dialect dataset. Cleaning data from unwanted characters, stop
words, and stemming data was a further phase of this work. Selecting the signifi-
cant features by the use of the Term frequency-inverse document frequency (TF-IDF)
weighting scheme. Training the classification model was the latter step before testing
and validating the model phase. The phases of this work are illustrated in Fig. 1.
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Fig. 1 Iraqi sentiment
analysis model
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3.1 Dataset

Iraqi people speak several languages but the Arabic language is the formal language.
Arabic dialects are closer to standard Arabic with some differences in writing and it
does not have adictionary and rules. In socialmedia,most userswrite posts/comments
in a dialect where users have the freedom to express their opinion with special
writing methods since the writing and spelling differing from one person to another.
Therefore, processing the Arabic dialects is more difficult than the standard Arabic.
In this research, the Iraqi dialect dataset has been collected from Facebook, the
most popular social networking platform in Iraq. The dataset extracted from both
Facebook posts and comments from eight famous Iraqi news channels pages. The
Facepager platform was exploited for extracting those data. 1080 comments and
posts have been collected; then, Tagging of the dataset was performed manually to
their sentiment (positive or negative). The data divided into 540 comments and posts
for each category. A sample of the Iraqi Arabic dialect dataset is illustrated in the
Table 1.

Table 1 Examples of sentences in the dataset and their mood labels

Arabic sentence English sentence Sentiment label

Fe haditha ghariba dub muftaris
unqith tiflan fe al thalitha min al omr

In a strange incident … # A ferocious
bear rescues a three-year-old child!

Negative

Hatha al rajul shareef watani khadam
watanahu al Iraq beikhlas wa dafaa
anhu fi kull al horob wa kan mokhlis
wa lays khaen mthl al khawana

This man is honest and patriot, he
served his homeland, Iraq
wholeheartedly, and defended him in
all wars. He was loyal to his country
and not a traitor to his country like the
rest of the traitors

Positive
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Fig. 2 Preprocessing steps

3.2 Preprocessing

Owing to the noise and unstructured nature of the data coming from the Internet, the
data should be processed by the following steps depicted in the Fig. 2.

Natural language processing (NLP) covers human language understanding and
manipulation. Thus, NLP processes will be applied to our dataset to clean it from
noise.

Firstly, the tokenization process has been applied, which comprises splitting each
comment into tokens (single words). Cleaning comments from unwanted charac-
ters such as special characters, digits, English words. Stop words are not affecting
the sentiment decision [14]. Besides, stop words affect the accuracy and time of
processing. Thus, a further preprocessing step was removing Arabic stop words
from the dataset. The last preprocessing step is stemming, which meant grouping
some related word in terms of meaning or structure into one root as heavy stemming,
and remove prefix, suffix, and infix as light stemming. In this paper, Information
Science Research Institute (ISRI) Arabic stemming has been carried out to extract
roots of the words as light stemming. This stemmer avoids invalid or insensible roots
production due to the context-sensitive nature of this stemmer [15].

3.3 Feature Selection

Feature selection in machine learning can be regarded as a crucial process since
maximum accuracy can be achieved by selecting the best set of features.

The words that have a significant impact to differentiate between dissimilar
categories represent the set of features in text classification [16]. In this work,
Term Frequency-Inverse Document Frequency (TF-IDF) has been exploited for this
purpose since this scheme regards the significance of the term or word in the whole
corpus instead of considering it in only a document. The value of TF can be calculated
by the term (t) with the frequency ft in a given document (d). IDF calculation can be
performed by the frequency Fd of document d, which contains the term (t) divided
by the number (N) of the document in the whole dataset as depicted in (Eq. 1). The
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value of TF-IDF, which considered weight for words in corpus calculation, can be
obtained bymultiplication of the value of TF and the value of IDF as shown in (Eq. 2)
[17].

IDF(t) = log

(
fd
N

)
(1)

TF-IDF(t, d) = TF(t, d)× IDF(t) (2)

3.4 Training and Testing

To train and test the preprocessed labeled dataset, the data is spliced into 80% and
20% for training and testing, respectively. Then, several classification algorithms
were exploited to achieve the best accuracy. The elected classification algorithms
were based on the classifiers, which were frequently utilized in the research area
of sentiment detection [1, 18–21]. The classifiers comprise Naïve Bays, Support
Vector Machine (SVM), Logistic Regression (LR), Decision Tree (DT), Random
Forest, K-Nearest Neighbor (KNN) to compare their performance in categorizing
the comments into positive or negative.

3.5 Evaluation Metrics

The metrics to evaluate the performance of utilized classifiers included accuracy
and F-measure. Those metrics can be calculated by the use of true-positive (TP),
false-positive (FP), true-negative (TN), and false-negative (FN) metrics.

TP states to the positive instance, which is classified as positive. FP indicates the
negative instances,which are predicted as positive, TN refers to the negative instances
and predicted as negative, and FN indicated the rate of the instances predicted as
negative incorrectly.

Accuracy represented the rate of the correctly predicted instances.
The Eqs. (3, 4, 5, 6) below are criteria of evaluations of the classification

algorithms.

Accuracy = TP+ TN

TP+ TN+ FP+ FN
(3)

Precision = TP/(TP+ FP) (4)

Recall = TP/(TP+ FN) (5)
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Table 2 Performance results of the classifiers

Classifiers Accuracy (%) F-Measure (%) Precision (%) Recall (%)

Naïve Bays 81 82 84 81

SVM 74 78 70 89

Logistic regression 74 77 74.8 79

Decision tree 64 49 97 33

Random forest 63 74 98 33

KNN 57 35 90 21

F-Measure = 2× Precision× Recall

Precision+ Recall
(6)

4 Results and Discussion

The performance results of the utilized classifiers are listed in Table 2 using the
metrics mentioned in the previous section. As illustrated in the table that Naïve Bays
achieved the highest results in terms of all performance metrics, followed by SVM
and LRwith the same accuracy with 74% and converging values of the other metrics.
DT and Random Forest results were converging also in terms of all performance
metrics where accuracy values were 64% and 63%, respectively. However, the worst
results were achieved by KNN algorithm with accuracy 57%.

5 Conclusion

The use of data fromMicroblogging sites such as Facebook and Twitter has become
popular in the sentiment analysis area. Thus, our work depends on the dataset
collected from the Facebook post. Then, the data was preprocessed and weighted
to be ready to enter the classification algorithms. Popular classification algorithms
have been applied including Naïve Bays, SVM, LR, DT, Random Forest, KNN, and
the findings depicted that Naïve Base outperformed other classification algorithms
with accuracy 81% and F-measure 82%, while the least accuracy accomplished by
KNN.
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Sentiment Analysis of Software Project
Code Commits

Archana Patnaik and Neelamadhab Padhy

Abstract Sentiment analysis is used to analyze the impact of Git commit on various
open-source Java projects. In order to understand the positive, negative, and neutral
impact of sentiment on developer community, we have reviewedmany research paper
based on real-time projects. It is observed that emotion is having a wide impact on
software product quality by considering different factors like software requirement,
team management, and work distribution which contributes toward negative commit
comments. Code commit analysis is either done on daily or weekly basis by consid-
ering 8 classifications of emotions. In order to do a detailed survey, different open-
source projects like Eclipse, JEdit, ArgoUML, and JUnit are considered for commit
analysis based on software refactoring activities. In order to give an exact statistical
result on sentiment analysis, different machine learning and deep Learning classifiers
can be used. Based on the survey, it is also concluded that code refactoring is highly
influenced by positive or negative impact of developer’s emotions.

Keywords Code commit · Sentiment analysis · Emotions · Software quality ·
Data repositories · Software refactoring

1 Introduction

Sentiment analysis is the study of expression that is used to identify human emotions,
attitude, choice, and attitude toward a particular real-time activity. It is also defined
as the automated mechanism of understanding of feelings based on contextual and
textual analysis. It can be classified into three types that is negative, positive, and
neutral sentiments. It emphasizes on various software engineering tasks using various
manual and automated tools. In order to improve the internal and external quality of
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the software product, it is very essential to study the behavior and mind set of the
developer during software development life cycle. It is used in investigating different
activities like selection of programming language, implementation of software code,
code execution, introduction of bug, finding error or complexities, and fixing of bug.
In order to do the details analysis, many researchers have considered emotion as the
major parameters. Emotion analysis is the process of identifying and analyzing the
expression of a person based on the contextual data. Developer’s emotion affects the
productivity and task quality. In order to give the in depth analysis, we have to come
across 8 classification of emotion which includes sadness, disgust, anticipation, trust,
anger, fear, and joy. It may have a positive or negative impact on team division, task
quality, and job satisfaction of a software engineering. The consideration is done by
considering many real-time Java projects. Emotion score [1] is calculated either on
daily or monthly basis. It is detected by using facial expression, body movement,
and working strategy of an individual. In our work, we are going to study the effect
of emotions on different development activities. Code commit is illustrated as the
specific changes made to the dataset of project which collected from private GitHub
repositories. It occurs automatically or manually between the initial and final stage of
project execution. In order to execute it practically, we have to consider the training
and prediction elements of a hybrid model. It is exhibited in the structural level in
order to control the entire work flow of the system.

Code refactoring is also directly related to emotional mind study of the
programmer during the code execution. Based on the previous work, it is observed
that refactoring activities like extractmethod, extract interface,move attributes,move
class, move method, pull up method, rename class, and inline method are analyzed
using the SentiStrength tool. The sentiment percentage is calculated by considering
the probable value of different code based activities. Most of the time negative senti-
ment becomes the result of the software code commit analysis. If the probable value
is less than negative value, then in that case sentiment percentage increases from the
average value. By using GitHub pull request flow, bug identification and fixing are
done at developer level. By doing the statistical correlation analysis on number of
developer and size of project in term of LOC, it is concluded that 14% of developers
are having negative sentiments if the line of code is increased on regular basis. It also
has a wide impact on cost efficiency, time, space, and code complexity by effecting
the software quality which is surveyed by quality assurance and assessment. The
end point parameters are code size, polarity which may be positive, negative, or
neutral and collection of customer feedback. Sometimes mood variation also affects
the result analysis part of the final product.

In this paper, we have done a detailed survey of sentimental analysis on software
code commit.We have also come across 8 classifications of emotions. The researcher
has considered different real-time dataset and determined the emotion score based
on which sentiment of the developers is analyzed. Some researchers have also used
tools like SentiStrength and SentiCR for performing various activities analysis. It is
observed that mood variation also varies based on number of lines of code calculated
in terms of LOC and KLOC. Based on our literature survey, we have framed three
different research questions:
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RQ 1: What are the different levels of emotions that effect developing activities
during software development life cycle?

Based on different experimental and statistical analysis, we have observed that there
are three levels of emotion that it positive, negative, and neutral. The emotional score
defines the levels of sentiments and always it tends toward negative direction.

RQ 2: Does code refactoring activities have an impact on developer’s senti-
ments?

Refactoring occurs due to change in internal structure of code without modifying
its external behavior. Sentiment of the developer is also affected by the alteration
activities. Emotion analysis is done by considering code commit comments.

RQ 3: Does variation in human emotion effects the software product quality?

The effects of negative emotion widely contribute a lot in reducing software quality
which also decreases its maintainability and reliability. During emotion score anal-
ysis, we will test all the categories like happiness, sadness, anger, love, fear,
etc.

In Sect. 1, we have discussed the introduction of sentiment analysis which is
followed by literature survey in Sect. 2. Based on the related work, we have also
framed different research questions. Section 3 provides the detailed description about
the research background. In Sect. 4, we have proposed and organized research frame-
work. Section 5 provides the effects of emotion on software products which is shown
in the form of result analysis. In Sect. 6, we have concluded our work and its future
scopes are stated.

2 Related Works

Sentiment analysis [2] extracts different attributes that is collected from Git commit
comments of different open-source Java projects. In order to determine the power
of sentiments on developer’s emotion, different machine learning algorithms are
used. Consequently, it highly influences the software product by assuring its quality.
Researchers investigate the emotions by performing the textual and contextual anal-
ysis of code commits. Analysis of different factors like use of relevant coding,
selecting programming language, submitting daily, and weekly progress activities
contributes a lot in improving software quality. The work done in this paper [3] illus-
trates the neutral, negative, and positive comments based on software code commits.
In this work [4], analysis of developer is done by considering 998 data of GHTorrent
dataset which is collected from GitHub sites. In order to understand eight different
classifications of emotions, various commit messages are taken as evaluation data.
Based on the result, analysis 45% of commit messages displays trust as the most
favorable type of emotion find during weekly data analysis. Development activities
are affected by human emotions variation which varies in between bug fixing and bug
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introducing. Quantitative studies [5] are done on three open-source projects at class
and method level. It is observed that 24,000 commit changes are made during the
lifecycle of software project. Based on the expressed emotion, bug is identified and
corrected by using commit methods. The result shows the positive or negative impact
of bug on sentiment of the software developer. The research goal [1] is to identify
the variation of emotions in male and female during various software engineering
tasks. They have used sentiment tools for understanding neutral, negative, and posi-
tive emotions. In order to resolve the gender bias, issues different code segments are
reviewed by considering lines of code. Based on comparative studies, it is concluded
that females are less expressive than males as the negative work atmosphere effects
the emotions of the developer. It is also observed that females are more neutral than
males. Recent studies of the author [6] focus on different aspects of software engi-
neering by correlating the emotions and sentiments of the software team members.
The exact analysis can be done by using different human evaluator tools like NLTK
and SENTISTRENGTH which give a trained project review by conducting various
comparative studies. They have repeated the testing on seven open-source projects
by using stack overflow and issue tracker tools. This paper [7] illustrates the effects
of code refactoring on emotions which working on real-time projects. Analysis is
done on 60 Java projects where 15 refactoring activities are performed. Out of 4891
instances, 3171 refactoring commits are done by working on different types of data.
The result shows that five refactoring activities give proper outcome-based positive
results. 10% of software developer contributes toward the negative sentiment of the
projects. The software developer [7] considers the change in commit log during the
bug analysis while performing software testing. The commits are classified under
three valid categories like medium, small, and large. Weekly sentiment analysis is
done on 28,466 projects fromGitHub data. The statistical evaluation shows the corre-
lation between number of file s modified and sentiments of developers are directly
proportional to each other. Their finding shows that negative sentiments is 10%more
than positive, and Tuesday gives maximum negative commit out of remaining days
of the week. In this work [8], the customized sentiment tools SentiCR tool is used for
software product review interactions on project datasets. The poor performance of the
team members shows the negative impact of emotions on developmental activities.
2000 review comments are surveyed on training and testing data for the hybridmodel.
The performance evaluation is done byusing gradient boosting classifierswhich gives
highest recall and precision values of 58.4% and 67.8% which contributes toward
negative review comments. Software development [9] process depends on connec-
tions productivity on 197 KLOC analyzing the mood variation on each developer. In
software projects, analysis 34 KLOC gives 10.47% of negative commits, and 24.02%
contributes toward positive commits. GitHub pull request shows the mood variations
within the range of 78–268 K understanding the feedback developer sentiments. The
behavioral changes may not occur due to sentiment but the reason of mood variation
is negative comments. In the work stated by the authors [10], community smell is
predicted by based on the developer’s emotions. Their work focuses on construc-
tion of developer-oriented smell removal community, where different refactoring
methods are used. Based on the survey [11], it is observed that sentiments analysis
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related to the software bugs is also affecting the GitHub commit. In order to analyze
the detailed statistics, difference between bug and correct comments is analyzed by
the researcher.

3 Research Background:

The overall research background is segregated into three major categories which
includes

A. Sample Source Projects

In order to choose sample projects, we have searched different software engineering
repositories. We have also referred to GitHub from where many industrial experts
have stored the data based on real-time project analysis. Many types of projects like
Junit, ArgoUML, Eclipse, Open stack, LibreOffice, Android, and other Java-based
project are collected by different researcher for persuading efficient research. The
developers have used tools like Boamining tools andmany other data extractorwhich
is used to collect data from the above projects. Out of 150 GitHub projects, we have
selected four randomly by considering its probable value which is useful to calculate
the emotional score for sentiment analysis. After collecting the raw data, it further
undergoes data preprocessing and removes biased and null values. By using various
data extractor algorithms of machine learning, we can select the relevant features.
The processed data enter into the next phase for score analysis. There some technical
tool used to NLTK, SENTISTRENGTH which is used to collect the emotion score
from the dataset.

B. Refactoring Activities

Code refactoring is the process of modifying the internal structure of code without
affecting the external output. It is done to reduce the code smell which occurs due to
length code, code complexity which occupies more space and more time. Different
types of smells are bloater, large class, long method, god class, feature envy, dupli-
cate code, etc. In order to compensate the code smell, researchers have used methods
like extract class, extract method, push method, inline method, and inline class.
For efficient analysis of developer’s emotions, some refactoring activities are orga-
nized move method, move class, move attributes, push down method, and push
down attributes. In order to exhibit project cloning and commit level extraction,
RefTypeExtractor and RefactoringMiner are used. The false positive rate is eval-
uated from the real-time data collected from the projects, where individual score
is compiled to result the overall score. The output analysis is done to differentiate
between commit message and refactoring commit message based on clone GitHub
projects. The internal modification of code may have a positive or negative impact
on software team member emotions.
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C. Sentiment Analysis

Sentiment analysis is the quantitative mood value analysis of a developer during the
process of software development lifecycle. It surveys the code snippet and provides
a proper review in three different categories that are positive, negative, and neutral. It
determines the polarity by using different tools like Alchemy, SENTISTRENGTH,
and NLTK. The concept of reusability also widely affects the mood score resulting
in variation of emotion of a person. The evaluation can be either done manually
or automatically by using different automated tools. Based on the estimation of
researchers [3], neutral scores vary from −1 to 1, positive scores vary from 1 to
5, and negative scores range lies between −5 and −1. In paper [7], polarity and
strength of the sentiment are detected by using NLTK tool which is widely used in
identifying the software artifacts. It also plays a vital role in determining the time
duration of project completion. The segregation of commit comment is done based
on time slot assigned to each individual. It is observed that probable value 0.066
gives most accurate result as compared to other values.

4 Proposed Research Framework

In the Fig. 1, we have proposed a hybrid model and framed three research questions.
First phase explains about collection dataset from repositories like GitHub. Data are
fetched from many real-time projects like Eclipse, ArgoUML, LibreOffice, Open
stack, etc. In order to analyze the sentiment of software code, commit message
emotional score is calculated from the projects. Data extractor algorithm of machine
learning includes various feature selection and feature extraction methods. It is used
to remove the bias, error, and null value present in the projects and generate a finely
refined dataset with relevant data. In third phase, the final dataset is collected and is

Fig. 1 Research model
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saved for code commit comment analysis. Somepart of the entire project is segregated
into small parts and tested for emotion analysis which is done by considering the
mood value. In phase four, we mainly focus on emotional score which is collected
from the source probable value. The mood variation of an individual can be easily
evaluated either from the mood value or the emotional score which is framed in
research question 1 and 3. There are different score of positive [1–5], negative [−5,
−1], and neutral [−1, 1] emotions. Code review is again divided into two categories
that commit message and refactored commit message. In phase six, we are going to
identify the effect of refactoring activities on emotional activities based on which
research question two is framed. It focuses on changing the internal code structure
without affecting the results which is also having a wide impact on developer’s
emotions. The detailed description about refactoring activities is illustrated in second
research question which shows emotional variation and its relationship which is
classified by the time slot. The previous work identifies total commit messages [7]
for 60 projects which is figure out as 615,625.

5 Result Discussions

Our result focuses ondifferent aspects of sentiment, and emotion analysis is explained
with the help of three research questions. It also illustrates about various manual and
automated tools used for calculating the emotional score of a developers.

RQ 1: What are the different levels of emotions that effect developing activities
during software development life cycle?

Emotion is defined the evaluation of positive and negative sentimentwhich is effected
at commit level.Commit occurswhen there is sudden change in developer’s emotions,
software activities are also influenced. In order to understand different level of
emotions, we have to consider many real-time projects in which probable value
lies between the ranges of 0 to 10. Based on the p- value, the emotional score of a
developer lies within the ranges of 9.5 to 10.5. It is observed that the p-value remains
constant after 6 which show no variation in the emotions. In this way, we can under-
stand different levels of emotions and its changes that occurs during the software
development activities (Fig. 2).

RQ 2: Does code refactoring activities have an impact on developer’s senti-
ments?

Based on the literature survey, we have observed that code refactoring can either have
a positive or negative influence on developer’s emotions. With the help of RefType-
Extractor tools, we can clone the inputs given to the projects and can extract total
numbers of commit message present at Git commit levels. The effort given to modify
the internal code can be eithermanual or automatic. The output of SentiStrength tools
indicates different stages like code development, implementation, writing comments,
understanding code, refactoring, etc. (Table 1).
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Fig. 2 Variation in human emotions

Table 1 Refactoring
activities of software projects

Sl. No. Refactoring activities Projects

1 Extract method JEdit

2 Inline method Eclipse

3 Extract class ArgoUML

4 Move method LibreOffice

5 Move class Open stack

RQ 3: Does variation in human emotion effects the software product quality?

Human emotion is classified into different categories like joy, anger, sadness, love,
hatred, anticipation, happiness, etc. Generally is analyzes the gap between bug intro-
duction and bug fixing. Maximum positive and negative sentiments vary on weekly
basis, and the percentage of commit [12] is very high on Tuesday and Wednesday
and is very low on Saturday. The variation in emotion widely effects the software
quality as the negative sentiments decreases the product quality by improper code
design (Fig. 3).

6 Conclusion

In this work, we have surveyed different aspects of sentiment analysis using different
open-source real-time projects. In order to understand the positive and negative
impacts, we have consider emotional score as the parameters. Different levels of
variation can be determined by the variation of emotional scores which lies between
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Fig. 3 Classification of emotion

9.5 and 10.5 points. Based on the survey, it observed that emotion is directly affecting
the level of refactoring activities which is identified by emotional scores. The graph-
ical analysis shows the relationship between number of commit and emotional scores
before and after refactoring which widely affect the quality of the mobile application
software. In order to increase the efficiency of the project classification of various
types of emotions like anger, anticipation, fear, joy, and sadness are considered. The
detailed parametric evaluation by considering the source code data will be reflected
in our future work.
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Abstract IoT is growing at a fast pace, and billions of devices are now associated
with the amount expected to reach trillions in the coming years. The Internet of
things and the individual systems participate closely in launching the fourth industrial
revolution and form alliances and develop the goods of the next generation. The
foundation of Industry 4.0 is the transforming innovations. The convergence of robot
and IoT agents contributes to Internet of Robotic Things concept, where creativity in
automated devices generates different possibilities, both in business and science. It
covers a range of sectors, including agriculture,manufacturing, health, education, and
surveillance though the application of various technologies. The study discusses the
new Internet of Robotic Things developments, which have an influence on the area of
health, science, agriculture, manufacturing, education, and surveillance and the key
open problems of introduction of robot technology into intelligent spaces. Internet
of Robotic Things technology and frameworks are often addressed to highlight their
effect on daily life and to promote more study on remote and automatic applications.
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1 Introduction

Intelligent services become progressively fundamental with the development of the
fourth step of Industry 4.0, where emerging technological innovations shift the fields
of manufacturing as well as science [1]. Over the first three industrial revolutions,
efficiency was improved by the introduction of modern mechanical, electrical, and
computer innovations. In recent years, the desire to increase the standard of human
life has contributed to further realization and more personal and interactive services
development models [2].

The main consequence of the modern fourth industrial revolution is the devel-
opment of cyber-physical networks and their output. Cyber-physical networks build
software that integrate physical assets with computer capabilities [3]. CPS develop-
ments include a broad variety of uses such as energy networks, transit structures,
surgical facilities, gas delivery. In CPS, contact with physical structures takes place
through networks and performs complex analyses as data are extracted [4].

The usage of CPS networking, the Internet, and sensors contributes to the Internet
of Things concept [5]. The Internet of Things may be regarded as a facility that facil-
itates cyber-physical networks since Internet of Things systems depend on protocols
of communication, where physical assets will link, transfer, and exchange informa-
tion. Since the IoT model does not test data and knowledge systems, cyber-physical
networks are built to allow dynamic analytics utilizing the IoT connectivity architec-
ture from a single analytical hub, with knowledge derived from raw data to deliver
physical asset management commands [4].

The Internet of Devices and the cyber-physical networks both have a strong foun-
dation for developing a new area of science: The Internet of Robotic Things (IoRT).
This modern paradigm also incorporated many improvements in various domains
including many applications that operate in difficult conditions [1]. For example,
IoRT systems may be used autonomously and remotely by manufacturing indus-
tries to execute demanding tasks like production, packing, welding, quality control
management, etc. Furthermore, IoRT structures have extend to libraries, athletics,
and entertainment beyond the sector. Their growth, though, is partly due to the need
to build integrated structures for Industry 4.0, [2] digital and real realms are mixing.
In this example, IoRT stands for the heart of robotically integrated IoT systems that
incorporate cloud computing and networking for intricate responsibilities, enabling
robots to share, network and capture numerous types of human and computer knowl-
edge [6]. A robot, cloud, and IoT convergence scheme can be tracked as mentioned
in Fig. 1.

In recent years, several reports have been published, but classifies Internet of
Robotics Things systems according to intelligent structures [3]. The existing study
made an attempt to highlight Internet of Robotics Things applications aligned with
numerous smart realms in Industry 4.0, defining the new Internet of Robotics Things
innovations, and explaining how in our society, Internet of Robotics Things systems
can play a crucial role. The main goal is to explain the primary issues in the field
to explain, where Internet of Robotics Things implementations need to be more
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Fig. 1 Diagrammatic presentation of Internet of Robotic Things, robotics, and cloud computing

researched and applied [7]. As the objective of this manuscript is on manufac-
turing and processing, Internet of Robotics Things technology in smart growth
and intelligent agriculture is thoroughly studied. Moreover, areas such as wellness,
schooling, and monitoring are then discussed to explain how Internet of Robotics
Things networks spread across several facets of daily life [8].

Themanuscript is arranged accordingly. Section 2 displays the core characteristics
of Industry 4.0, concentrating onCPS-based technology [9]. The Internet of Robotics
Things is consequently introduced, and its elements and design are evaluated. The
new robotic agents and applications in the health sector are described in Sect. 3
where IoT technology incorporates robotic structures. Section4 addresses transparent
obstacles mentioned in Sect. 5 draws the report’s conclusions [10].

2 The Role of Smart Technologies in the Fourth Industrial
Revolution (Industry 4.0)

Industry 4.0 is considered as the fourth industrial revolution and treated as the next
manufactured stage, where digital convergence and smart innovation are used to
change the link between equipment and humans. Industry 4.0’s development has
improved the whole manufacturing industry, establishing the so-called smart space
and, in particular, smart factories [11, 12].

The smart computer idea is strictly related to the smart factory. These IoT-
based systems have switches, add-on sensors and use their own modules in
real time including other self-consciousness and autonomy machines [13]. Auto-
consciousness allows machines predict potential malfunctions, and self-comparison
encourages the computer to better customize the settings depending on its oper-
ating experience. For these reasons, all wired and wireless network designs and
networking protocols help to link sensors and actuators for more specific industrial
applications. Auto-consciousness allows machines predict potential malfunctions
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to ensure contact between different equipment and robots and ensure effective and
productive manufacturing [14].

3 Framework of CPSs

Cyber-physical system is the most critical elements of Industry 4.0’s. To further
expand other scientific fields, cyber-physical networking technology becomes impor-
tant as the Internet became accessible to all physical devices, integration of simu-
lated and physical worlds for smart products and production. The central structure
of the CPS is real universe, cyberspace and contact networks: (i) physical universe
refers to the artifacts, systems, and ecosystems that are to be tracked or managed,
(ii) cyberspace reflects such knowledge structures as utilities, software, and judg-
ments, though (iii) communication networks are those elements that link cyberspace
with true existence in the world [15, 16]. As the fourth industrial revolution begins,
management and production processes have been very critical in many intelligent
sectors. Smart goods and intelligent development structures are in particular narrowly
linked to the CPPS and various architectures are meant to fix failures in discrete case
processes [17].

CPPS will help boost the versatility of development processes focused on IoRT in
smart fields, including production, livestock, medical operation and elderly care. In
specific, human–robot interaction (HRI), which includes human beings and robots, in
these areas just particularly in manufacturing [18]. In production processes, such as
assemblage andwelding the details generated by physical interaction between people
and robots can be used. The idea of an architecture of the human–robot interaction
is essential for the design and implementation of the cyber-physical distribution
mechanism and seek to impact the direction of a robot dependent on human labor
points [19]. Since the CPS is the first stage of growth, it is important to describe its
framework and methodology. The CPS architecture is distinguished by five distinct
levels in manufacturing environments that can be seen in Fig. 2. The so-called 5C
architecture clarifies how a CPS can be built from initial data collection to final
value output. However, many CPS architectures were created, each concentrating on
different aspects [20].

In the sense of Industry 4.0, the goal is to better describe manufacturing structures
and smart factories. The stages of 5C architecture are listed below.

• Internet of Robotic Things

The fourth industry innovation in recent years has culminated in the creation of
the Internet of Robotic Things, that achieve control, vision and exploitation decision-
making systems. Figure 3 displays a sketch of the IoRT modules.

The most sophisticated robotics principle is located in IoRT, where CPSs offer
a clear base for developing IoT itself. New robotic developments have been paired
with cloud computing in IoRT systems networking, CPSs and IoT protocols incor-
poration in the creation of emerging technologies. This modern method integrates
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Fig. 2 Diagrammatic presentation of CPS architecture

multiple technology for complex activities and in a heterogeneous setting. In addi-
tion, wireless sensor networks (WSNs) have been an important topic in recent years.
In particular, the need to mount sensor nodes according to such algorithms and
circumstances implies that certain sensors may be built into robot networks [21].
These robots coexist with sensors to increase the WSN’s capacity. The development
of modern Internet of Robotic Things-related technologies and applications to solve
different roles and software that can address diverse roles.Also, installation of robotic
networks with wireless sensors was also allowed from deployment to connectivity
[22].

Robotic devices have triggered major improvements in different areas of human
life. Robots have been used in business and academia to conduct all kinds of compli-
cated and difficult activities, such as packing, assembling, and welding. In this sense,
the creation of modern heterogeneous robotic systems is a consequence of IoT and
robotic convergence, in order to enhance the autonomous actions of robots. The
incorporation of robotics and networking is also important for the creation of IoRT
systems [23]. Networked robots combine device structures (both software and hard-
ware) and network implementations to determine optimal intervention series of local
and distributed details and then comply to change the physical state physically [24].

As shown in Figure 4, the core architecture of the Internet of Robotics is made of
three main layers:

• Physical layer
• Network and control layer
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Fig. 3 Diagrammatic presentation of IORT architecture

Fig. 4 Internet of Robotics Things architectures layers

• Service and application layer.

With robots, sensors and actuators, the physical and psychological layers are the
lowest stage of IoRT architecture. In order to optimize, track and manage different
procedures, such as robotic applications may also involve navigation, setup, tuning,
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sensors, and actuators. The total and efficient integration of sensors and actuators
into the network and control layer for robot implementations is therefore feasible,
where separate components can be interacted and managed by similar protocols
[25]. Basic connection is used for smooth transfer of information between short- and
long-distance robotic systems close field contact and the WSN.

Lastly, the layer of service and device determines the maximum standard of IoRT
architecture, namely the deployment of programs in smart settings, to monitor, to
process and to evaluate all environmental parameters (robots, sensors, and actuators).
Additionally, this layer also contains artificial intelligence and machine learning
algorithms that enables smooth incorporation of robotic systems and IoT systems in
order to find personalized solutions to real-physical problems [26].

4 The Role of IoRT in Different Domains

In the fields of health treatment, schooling, andmonitoring, IoRTnetworks are known
to have tremendous importance, depicts a summary of the literature for this portion.
Specifically, in certain applications, the IoRT may have well-being, community, and
economic advantages, for special needs groups, including mental disorders, stroke
survivors, patients, amputees, etc. IoRT systems may also provide several benefits
for other uses, such as patient monitoring, personnel and clinics, automated data
storage, and sensing (Table 1).

To concentrate on the education area, robots need suitable and adaptive behaviors
to establish and sustain sufficient social connections with individuals, in order to be
utilizable in resources of help such as homework and education. In comparison, EDA
reactions assessed in children will vary greatly from a typical adult reaction since
children cannot respond to such desires like adults do. Under these cases, the IoRT
technology used for child education problems would capture, store, and interpret
data such that child behavior and condition are automatically predicted.

It is a recognized problem to track areas and individuals in order to regulate human
well-being and preserve certain habitats. IoRT devices have a vital role to play in
delivering intelligent high-monitoring technology in locations including vulnerable
places, clinics, military boundaries, government facilities, and households. Closed
circuit TV cameras (CCTV) are typically used for indoor and outdoor tracking.
However, such equipment needs certain obstacles and restrictions, mostly because
of collateral damage and blind spots. The rise in the number of cameras inside the
device will partially overcome those limitations and to cover more nooks while
growing expense and sophistication of systems.

The addition and development of IoRT management tools tend to be the most
powerful way to track contexts, while IoRT systems can easily and efficiently be
designed and distributed to cover broader areas to defend a certain room. In addition,
robotics-integrated cloud systems to ensure real-time tracking are also useful for
remotely controlling settings such as buildings, factories, retail and wholesale shops,
as well as the identification of human activity in multiple scenarios. Measuring
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sensors including GPS, magnet area, air quality, and environmental values can also
help to monitor indoor and outdoor situations when the robot passes data in real time
during a monitoring mission.

5 Issues and Challenges

Internet of Robotics is a recent idea aiming to outline the integration of robots and IoT
systems with cloud computing. The consequence of this convergence is an increas-
ingly increasing relationship between IoT, cloud computing, and robotic science. The
incorporation of smarter robot systems guarantees interoperability, creative tech-
nology, and implementations in real time and autonomous cooperation. However,
certain IoRT implementations are not sufficient to be entirely translated to business
scenarios, as the key studies in the subsequent literature are performed in academic
laboratories.

A core problem in smart environments is the need for collaboration between
different robots and the sharing of room with people. More than one challenge also
remains for multi-robot collaboration with respect to consensus networks, control
management, cooperation both against infrastructures and other robots and coordi-
nated monitoring. The absence of help for heterogeneous robot configurations would
also be a specific problem. In multi-robot activities, IoRT technology from various
vendors is considerably challenging to combine, customize, and teamwork, some-
times utilizing different technologies. Several developments have been achieved for
some functionality of multi-robot systems in the area of science, yet further advances
ultimately include the robot producers’ themselves’ active involvement. Moreover,
communications with human machines are becoming gradually pertinent in diverse
locations, such as prisons, restaurants, and places of service. Smart robots will react
to popular human gestures inHRI. The related data processing often strives to achieve
full autonomy and stability in HRI. However, several restrictions continue to impede
the production of HRI. New HRI forms, such as eye-tracking, speech interactions,
and biodegradable recognition have been researched in recent years yet they still
require testing, because several were just analyzed and have not yet been widely
deployed in research laboratories.

As CPS and Business 4.0 develop remote operation innovations are being adopted
by an increasingly lucrative sector, where human operators operate remotely, repro-
gram, and control robots from a protected space. In certain circumstances, HRI
plays a new and valuable role in the need to improve the technology, and it can be
highly beneficial for remote supervision of manufacturing robotics by human oper-
ators. Advances in IoRT technology would respond to a faster, more modern form
of handling industrial activities. Just, remote study has drawn tremendous atten-
tion owing to its immense advantages. Remote job was found to boost production
quality due to an improved balance between work and life. IoRT systems will further
accelerate those developments, opening up different possibilities for remote usage
of industrial robotics. Moreover, every other implementation of this survey will
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conveniently export the same paradigm. In school, for example, in an IoRT scenario,
students learn by incorporating social robots. These problems contribute to deepening
of connections between human beings and robotics for schooling. In addition, more
research on IoRT technologies would be of extreme importance. Besides improving
multi-robot and HRI systems in smart settings, the development of IoRT applica-
tions is a major concern in the age of Industry 4.0. In recent years, it has the interest
in examining energy spending among researchers been growing. The challenge in
measuring and enhancing energy quality in a smart world derives primarily from an
inadequate knowledge of the behavior of energy use. This expertise, for example,
needs to be integrated into efficientmanufacturingmanagement to achieve successful
processes on a long-term basis.

In these applications, additional computation and saving features should be
applied to the IoRT network, since robots cannot handle and retain vast amounts
of data at the edge. The major challenges with cyber protection include insecure user
and robot connectivity, authentication difficulties, confidential data leakage, and bad
default robot setup.

As protection in networked robotics is fundamental, modern smart network archi-
tectures become necessary to secure not only data knowledge, but also individuals
in HRI systems. Indeed, human–robot protection cooperation is a crucial concern
in the automotive world, mainly for IoRT systems. The smooth running of such
industrial networks will jeopardize cyber-attacks from the network or through the
Internet. To address these issues, CPS protection vendors need to help to distin-
guish possible threats by comparing, data processing and compilation from different
sources. Taking into consideration, the period expended on person and machine
designing IoRT structures, classification and near monitoring of production data and
other industrial management applications, since it might be necessary to properly
collect information background in order to maintain cyber-physical protection. The
output data should be maintained in the same format with the same material as it
was produced and should be shared with any other compatible industrial system
worldwide utilizing the same protected protocol.

Through unified verification and authorization procedures, cyber-physical protec-
tion challenges can be solved by streaming output details such as data pieces,
assigned liability, managed operator access and granular licensing. Since the connec-
tion between intelligent devices is critical for further development in business and
research, solving cyber-physical security problems is essential to boost IoRTsystems’
growth in smart spaces. Protection concerns with both CPS and robot links must also
be studied further.

6 Conclusions

The manuscript highlighted the development of primary Industries 4.0 that helped
develop IoRT structures. A description of how CPS handles the relation between
actual and virtual reality to incorporate an internet importance. The architectures of
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both systems have been identified and numerous IoRT implementations in various
intelligent areas mentioned, showing how IoRT-based devices carry out conven-
tional robotics. The convergence of robotics with the IoT and artificial intelligence
would be critical. IoT provides the ability to communicate with various stakeholders
such as applications, smartphones, and people contact, providing the right option for
multiple application domains. The combination of robotics, IoT and artificial intel-
ligence results in robots that can execute more complicated tasks independently or
in collaboration with humans.

In fact, the state-of-the-art technologies in smart realms is evaluated after 2018,
revelation that IoRT devices are now central in multiple contexts, beginning with
industrial ones, such as manufacturing and forestry, and impacting regular life, for
example, health care, education sector, and surveillance. IoRT applications will also
pave the groundwork for the growth of other sectors beyond the manufacturing
sector, such as culture, museums visit, and athletic events, to enhance progressively
the facets of human existence. Furthermore, it has been noted that designing IoRT
systemswill provide an effective solution to the need for remote work, throughwhich
the current criteria of remote human–robotic interactions can be the key to greater
fulfillment and efficiency.

The key subject of this study was those IoRT-based structures in the manufac-
turing and development sectors. IoRT problems and obstacles have been extensively
examined and highlight. The increasing need to study in the partnership between
robots and robots, particularly in heterogeneous robotics, human–robotic interfaces
for oriented human communications, energymanagement for performance optimiza-
tion and computer defense for critical data safety. The expected increases in perfor-
mance, robustness and protectionwould open up newdoors for even new applications
that can benefit from new developments in the fields of robotics and networking.
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Security Issues and Vulnerabilities
in Web Application

Sitara Anumotu, Kushagra Jha, Amit Balhara, and Pronika Chawla

Abstract Role of web security has become an important topic as web and web
application became quite demanding and people started using them every day. Last
year we saw slight growth in web attacks and exploitation of their vulnerabilities. For
example: Recently on the website of one of the largest airlines, Air India, an attack
was performedwhere user’s credit card and sensitive informationwas captured. Input
validation issue has resulted in many web application vulnerabilities. Broken access
control, improper error handling, etc., are some of the examples of web security
vulnerabilities. It is quite easy to acknowledge and eschewmany of the web vulnera-
bilities. Regrettablymany of the web developers are not security aware, which causes
many of the web pages and websites to be vulnerable on the Internet. In this paper,
Authors have discussed some popular web security vulnerabilities to detect them by
providing some security mechanisms and some results to safeguard our web appli-
cations. It is a challenging and difficult task to protect our web application from
vulnerabilities as nearly every day new techniques, tools, and methods are being
invented by the attackers. It is one of the essential parts to know what various types
of vulnerabilities are and how to detect and secure them from attackers.

Keywords Vulnerability · Vulnerability detection · Scanner · Security ·Web
application

1 Introduction

In this world, the World Wide Web has become one of the mediums for communi-
cation. To send messages, watch videos, play games, gaining knowledge, making
transactions, shopping, and for many more different purposes millions of people
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connect to web application every day. Some of the users try to exploit vulnerabilities
of these critical web pages and websites, which can lead data breaching. Some of
the popular vulnerabilities are bad input, broken access, broken authentication and
sessions management, improper error handling, parameter modification, insecure
configuration, cookie modification, and directory traversal. Consequences can be
disastrous if the attacker manages to exploit the vulnerabilities. It might compromise
the information of the user and the company or organization.

2 Literature Review

Vieira, M.; Antunes, N.; Madeira, H. in their article “Using web security scanners
to detect vulnerabilities in web services” studied about various scanners available to
detect and scan the vulnerabilities in a web application and compare their execution
which will fit to put in a web service [1].

Silic, Marin; Krolo, Jakov; Delac, Goran stated in their article “Security vulner-
abilities in modern web browser architecture.” They studied about architecture of
web browser as foremost origin of a vulnerability in a browser [2].

According to Fonseca J., Vieira, M.; Madeira, H. “Testing and comparing web
vulnerability scanning tools for SQL injection and XSS attacks” on web application
to identify vulnerabilities, automatic vulnerability scanner is used [3].

According to Johari, R.;Sharma, P., In the “A survey on Web application vulner-
abilities (SQLIA, XSS) exploitation and security engine for SQL injection,” the
various types of structured query language injection attacks and vulnerabilities and
security technique of XSS is the for most objective of this paper. On structured query
language injection attack, they proposed a future study [4].

After studying various papers and articles on security and vulnerability of web
applications, they all focused mainly on different tester, detectors, tools, and scan-
ners but did not highlight any prevention techniques or how to protect web applica-
tion against vulnerability. In this paper, we not only discussed about some popular
vulnerability but also proposed some methods to detect and protect web application
by providing some security mechanism.

To test whether a web application contains bugs and vulnerabilities, there are
mainly two approaches:

• White box testing: In white box testing, to find or track down any vulnerability
or faulty code line, source code of the application is inspected. By creating add-
on tools for common development environments, this operation can be often
integrated into the development process.

• Black box testing: In black box testing, inspection of the source code is not done
directly. Instead, to the web application, special input test cases are generated and
sent. It indicates errors or vulnerabilities by inspecting for unexpected behavior
by the results returned by the application.
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For finding bugs and vulnerability, white box testing has not accomplished
widespread use. Bounded detection capacity of white box analysis tool, heteroge-
neous programming environment and the complexity of web application are some
important reasons for the limitation of the white box testing. To discover security
problems in web application, black box vulnerability scanner is used in practice.

So, through black box testing of each vulnerability, we demonstrated the attack by
building blog a website and exhibited by secure and insecure version of the website
[5–7].

3 Web Application in Different Sector

Web applications have become an important part of our lives, as they help us to
completemost of our everyday activities.Here are someexamples ofwebapplications
deployed in different sectors.

3.1 Health Care

So, many patients have started using healthcare apps, as these apps are increasing in
the healthcare sector. Now patients are playing a role of a consumer in this telehealth
market.We can see the growth of telehealth market in recent years. By using artificial
intelligence, web and mobile application technology, healthcare companies have
found easy solutions to interact with the patients virtually and get to know their
health issues. Application helps patients to buy medicines online and deliver it to
them. Apart from other sectors, healthcare sector occupies more time and effort
to record a large amount of condemning data manually. Different functions like
monitoring, communication, sharing data, reminding, and giving clinical support are
equipped in these apps [4, 8].

3.2 Travel

Travel apps are very easy to use and accessible. To travel anywhere across the world,
traveler depends on the web travel apps. Through the app, the traveler can book
flights, hotel rooms, and so on. Traveler can now access details about flights and
can track their location and arrival and departure time, information regarding gate
changes, and many more through the latest travel apps available.
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3.3 Educational

The image of education has been changed by educational web applications. Earlier,
students studied from their old academic books, attended long lectures, and gave
examinations. But now, a student can access anything through these educational
applications like self-testing and understanding concepts very well as web applica-
tions have games and quizzes which makes it more interactive and fun. Now, schools
are also introducing these apps as it analyzes data, and it can acknowledge each
student’s area of interest and can help students to improve.

3.4 Web Application for Home

Day-by-day popularity of smart homes is increasing. By 2025, IOT-based applica-
tions in the home will have impact of $200 billion to $350 billion. You can control
each corner of your house using these smart homes with a single interface remotely.
There is voice command recognition which can help people with disabilities and
help them to have the same quality of life like a normal person [9–12].

4 Security Requirements

1. For security vulnerabilities, the web application should be tested and reviewed
properly.

2. Authorized individuals should approve and be coordinated by vulnerability
assessment.

3. All security defects should be classified by seriousness. All defects must be
recorded in a defect tracking system, which is properly recognized as a secu-
rity vulnerability. Before the application is released, this information must be
properly secure and be fixed.

4. Prior to production deployment,methods for correcting security problemsmust
be specified and documented.

5. Developer should use OWASP or server coding to develop web software
application.

6. At least with one individual or peer member who is technically trained, should
review the code.

7. Data received through HTTP request should be validated. Cross site scripting,
SQL injection, and HTTP responses are some attacks which raises when data
is not validated.

8. Server-side data should be validated. Malicious user can modify all the data,
so there should be validated server side.
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9. Whenever anything in the application is to be changed or produced, vulnera-
bility scan should be performed.

10. Via SSL cookies and session IDs should be passed. User’s session can be
compromised by unprotected session IDs and cookies and system security.

5 Vulnerabilities in Web Application

We have discussed some vulnerabilities which are independent of the primary plat-
form, and which can be commonly found in mercantile sites. These vulnerabilities
are quite popular and are known for a long time. Web servers and web application
environments are distrusted for these vulnerabilities.

5.1 Injection Flaws

Failure in filtering untrusted input results in injection flaws. It can occur when unfil-
tered data is passed to the SQL server (SQL injection), the browser, the LDAP server
(LDAP injection), or anywhere else. The issue here is that the attacker can inject
commands into these entities, resulting in data loss and browser takeover [13]. Any
data received from untrusted sources must be screened, preferably using a whitelist.
A blacklist should almost never be used, as getting it right is difficult and usually
easy to circumvent. Antivirus software solutions are frequently used to demonstrate
how blacklists fail. Matching patterns does not work.

5.2 Broken Access Control

Categorization of the user is done by the different level of privileges in web appli-
cation. How the web application should authorize access to functions to some users
and not others is determined by the access control. It is also known as authorization.
But sometimes may be higher level of authority can be accessible by the attacker.

5.3 Insecure Configuration

Someone unauthorized should not be accessible to web configuration files and direc-
tories as the web server that hosts the web application is incorporated by web config-
uration files and directories. The attacker should be kept away from getting access
to these files and directories.
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5.4 Error Handling

When in a web application, under normal transactions if error occurs and not handled
by sending an error message to the user, attacker might get a clue about the flaunt in
the application and can disturb the users. • Invalid inputs are requested from the user to
control or regulate the response to provide the web server by web application. To the
web application, request input values are entered by the user. To detour the websites
security, attacker may insert some damaging information to the web application.

5.5 Broken Authentication and Session Management

When the user is logged in, session is created by the web application. The interaction
period the user interacts with web application is specified. To maintain state, user is
provided with a distinctive or unique Id by using session. The Id used between the
user browser and web server is stored in a cookie. Attacker can exploit and steal it if
session details are not protected or defended properly.

5.6 Parameter Modification

When the attacker does not fill the form but passes parameter from the URL itself
then problem occurs in parameter modification. Overall site data and form data can
be affected (Table 1).

6 Security Solutions

1. Take help fromaprofessional and ask them to attack on yourweb application.By
this way, you will get to know the vulnerabilities your web application consists.

2. Keep yourself updated about web security and new attacks. You can follow
some security blogs to keep your knowledge running.

3. Always backup your data. If your application is subjected to any data breach or
any malware enters your system, you can easily get all your data restored.

4. Always keep scanning your application for vulnerabilities, so that your
application can be safe, and no major loss would happen.

5. You should hire a security expert, as they can monitor and keep track of all new
malware and attacks.

6. User output should be sanitized.
7. Everything should be up-to-date. Make sure your application is updated.
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Table 1 Security vulnerabilities and their preventions in tabular form

Web security vulnerabilities Preventions

Injection flaws All the inputs from the user are needed to be filtered
by the firewall before entering the system

Broken authentication Admin should at least change default password and
enable two-factor authentication

Cross site scripting Website should not return any HTML tags to the
client

Unsure direct object references Website should perform proper user authorization
and use of session variables and help

Security misconfiguration Proper security tests should he performed before
launching the website

Unauthorized data exposure Sensitive data should be always encrypted

Lost function level access control Proper authorization should be performed on the
server side

Cross site request forgery Enable password for any modification in website and
verify a secret token which is always hidden from
any 3rd party site or application

Using components with known loopholes Every code or application should be kept up-to-date
and known errors should be resolved as soon as
possible

Unvalidated redirects Use minimum redirects

8. Strong passwords should be used. Inserting symbols and numbers makes it hard
for the attacker to get access.

9. In addition to strong passwords, two-way authentication is the best way to
protect your application. In two-way authentication you will get a mail or an
OTP before signing in. Your application will be safe.

7 Result Analysis

Following are the results of some of the vulnerabilities:

7.1 Broken Access Control

Attacker may try to access the unauthorized page, redirect the page to custom error
page message (Figs. 1 and 2).
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Fig. 1 Broken access control result

Fig. 2 Broken access result

7.2 Session Management

Open the login page, fill the form, and login if session handling is not provided. Error
will be generated without session and access cannot be given (Fig. 3).
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Fig. 3 Session management result

7.3 Improper Error Handling

Specific designed result should be provided when error occur which is helpful to the
user without revealing internal details. Attacker will be redirected to custom error
pages if they pass non existing URL (Fig. 4).

Fig. 4 Improper error handling result
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Fig. 5 Invalid input result

7.4 Invalid Input

Checking all input web applications against a strict format that specifies what input
is valid (Fig. 5).

7.5 Parameter Modification

In this, attacker cannot login cause web page does not allow because attacker tries
to pass parameter in the URL of the web application (Fig. 6).

8 Conclusion and Future Scope

As discussed throughout, security is among the most vital and neglected aspect
when it comes to web application. As the web application boom continues to grow,
application developers are faced with deadlines which are stricter than ever before
leading to security taking a back seat. The demandweb applications by newlyminted
businesses and organizations have outpaced web developers who are struggling to
check all boxes in relation to security and vulnerabilities. In experienced application,
development outlets often build use case apps which have security ramifications.
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Fig. 6 Parameter modification

When writing code, developers and security professionals should have fundamental
training and understanding, such as needing security aspects from the beginning
in the requirements stage, such as input validation, error management, secure data
handling, and other features. They should also incorporate security features into the
software, such as adequate input validation to prevent command injection attacks on
the application. This, together with automated security QA scanning and reporting
techniques like “black box” and “white box,” ensures that the programmer is secure
even before it is released. Security of web applications can only be ensured by
adopting practices such as effectively writing code and developing robust algorithms
to avoid postproduction fixes. One might argue that firewall might be effective but
developing an application firewall is not as feasible as it sounds and is particularly
an itchy task to integrate alongside the existing application framework.
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A Systematic Review on Usability
of mHealth Applications on Type 2
Diabetes Mellitus

Kamaldeep Gupta and Sharmistha Roy

Abstract In this present digital world, smart phones play a vital role, especially in
the healthcare sector. The various mHealth applications installed in smart phones
can solve primary health-related issues at a fingertip. However, the utility of those
applications will increase if they meet user satisfaction and can solve the tasks effec-
tively and efficiently. Thus, usability evaluation of mHealth applications is a matter
of concern. Many usability evaluation techniques have been used till now but a
majority of them are not unified and do not safeguard all usability aspects especially
for mHealth applications. The purpose of this study is to recognize specific attributes
that might help tremendously in assessing the usability of mHealth applications and
examine the features of various usability evaluation methodologies for evaluating
mHealth applications featured for diagnosing Type 2 diabetes mellitus (T2DM).

Keywords Usability · mHealth applications · Usability inspection and usability
testing

1 Introduction

The availability and the popularity of mHealth applications have rapidly increased
[1]. The intervention of mHealth applications has become an essential instrument
of the public health professional and the researcher [2–4]. The development of
mobile health applications for the management of the chronic diseases like diabetes
is frequently taking place [5].

Type 2 diabetes mellitus (T2DM) is a kind of disease related to metabolic
disorder. High levels of blood glucose are defining feature of this condition. Frequent
urination, increased hunger, and thirst [6] are the common symptoms of T2DM.
Self-management of diabetes involves actions that include condition handling and
slowing down disease progress [7]. Self-monitoring of blood glucose (SMBG) aids
in glycemic management, delays the onset of complications related to diabetes,
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and reduces the risk of hospitalizations [8]. Self-management of diabetes helps in
improving one’s lifestyle that includes proper exercise, a healthy diet, and adhering
to medication [9].

Today,mobile applications are providing services and functionalities in the field of
business, entertainment, and education and also in managing and preventing chronic
diseases that include self-care of diabetes [10]. Assessment and evaluation of the
usability of themobile applications are verymuch important for ensuring the accuracy
and utility of the mHealth apps that we use. The term “usability evaluation” refers
to the process of assessing the mobile applications’ usability. The evaluation of the
usability of mHealth applications related to diabetes self-management is critical in
assisting the patients who are diabetic in choosing the optimal mHealth application
for their needs. The goal of this study is to examine and compare various usability
evaluation methods (UEMs) for evaluating and assessing the usability of mHealth
applications on Type 2 diabetes mellitus.

The comparisonmay serve as a reference that can guide the evaluators in choosing
the most appropriate UEMs. The paper also aims to review the previous studies and
the techniques through the systematic literature review (SLR) for the purpose of
usability evaluation. This will help in selecting the usability guidelines.

This paper has been organized in the following way. Section 2 provides the related
work on the usability evaluation of mHealth applications. The objective of this paper
has been discussed in Sect. 3. Section 4 presents the usability attributes. Section 5
focuses on the results and analysis, and Sect. 6 concludes our work.

2 Review of Literature

Various usability evaluation methods are used to recognize usability issues and
improve interface design usability. Analytical and empirical approaches are the two
types of methods. Analytical methods are used for the inspection of the interface by
involving usability experts. They are quick and cost-effective. On the other hand, in
empirical methods, the testing involves the actual users. Table 1 shows the compar-
ison study of various research works along with result analysis, advantages, and
disadvantages. The focus of this section is on previous studies that assessed or eval-
uated the usability of various mHealth applications using various usability variables
such as users, assessors, or software tools.
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3 Objectives of the Study

The objectives of this paper are as follows:

• Identification of usability attributes apart from traditional Nielson [11] usability
attributes, which can contribute to better usability assessment of mHealth
applications.

• Comparing various usability evaluation methodologies adopted by researchers as
shown in Table 1.

• Identifying the design flaws of mHealth applications and assisting them with
guidelines in enhancing design solutions.

4 Usability Attributes

For assessing the mHealth applications, we commonly use the Nielson Model [11].
The attributes are discussed as follows.

• Learnability: When a user encounters a design for the first time, their learning
ability can be characterized as how quickly and competently they can handle the
basic activities. It also involves how efficiently the user can keep in mind the
knowledge while usage.

• Efficiency: Efficiency measures how quickly and precisely the user can finish the
task after being familiar with the design.

• Memorability: Memorability refers to how quickly users may regain expertise
after being away from the design for a period of time.

• Errors:This refers to the frequency of errors produced, the seriousness or severity
of the faults, and the methods for recovering.

• Satisfaction: The level of satisfaction with mHealth applications is measured by
the satisfaction attribute. It refers to the comfort, likability, and pleasure of the
user.

Apart from Nielson’s attributes, in this work, we have identified some more
attributes which contribute greatly to the significant usability evaluation of mHealth
applications. These attributes are mentioned below:

• Aesthetic design:Aesthetic refers to the addition of simple and attractive features
to the mHealth applications. The mHealth application should be designed so that
it has pleasing qualities as well as simple to be used by all groups of users. The
functionality of the mHealth applications can be enhanced by the inclusion of
simple layouts which will fascinate the user.

• Navigation: Navigation of the different features of the mHealth applications
should be very easy; otherwise, the users will find it difficult to evaluate the
mHealth applications. If navigation is proper, it ensures that the user can navigate
the mHealth applications without any problem.
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• Readability: The content of the mHealth applications must be readable. Read-
ability involves legibility and understandability. The mHealth applications should
be legible in terms of color combinations, word style (italic, bold, etc.), font size,
and typeface.

• Cognitive Load: The number of working memory resources (such as thinking,
reasoning, and remembering) necessary to operate mHealth apps is referred to
as cognitive load. The cognitive load of the mHealth applications should be
reduced. Some ways in which cognitive load can be minimized are by removing
the non-essential contents, breaking the content into smaller segments, presenting
information both visually and verbally, etc.

• Provision for Physically challenged users:A group of users accessing mHealth
applications can have certain physical disabilities such as hearing disability, motor
disabilities, and vision problems. The user interface of the application should be
able to manage these types of user groups as well.

5 Results and Analysis

For the literature review, the screening of different papers related to diabetes mHealth
applications was carried out and eligible papers of this study were selected. Figure 1
depicts the flow diagram for the selection process of the included studies. Objectives,
methodology used, result analysis, advantages, and limitations of 11 papers were
discussed in this study. Figure 2 shows the graph of the papers reviewed in this
study based on the years of their publications. By the year of publication, 9.1% of
the studies (n = 1) were published between 2001 and 2005; 9.1% of studies (n = 1)
between the year 2006–2010; 18.2% of the studies (n = 2) between the year 2011–
2015; and 63.6% of the studies (n= 7) between the year 2016 and 2020. Through this
study, a few more attributes are identified that include aesthetic design, navigation,
readability, cognitive load, and provision for physically challenged users.

6 Conclusion and Future Work

For significant evaluation of usability, different attributes have been suggested by
researchers which helps greatly for better performance and efficiency. Usability has
been disintegrated into sub-attributeswhich are the hypothetical concepts for defining
the success of the system. The involvement of the user also plays an important role
to determine the usability of software applications once it has been made. A compar-
ison study has been incorporated in this work which identifies the various attributes
that play a significant role in evaluating mHealth applications and also describes the
usability evaluation models used along with their advantages and limitations. In this
paper, different UEMs were presented which helped in the identification of the most
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Fig. 1 Flow diagram for the
selection process of included
studies

Fig. 2 Papers reviewed
based on the years

important features relevant to themost suitable method for evaluatingmHealth appli-
cations. Therefore, this paper will provide a pathway for the evaluators in choosing
the most suitable UEM that may assist in evaluating a particular situation. This paper
will be advantageous for the researchers and the students who are contributing in the
software engineering field.
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Future research to assure patients’ adapting the mHealth applications should
include the training needs of the patients, the problems they face while using the
mHealth applications, and expedite its use for the long term. Inputs from the care-
givers should be considered as they play a vital role in helping the patients to involve
themselves in positive health behaviors while performing self-management.
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An Effective Diagnostic Framework
for COVID-19 Using an Integrated
Approach

Parul Agarwal, Sheikh Mohammad Idrees, Ahmed J. Obaid,
Azmi Shawkat Abdulbaqi, and Sawsan Dheyaa Mahmood

Abstract The coronavirus, one of the deadliest virus erupted in Wuhan, China in
December and has claimed millions of lives worldwide and infected too. This virus
has off-late demonstrated mutations thus making it difficult for the health profes-
sionals to adopt a uniform means of cure. Many people due to lack of support have
confined themselves at home. The hospitals too are running short of equipment and
support systems. Thus, computational connectivity between the patients at home and
the hospitals needs to be established. The objective of this paper is to propose a frame-
work/model that connects all the stakeholders so that either in regular monitoring
or in emergency cases help can be provided to them. It has been well established
through research and case studies that critical factors associated with this disease are
oxygen level (SPO2), pulse rate, fever, chest infection, cough causing choking, and
breathlessness. Data shall be collected, stored, and analyzed for the above symptoms
and for this cloud storage and blockchain technology would be used. It has been
established through various studies that non-clinical techniques like AI and machine
learning prove to be effective for the prediction and diagnosis of COVID-19. Using
this theory as the standard basis, machine learning models like SVM, Naïve Bayes,
and decision trees can be used for the analysis, diagnosis, and prediction. Using
IoT and its variants, remote monitoring of patient, and consultation can be provided
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to the patient. Appropriate action would be taken. In addition, a mobile applica-
tion would enable the patients to gather or read about experiences of other patients.
Thus, it would be established through the proposed framework, that an integrated
approach of technologies has a great potential in such applications and offers several
advantages.

Keywords Coronavirus · COVID-19 · Artificial intelligence · Blockchain · IoT ·
IoMT · CIoMT · Disease diagnosis · Treatment · Prediction ·Mobile application ·
Smart health care

1 Introduction

Virus, a microscopic agent, are found in water, air, and soil. Common cold, flu, cough
are the common infectious diseases caused by the virus. They enter our body and
replicate through the normal cells, thus destroying them and make us sick. It largely
depends on the immune system of our body, and the ability to fight with the virus
or cause damage to us. When this virus spreads across at a large scale, worldwide
disrupts the normal functioning of lives, which causes social and economic imbal-
ance, and kills or infects lakhs, then the virus is termed as “pandemic virus”. But for
any viral infection, it is understood and medically proven that virus cannot be treated
through antibiotics. Rather antibiotics work only for fungal or bacterial infections.
This virus has found to be spreading more for some centuries now [1]. And the one
that caused mass deaths was Spanish flu [2].

Coronavirus is another pandemic virus that was first reported in Wuhan, China
in December, 2019 [3]. But, sadly was declared a pandemic only in [4]. Common
symptoms of COVID-19 are similar to common flu which include fever, dry cough,
sore throat, tiredness, body ache, and breathlessness (resulting in chest pain) [5].

Infected persons range from asymptomatic to those who show mild symptoms
(say low-grade fever, mild cough, and tiredness) to those who show extreme symp-
toms which include drop in oxygen levels at several points of time and chest pain.
The first category of asymptomatic patients are generally quarantined at home or at
govt. run health-centers in absence of caregivers. The mild symptoms patient too can
be remotely monitored at home or rushed to hospitals only in case of emergency if
the parameters vary drastically. The third category is generally kept in hospitals to
reduce the mortality rate and provide a life-saving support to them through physical
monitoring by the health-care professionals. But, if the patient already suffers from
acute or chronic illness like diabetes, respiratory diseases, or any type of respiratory
or cardio-vascular disease then utmost care and regular attention and monitoring
becomes a matter of concern. The severity and care may vary depending on the age
[6] of the patient. Research works related to COVID-19 have been contributed and
throw more light on various aspects related to pandemics which include pandemic
prediction [7], drugs and medicines used [8–10], monitoring of the patient [11–13],
and early detection and diagnosis [14–16]. This virus has indeed opened avenues for
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Fig. 1 Technologies related to health care

inter-disciplinary research where applications of science and technology in health
care [17, 18] aremuch needed. These technologies as shown in Fig. 1 include big data
analytics, machine learning, deep Learning, artificial intelligence (AI), IoT (Internet
of Things), and its variants like IoMT (Internet of Medical Things), CIoMT (Cogni-
tive Internet of Medical Things), and blockchain technologies. Some other works
related to technologies and the area of focus in health care are mentioned in Table 1.

Currently, we all identify the best utilities of each of the technologies: IoT,
blockchain, machine learning, and others. But no integrated framework exists that
establishes meaningful relationships between each of them and can be used for trans-
lating the relationships into a form that would benefit the stakeholders of the health-
care sector. IoT and its variants for data collection, blockchain for effective and secure
data management, and machine learning for disease diagnosis by relying mainly on
data andmedical imaging, andTele-health/ E-health formonitoring are effective tech-
niques. This paper shall suggest a framework/ architecture that captures the essence of
each of these techniques with a holistic view. This paper performs extensive research
related to technologies related to health care, particularly, for COVID-19 in Sect. 2.
Section 3 contains the proposed framework which adopts an integrated approach of
several technologies so as to improve the health-care services, and its advantages are
then discussed in Sect. 4. A conclusion of the paper is presented in Sect. 5.
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Table 1 Research work related to technologies used and the area of focus

Reference No. Area of focus Technology used

[19] Prediction BP neural networks

[20] ARIMA model

[21] LSTM networks

[22] Classification of confirmed cases
and others

Artificial intelligence and regression
analysis

[23] Patient monitoring Deep learning

[24] Diagnosis and treatment CT images-based deep learning
approach

[25] Blood tests-based machine learning
approach

[26] Remote health monitoring A get-well loop program developed

[27] Disease tracking Data collection from mobile phones

[28] Tracking app. Also includes a list of
apps and some salient features of these
apps for several countries around the
globe

[29] Drug discovery Science and technology

[30] Can be used for both treatment and
remote monitoring

Sensor-based technology

[31] Disease treatment Blockchain technology

[32] Reducing the workload of
health-care workers

Artificial intelligence

[33] Holistic view

2 Literature Review

Lot of research has been carried out related to COVID-19 and in particular on how
to obtain the maximum benefits of using computing techniques for its prevention,
prediction, cure, and remote monitoring. This section explores some of the related
research work.

In this paper [34], the authors have examined the performance of deep learning
algorithms with that of clinicians using medical imaging. Medical images have now
been used for deep learning research. Particularly, convolutional neural network
(CNN) take raw data as input, this network learns and develops its own representa-
tions for pattern recognition. Minimizing human interventions for feature selection,
this network uses its own knowledge for feature selection depending on its impor-
tance and relevance. The measure of adherence to reporting standards, CONSORT
for randomizes trials, and TRIPOD for non-randomized was used. Assessment of
risk bias was done using Cochrane for randomized study and PROBAST tool for
non-randomized study. Results related to these tools has been discussed in this work.
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This paper, [35] used various classification models for identification of infected
COVID-19 patients from the non-infectious ones to curb the spread of the disease.
The study has been conducted using the X-ray images as the source data. The deep
features are used for the classification. The data repositories include GitHub, Open-I,
and Kaggle. A comparison of ResNet 50 and SVM with other classification models
establishes this model better in terms of validation measures like F1 score, MCC,
FPR, and Kappa.

Apostolopoulos andMpesiana [36] proposes deep transfer learning (deep learning
based) technique, for the prediction of infected COVID-19 patients automatically. 50
chest X-ray images of infected persons from GitHub repository and 50 chest X-ray
images of healthy persons from Kaggle were used. As compared to three models
used, it was shown through their study that ResNet50 achieved higher accuracy and
can be used for early prediction for better performance. IoT and its applications
in the health-care sector have been discussed in [37] this paper. Issues, solutions,
and opportunities related to IoT and Health-care sector are discussed extensively.
The authors also emphasize that IoT can be useful to governments in identifying
solutions to problems that health-care sector faces and on a larger scale can benefit
the society. Several works related to IoT andHealth-care are discussed in [38–43]. AI
has been used extensively in several sectors including the health care. In particular,
its contribution in dealing with the pandemic COVID-19 has been extraordinary.
Researchers are harnessing its benefits for prediction, detection, classification, cure,
and diagnosis. 13 groups of problems related to the pandemic are identified and AI
can be used for finding solutions to these problems. Data sources related to corona
are presented in [44] for future use and research. The authors discuss that use of blood
tests, chestX-rays andCTscans [30] are themethods being adoptedworldwide for the
detection of the novel coronavirus. But the need is to provide low-cost solutions for
the same. To enable this, they propose an AI-based framework which is uses built-in
smartphone sensor-based technology for the disease detection. They emphasize that
since smartphones are a day-to-day utility owned by all, so the sensors installed in
smartphoneswould provide datawhich can be analyzed and processed for identifying
the severity of the disease. An AI-based framework has been suggested in [45] for
the identification of COVID-19 cases. The framework uses survey data gathered
through smartphones when people cannot move out of the houses as cities are under
quarantine.

In this paper, [46] authors extensively examine the trends in China and suggest
a model, namely Susceptible-Exposed-Infectious-Removed (SEIR) for deriving
epidemic curve. This helps to correlate the peak of cases and the fall with time.
They have also suggested an AI approach, for the prediction of the epidemic.
This study [47] proposes and generates compounds against SARS-COV-2, using a
drug discovery pipeline which is deep learning based. Identification or screening of
patients at an initial stage [48] is achieved in this studyusing a deep learning approach.
CT images/scans are used as the basis for distinguishing coronavirus patients from
Influenza-A pneumonia and these from the normal ones. Through this work, they
have explored CT images as an important diagnostic tool for this identification and
can be helpful for the clinical trials by the doctors. A deep learning-based approach
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called COVIDX-Net [49] has been proposed in this work. This approach uses
X-ray images as the diagnostic tool which can help the radiologists in identifica-
tion of COVID-19 patients. A few classifiers have been used for the experiments and
for evaluation. The study [50] aims at early detection of coronavirus using machine
learning techniques. Abdominal CT images were used for this study and analysis.
Since, COVID-19 exhibited different behaviors from viral pneumonia, so detection
of coronavirus becomes essential. Patches of different sizes from 150 images were
taken. For classification, feature extraction was then applied on these patches. Four
different algorithms were used for feature extraction. Assessment of results was done
using several parameters which include precision, f-score, accuracy, sensitivity, and
specificity. The best results were obtained with gray level size zonematrix algorithm.
The next section discusses the framework that would be effective and improve the
health care particularly for the COVID-19 infected/ suspected patients.

3 Proposed Framework

The proposed architecture encompasses the advanced technologies as discussed in
Fig. 1 at various steps and suggests how integration of these techniques for various
domain applications like diagnosis, storage, prediction, circulation, treatment, and
cure can help us develop a model well-suited for all in the current situation. The steps
of the model are mentioned below.

Step 1. Data collection:Wearable technologies can incorporate sensorswhich be used
for capturing acoustic information (volume and frequency), biological information
(temperature, heart-rate, fatigue, stress, and respiration rate), optical information
(brightness and refraction), and other environmental information (temperature and
humidity). Data using biological sensors various important symptoms which include
ECG monitors, pulse oximeters, fatigue, cough, fever, and tiredness. Techniques for
these are discussed in [51–55]. Other parameters like travel history/get-togethers or
meetings attended alongwith the dateswould be collected. Other data collected using
input from the end-userwould be personal details (age is an important parameter), and
medical history with critical ones being diabetes, blood pressure, and heart disease.

Step 2. Data storage: Thus, we understand that there are broadly two types of data:
personal data and electronic health records. All the data collected (known as Data
Lake), is then encrypted, digitally signed and then stored as a health blockchain. Each
digital record also stores the location of the health data it references. It also contains
the patient’s public ID. The patient’s private key links their identity to blockchain
data. The private key can be shared with health organizations if the person desires
by giving desired access permissions. Using this key, the data can be decrypted
to uncover the original patient’s data. Blockchain offers advantages (most relevant
being security, privacy, and accessibility) that can revolutionize the way health-care
sector works, so it can be harnessed for data storage and data sharing [56] as well.
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Step 3. Data preprocessing: As discussed, in Step 1, the data collected would be
heterogenous in nature and may have several features which may be irrelevant. Thus,
conversion of data to a standardized format, reducing the size by selecting interesting
data [57] and removing of outliers are performed as part of this step.

Step 4. Disease diagnosis, treatment, and cure.
Each of the patient would fall any of the three cases:

• Suspected (through contact tracing would be quarantined in centers/or at homes).
Through live streaming of CT scans and X-ray images further processed by

AI-based sensors can help the lab technicians for further analysis. If they show
symptoms in about five days, which is the average incubation period, then would
become the confirmed positive and dealt accordingly.

• Confirmed positive (depending on age and other related ailments and depending
on severity of disease would be either kept at home or sent to hospital). If kept
at home then, a government physician can be assigned and local dispensaries can
monitor the health. Remote health monitoring techniques using CIoMT can be
used. Patient feedback and response can be used for effective treatment using
CIoMT. Also, geographically driven real-time identification of positive cases can
be done as the health-care units are connected via IoT.Mobile apps giving updated
information area wise about houses or people reported as positive using IoT.
Drugs/medicines delivery can be ensured by the blockchain companies. If critical
parameters report an absurd rise or fall, then will be sent to hospital.

• Confirmed negative Nomajor action needs to be taken. Just precautions need to be
continued to prevent the disease from infecting this person. Not only prediction,
the model can be used for identifying the treatment response which can then be
utilized to treat other patients by self-learning and by self- adaptation.

Machine learning models like SVM, decision tables, and neural networks can be
applied for the disease diagnosis. The reason for choosing machine learning models
are plenty. Machine learning, an advanced concept of AI, gives strategic way for
the development of complex, algorithmic methods and uses statistical techniques
for bio-medical data analysis. Then hidden patterns or knowledge can be extracted
from past experience. Performance evaluation of ML models is then followed by its
optimization by using new rules. In [58], the authors used various ML techniques
like decision trees, logistic regression, support vector machine, Naïve-Bayes for
prediction of COVID-19 infection for negative and positive cases of an epidemiology
dataset for patients based in Mexico. It was shown through experiments that with
respect to accuracy, decision tree was the best among others. It also indicated that age
was an important feature among other features. The model also indicated that those
suffering from chronic diseases like diabetes, hypertension, asthma, etc., are likely to
be infected. Also, males are more prone to the infection than women. Also, this study
proved that decision trees help with the diagnosis of suspected COVID-19 patients.
Another study [59–62] also proved that decision treemodel is best suited for diagnosis
and also for predicting the possibility of recovery of COVID infected patients. These
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Data Collection
(using data collected from Electronic Health records and sensors)

Data Pre-Processing
Converting heterogenous data into a standardized form, and removing of 

outliers

Data Storage
The entire data collected is referred to as Data Lake. This data is stored as health
Blockchain so as to ensure security and privacy of data. Blockchain technology is based
upon the principle of Public-Key cryptography, thus consisting of Public key and private
key. The public key is available to all which stores the patient's ID, and the private key
is shared with those health centers to whom access has been granted by the patient to
access his/her information.

Data Analysis for Disease Diagnosis, Treatment, prediction and cure
Several Machine Learning models like  Decision trees, Naive Bayes, Support 

Vector Machines have proved to be effective for disease diagnosis, and cure. 
Also, for remote monitoring of the patient, IoT, CIoMT  have proved to be 

effective.

Fig. 2 Proposed framework

studies were used as the basis for choosingMLmodels for the diagnosis and recovery
in the current study. Figure 2 depicts the proposed framework.

Other prominent features of the framework are:

• A restricted entry to the hospital/ quarantine centers can be ensured by making
the entry points micro-chip enabled or eye retina-based entry would be granted
to only authorized persons.

• The roomwould adjust the room temperature using a smart electrical system. This
would not only provide comfort to the patient but also, reduce power consumption.
An efficient energy management can be achieved using this.

• In case, a patient is old and incapable to talk to his family members or do video
calls, then the nursing staff would mandatorily provide this service.

• The medical staff, especially in case of COVID-19 patients avoid visiting them to
avoid infection. This would be monitored remotely by using AI-based approach
which would ensure regular attendance monitoring of the staff.

• The clinical reports are not shared by the hospitals with the family members and
only handed over to them at the time of discharge. As a result, they are unaware
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of the real situation and health of the family member. Blockchain would ensure
data sharing and enable the family members to monitor the health remotely and
enable them to take second opinion from any other doctor if they want. This same
process can be adopted for treatment and medicines being given to the patient.
Also, sharing of readings of several important features like sugar level, blood
pressure reading, pulse rate, and SPO2 can be shared with them. This would
ensure transparency at all levels.

• A constant video monitoring of the patient’s room should be ensured to swiftly
identify deterioration in health and immediate support by the medical staff.

• The patients inside the hospital/ quarantine center would be given a wearable
sensor. This sensor would continuously monitor critical parameters like SPO2,
BP, sugar, and pulse rate. In case of any sudden rise or fall of these values, an
emergency signal can be sent to the control room of the health center.

• Depending on the health condition of the patient and sensors which identify the
taste habits of a patient, a personalizedmenu plan can be crafted and automatically
updated with the approval of the doctor.

A mobile application that would connect people across the globe at one plat-
form, and each one of them can share their journey of recovery with each other.
This would not only help each other but also ensure a mental wellbeing using a
digital solution [60]. It has been observed that not only, physical healthmonitoring
of the patient, but COVID-19 can have a negative impact on the mental health
too. Success stories of people around can motivate a person and bring positivity.
These factors are as relevant and important in the recovery of a patient as are the
physical symptoms.

4 Discussion

This framework does not work on any one technology related to health care, rather
uses an integrated approach and derives the benefit of each one of them. In addition
to the benefits that can be derived from the proposed framework, blockchain compa-
nies can be used for the timely delivery of medicine. Machine learning models (an
efficient diagnostic model) can be effectively used for diagnosis and prediction. IoT,
IoMT, and CIoMT, which create an inter-connected network of the stakeholders
(like hospitals/government centers/nurses/lab technicians) can be used effectively to
monitor the patient either remotely or otherwise. These technologies would trap the
feedback and patient response for treatment. It would also help the doctors to swiftly
and effectively respond to new cases encountered. The proposed framework would
not only reduce the impact of the disease, the morality rate would be decreased and
effective follow-ups can be done. A lot of research has been done related to COVID-
19, yet, it lacks an in-depth and complete insight of several issues that stakeholders
are facing in real world.
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5 Conclusion

This paper has tried to visualize a framework which can be used for effective predic-
tion, diagnosis, treatment, and cure. It will also help the physicians to effectively
monitor new cases based on the learning capability of machine learning models.
For future work, this framework can be implemented and can be used for handling
COVID-19 in an effectivemanner.Advanced deep-learningmodels/techniquesmight
prove to be more effective in future for tackling this disease. Effective drug discovery
and vaccines, are the need of the hour. It has also been mentioned in the paper that
there is a need of technological innovations that monitor the mental wellbeing of the
patients. These are the challenges that open avenues for future research work.
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Diabetes Mellitus Prediction Through
Interactive Machine Learning
Approaches

Rabinarayan Panda, Sachikanta Dash, Sasmita Padhy,
and Rajendra Kumar Das

Abstract Diabetes is a long-term illness that has the potential to disrupt the global
healthcare system. Based on the survey report of International Diabetes Federa-
tion (IDF), there are around 382 millions of people, who are affected by diabetes
worldwide. This number will have increased to 592 million by 2035. Diabetes is a
disease characterized by an increase in blood glucose levels. Elevated blood glucose
is characterized by frequent urination, increased thirst and increased hunger. Diabetic
consequences include kidney failure, blindness, heart failure, amputations and stroke,
to name a few.Whenwe ingest food, our bodies turn it into sugars or glucose.Machine
learning is a new field of data science that investigates how computers learn from
their prior experiences. The objective of this study is to develop a system that can
detect diabetes in a patient early andmore accurately using a combination ofmachine
learning techniques. The objective of this study is to use four supervised machine
learning algorithms to predict diabetes: Support Vector Machine, logistic regres-
sion, random forest and k-nearest neighbour. Each algorithm is used to calculate the
model’s accuracy. The model with the best accuracy for predicting diabetes is then
picked. This paper proposes a comparative study for accurately predicting diabetes
mellitus. This research also aims to develop a more efficient approach for identifying
diabetic disease.
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1 Introduction

This article requires certain precise actions related to diabetes control and prevention.
Previously, statistics showed that one out of every 10 people in the USA had diabetes.
Regardless, it is expected that by 2045, it will be able to assist one out of every three
people. This is a real problem that has to be addressed. When the blood glucose
concentration rises to dangerously high levels, diabetes becomes a chronic condition.
This is a major cause of various problems and illnesses [1], such as renal disease and
heart disease. Diabetic predisposition is also caused by a variety of bad food habits
and a lack of proper bodily routines. The World Health Organization (WHO) has
said that the total number of people living with diabetes has skyrocketed in recent
years. Managing multiple diabetic data sets is required to enhance the present rate
of diabetes patients and reduces it to an absolutely inconsequential level by focusing
on reducing it on a large scale. Certain approval techniques are also incorporated to
operate with the diabetes forecast project’s pure precision.

Diabetes is a rapidly spreading disease that affects individuals of all ages,
including children. To understand diabetes and how it develops, we must first under-
stand what happens in the body without diabetes. Carbohydrate meals are our body’s
primary source of energy. Bread, cereal, pasta, rice, fruit, dairy products and vegeta-
bles are all carbohydrate foods (especially starchy vegetables). Our bodies transform
these nutrients to glucose when we consume them. Glucose flows throughout the
body in the bloodstream. Some of the glucose is delivered to our brain, where it
helps us think and function correctly. The rest of the glucose is converted to energy
that is transported and used by our body’s cells. Also liver utilizes this energy for
storing purposes that can be utilized latter. Insulin is required for the body to use
glucose as an energy source. Insulin is a hormone produced by beta cells in the
pancreas. Insulin works in a similar way as a key in a lock. Insulin attaches to cell
doors and opens them, allowing glucose to flow from the circulation into the cell
through the cell door. When the pancreas is unable to create enough insulin or the
body is unable to use the insulin it does make (insulin resistance), glucose builds up
in the bloodstream, causing hyperglycemia and diabetes. The presence of excessive
quantities of sugar (glucose) in the blood and urine is a symptom of diabetes mellitus.

1.1 Type of Diabetes with Symptoms

There are three kinds of diabetes found in human body. These include Type 1, Type
2 and gestational diabetes. Type 1 diabetes occurs when the immune system is weak-
ened, and the cells are unable to create enough insulin. Type 2 diabetes occurs when
the cells generate insufficient insulin or when the body fails to utilize the insulin
properly. Pregnant women who acquire high-blood sugar levels quickly develop
gestational diabetes. The common symptoms found in diabetes patients include:

• Urination on a regular basis
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• Increase in thirst
• Tired/Sleepiness
• Loss of weight
• Distorted eyesight
• Emotional ups and downs
• Perplexity and inability to concentrate
• Infections are common.

2 Literature Survey

In this healthcare area, a variety of computing approaches were utilized. The appli-
cation of several machine learning algorithms for predicting diabetes mellitus is the
subject of this literature review. We extract information from the provided medical
data in order to achieve flawless accuracy. Md. Faisal Faruque et al. [2] used the
random forest method to create a predictive analytic model. Chaki et al. [3] utilized
tenfold cross-validation as an assessment technique for three distinct algorithms:
decision tree, Naive Bayes and SVM, with Naive Bayes outperforming the other
algorithms by 75%.

To forecast diabetes mellitus in its early stages, Alam et al. [4] utilized random
forest, KNN, Naive Bayes, SVM and decision tree. We are now using machine
learning algorithms and statistical data in the healthcare area to comprehend the
sick data that has been discovered. Because the machine learning area encompasses
a wide range of approaches and studies, it is difficult to establish a comparison
based on which algorithm is faster at producing prediction results. The algorithm’s
categorization was not tested using the cross-validation approach. Different data
mining approaches were utilized to predict and assess diabetic mellitus. We used
real-world data sets by gathering information from the supplied data sets since we
employed three data mining approaches.

VijiyaKumar et al. [5] presented the random forestmethod usingmachine learning
techniques. The suggested model produces the best diabetic prediction results,
demonstrating quickly predicting diabetes mellitus.

Predictingdiabetes onset: an ensemble supervised learning techniquewas reported
byNnamoko et al. [6]. For the ensembles, five commonly used classifiers are utilized,
and their outputs are aggregated using a meta-classifier. The findings are reported
and compared to other research in the literature that used the same data set. It is
demonstrated that diabetes onset prediction can be done more accurately utilizing
the proposed technique.

Diabetes prediction using machine learning techniques, given by Joshi et al. [7],
seeks to predict diabetes using three distinct supervised machine learning methods:
SVM, logistic regression and ANN. This study provides an excellent method for
detecting diabetes illness sooner. Abdulqadir et al. [8] proposed employing data
mining to build an intelligent diabetic disease prediction system that provides analysis
of diabetes malady using a database of diabetes patients. In this approach, they
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suggest using Bayesian and KNN (k-nearest Neighbour) algorithms to a diabetes
patient database and analysing it using multiple diabetes characteristics to forecast
diabetes illness.

Tiwari et al. [9] used six different machine learning algorithms indicating which
algorithm is best algorithm for diabetes prediction. Researchers are interested in
diabetes prediction in order to train a software to determine if a patient is diabetic or
not byusing a suitable classifier on adata set. The categorization procedure, according
to prior studies, has not much improved. As diabetes prediction is an important topic
in computers, a system is necessary to tackle the difficulties highlighted based on
past research.

We examined actual diagnostic medical data based on numerous risk variables in
order to classify machine learning techniques and forecast diabetes mellitus in this
study.

3 Various Machine Learning Approaches

To predict diabetes, we employ a variety of classification methods. This is a crucial
characteristic that plays a big part in prediction. The methods are as follows:

LogisticRegression: In 1958, statisticianDRCox invented logistic regression,which
predates the area of machine learning. It is a type of supervised machine learning
approach used in classification tasks (for predictions based on training data). Logistic
regression employs the same equation as linear regression; however, the result is a
categorical variable in logistic regression; whereas, it is a value in other regression
models. The independent variables can be used to predict binary outcomes. The
logistic regression model is a form of machine learning classification model that
has the binary values like 0 or 1, −1 or 1 and true or false as dependent variable
and the independent variable like interval, ordinal, binominal or ratio-level [10]. The
logistic/sigmoid equation function is as follows:

y = 1

1 + e−x
(1)

K-nearest neighbour: Because the data supplied to it is labelled, k-nearest neighbour
is a supervised machine learning method. It is a nonparametric approach since the
categorization of test data points is based on the training data points closest to it
rather than the data set’s dimensions (parameters).

Algorithm:

(1) Collect the data set and generate the training and testing sample from it.
(2) Choose an instance from the testing sets and determine how far it is from the

training set.
(3) Ascend the list of distances.
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(4) The instance’s class is the most frequent class among the three initial training
examples (k = 3).

Support Vector Machine (SVM) Classifier: This SVM classifier is a supervised
learning process that excels in pattern identification and is used as a training process
for deducing classification and regression rules from data. When the number of
characteristics and instances is large, SVM is the most exact method [11]. The SVM
algorithm creates a binary classifier. In a SVM model, each data item is represented
as a point in an n-dimensional space, with n being the number of features, and each
feature as the value of a coordinate in the n-dimensional space. The main goal of
SVM is to categorize the data point in a multidimensional space using an appropriate
hyperplane.Ahyperplane is considered as a boundary of classification for data points.
The hyperplane classifies the data points with the biggest gap between the classes
and the hyperplane. In this technique, each data item in n-dimensional space is
represented as a point, with the value of each feature matching to the value of a
certain coordinate.

Random Forest (RF): The random forest is made up of several separate decision
trees that operate together as an ensemble, as the name indicates. For each tree, the
random forest predicts a class, and the class with the majority of votes becomes
our model’s prediction report. Random forest is another frequently used supervised
machine learning technique [12]. This method works well for both regression and
classification issues, although it excels at the latter. As the name indicates, the random
forest technique analysesmany decision trees before providing an output. As a conse-
quence, it is a decision tree collection. This technique is based on the assumption
that if additional trees were present, they would all reach the same conclusion. For
classification, it utilizes a voting technique and then selects the class, but for regres-
sion, it takes the mean of all decision tree outputs. It works well with large data sets
with several dimensions.

4 Methodology

In this section, wewill look at the variousmachines learning classification techniques
used for prediction of diabetes mellitus. We will also go through our recommended
technique for increasing accuracy. In this article, five alternative techniques were
employed. The many methods utilized are listed below. The accuracy measurements
of the machine learning models are the output. The model may then be utilized to
make predictions.
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Fig. 1 Screenshot of few rows of diabetes data set

4.1 Data set Description

The diabetes data set is downloaded from Kaggle repository [13]. A diabetes data
set of 2000 cases was used, out of which 684 are affected by diabetes and rest 1316
are non-diabetic. The diabetes data set was used to test the techniques. The goal
is to determine whether or not the patient is diabetic based on the measurements.
Parameters used in data sets are: (1) age (2) glucose (3) blood pressure (4) BMI (5)
insulin (6) skin thickness (7) DiabetesPedigreeFunction (8) pregnancies (9) outcome
and (10) ID. Figure 1 depicts few rows of Kaggle diabetes data set.

4.2 Implementation and Design

The study’s implementation was done with Google Colab, and the coding was done
with the Python programming language. The diabetes data set was used to forecast
availability of diabetes using various machine learning approaches such as SVM, k-
nearest neighbour and RF and LR classifications. After then, each classifier’s predic-
tions are compared to one another. The procedures to implement themachine learning
algorithm are illustrated in Fig. 2.

The diabetes parameters serve as the variable which is dependent; whereas, the
other factors served as independent ones. For the dependent diabetes features only
two values are accepted, with a “zero” indicating no diabetes and a “one” signifying
availability of diabetes. The whole sample is divided into two groups, with a ratio
of 70:30 for the training and testing data set. All four methods of classification,
i.e. were used for prediction. The training data was then used to predict the test set
outcomes using SVM, k-nearest neighbour and RF and LR classifications, resulting
in the confusion matrix given in Table 1.

The measure provided in Eq. 2–8 may be computed using the obtained confusion
matrices. True negative (TN), false negative (FN), true positive (TP) and false positive



Diabetes Mellitus Prediction Through Interactive … 149

Fig. 2 Proposed flow graph

Table 1 Matrix of confusion for different classification methods

Logistic regression K-nearest neighbour Support vector
machine

Random forest

Diabetes
data set

[[387 29]
[ 80 104]]

[[336 49]
[ 73 112]]

[[369 21]
[ 119 91]]

[[346 4]
[ 5 245]]

(FP) were the results of these matrices (TP). Because there are more non-diabetic
cases than diabetic cases in both data sets, the TN is greater than the TP. As a
consequence, all of the techniques provide positive results.

The following measurements have been calculated using the following formulae
in order to determine the precise accuracy of each method:
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Precision = TP

TP + FP
(2)

Sensitivity = TP

TP + FN
(3)

Specificity = TN

TP + FP
(4)

MCC = (TP ∗ TN) − (FP + FN)√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

(5)

ErrorRate = FN + FP

TP + TN + FN + FP
(6)

F-Measure = 2 ∗ (Precision ∗ Sensitivity)

Precision + Sensitivity
(7)

Accuracy = TN + TP

TP + TN + FN + FP
(8)

Another finding as per Table 2 is that the accuracy level of all the techniques
is higher on our collected data set than on the used diabetes data set, owing to the
former’s greater number of variables relevant to assessing diabetes risk. The random
forest classifier outperforms all others in terms of accuracy (98.4%), sensitivity,
specificity, precision and F-measure, proving that it is the best technique for our
data set. Furthermore, in the case of random forest, the AUC value is 1, indicating
that this model performs exceptionally well in classification. Figure 3a depicts the
clear graph for the ROC curve and AUC for the diabetes data set Fig. 3b depicts the
comparison of accuracy of all the four machine learning algorithms. Here it indicates

Table 2 Comparison of statistical measurement for various classification techniques

Logistic regression K-nearest neighbour Support vector
machine

Random forest

Accuracy 0.818 0.796 0.744 0.984

Error 0.156 0.204 0.255 0.016

Sensitivity 0.775 0.748 0.775 0.987

Specificity 0.666 0.603 0.666 0.916

Precision 0.856 0.832 0.856 0.991

F-measure 0.813 0.787 0.813 0.989

MCC 0.416 0.331 0.416 0.963

Kappa 0.470 0.419 0.466 0.922

AUC 0.865 0.815 0.771 1.000
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Fig. 3 a ROC Curve with AUC for PIMA data set b accuracy curve

that in both the cases the RF classifier gives the highest result with AUC value 1 and
accuracy of 98.4.

The cross-validation processwas also used to assess the efficacyof variousmodels.
A subset of the data is set aside for cross-validation, and the remaining data is used
to train it. And the procedure is repeated for each segment of data. The size of the
pieces is determined by the value of k. Here for validation point of view tenfold cross-
validation was used, which means the data was split into ten parts. Cross-validation
has the greatest accuracy for random forest. Random forest has a Kappa statistic of
better than 0.9, indicating that it is outstanding.

5 Conclusion

One of the most pressing worldwide health concerns is detecting diabetes risk at an
early stage. Here in our research that aims to build up a system for predicting the risk
of diabetes mellitus. Four machine learning techniques for classification algorithms
were used in this work, and the results were compared to several statistical metrics.
The above said four algorithms were used on the PIMA database. The accuracy level
of RF classification in our data set is 98.4%, which is the greatest among the others,
according to the testing results. All of the models generated good results for various
parameters like as accuracy, recall sensitivity and so on, using four different machine
learning methods. This result can be used to forecast any other illness in future. This
study is currently researching and improving on variousmachine learning approaches
to forecast diabetes or any other condition.
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Abstract In the field of technological development, Internet of Things (IoT)
presents diverse mechanisms to companies to expand their business transactions
with customers anywhere and anytime. Processes of selling and buying are getting
to be much easier using IoT; therefore, IoT will change the customer’s ideas and help
them choose the appropriate products. This research article presents the advantage of
the Internet of Things and RFID technology in the E-commerce system. From the last
year, RFID technology becomes one of the few methods for managing products to
guide and help the customer in buying the foremost suitable product which answers
his need. This paper explains the use of IoT-supported architecture for E-Commerce
with the goal to automate the sale transaction process with physical interaction. It
solves problems that companies and customers face in shopping, as knowing our
customer desire or knowing which the successful products within the supermarket
are.
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1 Introduction

E-commerce is a very strong growthfield. It encompasses all commercial transactions
carried out remotely through electronic and digital interfaces [1]. E-commerce has
become the main channel for distance selling; building an online sale is much easier
than opening a traditional business. With the Internet there is no limit on location,
the marketing of products in physical places is quite complicated and restrictive, but
having your E-commerce site is a game-changer, you can sell wherever you want,
use the various online marketing tools. Be open 24 h a day and make personalized
promotions, the commercialization of smart objects can make life easier [2]. The
involvement of connected objects in E-commerce is the most moving novelty since
the appearance of the Internet. Indeed, the Internet of Things, first, is a concept and
not a specific technology or device. It is the desire to extend the Internet network,
and therefore, data exchanges to objects in the physical world, and these objects
connected to the Internet can take the shape of an everyday object (e.g., watch, car,
TV, glasses, etc.), [3] as the IoT which is growing rapidly. The list of connected
objects is very extensive and continues to grow. A connected object is capable of
communicating and transmitting information with other connected objects. Hence,
we are talking about connected objects that are as intelligent as machine-to-machine
(M2M) communication is without the need for humans as an intermediate [4]. Today
the Internet of Things constitutes a bridge between the physical world, the world,
and the virtual world. In 1990, “300,000” computers were connected to the Internet,
in 2000 more than 300,000,000 [5].

Then in 2016, more than 2,000,000,000 smartphones were connected to the
Internet. Today, objects are also connected to the Internet and in 2020, we can say
that 1.097. 700,000,000 objects are connected. Among these objects, we identify
3.5 billion objects connected to the Internet for navigation systems and other auto-
motive accessories, or 411 billion portable accessories such as connected watches,
shoes, glasses, etc. [6]. There are also 646 billion ’objects in hospitals, 9.7 billion are
connected to smart city, and 9.5 billion connected to domestic devices. Thanks to a
more connected economy,many processes are facilitated. The turnover of the Internet
of Things has quadrupled between 2016 and 2020 as shown in Fig. 1. Many sectors
have taken advantage of providing the Internet of Things for businesses, which can
improve customer satisfaction [7]. Connected objects have several advantages in E-
commerce such as the constant personalization of customer recommendations, by
collecting data sent via connected objects to your E-commerce where the customer
has an account it has also the delivery level orders through cars without drivers and
robots [8, 9]. Yet this does not prevent the existence of the inconveniences of the
Internet of Things, mainly we have the security problems of personal data. Indeed
connected objects produce large quantities of data and the processing of this mass
of data involves new concerns, particularly around data confidentiality and secu-
rity. Connected objects can be hacked like all computer systems [10]. Nowadays,
the populations are more and more connected. It demands more and more daily
interconnectivity of objects.
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Fig. 1 Internet of Things (IoT) associated devices from 2015 to 2020

The contribution of this paper is to present a sketch of a system to improve sales, by
using RFID tags in products and give feedback to the consumers on the point-of-sale.
Processes of selling and buying are getting to bemuch easier using IoT; therefore, IoT
is really changing. As well the paper aims at showing new shows a way to influence
customers’ shopping behavior, through to guide and help the customer in buying the
foremost suitable product which answers his need.

The customer became confused when purchasing products; therefore, it is neces-
sary to take into account the requirements of the customer, in response to customer
requirements to avoid troubles. We merged IoT and RFID technology are becoming
in order to direct and assist customers in purchasing the most appropriate product
for their needs.

This paper is organized as follows. Section 1 describes introductory concepts that
include E-commerce and the Internet of Things (IoT). In Sect. 2, we introduce the IoT
applications and RFID technology. In Sect. 3, we move present the articles dealing
with IoT and RFID in E-commerce. Then we expose the problematic in Sect. 4. In
next section, we present the case study and thus the proposed system. In Sect. 6, we
give a detailed results. Section 7 will be devoted to the discussion. The penultimate
section is a presentation of the acronyms and the last will be the conclusion.

2 Background

This section introduces RFID and IoT technologies, as well as, the uses and
challenges of RFID technology in IoT.
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Fig. 2 IoT (Internet of
Things) fields

2.1 IoT Applications

The IoT has the capability to connect every single new object. It has introduced
several applications and smart services, which affected users in their daily lives.
This section presents a brief discussion of some of IoT applications, which was
demonstrated in [11]. It has been introduced to many fields such as social media,
health, transport, security, and surveillance as shown in Fig. 2.

2.2 RFID Technology

RFID Tags: They are a bind of microprocessor and they depend on two principle
fixings, one of them is a silicon chip, which contains data about things and the other
one is a reception apparatus that gets and imparts signs. RFID innovation has the
qualities of a long understanding distance, solid entrance capacity, against contami-
nation, high effectiveness, and a lot of data. The RFID framework is principally made
out of equipment segments and programming segments. The equipment segments
essentially incorporate a peruser and RFID labels it was exhibited in [12] (Fig. 3).

Fig. 3 RFID Tag
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3 Related Work

The research methods were suggested by [13]. The study’s key aim was to recognize
benefits and risks to society as a whole in Industry 4.0, with a focus on customiza-
tion, which causes many improvements in how markets work (including changes for
producers and employees). In the analysis, the three-segmentmethod used in the liter-
ature section was limited to the market segment. The literature synthesis and survey
methodology “Industry 4.0—perception and aspirations” were used to accomplish
this aim. The authors presented a selection of their 2019 research findings. Where
the CAWI system was used to perform the research (standardized computer-based
Internet interview). A questionnaire with 25 questions was used as the testing instru-
ment (closed, complex, filtering, conditional, and tabular). There were three sections
and details of the sample questionnaire. The first section dealt with customization
issues, the second with reservations regarding the application of the Industry 4.0
concept in Poland, and the third with the advantages of Industry 4.0.

The authors [14] suggested a new method for recommending products in E-
commerce systems that incorporate ontology-based models with the ease of iden-
tifying users that have common interests as active users. This method yields more
information about the involved user, their respective neighbors, and the products that
have been suggested to them (the user), as well as the relationship between them.
Our hybrid ontology-based framework can recommend items that fit user expecta-
tions more effectively and belong to new categories for the active user compared
to the collective filtering version. The suggested method also selects the successful
user’s k-nearest neighbors, which translates to a limited number of items that can
use K-NNAs opposed to the shared filtering variant, which contains a vast range of
items to which K-NN will be added, but most of them belong to categories that the
active user already recognizes, it meets the active user’s expectations. In contrast to
the collaborative filtering variant, the experimental evaluation also reveals that the
hybrid ontology-based recommender will recommend items to the active consumer
that have a higher average overall ranking. Despite the positive effects of the hybrid
ontology-based recommendation scheme, the time required to use theK-NN to locate
the k-nearest products is excessive. To minimize the time it takes to apply the K-NN
algorithm to find the k-nearest products, we intend to find the five most common
terms used in all of the product feedback and store this attribute in the database,
which will drastically reduce the time it takes to apply the K-NN algorithm to the
products. While the system will usually determine the gender of active users based
on their names, it would be useful to find a way to determine their gender when
the reviewer’s name is a pseudonym or is based on numbers. This technique has the
potential to improve the consistency of the materials recommended; the proposed
approach is shown in Fig. 4.

Given China’s vast E-commerce market, the authors [15–18] propose that this
study make good use of the massive amount of online consumer comment data to
explore and evaluate the dimensions of customer-perceived value and the relevance
of each dimension. To gather online feedback data from online reviewers, we created
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Fig. 4 Proposed approach K-NN algorithm [14]

a Web crawler app. Content processing was conducted on the crawled data after it
was preprocessed. The extraction of common words, literature analysis, and expert
views are used to create a customer-perceived value dictionary. Themeasurements of
customer-perceivedworthwere re-identified to incorporate fourmain dimensions and
subdivisions. The dimension model of customer-perceived meaning was tested and
implemented for its rationality and operability. The dictionary of customer-perceived
meaning is focused on the extraction of often-used words, literature analysis, and
expert opinions. For us, the scope of the first-levelmeasurementswas defined through
literature study. High-frequency terms were automatically extracted, and irrelevant
noise was manually removed. The high-frequency terms were then mechanically
articulated, generalized, and categorized one-by-one into more standardized and
recognizable third-level dimensions. Similarly, the third-level dimensions weremore
simplified and classified into the more generalized dimensions of the second level to
get closer to the first-level dimensions.

The authors [16–19] propose an IoT-based smart e-marketing scheme. Marketers
can fulfill consumers’ needs for goods and services by using this system and then
reach a high level of satisfaction. It also helps marketers to enter new data sources
and learn about customer tastes and behaviors. As a result, marketers are better able
to provide consumers with what they want. Customers and businesses can quickly
fix all of their issues with online shopping by using the proposed method. It also aids
buyers, vendors, affiliates, businesses, and advertisers in achieving their objectives
with high precision. We used food items as an example of goods in this scheme, but
it has the ability to be extended to a wide range of other products in our everyday
lives.While the proposed system should deter various attacks and hacking processes,
further government involvement in creating a legal foundation is important andwould
strengthen the proposed system. Marketers can collect a large amount of data about
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consumers by using the proposed system. This information is stored in our cloud
database of customers and includes customer position, time of purchase, a list of
sales, and customer demographics.

4 Problematic

IoT takes this universe of commerce business to a totally new level. Shopping in
the smartest store can be more complex than it seems, imagine yourself in a smart
store doing your shopping, in the range of products diversity, how to choose your
products? What are your references? And how can the Internet of Things facilitate
this act?

5 Case Study and Proposed Solutions

To answer our problem, we must first define the concepts and issues related to it,
and then specify the Spatio-temporal framework of observation. Finally, the presen-
tation includes the resulting of the work of reflection. A final part will allow, through
prospective scenarios, to try to imagine the future of connected objects. As these
IoT-empowered gadgets trade information over the Web and help computerize our
lives, the comfort and productivity of the buying and selling business will undoubt-
edly improve. The commercial function is mostly affected by technological and IT
innovations, being situated in this context, we want to focus on the evolution of the
development of electronic commerce, in this context, facedwith this problemweoffer
a solution to facilitate the choice of the brand of the product purchased as follows:
First, connect all the smart store products with a unique identifier according to the
brand. Secondly, connect the carriages using a specific sensor. When purchasing, the
customer passes the product in front of the sensor located at the level of the cart, the
latter will display a color either: red, yellow, or green Red: If the purchase of this
brand does not exceed 20% of the total purchase of different brands for the same
range of products. Yellow: If the purchase of this brand is between 20% and 60% of
the total purchase of different brands for the same range of products. Green: If the
purchase of this brand exceeds 60% of the total purchase of different brands for the
same product line. This can constitute a form on which the customer bases himself
to make his choice are presented in Fig. 5.

Saying the existent quantity of an article «m» and «n» is the number of the bought
product of this article, as characterized in Equations.

if n ∈ 20 ∗ m

100
(1)



160 S. Mohamed et al.

Fig. 5 Product selection diagram

if n ∈ 20 ∗ m

100
; 60 ∗ m

100
(2)

if n >
60 ∗ m

100
(3)

(1) Red lamp, (2) Yellow lamp, and (3) Green lamp.
P20: Is the probability of a customer who bought 20% of quantity, is as given in

Eq. (4) beneath.
P60: Is the probability of a customer who bought 60% of quantity, is as given in

Eq. (4) beneath.

P20 = 1

0.2 ∗ m2
P60 = 1

0.6 ∗ m2
(4)

After having the case study, we present the proposed system using IOT, as shown
in Fig. 6.

Figure 7 depicts the proposed architecture for integrating IoT sensor devices
(RFID and Camera), cloud computing (gateway, data center, and Amazon), and the
Web application.

Internet of Things has three layers, namely the perception, network, and
application layers.

The perception layer is the physical layer, which contains sensors for sensing and
collecting environmental data. It detects the customer’s profile and the last product
he purchased.
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Fig. 6 IoT E-commerce system architecture

Fig. 7 Most popular products
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The network layer is in charge of establishing connections with other smart devices,
network devices, and servers. Its capabilities are also used in the transmission and
processing of sensor data (Every product is connected tags RFID).

The application layer is in charge of providing the customer with application-
specific services. It specifies the number of applications in which the Internet of
Things can be used, such as smart supermarkets.

6 Results

This diagram illustrates (Fig. 7) the statistics of the products sold in the store for a
period of time, in order that the vendor uses it to understand the requirements of the
purchasers and most popular products (These data are according Jumia).

The information was gathered from an Internet business general store that uses
the customized item suggestions motor. Furthermore, the “guests who saw this item
likewise saw” item proposal creates the most income. To succeed in E-commerce,
you would like three things: wanted items to supply, the skills to advertise them, and
therefore the drive to succeed. You as of now have the victor’s mentality—you are
ceaselessly learning, investigating, and preparing for progress. In any case, finding
documented items to sell are often a test. That is the rationale we update this rundown
consistently to help you with revealing moving item thoughts. In this rundown,
you will find moving items in 2021 which will enact new business thoughts—or,
you will locate an unprecedented item to feature to your current store. Since each
moving item is meant for a specific crowd, we are additionally sharing specialty
explicit tips for arriving at new clients. The things on this rundown are the highest
moving item classifications from 01 January 2020–31 December 2020 on the Jumia
stage, the example as shown in Fig. 8. Jumia is phenomenally contrasted with other

Fig. 8 Customer satisfaction score
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Fig. 9 Assisting customers
in selecting the most
appropriate product

known online business objections in Tunisia which makes shopping easy to try to at
completely moderate expenses.

IoT-empowered gadgets to be able to refine client commitment through
personality-based data, and considerably more. Subtleties like this make it a lot
simpler to customize promoting to suit a particular client. A particularly customized
client assistance experience upgrades client commitment. IoT gadgets assist sellers
with making a more refined and personalized E-commerce experience for every
customer, which thus incredibly improves changes. The diagram illustrates a
prototype a customer in a store, shown in Fig. 9.

7 Discussion and Future Recommendation

By 2030, it is anticipated that IoT will be fully operational, with smart sensors
interacting with organization servers to help in device personalization. Sensors will
automatically detect which objects are nearing completion, and they will send this
information to the enterprise servers. After reviewing the user’s previous experiences
and preferences, the website will make suggestions to the user that are suitable to
their tastes. A client’s purchase of a product will be suggested to the client’s friends
via social media. Present methods will not be able to handle the massive amounts
of records, IP addresses, and consumer traffic in the coming era of “IoT” and “Big
Data.” For science, new methods focused on Big Data and IoT would be needed.
The proposedmethodologymakes use of IoT and can therefore accommodate a large
amount of data. New E-commerce architecture and adaptation strategies are needed
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to align with existing E-commerce application platforms, thus increasing the acces-
sibility of Web and wireless networks and improving the mobile user experience.
For E-commerce networks, m-commerce connectivity services pose a new threat.

8 Conclusion

On the real level, many objects are now connected to the Internet; the population is
getting surrounded by interactive objects. Thanks to artificial intelligence, everything
is smart such as a smart watch, smart city, smartphone, smart agriculture, and we
have smart commerce. In the first place, the IoT is used in commerce to reduce costs,
mainly logistics, and increase productivity, which influences customer satisfaction.
Let us quote the example of the out of stocks, which are inevitable. It is like a disaster
mainly when there are promotions advertised on TV and radio and you are going to
bring in the customer, during this period, the sales will be accelerated and multiplied
and it will be complicated to report constantly and be present then that the IoT offers
robots that will scan the shelves and send notifications to workers. This technique
will speed up the task and know where to report as a priority. In a second place,
the IoT was used from a customer perspective, which must be characterized, by its
usefulness and ease of use. These innovations must make the life of the customer
more with the least cost, short deadlines, and hypersatisfaction for the consumers.
The IoT is will be is no longer a novelty and tends to become the norm, the whole
world thus becomes one and only one information system.

Finally, as other perspectives of the IoT in E-Commerce, we can mention theWeb
Service (REST, SOAP) and ontology as advantages.
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Adopting a Blockchain-Based
Algorithmic Model for Electronic
Healthcare Records (EHR) in Nigeria

Gabriel Terna Ayem , Salu George Thandekkattu ,
and Narasimha Rao Vajjhala

Abstract This work seeks to explore solutions to the challenges posed in
sharing/integrating/transferring EHR data across heterogeneous healthcare institu-
tions in developing nations, particularly in Nigeria. This blockchain-based algorithm
model for EHR interoperability seeks to address EHR interoperability challenges
such as semantics across heterogenous healthcare institutions, the proper infrastruc-
ture and consensus structure for the sharing of EHR across healthcare institutions,
privacy and security of patients’ records, etc. Hence, this algorithm model, when
adopted, is adjusted and contextualized to fit developing nations by addressing the
underlining fundamental challenges. EHR interoperability would become a reality
across the heterogeneous healthcare institutions in these nations. Future works on
EHR will focus on the aggregate blockchain model. Also, the Artificial Intelligence
(AI) model inculcating blockchain technology would be an attractive option to dive
into future works on EHR.

Keywords Electronic Healthcare Records (EHR) · Electronic Medical Records
(EMR) · Healthcare Information Systems (HIS) · Interoperability · EHR
challenges · Blockchain · EHR semantics · Security · Privacy

1 Introduction

Information Technology (IT) or Information and Communication Technology (ICT)
is the driving force behind innovation and processes in twenty-first-century society.
Computer algorithms that transformmanual processes andprocedures into automated
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processes in organizations are constantly on the increase. Daily, engines, robots,
etc., in industries and organizations are designed, developed, and deployed using the
computer algorithmmodel as their driving force. The term information systems refer
to all the processes and procedures involving computing components like hardware,
software, telecommunication, people, and procedures.

In the healthcare sector, computers are used intensely to drive care in the industry.
Terminologies, such as Electronic Health Records (EHR) system, Healthcare Infor-
mation Systems (HIS), Electronic Medical Records (EMR), among others, have
gradually become the computer terminologies used in the implementation of comput-
erization in the healthcare sector [1, 2]. Developed economies are at the forefront
of this computerization of the healthcare sector, albeit the developing economies
such as Nigeria are not precluded in this phenomenon, even though not to a greater
extent than their developed counterpart. The implementation of EHR is no longer an
issue, as it has become a common phenomenon even among developing economies,
as the impacts and gains seem plausible [3]. However, when it comes to information
or data exchange among two or more healthcare institutions, exchanging or sharing
their EHR among themselves to facilitate or enhance individual care becomes a
challenge. This is as a result of some impeding factors such as the right model or
algorithm to use for EHR interoperability that could properly handle delicate, ethical,
and legal issues such as security and privacy of patients’ records, semantics among
others which pose as major challenges to EHR interoperability even the world over.
Other issues such as the right kind of network infrastructure, standards, and the right
consensus model that would drive this interoperability process are still daunting
tasks. A centralized system, a client–server system, cloud-based system, and bulk
transmission infrastructure frameworks have all been proposed as solutions to this
issue [4]; these frameworks of interoperability infrastructures have their downsides
which borders on the issues of trust, operational control over records or informa-
tion, and the right model to handle diverse semantics that is employed by different
healthcare institutions and their practicing personnel [5, 6].

This study seeks to explore extant works in the areas of EHR and interoperability
in healthcare institutions in developing economies of the world, focusing on Nigeria,
using the framework proposed by Peterson et al. [6] to contextualize and underpin
the work. Peterson et al. [6] work on interoperability using the blockchain algorithm
model seems to overcome most of the challenges faced in EHR interoperability,
such as trust, security, privacy, semantics, and other sundry challenges in network
interoperability of EHR.
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2 Review of Literature

2.1 Electronic Health Records (EHR)

ElectronicHealthRecord (EHR)orElectronicMedicalRecords (EMR) are electronic
documents that are unique and composed of patient data or information relating to
their health history, medical prescriptions, demographics, laboratory results as well
as tomographic reports, etc. [7]. EHR and EMR are at the forefront of Informa-
tion and Communication Technologies (ICT) application solutions that have been
advanced and employed primarily to supervise patients’ healthcare records or infor-
mation [8]. However, both EHR and EMR are considered to be the same and are
frequently used interchangeably. There is a thin difference between the two. EMR
usage is mainly restricted to or in a healthcare sector only during EHR traverse. It
transcends healthcare sectors as patient’s information or records could come from
diverse sources aside from the healthcare organization, e.g., an EHR may receive or
inculcate records into its database from sources like a government repository, etc. [9,
10]. Also, the EHR can provide real-time information centered around the patient,
such as history diagnosis, test results, and allergies, that are employed in making
proper clinical decisions regarding the patient. A prominent feature in EHR is that
vendors and staff who are authorized access can modify patient records anytime and
place. Both EMR and EHR systems are collectively called Healthcare Information
System (HIS), which are very useful. They are employed in healthcare institutions to
help improve healthcare professionals’ proficiency in the discharge of their duties,
thereby reducing time and costs and bringing about the encouragement of medical
practices based on evidence [11].

Developing countries like Nigerian healthcare institutions are faced with a
plethora of challenges in the effective implementation of EHR without recourse
to compromising the security and privacy of patients’ records. Nowadays, many
secondary and tertiary healthcare institutions in Nigeria have implemented EHR,
EMR, or HIS in their respective hospitals to help manage patient information
in a digital format. These preclude compatibility integration as they are usually
designed and developed by diverse firms or vendors and are implemented in different
high-level languages and databases [12]. This process is unique and very effective
when implemented in the same hospital or healthcare institution where this EHR is
deployed.

2.2 Interoperability

According to the Electrical Electronics Engineers standard dictionary of computing,
interoperability is defined as the ability of two or more components to exchange
information and use the information exchanged. A more concise definition of inter-
operability by Peterson et al. [6] states “the extent to which the clinical intents could
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be conveyed across institutional healthcare boundaries.” There are generally two
main acceptable approaches to effective interoperability:

• Syntax: Syntax outlines the structural format on how the information should be
traded. The syntax is oblivious of the contents that are being exchanged.

• Semantics: Semantics ensure that both networks engage in the data exchange
of EHR and comprehend the information traded across both networks. This
happens by incorporating the appropriate metadata; for example, in the taxonomy
of medical science, classification means groups or lists of similar objects such
as infections and laboratory tests. In contrast, ontology infers hierarchical
relationships among concepts such as bacterial culture used to diagnose infections.

2.3 Challenges of EHR Interoperability

1. Privacy and Security of Records: In many nations, the privacy and security of
patient records is a legal and ethical matter [6]. Therefore, any healthcare insti-
tution that fails to protect and secure its patient’s healthcare record, especially
when exchanging them across other institutions’ networks, may likely face liti-
gations, a ban or withdrawal of services which may lead to a loss in revenue or
shortage in finances as a result of low patronage by patients. Hence, this issue
can be a significant challenge and a big setback in the wheels of progress in EHR
interoperability. The phobia of compromising on it could sometimes outweigh
the potential benefits that are concurrent with EHR exchange.

2. Lack of uniform and agreeable architectural framework across Networks: A
lack of consensus architectural infrastructure among healthcare institutions and
relevant stakeholders is another con that is bedeviling EHR interoperability
across institutions’ networks. Researchers and stakeholders in the healthcare
sector have made several attempts to address this issue. Many have suggested a
centralized data source, sending a large volume of data across institutions nodes,
etc. These options often pose a unique problem. For example, a centralized
approach is likely to increase security breaches, and control is usually shifted
to a single centralized authority. The issue of complete trust by all parties’
concerns may not be guaranteed. On the contrary, the humongous exchange of
data would compel individual healthcare originations to lose control of their
operational [6].

3. Heterogeneous and Complex Nature of Healthcare Data: Healthcare data is
very complex and highly heterogeneous, thus making EHR interoperability a
challenging task to surmount, as different healthcare organizations have diverse
semantics and meanings for the same kind of data item. This work seems to
proffer suggestions on the best approach of achieving EHR interoperability
across different healthcare institutions by adopting the blockchain algorithm
combed with FHIR, a standard exchange protocol set by level 7 health. And
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we propose to adopt and contextualize it in the Nigerian Healthcare institu-
tions system. This proposed approach seems to tackle the significant issues of
structure and semantics bedeviling EHR interoperability [6].

3 Nigerian Healthcare Structure

The Nigeria healthcare sector is a collaboration of the government (both state and
federal), the private sectors, and the religious organizations. The policies, technical
operations, and running procedures are the responsibility of the federal government
of Nigeria. Similarly, in their capacities and mandate, various state governments
make policies and procedures to support the healthcare centers that are established
and controlled by them. The local government healthcare centers, being the third
tier and last on the rung of the healthcare ecosystem and its value chain in Nigeria,
are regulated by the state government and financially supported by state and federal
governments.

The issues raised as challenges to effective implementation of EHR and EHR data
interoperability inNigeria are as follows: inadequate ICT infrastructure and facilities,
lack or inadequate power supply, lack of politicalwill to change extant health customs
and policies to reflect best global practices, incompatibility in many e-health system,
breech of patient security and privacy, corruption and above all, lack of consensus
ontologies, and standard in the healthcare system to handle semantics in areas that
require standardization. Their study recommended measures that would correct or
mitigate these challenges they identified as impediments to EHR implementation
and data interoperability in Nigeria [13].

A framework that would break the impediments to effective EHR implementation
and could lead to EHR data interoperability in Nigeria was proposed by Kruse et al.
[14]. Socialized Medicine the name given to their framework was composed of a
communication infrastructure, with a wired or wireless network, a mobile phone,
and Internet connectivity. This Internet connectivity will enable doctors and patients
to use their smart phone and other devices to communicate virtually and share infor-
mation across heterogenous healthcare institutions platforms. Albeit for their frame-
work to really be deployed and implemented in real time, the following components
and infrastructure would be indispensable: AWeb-based application software imple-
menting a cloud computing infrastructure would be needed, a server-side scripting
tool, and an integration of a real-time communication tool will also be required. The
work proposed authorization and licensing for all category of users to ensure safety
in the system. Three key gaps were identified from the review of the literature:

1. Differences in data semantics across healthcare institutions networks.
2. Guaranteed security and audit of patient records across the networks, and
3. Lack of control by patients over their records across the networks.

Although in the three gaps identified above, Pai et al. [15] andBahga andMadisetti
[16] seem to deal with some extent on semantics and security, leaving the issue of
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patient control on their data. They employed the cloud-based EHR approach alone
to decipher security and semantics issues. This kind of architecture is not tested on
the traditional client–server architecture to ascertain its workability regarding EHR
interoperability in these nations under review. This study intends to close the gaps
mentioned earlier by employing the blockchain-based algorithm approach proposed
by Peterson et al. [6] to solve the current gaps of EHR interoperability in developing
nations with particular reference to Nigeria’s healthcare systems.

4 EHR Interoperability Blockchain Algorithm

A blockchain is a distributed transaction ledger, which is made up of blocks such that
each block represents a set of transactions [17–19]. The properties of a blockchain
data structure are interesting, and the chains of blocks that make up the blockchain
are considered immutable. The immutability of a blockchain is achieved as a result
of a verification number called a hash present in each of the blocks, which verifies
each transaction’s genuineness in the block. Also, a current hash block is dependent
on a predecessor hash block. Hence with this scenario, it goes to say any transaction
changeoccurring in a particular blockhashwill translate into changing the transaction
history of the previous hash block as well. Thus, this setup makes the blockchain
immutable [6, 18, 20, 21]. Blockchain technology precludes a distributed system, as
it does not depend on a centralized trusted system for the verification and validation
of information or data. It requires the use of another mechanism to reach a consensus
before transmission can occur. The PWFmakes sure that any node on the network that
wishes to add to the network must carry out a complete computationally verifiable
puzzle as a matter of requirement.

Similar to the digital currency of Bitcoin, data blocks are added to the system at
regular intervals of time. The proof of work is an interval determinant of time in the
Bitcoin system. This work specifies a constant interval of time for creating a unit of
block or a block period as recommended by Peterson et al. [6]. Accordingly, during
this block period, the nodes go through four activity phases. The first phase is the
transaction distribution phase; the time commences at Tα, after which transactions
are passed over to the coordinating node or the miner node. This phase may continue
until Tσ or until the miner node stops accepting a new transaction for the block. The
coordinating node will then collect the entire new block and send it to the nodes
for review in the block verification request phase, which is the second phase. This
enables all nodes which contributed to the block in at least one transaction entry
to show their approval by endorsing the block digitally. The block control is then
passed to the miners in phase three’s signed block return phase. The miners then
add up the block to its local blockchain. Finally, distribution to the new blockchain
is made in the fourth and final phase, called the new blockchain distribution phase.
These phases are illustrated in Fig. 1.
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Fig. 1 Shows the four phases of adding a block to the EHR blockchain

• Data Search and Access: As stated earlier, the actual patient’s record is not in the
block but the FHIR. With this model, searchability is possible and imperative.
To perform a search, search privileges to query the block are assigned to appro-
priate external healthcare institutions, which carry out searches with the help of
keywords resident in the secure index file of the transaction.

• Data Security: The blockchain model applied in this EHR work has its strength
in the security, privacy, and anonymity of patients’ transaction records. The
blockchain encryption process described under the data search and access process
is employed to secure this model. The network will also encrypt public informa-
tion and direct all nodes shared key, while the source node should encrypt sensitive
information. Finally, a security technique known as the privacy-preserving key
(PPK) should be employed to enhance data search and access; thus, if an external
network requests a set of record transaction from the blockchain that matches
specific criteria, both the query and the transaction will remain encrypted and
secure.

• Patient’s Identification: The ability of EHR interoperabilitymodels to consistently
identify patients across different healthcare institutions can be a daunting task.
Studies have suggested some variation of the records in the central master plan
index (MPI) file. In this model, similar to the blockchain Bitcoin model, data
allocation to the model is done using addresses instead of the patient’s name. At
the same time, the key control to the addresses is assigned to the patient. The pro of
this method is manifest in the fact that a single identifier consensus would not be
required as a particular patient may have many different healthcare institutions’
addresses. The procedure is a great significant departure from extant practices
where healthcare institutions implement EHR own and assign patient’s identifiers
mechanism [6].

5 Conclusion

Interoperability of EHR has been a daunting challenge for developing economies and
nations, with Nigeria not precluded in the list. The study revealed that the decentral-
ized nature of the model makes it imperative and germane in handling the plethora
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of issues of EHR interoperability in the context of the review nations, as it addresses
foundational and chronic problems of interoperability of EHR in these nations hith-
erto were barriers. In this paper, the authors presented topics such as semantics,
privacy, search, patient identifier across different networks of healthcare institutions,
and network consensus structure. Thus, we consider this model the most suitable and
secure EHR interoperability model among the extant models on this subject; as the
benefits of this model on both patients and healthcare institution speaks volumes.
Future works on EHRwill focus on the aggregate blockchain model. Also, the Artifi-
cial Intelligence (AI)model inculcating blockchain technologywould be an attractive
option to dive into EHR.
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Design and Development of IoT
Wearable Device for Early Detection
of COVID-19 and Monitoring Through
Efficient Data Management Framework
in Pre-pandemic Life

M. R. Sundara Kumar, Ahmed J. Obaid, S. Sankar, Digvijay Pandey,
and Azmi Shawkat Abdulbaqi

Abstract COVID-19 virus named CORONA is a vigorous disease spread all over
the world very quickly and creates a pandemic situation to the human beings normal
life. As per the doctors and researchers from the laboratory point of view, it will
spread to a huge volumewhen humans are not followed certain principles. Moreover,
this disease is easily transferred to neighbors and others in a short period which
leads to death. To rectify the remedy for this virus, various spread countries and
research peoples are creating the vaccines and some precautionarymethods for living
hood situation. Recent techniques are used to detect and monitoring the COVID-19–
affected person’s lifestyle and insisting they take precaution steps for early pre-
pandemic life. IoT is a framework that is used to generate data from the human body
from the sensors opted for human conditions. Wearable devices have been created
with these sensors and communicated with human bodies directly or indirectly. The
generated data will send through the server using any connectivity techniques such
as Bluetooth or Wi-Fi. Analytics will be done at the server side for taking actions
like the human body is affected by the COVID-19 virus or not. Finally, the generated
data from a human can continuously store in real time in a cloud server which will
be managed as a framework efficiently. This research work proposes a framework
for data management in the early detection and monitoring of COVID-19 persons
through IoT wearable devices in a pre-pandemic life. The experiments have been
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done at different zones, and the results are shown symptoms of COVID-19 disease.
Parallel work reveals the datamanagement in a cloud server since data have generated
continuously in real time and trackingdetails also storedgenuinely.Datamanagement
is the typical process in this research because all the data were generated in real
time and analytics will be done whenever required. For that large amount of space
and effective retrieval technique is required for data extraction. This research work
data set is derived from various Internet sources like government web sites and
mobile applications, and then, results have displayed the COVID-19 disease details
accurately in real time.

Keywords COVID-19 · Bluetooth · Wi-Fi · IoT · Cloud server · Framework ·
Wearable device

1 Introduction

COVID-19 virus affected the normal life of a human all over the world. In this digital
era, new techniques and innovative ideas are used but early detection or assessment
is not possible due to the lack of real-world application problems. In the COVID-
19 scenario, it affects the normal person which is having low immunity power and
not properly maintained the social distance from the affected persons [1]. COVID-
19 created a pandemic situation in all countries of the world and monitoring the
individual persons which are not affected by this dangerous virus in the early stage is
a challenging one. After pandemic life, it would be slightly easy tomonitor the person
by keep track of their movements regularly. But in this early stage, it is not possible to
track all the human movements and stored them in a commonplace regularly [2]. An
IoT-based framework is used to maintain the above-said problem with the help of the
sensors which are accessed the human body actions, and the results will incorporate
into the framework for the decision-making process. Not all types of sensors are
allowed to directly connect with the human body; it may lead to side effects in the
body. Limited frequency and functioned sensors are used directly with the human
body to generate data from human actions [3]. These will take it as parameters
and considered the affected person factors are generated as digital data for storing
and analytic purposes. Based on the results given by the analytics from the cloud
server, treatments and precautions will be suggested to the non-affected persons [4].
Moreover, the zone-level persona is identified and insisted them to strictly follow
the rules for the COVID-19 virus. All over the world, a huge number of peoples is
affected COVID-19 virus and it will be spread to the other people elastically within a
short-range [5]. All countries are affected by this virus and innovative ideas would be
suggested from the scientists along with doctor’s society. Figure 1 show the peoples
are affected by COVID-19 virus analysis.
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Fig. 1 COVID-19 cases in different countries

2 Related Works

COVID-19 virus research work has been carried out by all the countries in the
world since 2020 onwards but the rate of spread and death is not controlled globally.
Several innovative ideas revealed from scientists that vaccine is the solution to avoid
spreading of the virus but experimentally it would take time to complete the process
[6]. Until that, some precautionarymethods and actionswould have carried out by the
peoples in and around theworld. Some of the countries found amethod to tracking the
person’s activities in the different sessions and insist they take precautionary actions
against corona [7]. Few countries tried to prepare vaccines from natural resources and
advised the people to take heavy nutrition foods. A few countries did innovative ideas
to track the post-pandemic people’s life for avoiding the spread of the virus to their
neighbors [8]. Developing countries are worked on a data management framework
for storing all kinds of data generated by the peoples in their countries. But the
challenges in that work have to manage them with proper techniques and control
through a centralized server [9]. The algorithms and protocols used to do that work
have been carried out with recent trends like machine learning, deep learning, and
IoT.

IoT is a framework used to get the data from the human body’s actions and
monitoring the continuous activities of them with the help of sensors. Sensors are
used directly or indirectly on the human bodies and worked analytics process based
on the programming written on that for processing. Notifications will be sent to the
person’s home or hospital for making immediate treatment to them in a quickmanner
[10–12]. All details are stored in a cloud server for future analytics and give a detailed
report to the society about how this virus will affect and which area, zone, etc. To
analyze the vigorousness of the COVID-19 virus, countries have studied various



180 M. R. Sundara Kumar et al.

methodologies to provide the solutions but unfortunately, time consumption is very
high. They keep trying to manage the world people’s data in whole or country wise or
daywisewith a cloud serverwhich always researching analytics part. Zonal levels are
identified in every country namely normal, affected, and heavily affected [4, 13, 14].
They framed rules and precautions for the zones separately to quarantine them easily
in their living areas. Finally, there is two living life scenario such as pre-pandemic
and post-pandemic which provides the overall view/ idea about the harmful crucial
virus effects [15]. In this pandemic period, all the peoples of the countries should
strictly follow the precautions said by the scientists and doctors then avoid unwanted
gathering in crowded places [16]. COVID-19 virus would create a vital impact on
people’s day-to-day life and practiced them to live a healthy life by following the
proper precautions and treatments.

3 Proposed Framework Architecture

The proposed architecture contains sensors on the IoT framework such as tempera-
ture, blood pressure, blood oxygen saturation, andECG.All the sensors are combined
as a mobile holding device unit or a wristwatch model for easy wearing in the human
body. The power will be given to the entire circuit by either a chargeable unit or
batteries. An Arduino microcontroller is used to control all the sensors, and connec-
tivity establishment has done with Bluetooth or Wi-Fi module inbuilt on that. GSM
and GPS modules are attached to this circuit for sending notifications as a location
and alert messages to the users. All data generated from human bodies are stored
in a local software database and then sent to the cloud server for analytics. Cloud
databases are used to produce the threshold values of all symptoms of COVID-19
such as fever, oxygen level, heartbeat level, and blood pressure also. Based on these
values, a person who is roaming a lot of places can self-tested with wearable device
support and sent notifications to their home. The number of devices is connected
to a body will not affect human nature because all are wearable and low-frequency
used sensors. Since it is wearable, it can be carried everywhere with protected mode.
Figure 2 explains the proposed architecture and its components.

There are several sensor units used in this proposed system and will give exact
values from the human bodies for analytics purpose. Table 1 denotes the equip-
ment used in this proposed system and their technical specifications along with
justifications.

3.1 Cloud Data Repository

The cloud data base repository has been created with Amazon EC2 tools with
minimum space required to collect the information from the wearable devices on
spot. Connectivity between the device and cloud was made usingWi-Fi module, and
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Fig. 2 Proposed architecture

Table 1 Units description used in proposed system

S. No. Equipment Details Justification

1 Arduino ATmega2560
microcontroller

To control the entire system

2 Temperature sensor CJMCU-4466
MAX4466

To detect the temperature

3 Mobile Holder – To detect the presence of
mobile

4 Nodemcu Module ESB 8266 Sends messages using IOT

5 GPS Module NEO6M For location details tracking

6 Bluetooth module 12 V To control the car ignition
switch

7 GSM module SIM900A To send an alert message

8 ECG Sensor ad8232-ecg-sensor Take heart beat values

9 Blood Pressure sensor BMP180 Barometric
Pressure Sensor

To find the pressure level

10 Blood Oxygen saturation
Sensor

Contac CMS50DL To find the oxygen level

the decision has been made after the analytics part done at data centers of cloud
repository. The cloud analytics part has done using machine learning techniques in
order to identify the symptoms specified in the training data sets already stored.
Based on the threshold value set in the repository trained data, the result will give the
decisions about patient’s health. Machine learning techniques are used to predict the
COVID-19-affected persons from the trained data sets which are already collected
and stored in a data repository for analytics. Multiple factors and parameters are
taken for decision-making about the patients’ health condition periodically collected
from different places and persons through the IT wearable devices.
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Monitoring officials are available in the hospitals and the places where these
devices are using. Their responsibilities are identifying the most affected persons
from the different done and contact them using their GPS locations during analytics
period. GSM unit is used to send the notifications to these officials about those
who are affected by COVID-19 virus. The collection of data has matched with the
previous data stored as training data in the repository was done by ML techniques
used in Cloud repository. The data model is refined by the deep learning techniques
periodically to avoid the conflicts from the device data. A dashboard is used in local
database maintain software, and it shows all the detailed analytics and classification
about the affected person details.

3.2 Prediction of Cases Analysis

Total of 150 samples are stored in a repository as a training set, and the inputs gener-
ated from various persons on different locations can be captured then compared
with these sample training sets with threshold values. It is also called as instances
that are stored in a repository to make decisions about the patients’ health condi-
tion immediately. Machine learning algorithms are used to predict the symptoms
and their matched threshold values through the wearable devices. That part will be
explained in experimental section with their threshold values. Simulation of all the
values is collected from device and matched with the already stored data in the cloud
repository.

3.3 Assessment Based on Performance

Assessment can be done by the factors called root mean square error, Receiver Oper-
ational Characteristics (ROC) area, accuracy, and the estimated time. For computing
the data, cross validation and uncertainty matrix are the techniques used in the cloud
repository.

3.3.1 Confusion Matrix Representation

A 2 * 2matrix can be created with computed class and real class as a row and column
for validation. Four possibilities as values considered for calculation.

• Positive True Value (PT)
• Positive False Value (PF)
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• Negative False Value (NF)
• Negative True Value (NT)

PT has declared as appositive values and mentioned as positive in a design model
then PF has decided as negative but it has labeled as positive instances initially. NF
can be denoted as negative values instances that are defined positives, and NT has
declared as both negative instances.

3.3.2 Calculation of Cross-Validation

It is amathematical approachused to classify the efficiencyof learning from the inputs
in the repository as instances. One instance can be used and it will be broken into
10 instances for verification but each instance is doing 15 times iterations for getting
accurate result. Every time, the samemethod can be executed in both computed class
and real class members and output is taken for analytics for the decision-making
purpose.

Accuracy of the each iteration about the instances is calculated by the Eq. 1 where
all the values are taken from the different instances.

Accuracy = PT + NT

PT + NT + PF + NF
(1)

Root Mean Square Error (RMSE) can be calculated with the average values of all
instances considered from the iterations. That value will be calculated with Eq. 2.

RMSE =
√
PF + NF√

PT + NT + PF + NF
(2)

Receiver Operational Characteristics (ROC) can be calculated using the classi-
fiers that are used for matching the instances calculated in the matrix. The classifier
accuracy was calculated against the positive false rate and the positive true rate. It
can express by Formulas 3 and 4.

Positive True = PT

PT + NF
(3)

and

Positive False Rate = PF

PF + NT
(4)
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4 Work Flow

This system is entirely used to predict the early stage COVID-19 virus-affected
persons in their living areas based on the symptoms declared with threshold values
of all. A person traveling from one place to another place wearing the IoT framework
model device, that person’s BP, heartbeat, oxygen level, and temperature levels are
measured by the sensors inbuilt in this device. Then, it is stored and accessed by the
local software installed on this device. If it matches the already fixed threshold value,
then the person should not go anywhere and they will be considered as an affected
person. If not their details will be stored in the database for further processing, they
have to use sanitizer and wearing masks continuously to avoid spread from others. If
the person traveling to a long distance and not maintained the precautions suggested
by this system, then the oxygen and temperature level of that personwill be decreased
in various zones. The location details are tracked by the GPS and if they will affect,
then the notification will be sent to the hospital or home immediately. The important
instruction given to the persons is to keep wearing a mask, sanitizing their hands
frequently, and maintain social distancing between the peoples in crowded places.
Figure 3 summarizes the work flow of the entire proposed system in a detailed
manner.

5 Experimental on Zone Level Setup

The experimental setup is taken with several persons wearing the devices and asks
them to travel to different places for tracking. Normally, a person wearing amask and
sanitizing their hands frequently will never affect. But if they are not maintaining
social distance, then the affected level is increased. Based on this, the zones are
classified into three levels namely normal zone, affected zone, and heavily affected
zones. The last zone is a danger zone, and in that, all the peoples are affected be in
quarantine. The personal details are stored in a local database which is installed on
inbuilt software for threshold level checking and sent to the cloud server for further
analytics. The distance between the peoples is 6 m range will not be affected whereas
less than 3 m will be in the affected zone. This will give notification to the hospitals
about the person’s affected rate, and it will be helpful for them to take immediate
treatment. Figure 4 describes the detailed view of zone levels.

Various symptoms have collected from the persons on their zones, and it will
be calculated immediately with the local software database and given a detailed
treatment procedure or pre cautionary tips to the persons on that spot. Tables 2 and 3
[17–19] summarize the symptoms and its threshold levels for theCOVID-19 patient’s
gender wise.

From the above tables, the affected rate of COVID-19 in different zones resembles
a bad impact onmale peoples heavily due to roaming and not maintaining the precau-
tionary systems. Female persons are affected low in these zones due to the healthy
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Fig. 3 Work flow of proposed architecture
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Fig. 4 Zone level person tracking system

foods for increasing immunity powers. We have not considering this test for children
and aged persons because the sensors available in wearable devices directly dealing
with bodies may cause some side effects. We would like to give suggestions to the
peoples that they are not coming out of the home regularly if they come wearing a
mask, sanitizing hand, and maintaining social distances are the primary precautions
taken for avoiding the spread of viruses. The threshold level varies for children and
aged peoples but the precautionary procedures are common for all aged peoples in a
country.
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Table 2 Symptoms threshold levels for male

Description Non-COVID COVID Threshold level Affected rate Actions taken if
threshold level
reached

Gender of the
person

Male Male – High Avoid roaming

Age of the
person

18–45 18–45 > 18 < = 45 High Take care of
Stress, Sugar,
BP

Temperature
level

92–98.6 F >100 F 98.6–99.6 F High Take test for
COVID-19

Saturation level
of oxygen

95–100 <90 94 High To be
hospitalized

Number of beats 72–76 70–78 <70 High High BP, and to
be hospitalized

Pulse rate level 72–80 90–120 60–80 High Need oxygen

Cough level
(5 s)

2–3 7–12 >8 High Take treatment

Blood Pressure 120/80 150/95 130/85 High To be
hospitalized

Table 3 Symptoms threshold levels for female

Description Non-COVID COVID Threshold level Affected rate Reason for
affected/Not
affected

Gender of the
person

Female Female – Low Improve
immunity
power

Age of the person 18–45 18–45 >18 < = 45 High Take care of
Stress, Sugar,
BP

Temperature level 92–98.6 F >100 F 98.6–99.6 F High Take test for
COVID-19

Saturation level of
oxygen %

95–100 <90 94 High To be
hospitalized

Number of beats 72–76 70–78 <70 High High BP, and
to be
hospitalized

Breathing
shortness (Blood
Pressure)

72–80 90–120 60–80 High Need oxygen

Cough level (5 s) 2–3 7–12 >8 High Take
treatment

Blood Pressure 120/80 150/95 130/85 High To be
hospitalized



188 M. R. Sundara Kumar et al.

6 Results and Discussions

The experimental setup results taken from the different zones are visualized using
modern tools and based on those precautionary methods will be suggested to the
affected peoples. One month of data has taken from the person datewise, where they
have gone, and how long they have traveled all are tracked with the help of GPS
systems and will be stored in a database locally with customized software. Finally,
the analytics made like how many cases are active, positive, cured, and death from
these results. Since the data has been taken in real time we cannot predict it at the
time itself. We have to do analytics then only it is possible to find the solutions. On
time, it may measure the threshold level of all symptoms values and informed the
hospitals if they crossed.

6.1 Calculation of Confusion Matrix

The values taken from the 10 instances with 10 classifiers in one iteration can be
calculated and put it in matrix of 2 * 2 format. Positive values are represented higher
values, and it is represented in upper-left and lower-right boxes. Low values are
represented in lower-left and upper-height boxes for easy identification. Figure 5
denotes all.

(a) (b) (c) (d)

527 2 

109 810

(e) (f)

(g) (h) (i) (j)

635 2

106 753

629 4 

108 759

639 37

110 748

528 3 

108 719

653 3

109 826

605 80

103 829

598 85

108 853

518 79

258 865

628 405

59 859

Fig. 5 a–j Confusion matrix values for different instances
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6.2 Performance Measurement Value

Every value is measured from the 10 classifiers and 10 instances through the cloud
repository values, and it is performing the cross validation function with the samples.
Each are given the values of RMSE, ROC fields as curve, and their accuracy levels
tested by various popular algorithms known as SVM, Naïve Bayes, Neural Network,
K-Nearest Neighbor, and Decision table algorithms with our new approach. Out
suggested IoT-based system is compared with all these algorithms, and results were
noted as curve in Fig. 6a–f.

The above figures represent the ROC curves for the classifiers used in different
techniques like SVM, Neural Network, Naïve Bayes, KNN, DNN, and decision
table with the new approach IoT wearable device system. Figure 6a–f denotes the
difference of the ROC when the positive false rate and positive true rate calculated
form the IoT framework and stored in a cloud repository. In each figure, the new
approach used by IoT framework has given more positive rates for identifying the
right person who has affected the COVID-19 virus using confusion matrix. The
normal symptoms and high level symptoms can be classified in every technique, so
that the decision-making system is very quick when compared with the previous
techniques. Here, machine learning techniques are used to check the modifications
in the input data whereas pre-defined training data sets are compared with new data.

Figure 7 describes the performance measures of the entire system build with IoT.
There are lot of criteria taken for consideration but the factors such as accuracy,
RMSE, and ROC was considered. More or less all the techniques are given the
nearest values of the accuracy but the new approach has given more due to the IoT
system designed for handling that positions. The other factors like RMSE have given
poor values initially but later new trends had come and their capacity has increased in
performance. Similarly ROC value has been compared with all old techniques with
our new system, for getting better results from the IoT environment devices.

7 Conclusion

The COVID-19 virus spread can be avoided by taking precautionary methods
suggested by the scientist but maintained the procedures continuously is a chal-
lenging task for all the peoples. Moreover, suggestions are given to a common
society of peoples for fighting against pandemic life. This research article provides
the methodology to maintain the data which are generated by the human bodies of
normal peoples and taken for analytics purposes with the threshold values defined
by the standards. When tracking of persons’ day-to-day life is monitored regularly,
it will be doing good social impact on the peoples who are aware of this pandemic
situation. This work implemented the patient’s parameters of affected factors and
keeps monitoring to avoid the effects. A lot of new innovative methods have come
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a) SVM b) Neural Network

c) Naïve Bayes d) K-NN

e) DNN f) Decision Table

Fig. 6 a–f ROC comparison

across this pandemic situation but thismethod provides a better to detect early predic-
tion of COVID-19 with IoT wearable devices. It will give a cost-effective system and
carried to all places easily. Maintenance of this device is easy to handle, and power to
this system is either rechargeable or battery backup generally. This system provides
effective data management framework in IoT during this pre-pandemic life. This
system categorized the affected people’s day-to-day actions and advised them not to
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a) Accuracy b) RMSE

c) ROC

Fig. 7 a–c Performance measures

enter into various zones often. The entire system has given the high rate of detection
of virus-affected persons and response to the users very less time. Notifications are
sent to a limited number of persons with the location details immediately.

8 Future Enhancement

The proposed system in this research work is handled only with limited data since
the person is traveling to limited areas and distances. In the future, this systemwill be
working on longer distances and a huge volume of data generated by a single person.
Moreover, this system is not advisable for children and aged persons due to the
number of sensors used in wearable devices. Next level, we have to plan and design
for them also to easily wear this device. Generally monitoring and controlling used in
this system by GPS, GSMmodules attached the device. The future device consists of
severalmore sensors to predict the disease in early stage not only theCOVID-19virus.
The notifications sent by this system are limited in the number of peoples responding.
In the future, we have to increase more number of persons to contact, especially the
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nearest persons who will come and give first aid immediately to avoid the delay.
This application-oriented research work is further carried out for blind people also to
include various cloud storage modules [20, 21] used for their convenience. Modern
tools are used to visualize the predicted data fromwearable devices andwrite suitable
algorithms to extract the information from themwith high speed and accurate values.
The bid data analytics technique device will be implemented in this and used for all
kinds of peoples managed data using IoT framework effectively [22].
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Computational Complexity and Analysis
of Supervised Machine Learning
Algorithms

Jarnail Singh

Abstract Data is generated at a much faster pace, and it is increasing exponen-
tially day by day. Machine learning methods are being used to extract patterns and
trends from data to streamline different business activities for more profit with fewer
resources. Machine learning models need to be trained with lots of data before being
deployed for predictive analysis (Lecture notes in Computer Science, 2012 [1]).
Training time depends upon the complexity of an algorithm. We are analyzing the
space and time complexity of various machine learning algorithms so that it becomes
easier to select and deploy the most efficient and appropriate model for a partic-
ular dataset. This research work primarily focuses on data analytics for supervised
machine learning algorithms in industrial research domains.

Keywords Time and space complexity · Linear regression · Logistic regression ·
SVM · Decision tree · KNN

1 Introduction

Machine learning experts oftenfind it difficult to select themost suitable algorithm for
the given problem and dataset. Time and space complexity plays a very crucial role in
selecting the most efficient machine learning algorithm [2]. The space complexity of
an algorithm is the totalmemory space required by the algorithm for its execution, and
it is stated as a function of input size [2]. In simple words, memory space is required
by the algorithm to execute from start to finish the task. The time complexity is a
measure of the number of operations performed from the beginning of the algorithm
to completion of the job and is also expressed as a function of input size. In other
words, the time required by an algorithm to complete the task.Machine learning algo-
rithms are used for extracting useful trends and patterns from the vast amount of data
that could be used for predicting unseen data. Hence, machine learning algorithms

J. Singh (B)
University Institute of Computing, Chandigarh University, Mohali, Punjab, India
e-mail: jarnail.e9937@cumail.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Kumar et al. (eds.), Next Generation of Internet of Things, Lecture Notes
in Networks and Systems 445, https://doi.org/10.1007/978-981-19-1412-6_16

195

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1412-6_16&domain=pdf
mailto:jarnail.e9937@cumail.in
https://doi.org/10.1007/978-981-19-1412-6_16


196 J. Singh

are nowadays being deployed everywhere to streamline business activities by opti-
mizing the resources being used. Many big organizations are using machine learning
algorithms for classification, clustering, image recognition, object detection, image
segmentation, computer vision, natural language translation, etc. These machine
learning algorithms are trained using huge dataset for capturing the underlying logic
of the dataset. Training the machine learning model consumes a substantial amount
of computing resources such as time and space [3, 4].

The runtime of an algorithm is not only crucial to comprehend the inner workings
of the algorithm but also yields a more successful implementation. Therefore, it
is necessary to analyze various machine learning algorithms so that effective and
efficient algorithms can be selected for various problems in different domains having
varied sizes of the dataset.

The paper is organized into two sections. Sect. 2 is investigating training time and
testing time complexities of various supervised machine learning algorithms.

Section 3 investigates about the suitability of major machine learning models
based on the size of the dataset, accuracy of model, linearity, execution speed versus
training time, and multiple features.

2 Complexity of Machine Learning Algorithms

In this study, the training and testing time complexity of machine learning algorithms
is investigated with respect to the size of dataset, number of features, number of
nearest neighbors, etc. [1].

2.1 K-nearest Neighbors (KNN)

It is assumed in the KNN algorithm that similar things exist on the brink of one
another. In other words, similar things have proximity to every other.

There is no explicit training phase for KNN; hence, KNN does not learn any
function that maps input data to output label during the training stage [2]. It just
calculates Euclidean/Manhattan distances and sorts the data accordingly. Due to
this, KNN is also called a slow learner. At the time of classification stage, when new
observation (xq) is given, then it classifies the new data into a category that is much
similar to it (Fig. 1).

There are two main techniques in KNN:
(1) Brute force KNN or regular KNN and (2) k-d tree KNN.
Where n is the count of observations in the dataset, d is the number of attributes,

and k is the count of nearest neighbors.



Computational Complexity and Analysis … 197

Fig. 1 KNN (source https://www.analyticsvidhya.com)

(1) Brute force KNN:

The training time and training space complexity areO(knd) andO(nd), respec-
tively, whereas testing time and testing space complexity areO(knd) andO(nd),
respectively [2].

(2) k-d tree KNN:

The training time and training space complexity areO(nd) log(n), respectively,
whereas testing time and testing space complexity areO(k log(n) d) andO(nd),
respectively [2].

2.2 Naive Bayes

It is a probabilistic classifier that assumes that there is a strong independence between
features [3].

Suppose, we are given k different classes, namely CK = (c1, c2, …, Ck) and ‘n’
different observations as x1, x2, x3, …, xn.

The model is stated as un per

p(Ck | x1, . . . , xn) α p(Ck, x1, . . . , xn)

α p(Ck) p(x1 |Ck ) p(x2|Ck) p(x3 |Ck )

α p(Ck)

n∏

i=1

p(xi |Ck) (1)

During the training stage, the likelihood and class probability are calculated.
During the testing stage given a query point xq, the class having the maximum

probability of the query point is selected, and the query point (xq) is classified into
the class having the maximum probability.

We assume that the number of observations in the dataset is n, number of attributes
is d, and C is the number of classes.

https://www.analyticsvidhya.com
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Fig. 2 Sigmoid function
(source https://www.analyt
icsvidhya.com)

The training time and training space complexity of naïve Bayes classifier are
O(ndc) andO(dc), respectively. Testing time and testing space complexity areO(dc)
and O(dc), respectively [2].

2.3 Logistic Regression

Logistic regression classification model assumes that different classes are separable
by straight line very clearly.

The sigmoid function is used in this model for classification.

f (x) = 1/(1 + e(−x)) (2)

When we plot the graph of the sigmoid function, then it will be as under (Fig. 2).
Where sigmoid function is denoted by f (x). The sigmoid function value is bounded

by 0–1. The sigmoid function is mostly used as it is not prone to outliers, and it can
have a very nice probabilistic interpretation [2].

The discriminative function is learned in the training phase. During the training
phase, the associated weights with each feature can be learned. If xq be our query
point in the test stage, then [5]

Y = f (w.T ∗ xq + b) (3)

Both the training time and training space complexity of the logistic regression are
O(nd), whereas both the test time and test space complexity of logistic regression
are O(d) [6–8].

2.4 Linear Regressions

It assumes that there is a linear mapping between the independent input variable
and dependent output variable. It learns the function that maps input to output label

https://www.analyticsvidhya.com
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Fig. 3 Linear regression
(Source https://www.analyt
icsvidhya.com)

during the training stage [2, 3]. In the training phase, we learn regression coefficient
(w) and regression constant by iterating through each observation (Fig. 3).

Both the training time and training space complexity of linear regression are
O(nd), whereas both testing time and testing space complexity are O(d) [2, 3].

2.5 Support Vector Machine (SVM)

It assumes that different classes are clearly separable with straight lines (Fig. 4).
The margin of the hyperplane is maximized so that new data points could be

clearly classified into a particular class [4]. The alpha (α) is learned with respect to
each observation and then use the observations which have the value of alpha greater
than 0 as support vector. Hence, only observations that are important are the support
vectors, and due to this, it is named as support vector machine.

Fig. 4 Support vector
machine (https://www.analyt
icsvidhya.com)

https://www.analyticsvidhya.com
https://www.analyticsvidhya.com
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We use the kernel trick if data points are not linearly separable. The feature
conversion is where we transform observations indirectly to higher dimensions, and
thereafter data points could be separated linearly.

The value of support vector and their corresponding alpha values are calculated
during training phase. Suppose xq be the new query point during test time.

f (x) = w.T ∗ xq + b

w =
n∑

n=1

αiyi xi

f (x)
n∑

n=1

αiyi xi ∗ xq + b

If count of support vectors is k, then training time and training space complexity
are O(n2d2) and O(nd), respectively, whereas both testing time and testing space
complexity are O(kd) [6].

2.6 Decision Tree

The decision tree is built while training. The feature with the highest information
gain or highest entropy reducing feature or with the highest Gini impurity is selected.

The training time and training space complexity are O(n log nd) and O(node
count), respectively, whereas test or runtime and test or run space complexity are
O(log n) and O(count), respectively [7].

If there are n leaf nodes in the decision tree, then depth of tree is log n, and the
total number of nodes is 2 * n − 1.

If the number of leaf nodes is 8 (Fig. 5)
If the number of leaf nodes is 4 (Fig. 6)

Fig. 5 Decision tree (source https://www.analyticsvidhya.com)

https://www.analyticsvidhya.com
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Fig. 6 Decision tree (source https://www.analyticsvidhya.com)

2.7 Ensemble Models

The ensemble model in machine learning is to combine the multiple models to
enhance the prediction power of the model.

(1) Bagging is an iterative process of reducing the error by deploying multiple
models in sequence, which is called random forest. One of the best examples of
bagging is random forest. There are two popular techniques supported by bagging,
bootstrapping and boosting.

In random forest, low bias and variance are required for decision trees, which will
make our trees to be overfit the training dataset. The decision tree that is either full
or has high depth will have high variance.

If there is K number of trees in the random forest, then training time and training
space complexity will be O(k n log nd) and O(#nodes k), respectively, whereas
testing/running time or testing/running space complexity isO(k log n) andO(#nodes
k), respectively [8].

(2) Boosting: Gradient boosted decision tree (GBDT)
They are the most popular methods in the regression and classification categories

for prediction.
LetM be number of tress and Gammam be output values for each leaf of decision

tree, then the training time and training space complexity will be O(M n log nd)
and O(#nodes M+gamma m), respectively, whereas testing time and testing space
complexity are O(M log n) and O(# nodes *M + gamma m), respectively [9].

Gradient boosted decision tree is less efficient in comparison to the random forest.

3 Analysis

Here, we are considering upper bound complexity for different supervised machine
learning algorithms and also implementing them using SKlearn. It is assumed that
the complexities take the form f O(napb) and a and b are estimated using randomly
generated samples with n (number of samples) and d (number of features) varying.

https://www.analyticsvidhya.com
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Sr.N
O 

Algorithm Classification
/Regression 

Training time Testing
time 

a B 

1 KNN C+R O(nd) O(k log(n) 
d) 

- - 

2 Naïve Bayes C O(ndc) O(dc) - - 

3 Logistic 
Regression 

C O(nd) O(d) 0.92 0.87 

4 Linear 
Regression 

R O(nd) O(d) 0.71 1.25 

5 SVM C+R O(n2d2) O(kd) 2.06 0.52 

6 Decision tree C N log (nd) O(log n) 0.72 0.53 

7 Random 
Forest 

R O(k n log(nd)) O(K log n) 1.22 0.9 

Fig. 7 Comparison of different algorithms using SKlearn for implementation

Then, to compare and estimate the complexity of different algorithms, a log–log
regression is used (Fig. 7).

3.1 Training Dataset Size

The reliability of prediction mainly depends upon quantity and quality of dataset.
However, in many situations, size of the dataset may be small or the number of
features in the dataset is also very few [10]. So, if the training size of the dataset is
small as well as if the dataset has more features, then one needs to select algorithms
with high bias/low variance such as rectilinear regression, naïve Bayes, or linear
SVM for better accuracy. Linear regression is better in terms of training time and
testing complexity as compared to naïve Bayes and linear SVM.

If the training dataset has large number of observations as compared to the number
of features, then algorithms such KNN, decision trees, or kernel SVM can be opted
as these algorithms have low bias and high variance [11]. Decision tree is better in
terms of training time as well as testing time complexity as compared to KNN and
kernel SVM.
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3.2 Accuracy and/or Interpretability of the Output

The model accuracy indicates how closely the mapping function is extracted by the
model using the training dataset. Mapping function is the function that transforms
the input attributes to output label. A rigid model is less accurate but easier to under-
stand and interpret. For example, linear regression, where one can understand the
mapping between predictor attribute to predicted attribute. The flexible models are
more accurate but difficult to understand and interpret [9].

Rigid algorithms produce a narrow range of shapes for mapping from input to
output. Linear regression is the best example of a rigid approach as it produces only
a linear mapping from input to output.

On the other hand, the algorithms that generate functions with a broader range
of possible shapes are called flexible. KNN with k = 1 is the best example that
generates an input to output mapping function which is highly flexible and more
accurate (Fig. 8).

Hence, there is a trade-off between simplicity and accuracy. If one wants inter-
pretable models, then one can use restrictive models as they are simpler and more
interpretable. On the other hand, if one wants more accuracy, then one can go for
more flexible models as they provide better accuracy. Linear regression and decision
trees are better options in terms of training time and testing time complexity as well
as interpretability.

Fig. 8 Representation of
trade-off between flexibility
and interpretability using
different statistical learning
methods. Source [12]
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3.3 Speed Versus Training Time

The more complex function gives better accuracy, but it will take a longer training
time [3].When the training dataset is very large, then training time increases substan-
tially. Therefore, these two factors affect the selection of algorithms in real-world
applications irrespective of domain.

There are simpler, easily interpretable algorithms such as naïve Bayes and linear
and logistic regression. The logistic regression has better time and space complexity
for training as well as testing. On the other hand, there are algorithms such as SVM
that require parameter tuning, neural networks that take longer to converge and
random forests that require a longer time to train and test the model. Logistic regres-
sion performs better in terms of time complexity of training and testing as well as
more efficient.

3.4 Linearity Versus Nonlinearity

Many simpler algorithms assume a straight line can separate observation into
different classes. Logistic regression and support vector machines are the best exam-
ples of such algorithms [5, 13]. Linear regression algorithms are simple that assume
that a mapping function is linear. Often, real-world data may not conform to linear
function, but they perform well if there is a linear mapping between input data and
output.

For nonlinear data, we may need models which are capable of handling multi-
dimensional data andmore complicated mapping functions. Themost popular exam-
ples of models are kernel SVM, random forest, and neural nets. Random forest
outplays in terms of time and space complexity of training and testing the model.

We find out the linear relationship using linear or logistic regression or support
vector machine and measure the residual errors. If the residual error is higher, then
the data is nonlinear andwould require complicatedmodel tomap the input to output.
Linear or logistic regression outplays in terms of time complexity of training and
testing the model.

3.5 Multiple Features

The dataset often has a n number of attributes, out of which a few of them may
have explanatory power [14, 15]. The relevant features are kept, whereas irrelevant
features are removed tomake themodel computationally simple and easy to interpret,
and it also reduces training time substantially.

If the dataset has large attributes and the number of observations is small, then
SVM is well suited because it has better time complexity for testing. Various feature
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selection algorithms such as PCA are used for dimensionality reduction and to select
only the relevant features that have maximum explanatory power.

4 Conclusion and Future Scope

1. For a small training dataset with more features, select algorithms with high
bias/low variance, e.g., rectilinear regression, naïve Bayes, or linear SVM.
Linear regression is better in terms of time complexity of training and testing
the model.

2. For a large training dataset with small number of features, select algorithms
with low bias and high variance such as KNN, decision trees, or kernel SVM.
Decision tree is better in terms of time complexity of training and testing the
model.

3. For higher accuracy, select more flexible model such as KNN or SVM, and for
better interpretability, opt for rigid model like linear regression as it would be
easy to fine parameters. Linear regression and decision trees are better options
in terms of training time as well as testing time complexity.

4. With large dataset for better speed, select more efficient algorithms such as
logistics regression, and for better accuracy, select more complex algorithms
such as neural networks, random forest, and SVM that take longer to converge.
Logistic regression is better in terms of time complexity of training and testing.

5. For linear mapping functions, select simple functions such as linear regression,
and for nonlinear mapping, select more complex functions such as random
forests, kernel, or neural nets.

6. For a dataset with multiple features, select only relevant features that have
explanatory power to make model computationally simple and easy to interpret.

7. Most of the machine learning and deep learning algorithms are difficult to inter-
pret and hence difficult to fine-tune for better accuracy. Therefore, various
models should be explored with varying dataset size and varying number
of features to understand, interpret, and fine-tune hyperparameters for better
accuracy and less training time and testing time.
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An Intelligent Iris Recognition Technique

Salam Muhsin Arnoos, Ali Mohammed Sahan, Alla Hussein Omran Ansaf,
and Ali Sami Al-Itbi

Abstract Biometrics are vital in security. Facial recognition, fingerprints, and iris
recognition are all examples of computer vision biometrics. Unique authentication
based on iris structure is one of the finest approaches for iris identification. This
research provides an iris-based biometric identification system combining CNN
and Softmax classifier. The system consists of picture augmentation by histogram
equalization, image reduction by discrete wavelet transformation (DWT), segmen-
tation by circular Hough transform and canny edge detector, and normalizing by
Daugman’s rubber-sheet model. Each picture is adjusted before being fed into the
DenseNet201 model. The Softmax classifier then sorts the 224 IITD iris classes into
249 CASIA-Iris-Interval classes, 241 UBIRIS.v1 iris classes, and 898 CASIA-Iris-
Thousand classes. The performance of our suggested system is determined by the
setting of its deep networks and optimizers. In terms of accuracy, it exceeds existing
approaches by 99%.

Keywords Deep learning · DenseNet201 · Convolutional neural network (CNN) ·
Softmax classifiers · Discrete wavelet transformation (DWT)

1 Introduction

For example, biometrics includes fingerprints and retina scans. Biometric systems
have the best track record for person authentication. Because biometrics is difficult
to steal, it may be used instead of passwords and smart cards. Behavioral traits are
often paired with physical traits to create biometric IDs. Physiological qualities of
the body include fingerprints, palm veins, DNA, face recognition, iris, and so on [1].
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Fig. 1 The outer structure of
human iris

Other categories included speaking voice, walking motion, etc. Biometrics helps
safeguard people’s health in two ways: physically and behaviorally. Biometrics has
entered our everyday lives. Although iris is certified for precise biometric systems.
Many people believe that biometrics is the proper technique to identify someone.
The iris is the annular eye area between the white sclera and the black pupil [2].

Iris texture is very random and distinct, making it unlikely to be unique across
two iris patterns or two eyes. Circular, ridged, crypts, freckles, furrows, and zigzag
patterns are among the most common iris texture traits. Its reputation for depend-
ability helps in distinguishing individuals. Until his death, the iris pattern remained
unchanged. Because recognition techniques are not susceptible to spoofing assaults,
they are regarded safer. Again, altering its patterns requires more risk than altering
fingerprints, which are simpler to manipulate. Eyelashes, reflections, and eyelids
may all interfere with iris-based identification systems. For example, Aadhar card
access, banks, and current apps employ iris-based identification [3] (Fig. 1).

This study encompasses the following: Sect. 2, the study of related Studies. In
Sect. 3, there is the proposed iris recognition system, and in Sect. 4, there are the
experimental results and analysis. Finally, the study’s future evolution is summarized
in the last section.

2 Review of Related Studies

S. Arora and M. S. Bhatia an iris scan may be used to verify a person’s identification
using deep learning. The circular Hough transform and CNN is used to locate an iris.
Then, using a Softmax classifier, the dataset is classified into one of 224 classifica-
tions. The accuracy of their proposed system relies on the choice of hyper-parameters
and optimization methods.

To discover the iris border in the eye picture, Reddy [4] used Daugman’s rubber-
sheet model, followed by a circular Hough transform and edge detection. The recom-
mended system is then trained using a CNN to identify iris characteristics. This clas-
sifier uses Softmax to classify 224 iris datasets and 108CASIAV1 Iris datasets. Thus,
the system’s overall performance and deep-learning training and optimizations. We
met our targets with 98% success and 95.4% accuracy.

Alaslni and Elrefaei [5] suggested CNNs (VGG-16s) for iris recognition model
training. They used a pre-trained VGG-16 to successfully train on the IITD and
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CASIA Iris datasets. However, the suggested solution does not work with other
publicly available datasets or solve other biometric issues.

CNN’s iris recognition system was developed by Kien Nguyen et al. They tested
DenseNet on two datasets, LG2200 and CASIA-Iris-Thousand, and found that it
outperformed AlexNet, VGG, Google Inception, and ResNet. The authors did not
explain why the AlexNet model was less accurate.

Shervin Minaee et Deep CNN features for iris recognition: a conceptual study
They developed a system using VGGNet characteristics and got decent results. They
studied data from CASIA-Iris-1000 and IIT Delhi using two well-known databases.
This study uses a modified object recognition framework. Their findings would have
been more accurate if they had used an architecture optimized for iris detection.

Aziz Nazri Ali and Sue Chin Yow His idea was to use deep learning to develop
an iris scanner. In addition to SVM, Bayesian optimization, and data augmentation,
this study uses CNN and data augmentation. The study’s dataset is CASIA V1. The
results are noteworthy; however, the approaches are not suited for other publicly
accessible datasets.

3 The Proposed Iris Recognition System

In Fig. 2, the proposed iris recognition system uses a denseness for feature extraction
and classification. The iris recognition technology will be developed in three areas:
It includes both picture capture and preprocessing.

3.1 Image Acquisition

After capturing apicture of the iris, itmaybepreprocessed to improve clarity.CASIA-
Iris-1000 [6], interval 12 [7], Delhi 10 [8], and the UBIRIS Database [9] were used
in this investigation. The table has not been preprocessed Table 1.

3.2 Preprocessing

The four methods depicted in Fig. 3 are used before processing iris images. Because
collected pictures are packed with noise, they must be processed before being fed
to segmentation. Because brightness is not uniform and noise must be reduced, a
histogram equalization is used to enhance the picture. Use unsharp mask to sharpen
your picture to bring out textures and characteristics.
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Fig. 2 Flow diagram of the system employed in this study

Table 1 Presents the information on images on each dataset before preprocessing and is known as
the information on images before preprocessing

Dataset Number of classes Number of samples Image size in pixel

CASIA-Iris-Interval 249 2639 320 × 280

CASIA-Iris-Thousand V4 1000 17,938 640 × 480

UBIRIS.v1 241 1876 200 × 150

IIT Delhi 224 2240 340 × 280

3.2.1 Histogram Equalization

Equalization of histograms: A histogram equation is applied to increase the contrast
and brightness of images. A linear and equal distribution of colors is obtained by
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Fig. 3 The process involved in iris systems

Fig. 4 The histogram equation color distribution

examining the color distribution in the image and choosing a conversion function to
modify the light values. The number of repetitions for each color is calculated, and
then, the number of repetitions for each color is calculated and done. According to
Fig. 4, the values are divided by the sum of the colors in the image to yield new
color values.

3.2.2 Unsharp Mask Filter

Tohighlight the image’s texture and detail, the unsharpmask is applied.By improving
the resolution of the image at a tiny scale, it can substantially increase the look of
detail. It removes an image that has been smoothed out of the original image. You
first generate a copy of the original image that is very fuzzy and then you remove
the blurry copy from the original image, leaving only the clearer image behind. The
remaining difference is known as a mask. Next, you apply the mask to the original
image.Completing the original imagewith themask, rather thanmasking the original,
leaves behind a clearer end result.
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Fig. 5 Iris template using one-level DWT

3.2.3 Reducing Image Dimensions and Preserving Important Features

We can help with preprocessing, a method for reducing picture size and speeding
up the matching process. Our first DWT was run on the normalized iris picture. The
DWT transformation, shown in Fig. 5, adds four sub-band frequencies to the iris
image: LL, LH, HL, and HH. The iris low-frequency coefficients are encoded in the
LL sub-band [10], which is used for iris segmentation.

Wavelet discretization: A wavelet transformation reduces noise by decomposing
data or images into wavelet coefficients [11]. The inverse discrete wavelet trans-
formations are utilized to reconstruct the picture [12]. Figure 5 shows the resultant
frequency sub-bands (LL, LH, HL, and HH). Iris features may be characterized
using low-frequency coefficients, LL sub-band, allowing us to employ LL frequency
sub-band for feature reduction [10].

3.2.4 Iris Segmentation

The next step in iris identification is iris segmentation, which involves processing
a digital eye picture to determine the iris area. Figure 1 illustrates two concentric
circles as an iris area approximation. The inner-circle depicts iris/sclera; the outer
circle represents iris/pupil. The Hough transformation circular iris area.

The Hough transformation computes geometric parameters (lines and circles) in
an image. The Hough transform may be used to identify the iris and pupil center
coordinates and radius. Commonly used to identify object shapes based on class
names. An edge map is created by calculating the gradients (first derivatives of
intensity values) in an eye picture. To obtain the greatest values for circle parameters,
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Fig. 6 Segmentation using Hough transformation

neighboring areas on the circle at various radii are evaluated, and votes are cast [13].
This equation computes the center’s coordinates and radius:

X2
C + Y 2

C − Y 2 = 0 (1)

The circle’s radius (r) is the biggest number, and the circle’s center coordinates
(XC , YC) are determined using Hough space edge points. Vertical derivatives (gradi-
ents) are used to identify the iris-sclera border. To remove the eyelids’ effect from
the Hough transform, only vertical gradients may be employed. Some of the circle’s
boundary pixels are unnecessary. Less edge points to vote on improve accuracy and
efficiency [13] (Fig. 6).

3.2.5 Normalization

After successfully segmenting the iris area from an eye picture, the following step is
to transform it into a fixed-size rectangular block. Normalization creates an iris with
regular proportions. These measures are consistent; therefore, photographs of the
same iris will have comparable properties [14]. This work uses Daugman’s rubber-
sheet model to normalize the iris image.

Rubber-sheet model: As the name implies, the rubber-sheet model transforms
the iris into a rectangular block in non-concentric polar coordinates, which is the
most prevalent kind [15]. To calculate the comparable location on the polar axis
(r), Daugman created a rubber-sheet model. The angular resolution is calculated by
dividing the number of radial lines by the number of data points. The radial resolution
is the number of data points. Using Eq. 2,

I [x(r, θ), y(r, θ)] → I (r, θ) (2)

(x, y) is the iris position, and (r) is the Cartesian and normalized polar coordinates.
rranges from Rp to Rl, while varies from 0 to 2. The boundary points are utilized to
calculate x(r) and y(r).

The array’s horizontal and vertical dimensions correspond to angular and radial
resolution, respectively (Fig. 7).
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Fig. 7 Rubber-sheet model of Daugman

3.2.6 Deep Learning for Iris Recognition

After preprocessing, we use a Softmax classifier to extract and classify CNN features.
The DenseNet201 model is used in this work to simulate the CNN architecture. This
is the top categorization layer; it is linked. The Softmax classifier then gets the fully
connected layer’s output and computes the probability distribution across N classes.
This section also discusses the efficient recognition of the training process, network
architecture, and input picture size. Keeping over fitness at bay throughout training
is vital.

Training Methodology

The database is used to build the training, validation, and testing sets. 80% of the
database is for training, and 20% is for testing. The validation set also contains
parameters with a low validation error. The Softmax classifier divides the training
set into mini-batches and calculates the training errors for each. The validation set
is used after each epoch to test the present architecture’s validity. The present archi-
tecture’s cost value and validation error are then determined. This study’s beginning
learning rate is 0.001. The dropout approach [16] avoids overfitting. Each node and
its connection are ignored in each training iteration by 0.2. After the training phase,
the best model is chosen based on performance recognition.

Network Architecture

DenseNet is a CNN model created by Huang et al. and won the ILSVRC-2016
competition in 2017.An already trained and configured convolutional neural network
model called DenseNet201 is utilized for the iris recognition [17] in this method.
Each of the four dense blocks and three transition layers in DenseNet201 is shown
in Fig. 8. To enhance the capabilities of the DenseNet201 bottleneck output features,
a flattening layer and a dense layer are applied, and then, a Softmax layer is applied
on top.
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Fig. 8 Shows DenseNet architecture

Input Image Size

The size of the input image influences the speed and accuracy of the network. To
test the system’s performance, three input image sizes (128 × 128 pixels, 64 × 64
pixels, and 32 × 32 pixels) are employed. Normalization and histogram equaliza-
tion followed by three layers of DWT are used to create these photos. As the iris
size is lowered, the iris patterns will become completely undetectable; nevertheless,
for the larger size, larger memory requirements and the higher level of complexity
computations could pose a challenge.

4 Experimental Results and Analysis

It is tested with four iris datasets: IITD Iris Databases [8], UBIRIS.v1 [9], CASIA-
Iris-Thousand [6], and CASIA-Iris-Interval [7]. This set of iris photographs uses
pupil dilation, eyelid/lash occlusion, a tiny eyelid shadow, and specular reflection.
Table 2 lists the dataset’s specifications.

A laptop with a Core i7 CPU operating at 2.8 GHz runs the system and its stages,
which are implemented using Python 3.8.

Initially, the investigations used the iris image before preprocessing. In this case,
we use DenseNet to simulate the eye’s iris in its normal size.

Table 2 The specifications of the used datasets

Dataset CASIA-Iris-Interval CASIA-Iris-Thousand
V4

IIT Delhi UBIRIS.v1

Number of subjects 249 898 224 241

Samples per subject 20 20 10 10

Number of images 2639 17,938 2240 1876

Image size (pixels) 320 × 280 640 × 480 340 × 280 200 × 150

Image format JPEG JPEG JPEG BMP
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Table 3 The iris image databases’ recognition accuracy

Dataset Before segmentation After normalization Use the first level
DWT

Accuracy Training
time

Accuracy Training
time

Accuracy Training
time

CASIA-Iris-Interval 96% 00.09.08 99% 00.06.08 99% 00.01.07

IIT Delhi 94% 00.06.06 99% 00.05.6 99% 00.01.55

UBIRIS.v1 93% 00.02.36 97% 00.01.31 97% 00.00.55

CASIA-Iris-Thousand 91% 00.41.09 97% 00.24.11 97% 00.12.18

In the second case, the iris image is normalized. The normalizing step sets the
radial and angular resolutions to 224. The normalized picture is 224 pixels wide and
224 pixels height, perfect for dense network input.

Case 3:Use the iris picture afterDWTand normalization. The picture size changes
from DWT 128-by-128 to 64-by-64 to 32-by-32.

There will be a random split of each picture set into training and test data. Images
make roughly 80% of training data and 20% of testing data.

This is followed by feature extraction and classification using a pre-trained CNN
model.DenseNetwas pre-trained to identify 1000 classes [17].Weused the following
database types to test the system on all participants in the dataset:

With the same dataset as the class dataset, we pre-trained a DenseNet, using a
tuning approach that modifies outputs in the final fully connected layer (FC) based
on the class count.

Our study usedDenseNet2016pre-trainedwith varied epoch counts. The complete
training set traversed by the training process is one epoch [18]. The initial learning
cycle’s learning rate is 0.001. The mini-batch option has a batch size of 32. In
computing the gradient of the loss function and adjusting weights, the words mini-
batch and subset are interchangeable. Gradient descent iteratively modifies network
parameters (weights and biases) [19, 20] (Table 3).

These are the database accuracy and training time before and after segmentation
of the ocular image, as well as after utilizing the first level of DWT. Because DWT
reduces the picture size whilemaintaining important features, it reduces training time
and increases accuracy. So our method improves accuracy without adding training
time.

5 Conclusions

A pre-trained CNN was utilized to build an effective iris recognition system
(DenseNet201). Then, an iris image is segmented using a circular Hough trans-
form and normalized using Daugman’s rubber-sheet model. The normalized picture
is loaded into the pre-trained CNN (DenseNet201). The approach works well on
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public datasets. We will evaluate the suggested system’s performance on other iris
datasets and other biometric recognition tasks in the future.
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IoT-Based Smart Doorbell: A Review
on Technological Developments

Abhi K. Thakkar and Vijay Ukani

Abstract Advancement in technology and connectivity has led to the development
of the Internet of Things such that in the present era it is now being deployed into
daily-use objects. The idea is to control the basic functions and features of these
objects through a computing device either automatically or remotely. The class of
such objects that come under the umbrella of a home of a person is called smart
home devices, and one of them is the smart doorbell. Smart doorbell offers the main
feature of security, remote control, and other features depending on the sensors and
functionalities it packs. Security from intruders or an unknown person is the primary
worry of a homeowner, and hence, smart doorbells can be a solution to ease out this
worry. This paper reviews the developments in the field of IoT-based smart doorbell
proposed by researchers and also discusses the results, limitations, and possible future
developments.

Keywords Internet of Things · Smart doorbell · Smart home devices

1 Introduction

Doorbells have been in use for more than a century. The most basic use of them is to
alert the owner of a place about the presence of a visitor or unknown person at their
doorstep. Those were primitive times. Over the years, doorbells have evolved from
mere electronic devices to sophisticated security systems. From basic door knockers
to electronic doorbells to doorbells with cameras and video monitoring to today’s
smart doorbells with a range of functions, this evolution has gone through several
phases.

As a result of advancements in the fields of Internet of Things, artificial intelli-
gence, machine learning, security systems, communication and network technology,
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and various other domains, the field of smart security systems and smart home
automation has seen multiple advances and research innovations. IoT-based smart
doorbell systems are oneof the sub-areas that fall under the scopeof eachof the above-
mentioned areas. These systems have evolved over time, adding automation features
such as remote monitoring and communication, automatic unlocking, and security
features such as visitor warning, one-time password (OTP), biometric security, and
so on.

An IoT-based smart doorbell is a concept that combines (but is not limited to)
the previously listed domains to create an efficient and intelligent system that is
connected to a local network or the Internet and sends notifications to the owner’s
phone or any other electronic device registered with the doorbell via Web service
or application. The smart doorbell is activated in one of the two ways: by pressing
a button or by detecting a visitor through an on-device sensor depending on the
architecture of the system. It then performs the actions that have been programmed
into it.

This review paper would address all of these aspects by providing a brief overview
of the various research papers, advances, and recommendations made by researchers
and authors with a scientific or technological background, in the hopes of providing
potential researchers with enough background to form a scientific opinion and
perception.

2 Preliminaries

This section provides a brief description of the key terminologies associated with
IoT-based smart doorbell systems as mentioned in the different works of authors
described in Sect. 3.

2.1 Internet of Things

The Internet of Things (IoT) is a network of interconnected devices that interact with
one another autonomously over the Internet. The IoT ecosystem comprises smart
devices that collect and send data and act on that data according to the way they
are programmed. By connecting to a gateway or other edge node, the sensors can
share the sensor data they collect, which can then be sent to the cloud for analysis or
analyzed locally. These devices will sometimes communicate with one another and
act on the information they receive.
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2.2 Home Automation

Home automation refers to the use of technology to automate or monitor different
household functions remotely. It includes connecting all of your home’s devices to
a single central controlling unit that automates the devices based on the way they
are programmed or according to a user’s input. These devices are linked through
a network, most commonly the Internet, and can be operated remotely. Devices
can trigger one another with home automation, and hence, manual operation is not
required all of the time. The user can still provide input when it is needed, either
directly or from a remote location.

2.3 Video Analytics

Video analytics is a process of monitoring video streams in real time. The program
uses video analysis of observed environments to recognize characteristics, activities,
or patterns of a particular activity. It can also produce automated warnings and enable
historical data analysis to identify trends, patterns, and incidents. For the IoT smart
doorbell, it can be a useful tool for recognizing and detecting trespassers, monitoring
people or objects, and generating alarms based on certain activities.

2.4 Artificial Intelligence, Machine Learning, and Deep
Learning

Artificial intelligence (AI) is a broad term that encompasses all aspects of making
machines smarter. The main aim of AI is to teach a computer to think like a human
and make decisions on its own. Machine learning (ML) is a sub-field of AI that is
often used in conjunction with AI. An AI system that can self-learn based on an
algorithm is referred to as ML. ML refers to systems that become smarter over time
without human interference. Deep learning (DL) is a form of machine learning (ML)
that is used to analyze huge amounts of data. These systems assist a computer model
in filtering input data across layers to predict and classify data.

3 Review of Smart Doorbell Systems

This section describes the various aspects of smart doorbells starting from how they
have evolved, what kinds of system design and architecture are possible, the connec-
tivity, and hardware technologies. It also states the various techniques employed for
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the provision of security and then states some current advancements made for the
development of IoT smart doorbell.

3.1 Doorbell Evolution

The doorbell is a simple instrument that has been aiding humans for centuries in the
simple task of allowing a visitor to inform or alert the owner about his/her presence.
As the technology has made advancements, this simple instrument has seen various
stages of evolution, and in the present time, it has become complex and advanced
with a variety of features to offer. The surge in the field of the Internet of Things
(IoT), automation and development of performance efficient devices, and networking
technologies has spearheaded this transformation.

Doorbells are now associated with the term “smart” which means that these
devices are capable enough to do the tasks which earlier required human efforts.
The new age IoT-based smart doorbells are equipped with technology to provide
numerous functionalities such as video surveillance, remote access, and face
recognition, some of which will be discussed in further sections.

3.2 System Architecture

The smart doorbells are designed to facilitate users with multiple functionalities
depending on which system architecture must be chosen. The entire system can be
designed using the architecture employed by Thabet et al. [12], Muqeet et al. [6], and
Pawat et al. [9], where the central unit is the doorbell device which is responsible for
the actions and processing as shown in Fig. 1. The doorbell unit might be configured
with other sensors and actuators as required.

Another possible architecture is the one that has a server in the middle to handle
requests and data processes. This kind of architecture has been proposed in the work
of Jain et al. [4] and Simon et al. [11]. It facilitates the use of advanced algorithms
which cannot be deployed directly on the device due to resource constraints and a

Fig. 1 Generic architecture with doorbell as the central unit
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Fig. 2 Generic architecture with physical or a cloud-based server as the central computing unit

central system for managing requests. The server can either be a physical server, data
center, or a cloud-based server. Figure 2 shows this generic server-based architecture.

Although the above-mentioned system design and architecture are the two most
common methods followed for the development of an IoT-based smart doorbell
system, the researchers or developers do not need to limit themselves to these. These
architectures might form the basis for the system, and then, a new design can be
used such as done by Giorgi et al. [3]. In their work, they have employed multiple
AXIOM boards to work in parallel with each other to improve the efficiency of the
system.

3.3 Connectivity Technologies

After the system design comes the question about connectivity. The kind of network
technology to be employed highly depends on the type of system and is required. For
example, if the smart doorbell system is for a small place and the devices connected
to the network are mostly stationary, then one of the choices can be to use a wired
connection to connect all devices. If the system requires a wireless mode of commu-
nication, then the developer can employ the Bluetooth technology or Global System
for Mobile Communications (GSM) or WiFi. This also depends on the hardware
which whether or not it has support for these networking media.

J. Ding et al., in their paper [2], discuss different types of connectivity technologies
for IoT-based smart devices and have provided an excellent classification of such
connectivity technologies based on requirements of the system as shown in Table
1. For IoT-based smart doorbell systems, WiFi, Bluetooth/BLE, or other cellular
technologies seem to be suitable. Although most modern systems now depend on
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Table 1 Summary of different connectivity technologies for IoT systems given by Ding et al. [2]

Category Use cases Connectivity technologies

Human-oriented Smart phone Legacy cellular technologies,
LTE/LTE-A, 5G, WiFi/WiFi HaLow,
OWC

Machine-oriented Monitoring sensors Bluetooth/BLE, ZigBee, LPWAN,
WiFi/WiFi HaLow, OWC

High data rate Streaming video cameras LTE/LTE-A, 5G, OWC, WiFi

Long range UAVs, smart farming sensors LTE/LTE-A, 5G, LoRa, Sigfox,
NB-IoT, LTE-M, WiFi HaLow

Short range Smart home appliances Bluetooth/BLE, ZigBee, OWC, WiFi

Low power Tracking sensors, smart retail sensors Bluetooth, ZigBee, LTE/LTE-A, 5G,
WiFi

Ultra low power Pollution monitoring sensor BLE, WiFi HaLow, LPWAN: LoRa,
Sigfox, LTE-M, NB-IoT

High mobility Autonomous vehicles LTE/LTE-A, 5G

Low mobility Smart traffic lights LPWAN, Bluetooth/BLE, ZigBee

WiFi, there are systems that employ Bluetooth technology as well, such as the work
proposed byMartinez [5]. Their system employs BluetoothMesh Technology which
means the nodes in the network are connected in amesh network usingBluetooth. The
smart doorbell uses this technology to send and receive messages inside a building
[5]. This is what helped in expanding the reach to the relay nodes. The system
performed well at closer distances with fast message transfer but when the distance
between the nodes exceeded 10 m, an increased packet loss was observed, which is
directly proportional to distance.

The Bluetooth technology has its advantage for small spaces and continuous
connectivity but it is also limited by its lack of mobility and necessity to stay in
range for effective transmission. WiFi has an advantage over Bluetooth with faster
message transfer and long communication range, and if configured with the Internet,
then it also enables remote access and control as required by the application.

3.4 Hardware Technology

There are different kinds of connectivity technologies available but it is also important
to select which kind of hardware is suitable for the given IoT-based systems from
the abundance of technologies available. The ability of the device to perform its task
depends on the underlying hardware. Ojo et al. [7] have reviewed different types
of IoT devices by categorizing them as low-end devices, middle-end devices, and
high-end devices.
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Low-end devices have constraints in terms of resources [7] and have RAM capac-
ities equal to or lower than ten kilobytes and processing units of 8-bit and 16-bit
architecture, as well as some have a 32-bit architecture. They are used as basic
sensing and actuating devices, with low functionalities, and are programmed using
low-level languages.

The middle-end devices have an upper hand in terms of resources when compared
to low-end devices. They have RAM capacities ranging from ten to hundreds of
kilobytes and clock speeds in MHz. They are more capable than low-end devices.

High-end devices are sometimes also called Single Board Computers (SBCs)
as they have powerful resources which include a powerful processing unit, a high
capacity RAM, high storage volume, and even sometimes aGraphics ProcessingUnit
(GPU [7]). They have support to run lightweight operating systems and are capable
enough to perform complex computations such as a machine learning algorithm
tentatively and also come with on-the-board connectivity modules such as Ethernet
interfaces, Bluetooth/BLE module, and WiFi module.

The most common and frequently used high-end device is a Raspberry Pi called
Rpi. This device has been used in plenty of applications one of them being smart
doorbell systems, for which variety or literature can be found. The systems proposed
by Jain [4], Chaudhari [1], Pawar [9], and Thabet [12] all of them make use of RPi
board as the central device for the smart doorbell some of which employ face recog-
nition algorithm which the RPi is capable of running it locally. Smart doorbells are
not confined to using only high-end devices. Various sensors and actuators which fall
into low-end and middle-end categories are also required for different applications.

3.5 System Features

The purpose of the development of such advance smart doorbell systems is to provide
convenience and a sense of security to the owner. Hence, this section states some
features that can be incorporated into a smart doorbell by reviewing the work done
by other researchers in the same field.

Notification and Alert Notifying the owner about a visitor is a functionality that
is a must. It helps the owner to keep track of howmany his/her house visited by some
person. Simon et al. [11] present a very simple design where when a push-button
placed outside the house is pressed thrice the system is programmed to send an SMS
to the owner of the house to alert him/her.

A more updated approach is used by Muqeet [6] and Park et al. [8] where along
with an SMS being sent there is a camera attached to the system which captures the
image and send it to the owner through email. Advancing to this [4, 9, 12] propose
a system where the owner is alerted through a notification on an application which
may be a Web app or smartphone application running on their device. The owner
can also access the images captured and view them through these applications.

Video Surveillance, Two-way communication, andRemoteAccess If the smart
doorbell system is equipped with a camera unit, then apart from taking pictures of
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the visitor it can also be used to monitor the area where the doorbell is placed. Also
if equipped with a mic, a speaker, and in some advanced systems a screen, there can
be two-way communication between the visitor and the owner. The system can be
linked with an application that provides the functionality of remotely controlling the
doorbell devices either to monitor or to allow/deny entry to the visitor.

The system proposed by Thabet et al. [12] provides two of these functionalities.
According to their design, the owner can monitor the surrounding area through a
video camera by using a Web application. The administrative access through the
Web application allows the user to add a previous picture of the visitor into the
database to allow future entry. Jain et al. [4] use a more advanced approach where
they have an android application connected to theRPi device over the Internet through
a server. The owner can monitor through the application, update entries in the real-
time database, and also grant access or deny a visitor from entering the home. A
future work proposed for this system is to establish two-way communication.

Security Features This is the core feature of an IoT smart doorbell. There are a
variety of possibilities for this feature, each having its own advantage and limitation.
In [11], the author proposes the most traditional way in which a smart doorbell can
provide security. This involves using a keypad to control the lockmechanism through
a password. This has a major disadvantage of not being autonomous hence failing
the entire concept of making “smart” doorbells. A concept of one-time password
(OTP) can be used to automate this process. If the user approves, an OTP is displayed
on the screen that needs to be entered by the visitor to unlock the door.

The system proposed byMuqeet [6] takes a newer approach of using a fingerprint
scanner. This enables automation to a certain extent where all the people that have
their fingerprint registered will be allowed to enter the house. The disadvantage of
the system is that to add a new visitor his/her fingerprint needs to be added manually.
This limitation can be removed if the owner can allow remote registration of the
visitor’s fingerprint.

Although fingerprints are secure enough, a higher amount of security can be
introduced by using face recognition. The facial features of every person are unique
as well as provide a lot more features compared to fingerprints hence building a more
secure system. While [1, 4, 9, 12] propose the use of face recognition in their works,
the algorithms used by all of them are different.

In [9], the author proposes the use of the Local Binary Pattern (LBP) algorithm
and OpenCV library to develop the face recognition system using Python. The LBP
algorithm works by changing the pixel values into 1 or 0 depending on the threshold
value to extract the features of the image as shown in Fig. 3. The advantage of LBP
is that it is fast and produces efficient results for recognition. OpenCV is an image
processing library that is helpful to process the images captured by the camera.

Another approach for face recognition is to use Haar Cascades. This involves the
use of Haar-like features to detect a face of a person as shown in Fig. 4. After the
detection of the face, the Eigen face algorithm available in the OpenCV library is
applied to the image of the face to perform recognition. The author reports a testing
accuracy ranging between 85 and 95%and also that their proposedmethod performed
better than other traditional algorithms based on the recognition rate.
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Fig. 3 Local binary pattern

Fig. 4 Haar Cascades

The previous two methods are quite simple and do not require many resources to
run. Hence, they can be run on a device such as an RPi itself. There are models based
on deep learning which can be employed for more efficient face recognition but the
problem arises that generic IoT boards such as RPi do not have sufficient resources to
train the model. For this purpose, very high-end devices such as NVIDIA Jetson can
be used or the processing of data such as training of model can be done at server side
which has enough resources. In [4], a similar design is proposed in which the author
has suggested the use of TensorFlow open-source library and Google’s FaceNet deep
learning model to perform face recognition.

4 Challenges and Future Enhancements

With the study of previous works, it can be deduced that there are many challenges
and future enhancements that can bemade for IoT-based smart doorbell system some
of which are discussed below.
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• The systems fail in case of power failure if they are connected to WiFi as WiFi
Routers are powered by themain power supply or if they are themselves connected
to the main power supply. Hence, solutions such as having backup power through
batteries and a network module such as a GSMmodule through which the device
can be connected to the Internet with a power supply from a battery can be thought
of.

• There can be challenges related to the connectivity technologies. Samuel [10], in
his paper, suggests various issues such as interoperability, maintainability, power
consumption, and bandwidth, which need to be taken into account.

• Another addition can be made to establish two-way communication between the
owner and visitor with the owner being at a remote place, thus enabling a real-time
interaction.

• Adding a feature of suspicious activity recognition and detection of hazardous
items.

• Having multiple cameras apart from the one attached to the doorbell module to
have a 360° surveillance. This may also enable to have an eye on neighboring
areas to help detect suspicious activities.

• Automatically contacting emergency services such as the police in case of
intrusion or suspicious activity.

5 Conclusion

In this paper, we introduced the IoT-based smart doorbell systems and discussed
the variety of technological aspects involved. The evolution of the doorbell to smart
systems, possible systems design and architecture, different connectivity technolo-
gies, hardware devices, and features such as surveillance, remote access, and security
were discussed by reviewing the works proposed by different researchers. It can be
observed that how steadily progress has been made in the field of IoT-based smart
doorbell systems with new features added and the old ones updated or swapped out.
The paper also discussed some of the challenges that need to be addressed and future
enhancements which are possible. The increase in the use of smart devices makes
it particularly important that these systems are designed in ways that deliver the
services and make the lives of humans better.
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Development of Student’s Enrolment
System Using Depth-first Search
Algorithm

Ahmed Qassim Hadi , Zainab Adnan Abbas ,
and Zahraa Mohammed Hilal

Abstract This paper presents a new electronic system that uses technology which is
the student enrolment system (SES) used at the University of Technology (Baghdad).
The work aims to save time and effort for both the direct admission staff and the
student. Application (SES) was evaluated using several variables: (student score,
school branch, student desire, role of success in the high school, admission channel,
application date and number of seats allocated to each admission channel in each
department). The depth-first search algorithm was used to search in data as a tree
or graph data structure and speed up the admission process for first-year students
at University of Technology (Baghdad). The results obtained from the (depth-first
search) algorithm was tabulated using the SPSS statistical programme (statistical
version 20) to analyse variance to determine which of the factors most affected
the results of student enrolment to the departments. The results showed that the
electronic system (SES) included the acceptance of the highest rates in the scientific
departments according to the student’s desire and within the qualitative capacity
of each department. The results showed that the best average was present at the
student model 3 (0.218567 ± 0.0044792), which means that the student made the
best choices. The results of (ANOVA) showed thatwhen the value of (P≤ 0.05), there
will be statistical significance, as it was found that the student score (p = 0.001), the
role of success (p = 0.003) and the number of seats available for each department (p
= 0.004) are among the most influential factors on student acceptance, followed by
the student branch (p = 0.033) and application date (p = 0.060), while the student’s
desire (p = 0.549) and acceptance channel (p = 0.56) have the least influence on the
student’s acceptance.
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1 Introduction

The internet was developed rapidly, and information system over web is quickly
increased at unmatched speed [1]. Governments, institution and companies spread
their information and manage it over web, which is an important direction. In
the websites construction, manage, distribute, mine and utilize information in effi-
cient way are important [2]. While the internet markets are flourish, the concept of
web-based applications became more important, processing business and became
a method to increase the markets and improve incomes for institutions. Building
systems over web may help governments, institution and companies fast set up
complicated systems in cheaper operation [3]. Student enrolment system is the first
step for students who want to complete their university studies in the Iraqi’s univer-
sities and institutes to obtain a bachelor’s degree or technical diploma. Since 2017,
the University of Technology has used its own system to accept new students in
nine of its sixteen departments, and this system is the student enrolment system, that
uses depth-first search algorithm. There are many researchers who have developed
applications that use the DFS algorithm.

Foteini G. and Ioannis H. developed an automatic marking system which assists
to lessen the time required in marking and utilize this time effectively for more
innovative work. The framework upholds programmed marking of student answers
to interactive exercises concerning blind search in DFS. The outcomes demonstrate
a decent arrangement between expert and systemmarking. Additionally, towards the
finish of the test, students were approached to finish an internet-based poll about the
framework, and it shows that a large portion of the students gave positive reactions
[4].

Naoufel W. and Faouzi K. created decision support system (DSS) for student
advising. The framework intends to give students with a mechanized programme
scheduling and arranging service that best accommodates their profileswhilemeeting
scholarly prerequisites. They found that the DSS was a successful embedding of the
essential guidelines, with a systematic and exhaustive search of the academic plans
throughout a period scale that ranges from the next term up to graduation [5].

2 Practical Part

2.1 Enrolment System

The direct admission staff in the Registration and Student Affairs Department had
to create an electronic system that allows students to apply for admission to the nine
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departments according to instructions and controls set by the university, in terms
of the total Student Competitive “it’s calculated through a mathematical equation
developed by the university” which it is the student score, school branch “Applied,
Biological and Scientific branch”, the student’s desire, the role of success in high
school, acceptance channel and the number of seats assigned to each admission
channel in each department in the university. This system will reduce the efforts and
load of the staff of the direct admission staff in the Registration and Student Affairs
Department by providing simple interfaces for all possible users.

After the results of the high school announced, the university opens the student
enrolment system to receive electronic forms for students applying to the university,
students start applying by entering the system, and the application involved several
steps:

• Fill in the required fields to enter the system “exam number, password and the
activation code”;

• The entered data will be matched with the system’s database, in case that the
entered data is correct, the electronic form will appear with the student’s basics
information from the database on it “student’s name, gender, directorate of
education, exam number, high school branch and the name of the school”;

• Student writes his options in sequence from (1–9), he is not required to write all
options, but it is required to write at least one option or leave the system and not
submit;

• After completing the form, the student can print the form or save it and leave the
system.

The student score is calculated through a mathematical equation developed by the
university; the system calculates total competitive by the following operations:

1. Islamic education degree “for Muslim’s students” = A;
2. Arabic degree = B;
3. English degree * 4 = C;
4. Mathematics degree * 8 = D;
5. Physics degree * 8 = E;
6. Biology degree “for biological and scientific students” * 4 = F;
7. Economy degree “for applied students” * 4 = F;
8. Chemistry degree * 4 = G.

Finally, the student score can be calculated by this equation:

total competitive = (A + B + C + D + E + F + G)

30
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Fig. 1 Database schema

2.2 Database Design

Adatabase is an information structure that stores coordinated data [6].Most databases
contain many tables, which may each contain many fields [7]. Simply, it is collection
of coordinated data, normally as a set of related lists of entries. The information is
regularly coordinated, so it is effectively accessible. Coming up next are instances of
database that we use frequently (address book, dictionary and telephone book) [8].
In this system, we used SQL server since it is actual quick, dependable, easy to use,
free to download. Figure 1 shows the database schema.

This database schema of system consists of five main tables. Table “tblStdInfo”
contains information about all students. It is connected to the table “tblDept” which
they belong to. Each record in table “tblStdInfo” connects to tables: “tblDept”, “tblSt-
dInfo”, “tblShCert” and “tblShLog”; all of these tables are related by one to many
relationship. Table “tblStdInfo” contains information about all students. It consists
of 18 fields. These fields are store student’s ID, students name, admission channel,
students score, student’s choices and a date time label. The primary key for this table
is “StdID” which is automatically incremented.

2.3 Depth-first Search Algorithm

Depth-first search algorithm is used for searching data in graph or tree structures [9].
It is selecting some arbitrary node for start searching as a root node in the case of a
graph, and before backtracking, it explores each branch as far as possible along the
idea is to begin searching from the root node, sign it and move to the next unmarked
node; this loop continues until all nodes signed, then backtrack to search for other
unsigned nodes. Finally, the nodes are printed in the path [10]. The idea for using
depth-first search algorithm in this system is to find the first choice from student’s
choices while ensuring acceptance of the highest rates in the scientific departments
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Fig. 2 Depth-first search
algorithm

according to the student’s desire and within the specific capacity of each department;
Fig. 2 shows how the algorithm works in system.

2.4 Statistical Analyses

The student’s datawas analysed statistically, by using analysis of variance (ANOVA).
The specific values of results were done with the SPSS (statistics version 20). The
results of the analysed data were estimated significant when the P ≤ 0.05 [11].

3 Results

3.1 Data Test

In this process, the data tested by executing all processes to all of data. This process
was depicted in Fig. 3. The first step was read descending by student score, the
second step was looping in the student’s choices, if student’s score greater than or
equal to the lowest limit of the department, then it goes further to the third step, else
return to the next choice, the third step was read numbers of an available seats for
that department, if there is a seat available, then it goes to the fourth step, else goes
to the next choice, the fourth step was accepting the student in department, and that
was the last step for the data test [12–15].

Design of interface

Design centres around expecting what users may have to do and guaranteeing that the
interface has components that are not difficult to get to, straightforward, reasonable
and use to work with those activities [13].

The implementation of SES interfaces. Figure 4 shows the main page “Home
page” of the system. It contains textboxes “Enter exam number”, “Enter password”,
“Enter the activation code (Captcha)” and “sign in” button.
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Fig. 3 Students enrolment system using depth-first-search algorithm

Figure 5 shows the page for “student page”, it appears when the student entered
correct information, this page shows student’s information, and the student must
choose his admission channel and fill-in his choices and submit.

Figure 6 shows final page as a report; the student must print this page and save it.

3.2 Analyses Static

Table 1 describes results of the mean SES; the relation between mean of ratio and
model of students is displayed in Fig. 7.

The results of Table 1 show that the best mean was present at the student model
3 (0.218567 ± 0.0044792), which means that the student made the best choices.
This can be explained by the student arranging the area (0.001, 0.003 and 0.004),
respectively, has less factors in a better way compared to the rest of the students.
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Fig. 4 Home page

Fig. 5 Student’s page

Table 2 offers the ANOVA static analyse for all model of students under all variables.
There is variation in the mean value between variable of models of students greater
than expected. The P-value of student score, role of success in the school and number
of seats allocated than 0.05.
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Fig. 6 Printed page

4 Conclusion

The goal of the system is to develop of student’s enrolments system using depth-
first search algorithm to save time and effort for both the direct admission staff and
the student. The depth-first search (DFS) algorithm was used to search and speed
up the admission process for the enrolment at University of Technology, and the
results obtained from the (depth-first search) algorithm were tabulated using the
SPSS statistical programme to analyse variance to determine which of the factors
most affected the results of student enrolment to the departments. It was found



Development of Student’s Enrolment System Using … 239

Table 1 Mean and description of the DAS for the all samples

Samples Std. deviation 95% confidence interval for mean Maximum

Lower bound Upper bound

1 0.0032512 0.025724 0.041876 0.0362

2 0.0010817 0.209613 0.214987 0.2135

3 0.0044792 0.207440 0.229694 0.2220

4 0.0013229 0.099214 0.105786 0.1040

5 0.0110151 0.051970 0.106696 0.0900

6 0.0070946 0.122043 0.157291 0.1460

Total 0.0695605 0.096436 0.165619 0.2220

Fig. 7 Relation between mean of ratio and sample

Table 2 Statically results analyse ANOVA of all variables

Source Adj SS Adj MS F-value P-value

Student score 0.897523 0.179505 82.35 0.001

School branch 0.005527 0.002763 1.27 0.033

Student desire 0.000229 0.000115 0.05 0.549

Role of success in the school 0.838216 0.167643 75.67 0.003

Admission channel 0.004926 0.002463 0.08 0.56

Application date 0.000374 0.000187 1.11 0.04

Number of seats allocated 0.000470 0.000230 60.30 0.004
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in ANOVA that the student score (p = 0.001), the role of success (p = 0.003)
and the number of seats available for each department (p = 0.004) are among the
most influential factors on student acceptance, followed by the student branch (p =
0.033) and application date (p = 0.060), while the student’s desire (p = 0.549) and
acceptance channel (p = 0.56) have the least influence on the student’s acceptance.
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Merging of Internet of Things and Cloud
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and Challenges
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Abstract In the field of computer science, nowadays, there is a major drift in the
field of the Internet of things and is rightly labeled as a smart revolution combining the
Internet and things around the world. Using IoT, it is possible to allow connections
between billions and trillions of devices and things with the help of the Internet
and thereby allowing for the exchange of information and making the daily life
of human beings easier and smarter and thereby improving the quality of service.
Cloud computing on the other side is handy and scalable access to the network that
allows access to on-demand services and allows computing resources to be shared
those accounts for dynamic information integration from different sources of data.
Merging cloud computingwith IoT calls for open questions relating to themerger and
confrontations that seek attention and discussed to allow for the successful merger of
the Internet of things and cloud. Both the technologies are interdependent for their
further growth and publicity. Cloud computing offers a huge number of computing
resources that can be used by IoT, on the other hand, cloud computing allowing IOT
to use the resources available on cloud accounts for dynamic and distributed data
integration. The objective of this paper is to give an informative overview of the
merits and demerits of the merger of smart devices and cloud computing. The paper
also addresses the challenges faced by allowing for the merging of cloud computing
and IoT. In the end, the future research ideas about open issues of themerger resulting
in a new paradigm SmartCIOT (cloud-based IoT) are also discussed.

Keywords Internet of things · Cloud computing · Cloud services · IaaS · PaaS ·
SaaS
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1 Introduction

The paradigms IoT and cloud computing are not new areas that need any introduction.
The paper is focused on merging these existing paradigms, thereby increasing the
power of these technologies. The merging of IoT and cloud computing calls for
improvements too. Before the merger, i.e., SmartCIOT, one must understand the
technologies independently also.

Cloud computing is the combination of different various other services, e.g., soft-
ware services, grid services, utility services, virtualization, and networking services
[1, 2]. Cloud computing is, therefore, not a new technology but was the one that
evolves and period [1]. The roots of cloud computing were found in the area of soft-
ware services, networking services, grid computing, virtualization, and distributed
systems [2]. Cloud computing thus gives parallel computing infrastructure that allows
sharing of different computing services and resources with the help of the Internet
[3, 4].

IoT, on the other hand, is a dynamic interface that allows the objects around the
globe to be connected to a networking domain by adding the intelligence domain to
the objects connected via public network, i.e., Internet [5]. The popularity of IoT is
because allows the interconnection of things around the world with the help of the
Internet without or less human intervention [6]. The objects in IoT have less storage
capacity and computing requirements [7]. It would not be wrong to tagging both IoT
and cloud computing as the new smart generation technologies IOT technologies are
more focused on supporting diversity and allowing different things to be connected
in networking scenarios, whereas cloud computing services are more focused on
supporting interoperability.

The purpose of this chapter is to give an informative overview of the merger of
cloud computing services and IOT services. An attempt was made with this research
to examine the merits and issues relating to this merger. An effort has been made to
identify and quantify the challenges faced during the implementation. The research
paper is outlined into different sections as follows: Sect. 2 of the research paper
is discussing the basic introductory concepts about IoT and cloud computing and
gives the road for cloud combine with IoT infrastructure. Section 3 discussed the
merits of merging IoT and cloud. Section 4 presented the IoT and cloud integration
architecture. Sections 5 and 6 discussed the open issues and challenges faced by this
smart next-generation merger of these two top technologies. The research paper is
finally concluded in Sect. 7.

2 Concepts About IoT, Cloud Computing,
and Cloud-Based IoT

The following sections discussed the basic introductory concepts about IoT and cloud
computing and give the road for cloud combine with IoT infrastructure.
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2.1 Internet of Things

It is defined as a smart approach in this modern era that allows all the physical things
to be converted into smart things that support smart services. IoT architecture is made
up of different components that are connected in such a manner that they reforming a
network in which the physical objects are communicating and actively participating
ensuring smart services to the user of the objects [8]. The main components of
IoT are sensors and smart devices. The physical objects are not limited to electronic
devices that are used in daily lives and also include things like clothes, machine parts,
assemblies, landmarks, and monuments even food items. All these IoT devices are
tracked, monitored, and counted to account for less loss and cost [9].

The origin of the IoT concept was traced back to 1990 and was first coined by
Ashton Kelvin [10]. He has defined IoT as the technology that can change the way
the world is using the Internet and hereby will be adding more power to the Internet
by using the Internet in converting dumb physical devices into smart devices. In
2005, the International Telecommunication Union (ITU) [1, 11, 12] gave the formal
presentation of the Internet of things. As per ITU (2012) [13], the Internet of things
is such a technology that allows both real and no real things around the world to be
connected, thereby helping in the dissemination of data. This sharing of data is due
to the power of a public network named the Internet.

Although IoT supports various smart applications using the Internet, the field is
also subjected to face many issues that sometimes behave as the obstacle in the field
of the implementation of IoT. IoT is facing the challenges of data storage, scalability,
heterogeneity of the things, and energy efficiency concerns [8].

2.2 Cloud Computing

National Institute Of Standards and Technology (NIST) has defined cloud computing
as a ubiquitous model that enables on-demand access to the network and allows
sharing of a large number of resources like storage applications, servers, networks,
and other services. All these resources are computing configurable resources.

Cloud computing consists of four types of deployment models and three different
service models mentioned as follows:

• Public versus private cloud
• Hybrid cloud versus community cloud

In public cloud, the resources are shared among the users with the help of Internet
and this type of cloud are owned by profitable organization, e.g., Amazon EC2 [9].

Private cloud belongs to a single organization to provide services of a particular
type to the users. These types of cloud are coupledwith tight constraints in the domain
of security and control, e.g., private cloud supported by Microsoft.
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The combination of public and private clouds is a hybrid deployment version [10].
The new version is there to allow advantages of both clouds and hence, ignore the
limitations of private and public models.

Community cloud is dedicated to a group of users having the same needs, i.e.,
belonging to users of the same community or organization.

The three different types of services models offered by cloud computing are:

• Sharing of the software services among users of the Internet falling in the category
of software as a service model (SaaS), e.g., Google applications.

• Sharing of infrastructure including hardware devices, servers, and storage are
framed as infrastructure as a service model (IaaS), e.g., cloud services given by
Amazon Web Services

• Sharing of deployment and integrated platform for building, deploying, and testing
software are falling in the category of platform as a Service model, e.g., Microsoft
Azure [1, 14]

3 Smart Combination of Cloud Computing and Internet
of Things (SmartCIOT)

Cloud computing and the Internet of things are next-generation technologies that are
now in the developing stage. Both the technologies have their own set of distinct
features.

Cloud Computing is a huge network with infinite storage and computation
resources. The environment supported by the cloud is robust and flexible which
allows data available from several data sources to be integrated dynamically [15].

On the other side, IoT is a smart approach in which a huge number of physical
objects are communicating with one another using the power of a global network,
i.e., Internet. The devices in IoT are of distributed nature and often suffer from the
problems of less storage and limited processing capacities. The devices also suffer
from issues relating to security, privacy, reliability, and performance [15, 16].

Both the technologies cloud computing and IoT are being merged to change the
environment of how networking services are offered to the distributed users [7].

The differences between the two technologies serve the basis of the speculation
made by the researchers but are merged to provide a cloud-based IoT platform,
thereby permitting smart use of information, infrastructure, and applications in a
cost-effective manner. The difference between the two developing technologies is
themain reason researchers have proposed their merger [15]. The difference between
cloud computing and IoT is depicted in Table 1.



Merging of Internet of Things and Cloud Computing … 245

Table 1 Difference between
IOT and cloud computing

Elements Cloud computing Internet of things

Features Ubiquitous
technology

Pervasive
technology

Resources Virtual objects Real-world objects

Storage capabilities Limitless storage
capabilities

Limited/fewer
storage capacities

Connection Service sharing
using the Internet

Uses Internet for
connection purpose

Big data Manage big data Source of big data

4 Merits of SmartCIOT

Because the Internet of things is facing issues related to limited storage, limited
processing power, and suffers from issues related to reliability, security, and perfor-
mance; the merger of cloud and IoT is the best way to solve the maximum issues
[17]. Cloud, too, is going to be benefitted from IoT since the merger will expand the
boundary of cloud to real-world things making cloud computing a dynamic tech-
nology and giving new services to billions of things in this real world [7, 15]. Using
cloud computing, it is possible to provide services at a low cost to the end-users [18].

The merits of SmartCIOT are as follows:

• Improved processing capabilities

As we know that IoT devices have limited efficacy of processing capabilities that
do not allow the processing of complex data in real-world scenarios. The merger
of IoT with the cloud will help in providing unlimited virtual processing capacity
of cloud to IoT, thereby improving the processing capacity of the merged model
[19].

Further addition of the data-driven decisions and predictive algorithms in IoT
will also help in getting better cost and reduces risk [7].

• Sharing of application and data

Communication is way, too, improved in cloud-based IoT platforms. The two
important features of cloud-based IoT are application and data sharing. IoT
devices are everywhere and the cloud provides the interface to manage and track
everything connected via the Internet [18]. The merger of IoT and cloud will
help in better communication employing real-time data tracking and also helps in
monitoring real-world objects dynamically [18, 20].

• New improved features

Cloud computing is merged with IoT to solve the issues of IoT related to the areas
of reliability, security, and privacy. Due to the merger, it is now possible to use
and access real-world objects with less deployment price [11, 21].
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• Novel models

The cloud-based IoT merger has resulted in new models. The same are listed
below [1, 6]:

– Ethernet as a service (EaaS) [15]
– Sensing as a service (SaaS)[1]
– (Identity and policy management as a service (IPMaas) [15]
– Sensing and actuation as a service (SAaaS) [1]
– Database as a service (DBaaS ) [15]
– Data as a service (DaaS) [13, 15]
– Sensor as a service (SenaaS) [15, 22]
– Sensor event as a service (SEaaS) [1]
– Internet of things as a service (IOTaaS) [23].

5 Structural Diagram of Smart Merger, i.e., SmartCIOT

The structural diagram supporting smart merger discussed in the above sections is
given in Fig. 1 where the network layer of IoT architecture [24] is replaced by the
cloud computing layer.

The sensing layer helps in identifying real-world things and collect information
from the surrounding environment. The purpose of the intermediate layer is to act
as a transporter of the information captured by sensors to the server either on a
cloud platform or an Internet platform. The various application-oriented services are
supported and provided with the means of the application layer [6, 26].

Fig. 1 Structural diagram of smart merger SmartCIOT [25]
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6 Applications of Smart Merger SmartCIOT

The SmartCIOT has resulted in new applications and services. The following section
gives a brief about applications that are supported by cloud supported IoT paradigm
[2].

• Environmental monitoring: Applications that fall under this category are moni-
toring of water quality, pollution sources, and air quality checks. The combination
of cloud and IoT has resulted in a high-speed network information system that
can be used to give real-time statistics about the environment.

• Instant healthcare support: Applications that fall under this category are hospital
management via smart sensors and drug control. The target of this merger in the
healthcare industry is to improve and innovate health care [27].

• Smart innovative homes: Applications that fall under this category are smart home
surveillance, home automation, babymonitoring, smartmeter reading, and energy
saving. Themerger of IoT and cloud has opened a path for automation of the home.

• The smarter flow of goods in the logistic industry: Application that falls under
this category due to merger of cloud and IoT is smart logistic control that allows
and helps in tracking of goods in real time between consumer and producer.

• Smart GPS: Applications that fall under this category are real-time traffic notifi-
cation and prediction, sensing of the remote vehicle in case of theft. All this is
possible due to the merger of cloud computing into a GPS add-on with vehicles
that will behave as real things due to IoT.

• Security surveillance: Applications that fall under this category are wireless video
capture TV and theft detection systems. The cloud interface provides the platform
to store,manage, andprocess themotiondata capturedby smart cameras to provide
and ensure security.

7 Challenges Faced in SmartCIOT

Although the smart merger discussed in the above sections is quite advantageous
and comes up with numerous advantages but in reality, the merger is also subjected
to lots of confrontations and issues that seek attention in the context of SmartCIOT
and should be brought out in open.

The following are the challenges the innovative merger is facing that needs to be
addressed:

• Handling of big data

IoT devices generate billions of big data every day and because of this huge
amount of real-time data that was estimated to be more than 60 billion data units
by 2020, there was a need to manage this huge data. Management of this big data
involves accessing it, storing it, transporting it, and processing it too. It would be
an apt statement that IoT is generating a huge amount of real-time data, and cloud
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computing allows management of this generated big data for a future period [2].
Management and handling of this data are the main issue of the cloud-based IoT
paradigm, and there is a need to find an optimal management solution for big data.
Apart from big data management, maintaining data validity is also important to
retain the quality of the data.

• Security and privacy.

Using this platform of integrated cloud and IoT, it is possible now to store the
data collected from the real-world entities involved in IoT to the server. Due
to the availability of this huge data on the server, the data is also subjected to
the problems of privacy and security. Issues like authorization of user allowed
accessing big data, trusting in a service provider; service level agreements are
still sensitive domains that need to be addressed to make the integration of cloud
and IoT the successful one [15, 19]. Leakage of sensitive information may also
occur. Cryptology algorithms are even not capable of ensuring privacy in this case
[19]. Due to the distributed nature of the integrated paradigm, themerged interface
is also prone to several SQL injection attacks and vulnerabilities [19, 28].

• Performance

High bandwidth is required in the case of the cloud to hold a vast total of infor-
mation generated by IoT. This directly affects the performance of the network
in processing the data being transferred [19]. The slowdown of the cloud in
processing the data and transferring the data to IoT devices will affect the time-
liness feature of IoT, and hence, keeping the performance upgraded is still an
important issue [28].

• Heterogeneity

The heterogeneous nature of IoT devices is also the main challenge that cloud-
based IoT faces. The devices used in IoT are real-world objects and are of different
types that are using different operating systems and are used for different applica-
tions. This heterogeneity is themain issue the cloud computing technology suffers
from [19]. The solution to this is to use multiple cloud interfaces, but this solution
is also subjected to be dependent on multiple providers for the same [29, 30].

• Large scale

The smart merger SmartCIOT allowed the development of new applications that
will help inmerging and processing the data extracted from the realworld into real-
world objects used in IoT. This further incurs using multiple devices in billions
that are located and distributed across the world. This distribution on such a large
scale causes various issues and difficulties [19].

• Legal issues

The integrated cloud and IoT are also facing issues related to the legal aspect.
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8 SmartCIOT Open Issues and Future Guidelines

This section will span open issues and futuristic guidelines related to SmartCIOT.

• Standardization

The SmartCIOT interface lack standards to be enforced [19]. Although different
standards are proposed for SmartCIOT, stillmore standardization protocols, appli-
cation programming interfaces are required to allow different IoT devices with
cloud service [2, 20].

• Protection mechanism

Protecting the real-time data generated on a timely basis is the most sensitive
area and issues relating to the SmartCIOT [2, 30]. Providing authorization rights,
dealing with hackers, access to sensitive data is the new research direction in this
direction.

• Fog Computing

Fog computing is the latest trend and buzzword nowadays and is rightly said
to be improving the cloud computing domain by extending it. Fog like cloud
computing provides services to the end-users [7]. Fog computing is the latest
research buzzword nowadays that is giving extension and edge to the cloud
infrastructure.

• Big data

This SmartCIOT has resulted in a huge amount of big data that is originating
daily from different locations and different sources in real time. Hence, keeping
the data stored with all the real information intact is a big open issue and calls for
further research [19, 31].

9 Conclusion

The IoT is becoming the latest buzzword these days. It is such a computing service
that is generating an enormous amount of data. Internet of things is having less
capacity in the areas of power, storage, and processing. IoT faces certain issues in
the field of reliability, performance, privacy, and security. The merger of IoT with
the cloud is, therefore, advantageous in terms of dealing with challenges faced. The
requirement behind SmartCIOT was discussed in the above sections. The paper also
presented the architecture developed due to the merger of the latest technologies
with a focus on challenges the merger is facing and open research guidelines. In
the future, more improved architecture is required to overcome the challenges the
merger is facing.
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Patient Privacy: A Secure Medical Care
by Collection, Preservation, and Secure
Utilization of Medicinal e-Records Based
on IoMT

Haitham Abbas Khalaf

Abstract With the advancement of the Internet of medical things (IoMT) tech-
nology, security and privacy have become more important, as this technology allows
access to medical equipment or resources from anywhere and at any time. Various
methods have been created to provide security and privacy to IoMT, but in this paper,
weoffer a data gatheringmethodology that leverages the one-time-pad and symmetric
key to protect our data and safeguard the privacy and usage of medicinal e-Records.
This technique reduces computing time, increases processing speed, and has a lower
implementation cost. The suggested technique is implemented in widely-utilized
Python technology, which yields superior findings. Finally, the suggested technique
increases security and protects our medical data.

Keywords Internet of medical things (IoMT) · Electronic records (e-records) ·
Medical data collections

1 Introduction

According to the Internet of medical things (IoMT) [1], billions and trillions of
sentient creatures around us will be connected to each other and to their physical
surroundings.Based on the progressive accumulation ofmedical data in a temporarily
colonized environment with intelligent items, IoMT systems will deliver a whole
new set of sophisticated functions. A healthcare system, a medical data management
system, a medical data gathering service, or medical sensors are examples of these.
An extensive gathering of medical data, as well as its processing and distribution
in the midst of patients’ daily lives, raises serious privacy concerns, particularly in
areas involving patient privacy, such as wrong diagnosis or failure of treatment [2].
Ignoring these issues may result in unforeseen consequences such as the inability to
accept these services, a tarnished image, or expensive legal actions. Privacy is a hot
study topic in a variety of technologies and application sectors, with the goal of easing
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Fig. 1 IoMT architecture [6]

future IoMT implementation. RFID,WSN,Web customisation, and mobile apps and
programs are all examples of this [3]. Even with major contributions from various
groups, there is no comprehensive understanding of the expanding IoMT-related
privacy problems, since it is a new notion that embraces evolvingmedical technology
and exhibits a variety of dynamic aspects. The rapid growth in the number of smart
items (medical equipment) and sophisticated techniques of system interaction and
user (patient) reaction are notable among these [4]. These current IoMT features,
however, aggravate privacy difficulties and provide unforeseen hazards, necessitating
medical technological challenges. These dangers should be considered in light of I
the IoMT’s reference standards, which define its specific entities and medical data
flow, (ii) current medical privacy regulations, and (iii) the IoMT’s distinctive and
developing aspects [5]. The functioning of newly produced services and the privacy of
their users (patients) may be jeopardized due to a lack of understanding of developing
difficulties and necessary precautions. The following is how the remainder of the
paper is organized: The effort done by several researchers toward privacy-preserving
in IoMT is briefly discussed in Part 2. The suggested effort and architecture for
implementing privacy in IoMT are offered in Part 3. The experimental data and
their analyzing are shown in Part 4. The final part summarizes the work’s general
conclusion as well as its future prospects (Fig. 1).

2 Related Literature

This part of the study article goes through the previouswork done bymany academics
and authors to build privacy-preserving IoT, as mentioned below: Recently, a number
of studies have been undertaken on the stability and privacy of the Internet of things.
Defense is the most significant consideration [7], followed by privacy rights [8].
Carrying your own computer is another crucial factor [9] to consider in order to
ensure continuing education and e-health situations. Technologies of the digital age
(such as big data, the IoMT, the personal medical record (PMR), risk management,
computing at a high level, and the cloud) create additional possibilities for healthcare
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system transformation. Linkedmedical devices, also known as IoTM, are expected to
improve patient safety and quality in healthcare [10, 11]. Despite this, cybersecurity
has emerged as amajor competitive issue for healthcare providers [12].When they are
classified as susceptible targets with outdated security, poor information systems, and
IT regulation, hackers do not hesitate to access hospital databases, paralyze networks
with malware, sell patient information to the highest bidder, and threaten to disclose.
Furthermore, in present e-health, IoMT has the ability to widen the attack surface.
Johnson & Johnson recently admitted that their wireless insulin pumps are vulner-
able to hacking [13]. For long time, an independent security professional studied
the networking interfaces of the systems while acting as a patient. Despite the little
danger of abuse, comparable gadgets are becoming more common in current health-
care technologies (such as defibrillators and pacemakers). This equipment is exposed
to a new type of hazard. As a result, risk analyzing is necessary for the healthcare
system to have a better knowledge of the security and privacy features offered. As a
result, concerns of security and privacy constitute a significant barrier to participa-
tion in and hence success in the social health ecosystem. Today, it is apparent that
protection is necessary to fulfill all present standards and laws while retaining the
flexibility to react to future needs, regulatory requirements, and technical obstacles.
The most current solutions in this topic are investigated in this study. It is a step-
by-step approach to creating new IoT and IoMT applications while also considering
the genetic implications of CE in the healthcare industry. The research focuses on
security methods that may be accessible from the system to the cloud (E2E), as well
as data collection, transport, and storage, and reusing or discarding relevant equip-
ment. With respect to SGs based on fog computing (FCSG), Feyza Yildirim Okay
et al. presented two types of SDA protocol I FCSG-DF (ii) FCSG-P) with efficient
and lightweight characteristics, and these two offered a solution for addressing the
aforementioned demands. These two SDA methods have a lower processing over-
head and a substantially faster reaction time. Furthermore, through medical data
aggregation processes that protect patients’ privacy, the hierarchical fog computing
structure of “FCSG” ensures the privacy of specifically energy-consuming data.
The suggested protocols outperform methods supported by the cloud that do not
entail data aggregation when it comes to medical data transmission and storage,
according to the findings of rigorous performance assessment and analysis. Further-
more, privacy research confirmed that these two protocols effectively protect each
layer’s data privacy [14]. Mengyao Zheng et al. are a categorization of existing cloud
computing-based privacy-preserving machine learning algorithms. It also presents
a private information inference strategy in which IoT devices disguise data before
transmission utilizing a lightweight neural network and then categorize the obfus-
cated data with a deep neural network on the cloud. The “MNIST dataset” [15] is
utilized to evaluate performance. Prem Prakash Jayaraman et al. address the privacy
dilemma by proposing unique privacy-preserving methodologies for IoT data and
a privacy-preserving IoT architecture. Nevertheless, by utilizing this approach, it is
implemented as an effective proof-of-concept system for data privacy protection.
These methods make utilize of many IoT cloud data repositories to keep acquired
IoT data private. The design and execution are based on the OpenIoT extension,
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an open-source IoT cloud solution. The efficiency and performance of experimental
assessments and their findings are alsomentioned [16].YuwenPu et al. suggested two
distinct data aggregation strategies for protecting customers’ personal data. The first
technique arbitrarily splits the data of the IoT device, preserving just one piece. Then,
to communicate other portions to all of the group’s devices, symmetric encryption is
utilized. Following that, those chopped bits were received, and that single component
was combined. The aggregator is then informed of the immediate finding following
calculation. To provide secure communication, homomorphic and AES encryption
are used. The second plan uses the same slicing method as the first. To prevent
the revelation of shared actual device data during mutual data fusion, noise data
are used. The aggregator and devices communicate securely using AES encryption.
Both of these methods, according to the experimental study, ensure the integrity and
confidentiality of IoT device data, hence assisting in the defense against external,
internal, and collaborating attacks, and similarly [17]. For fog computing improved
IoT, Rongxing Lu et al. suggested LPDA, a lightweight technique for data aggrega-
tion privacy preservation. It is based on theOne-wayHashChain, ChineseRemainder
Theorem, andHomomorphicPaillier encryption to solve the aforementionedproblem
and to filter inserted bogus data sooner at the network edge. The in-depth security
study performed by LPDA identifies it as a unique privacy-preserving approach that
is more secure and improves privacy. Furthermore, rigorous performance measure-
ments have revealed that LPDA is actually lightweight in this sort of IoT [18]. Inayat
Ali et al. compared and examined the most recent PPDA procedures. The privacy
level, energy utilization by sensor nodes, computing cost, sensor node life, commu-
nication overhead, and resilience to malicious aggregator are all elements that are
included in this comparative study. In order to offer a full overview of each phase of
these operations, the most modern methodologies are reviewed here. They proved
that their survey article contains the most up-to-date and comprehensive examination
of PPDA approaches [19]. Chunqiang Hu et al. presented a data aggregation strategy
for the preservation of consumer private data. This method cuts the data from the
IoT device arbitrarily, preserving only a single piece. Then, to communicate other
portions to all of the group devices, symmetric encryption is utilized. Following that,
the chopped portions were received, and that single component was combined. The
aggregator is then informed of the immediate outcome of the calculation. According
to the analysis, both data integrity and secrecy may be attained here, allowing it to
withstand external, internal, conspiring attacks, and so on [20–22].

3 Suggested Methodology

In this section, we have briefly discussed how the suggested architecture works to
protect IoT devices and keep their data private or confidential. We assumed that
every IoMT device had a given amount of medical record storage and processing
power for these records. A group of IoMT devices belonging to the same medical
domain (medical centers, hospitals, etc.), for example, is established. These gadgets
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all share a secret key that only the user and the aggregator know about. The medical
data transferred from IoMT devices are preserved by our approach, which utilize
a new architecture. The suggested architecture for privacy-preserving medical data
aggregation is depicted in this data flow diagram. It first receives data from multiple
nodes or IoMT devices as input and then utilizes a multilayer encryption mechanism
to safeguard the data. However, if all of the nodes begin transmitting at the same time,
the network’s traffic will grow, and the network’s life will be reduced, thus we will
need an aggregator that is linked to each node to solve this problem. The aggregator
takes signals from all nodes and utilizes an aggregation technique to combine them
into a single signal before sending it to the sink (receiver end) (Fig. 2).

Fig. 2 General outline of research methodology for medical data privacy-preserving
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3.1 Architecture

The following is an example of the architecture utilized to create such a system.
The suggested system design has the following advantages: 1. simple encryption; 2.
simple implementation; 3. quickness; and 4. cost-effectiveness.

3.1.1 Description of Architecture

Let us try to summarize all of the elements, as seenon the previous page’s architecture.

1. Nodes: When dealing with IoMT, we have a lot of sensors for devices that
provide data to the main system. As a result, the system’s nodes are all those
end devices.

2. Key: When encryption is performed, a key is a unique code that is utilized
to encode plain text. The cipher text’s security is determined by the key’s
uniqueness.

3. Encryption: Encryption is the process of transforming plain information into
cipher or encrypted text. This approach turns a human-readable message into a
format that cannot be read by humans.

4. The Collector (Aggregator): When all nodes submit data to the main system at
the same time, this traffic generates a variety of problems, including increased
main system traffic, decreased node life, and network traffic. To avoid such
issues, we require an aggregator that is connected to all nodes and collects
all node signals before transmitting them to the main system utilizing a data
aggregation approach.

5. Collector (Aggregator) Key: This is the same as the key, except that it is the
unique key of the aggregator.

6. Sink: The sink, also known as the main system, is the brain of IoT devices, to
which all nodes must submit their data. As a result, it is the system’s processing
unit.

3.2 The Suggested Architecture Algorithm

The following is a description of the architecture’s suggested algorithm:
(1). AGG (EDNi, AgKey); (2). EDNi (EKNi, PTNi); (3). set PTNi to input; (4).

UE (ekui, ptui); (5). set ptui to input; (6). utilize calculation matrix; (7). find dkui;
(8). find ctui utilizing dkui; (9). return to step ctui (4); (10). repeat for step (2); (11).
for all ui ∈Ni; (12). repeat step (2); (13). for all Ni;(14). return EDNi; (15). set EDNi
to input; (16). repeat step (4); (17). return AEDi; (18). DAED (AEDi, DKi); (19).
UD (aedui, dkui); (20). set aedui to input; (21). find option utilizing decoys; (22).
repeat step (19); (23). for all ui ∈ AEDi; (24). return aptui; (25). return APTi.

1. AGG: The following is a description of the architecture’s suggested algorithm.
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2. Ni is a collection of nodes with i = 1, 2, 3…n.
3. ui is a collection of units in one of Ni’s nodes, i.e., ui Ni.
4. EDNi is a set of encrypted data originating from Ni nodes and containing a set

of cipher text generated by unit encryption (ctui), i.e., ctui EDNi.
5. EKNi refers to a collection of encrypted keys for Ni nodes that includes a set

of encrypted keys for unit encryption (ekui), i.e., ekui EKNi.
6. PTNi is a set of plain text input for Ni nodes that contain plain text that has

been decrypted utilizing unit encryption (ptui), i.e., ptui PTNi.
7. The aggregated encrypted data provided by the aggregator from Ni nodes to

the sink are referred to as AEDi.
8. The unit encryption (UE) stands for unit encryption.
9. AgKey is the same as EKNi when it comes to the aggregator key.
10. The decryption of aggregated encrypted data is known as DAED.
11. DKi is a collection of dynamic keys utilized in the decryption process that

includes a set of dynamic keys for each unit decryption (dkui), i.e., dkui DKi.
12. The unit decoding is referred to as UD.
13. aedui is the collection of encrypted unit data for the ui set of units, where I =

1, 2, 3…n.
14. aptui APTi is a set of resulting plain text that contains a set of resulted plain

text for unit decryption (aptui).

The suggestedmethod utilizes a novel approach to data aggregation. As each node
requests data, it must be provided to the aggregator, which will aggregate the data
and send it to the sink. However, as shown in the design, all data will be encrypted
and transferred via each node utilizing its private key. Then, once each node’s key
and cipher text are combined and sent to the aggregator, the aggregator aggregates
all of the data utilizing an aggregation technique and then transmits the data to
an encryption method with its own unique key, resulting in multilayer encryption.
The encryption modules are all identical. So, first and foremost, we must grasp the
encryption module in order to comprehend the entire operation.

Stage 1: Encryption

Let us have a look at the encryption method. We utilize layered encryption, as
shown in the above design, to ensure that data security is maximized. The encryption
procedure is the same as it has always been:

(1). Key, (2). plain text or data text, (3). algorithm or technique, and (4). cipher
text.

Take a look at the unit module of encryption to get a better grasp of the encryption
module. Let us take a look at each phrase individually:

1. Encryption: Encryption is the process of transforming plain text into cipher or
encrypted text.

2. Plain Text: Plain text is the data or message that has to be translated or encrypted
into cipher text.

3. Cipher text: Cipher text refers to the data that is generated as a finding of
encryption, or the transformed ex or message.
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Fig. 3 Unit encryption
process

Start

Input PLAINTEXT & KEY

Tracing Calcula�on Matrix

CIPHER  TEXT & DYNAMIC  KEY

End

4. Key: The key is the one-of-a-kind code that is utilized to encrypt plain text. The
encryption’s security is determined by the key’s uniqueness.

Stage 2: Encryption-Unit

Because the scheme we are employing is based on a legitimate system or has its own
architecture for plain text encryption. Let us talk about it (Fig. 3).

Step 1: In order to build this architecture, we will need two items.
1. The Plain Text 2. TPrivate Key
Step 2: Our suggested approach now relies entirely on a matrix known as the

calculation matrix. Now, we need to discover the dynamic key utilizing that matrix.
It is a one-of-a-kind key created with plain text and the static key to improve security.
So, we have got our calculation matrix.

Step 3: Make an equivalent number out of the message and the key.
Step4:Calculate the dynamickeyutilizing the calculationmatrix,with the formula

dynamic key (x)= calculationmatrix [key(x)] [Text(x)] [Plain text(x)] [Plain text(x)].
We will trace each character of plain text and key for the dynamic key.

Step 5: Now we will utilize a dynamic key to encrypt the plain text. Cipher text
(x) = (Plain Text (x) + Dynamic Key (x)) mod 27 is the formula for doing so.

Step 6: Transforming the data into text.

Stage 3: Encryption Findings

Stage 4: Decryption

Let us have a look at the decryption method. We utilize layered encryption, as shown
in the above design, to ensure that data security is maximized. The decryption proce-
dure is the same every time: dynamic key, (2) data or cipher text, (3) technique or
algorithm, (4) plain text take a look at the unit module of encryption for a better
understanding of the decryption module.

Stage 5: Decryption-Unit

As the scheme we are utilizing follows a proper system of decryption so it also has
an algorithm for the same.
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3.3 Advantages of the Suggested Method

The suggested system has the following benefits over existing approaches.

1. The suggested encryption approach is a free length encryption technique that
may be employed as a block encryption technique after a length of 676.

2. Because the suggested encryption method employs symmetric encryption,
encrypting plain text is as straightforward as decrypting cipher text.

3. Decrypting the cipher text will take 5× 1018 years if an attacker tries to assault
privacy by trial and error.

4. Because the suggested encryption approach is simple to implement, encryption
and decryption require less time.

5. All of the above approaches rely onone-timedata encryption, however, because
of the system’s design, multilayer encryption may be utilized to increase data
security.

6. When compared to all prior suggested aggregation methods, the suggested
method is more secure.

7. The suggested encryption approach makes advantage of low-level processing,
making it simple to implement.

8. The suggested system implementation is cost effective since it requires little
computing labor, requiring fewer resources to implement.

9. The suggested encryption technology is simple to utilize and implement while
still providing strong security.

10. Because of the usage of multi-level encryption and multilayer data for
encryption, the suggested encryption approaches give the greatest number of
conceivable plain text scenarios when compared to all the previous data.

11. Because the suggested encryption algorithms may operate with any length of
key, the key can be repeated in a queue for large text.

12. The suggested solution is also appropriate for systems with limited resources,
such as those with a low budget, high-security concerns, low compute power,
and processing constraints.

13. Utilizing the given architecture, we can easily implement recursive encryption
in a system where we do not have any constraints on computation, time, cost,
or processing.

3.4 Comparison

The suggested encryption approachwill be compared to all prior encryption strategies
available at the time.
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4 Experimental Findings

Security, computational difficulty, implementation complexity, design complexity,
memory consumption, and processing speed are utilized to compare the suggested
approach to other current methods such as RSA, DES, and AES. The value of the
suggested and existing approach (A: average; V.H: very high; V.L: very low; H:
high; L: low; E: easy; D: difficult; A.S: any-size; S: symmetric; S.V: symmetric and
vigenere; C.H: comparatively-highest) was employed in this study (Table 1).

4.1 Analyzing of Security

In this area, a security parameter was compared between a suggested and existing
approach (Table 2), and a comparison analysiswas performed (Fig. 1).We discovered
that our suggested approach is much more secure than any other present security
method after examining security parameters.

Table 1 Present methods compared with the suggestion technique

RSA DES AES Suggested aggregation system

Time V.H H A A

Memory
consumption

V.H H A L

Computation
need

H H A L

Processing need H H A L

Input length 128 bits 128 bits 128 bits A.S

Key length 128/192/256 128/192/256 128/192/256 A.S

Design
complexity

D D D E

Implementation D D D E

Cost H H A V.L

Security H H A C.H

Cipher type S S S S.V

Possible
combination

2128 2128 2128 2512 × 2(256 * 4)

Time to crack all
possible keys

1.02 ×
1018 years

1.02 ×
1018 years

1.02 ×
1018 years

4.08 × 1018 years
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Table 2 Security comparison
of suggested and existing
method

S. No. Models Security

1 RSA High

2 DES High

3 AES Average

4 Suggested Very high

Table 3 ComCos
comparison of suggested and
existing method

S. No. Models Cost

1 RSA H

2 DES H

3 AES A

4 Suggested V.L

4.2 Analyzing of Computational Cost (ComCos)

In this part, we compare the computation cost parameter of a suggested and current
technique, as shown in Table 3, and compare the findings in Fig. 2. We will disregard
the cost of hash functions and addition operations in favor of focusing entirely on
the cost of encoding and decoding operations because the ComCos of exponential
and multiplication operations is significantly more than that of hash functions and
addition operations. After researching the ComCos parameter, we discovered that
our suggested strategy has a much lower ComCos than the other current security
options.

4.3 Analyzing of Implementation Complexity

Table 4 compares the implementation difficulty characteristics of a suggested and
current technique, and Fig. 3 depicts the comparative study. According to an exam-
ination of the implementation complexity parameter, our suggested approach has a
lower implementation difficulty than any other current security technique.

Table 4 Implementation
complexity comparison of
suggested and existing
method

S. No. Models Implementation complexity

1 RSA H

2 DES H

3 AES H

4 Suggested L
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Table 5 Design complexity
comparison of suggested and
existing method

S. No. Models Design complexity

1 RSA H

2 DES H

3 AES H

4 Suggested L

Fig. 4 Analysis of computational requirement

4.4 Analyzing of Design Complexity

In this section, we compare the design complexity parameter between a suggested
and existing approach, as indicated in Table 5, and compare the findings in Fig. 4.
Our suggested system has a lower design complexity than the other current security
solutions, according to an analysis of the design complexity parameter.

4.5 Processing Need Analyzing

In this section, we compare the processing required parameter of a suggested and
existing approach utilizing Table 6. According to an analysis of the processing
demand parameter, our suggested solution has a lower processing need than the
other current security techniques.

Table 6 Processing need a
comparison of suggested and
existing method

S. No. Models Processing need

1 RSA H

2 DES H

3 AES A

4 Suggested L
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Table 7 shows a comparison
of the suggested and current
methods in terms of
computational speed

S. No. Models Computation need

1 RSA H

2 DES H

3 AES A

4 Suggested L

Table 8 Memory
consumption comparison of
suggested and existing
method

S. No. Models Memory consumption

1 RSA V.H

2 DES H

3 AES A

4 Suggested L

4.6 Computational Need Analysis

In this section, we compare the computing requirement parameter of a suggested
and existing approach, as indicated in Table 7, and compare the findings in Fig. 6.
We determined that our suggested approach takes less computer power than other
current security solutions after looking at the computational demand parameter.

4.7 Memory Consumption Analysis

In this section, we compare the memory consumption parameters of a suggested
and existing approach, as stated in Table 8, and a comparison analysis is displayed
in Fig. 7. After looking into the memory usage parameter, we discovered that our
suggested solution utilizes less memory than existing security solutions (Fig. 4).

4.8 Time Consumption Analyzing

Table 8 shows the comparisonof time consumptionparameters between the suggested
and existing methods, the comparative analysis. After examining the time consump-
tion parameter, it was discovered that our suggested solution consumes less time on
average than the other security methods already in utilize.
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5 Conclusion

(IoMT) is transforming our daily lives by bridging the gap between the physical
and digital worlds/Internet. To enable real-time processing, smooth connectivity,
and ubiquitous sensing in IoT applications, a privacy-preserving data aggregation
approach that utilizes storage and computational resources at network edges is
regarded a core ingredient. Various security schemes have been developed to give
security and privacy to IoT devices, but in this work, we provide a revolutionary
security architecture that is both quicker and less expensive than existing security
schemes. The suggested architecture is compared to the existing security methods
RSA, DES, and AES utilizing various characteristics such as computation cost,
implementation complexity, memory consumption, design complexity, processing
demands, computation need, ComCos, and so on. After examining various security
techniques, we discovered that our suggested solution has a lower ComCos, utilize
less memory, and has a lower design and implementation complexity. Similarly,
the suggested technique requires extremely little processing and computing, which
improves the efficiency of IoMT devices. This suggested solution improves the secu-
rity of IoMT devices by combining multilayer encryption with a multilayer of data.
Multilayer encryption protects the network against internal, external, and collusion
assaults, ensuring the confidentiality and integrity of user data. The suggested tech-
nology generates recursive encryption, considerably improving the security of data
exchange through networks and IoT devices.
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Intelligent Cloud and IoT-Based
Voice-Controlled Car

Saroja Kumar Rout, Bibhuprasad Sahu, Brojo Kishore Mishra,
Nalinikanta Routray, and Pradyumna Kumar Mohapatra

Abstract The research work depicts an intelligent cloud and IoT-based voice-
activated vehicle that responds to voice commands. Noise and distance handling,
on the contrary, will require further progress. The car is controlled using speech
instructions that are straightforward such as forward, backward, left, right, and stop.
An android application sends these commands to the Bluetooth module. We can
monitor the car and process the data with the aid of an intelligent cloud computing
device. The Bluetooth device and control unit work together to retain and monitor
voice recognition. This vehicle then responds to commands obtained fromanAndroid
application, allowing the user to control the vehicle viaBluetooth or voice commands,
and monitor it using a real-time GPS tracking device. The microcontroller analyzes
and executes this instruction. Image processing is applied in the vehicle to become
aware of the shadows and obstructions. This car will function without the use of any
hard manpower; simply attach your phone to the device, enter the password, and use

S. Kumar Rout (B) · B. Sahu
Department of Information Technology, Vardhaman College of Engineering (Autonomous),
Hyderabad, Telangana, India
e-mail: rout_sarojkumar@yahoo.co.in

B. Sahu
e-mail: prasadnikhil176@gmail.com

B. Kishore Mishra
Department of Artificial Intelligence and Data Science, Vardhaman College of Engineering
(Autonomous), Hyderabad, India
e-mail: brojomishra@gmail.com

N. Routray
Department of Computer Science and Engineering, GIET University, Gunupur, Odisha, India
e-mail: nalini.bjbcollege12@gmail.com

P. Kumar Mohapatra
Research Scholar, Department of Computer Science and Engineering, GIET University, Gunupur,
Odisha, India
e-mail: er_pradyumna@yahoo.co.in

Vedang Institute of Technology, Bhubaneswar, Odisha, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Kumar et al. (eds.), Next Generation of Internet of Things, Lecture Notes
in Networks and Systems 445, https://doi.org/10.1007/978-981-19-1412-6_22

269

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1412-6_22&domain=pdf
mailto:rout_sarojkumar@yahoo.co.in
mailto:prasadnikhil176@gmail.com
mailto:brojomishra@gmail.com
mailto:nalini.bjbcollege12@gmail.com
mailto:er_pradyumna@yahoo.co.in
https://doi.org/10.1007/978-981-19-1412-6_22


270 S. Kumar Rout et al.

it as a voice controller or Bluetooth controller. This research has been limited to short-
range; however, using long-rangemodules could result in long-range communication
with the vehicle.

Keywords Cloud computing · IoT · Bluetooth module · Speech recognition ·
Android application

1 Introduction

Speech is a vital aspect of recognizing commands and transmitting them to the vehicle
via a wireless device since this paper is connected to a voice-activated vehicle. “Auto-
matic speech recognition (ASR)” is a term used to describe the process of identifying
speech. Communication between it and a laptop and a microcontroller, voice input
and interpretation, wireless categorical variables delivery from a microprocessor to
another microprocessor, and microprocessor-based motor control are all part of this
project. This project is about using aBluetooth recognition device to power a car using
voice commands.Whenwe talk about voice control, the first thing that comes tomind
is speech recognition, followed by wireless data transformation. Speech recognition
is capable of recognizing the specific terms you want to be recognized. The receiver
or microcontroller receives the words or data through wireless transmission. These
instructions are sent to the Bluetooth module via the Android application. To record
and read voice commands, the control unit is connected to a Bluetooth smartphone.
This vehicle then responds to commands obtained from an Android application. The
user can control the vehicle via Bluetooth or voice control and monitor it using a
real-time GPS tracking device [1, 2]. Robotics is one of the most rapidly developing
fields of research. The key explanation for this is that robots provide low-cost labor
with high-performance precision. Robots have also been shown to transcend human
limits, allowing them to complete tasks previously thought to be difficult for humans.
The applications for which robots can be used are endless. As a result, the demand
for precise and efficient robot control is growing. Controlling robots can be done in
a variety of ways. This research paper will concentrate on one of the hundred tech-
niques, namely Closed-loop systems focused on audio channels, which are among
the most simple and efficient methods of management of the robot since it commu-
nicates with the devices by speaking. During our study, we came up with a device
that allows a basic robotic vehicle capable of driving in all four sides, allowing it to
perform the following tasks. It has the power to move forward, reverse, move left
and right, and come to a complete stop during any time.
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2 Methodology

We use a simple Bluetooth control car by speech recognition system called “Smart
Car” to control an intelligent cloud computing and IoT powered car using our voice.
This car is designed to provide a platform for developing low-cost Bluetooth and
cloud-based/voice control cars that have high computing and sensing capabilities
thanks to the smartphone that serves as the control system. This system can be
controlled by anyone without difficulty. This car will function without the use of
any hard manpower; simply attach your phone to the computer, enter the password,
and use it as a voice controller or Bluetooth controller. This device can operate
on an electrical power supply, similar to a generator, and can be recharged if the
power supply battery is depleted. A GPS monitoring system can assist the user when
the car is stolen, allowing for easy location tracking. This paper details the design
and construction of a smart car that is being considered as a potential solution to
the automation car. This technology is rapidly replacing manual labor around the
world. The proposed vehicle automation would integrate technology into real-world
solutions. The conventional method of driving is too complicated, such as changing
gears, breaking, and so on. Whereas in the robotic environment, the user just needs
to use his or her phone to power the vehicle with our application. This technology
replacement would save resources while reducing manpower. This app can commu-
nicate directly with the recipient. The parameters that the user uses to transfer data
to the Bluetooth module wirelessly (receiver). The data will be transferred from the
receiver to the microcontroller, which will be controlled by the microcontroller. If an
obstacle is detected in front of the device, the sensing sensor will detect the obstacle
and stop the device, preventing accidents. When the car is stolen, the GPS tracking
device can also assist the user by allowing for simple location tracking.

The Arduino SDK Includes (Interface) is a Java program that works on any plat-
form. It has a code editor that includes syntax highlighting, brace matching, and
automatic indentation, as well as the ability to compile and submit with a simple
click, you can upload programs on the board. The robot compares the command
with the stored software and then sets the command using wireless communication
as per voice. These suggested methods would be useful for devices such as assistive
robotics for people with disabilities or automotive applications such as work robots.
We are utilizing it in slave mode in our project, which means it will accept connec-
tions from the android app [3, 4]. It requires a 3.3–6 V supply; thus when connecting
the Tx pin of the Arduino board to the Rx pin of the Bluetooth module (the Rx
pin only supports 3.3 V), we will need to utilize a voltage divider, else the module
will simply crash. The Tx pin does not have this need because the module uses the
same power source as the Arduino board. We must make use of the module’s default
password, which is either “0000” or “1234” [5], to connect the module to the android
app. Based on the concept, the module has twomotors A and B, as well as one for the
Ground pin, the motor’s VCC, and a 5 V pin that may be used as an input or output.
This is contingent on our power supply, if the voltage level is 12 V. If the supply
voltage is >= 12 V, it will produce output. It will need feedback to avoid the burnout
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Fig. 1 Arduino Uno device

of other components [6, 7]. The proposed scheme utilizes a smartphone the speech
recognition system. We will do this with an Android app that uses Google Speech
Recognition to interpret human speech and then uses the Google Speech to Text API
to convert it to text [8, 9]. The code that will be communicated to the microcontroller
over Bluetooth will be generated from the transformed text. The HC-05 will serve as
a receiver (Rx), receiving and transferring data from the smartphone to the decode
circuit [10].

2.1 Component Description

2.1.1 Arduino Uno

The Arduino Uno is an ATmega328-based microcontroller board. Among the 20
digital input/output pins are a 16 MHz resonator, a USB connection, a power jack,
an ICSP header, and a reset button (of which 6 can be used as PWMoutputs and 6 can
be used as analog inputs). To get started with the microcontroller, simply connect it
to a device via USB or power it with an AC–DC converter or battery. The FTDI USB-
to-serial driver chip is not used in the Uno, unlike previous boards. An ATmega16U2
is utilized instead, which has been coded to act as a USB-to-serial converter. A USB
boot loader is included with this extra microcontroller, making it simple to develop
for advanced users. Arduino is a great place to start if you are new to embedded
electronics because it has a large library of support libraries and hardware add-on
“shields,” as well as an active support community (e.g., you can easily render your
Arduino wireless with our wixel shields). A Spark Entertaining Inventor’s Kit is
now available, which includes an Arduino Uno and many components (including a
breadboard, sensors, jumper wires, and LEDs) for a range of fun first-time projects.
Figure 1 depicts the Arduino Uno.
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Fig. 2 Ultrasonic sensor

2.1.2 Ultrasonic Sensor

A device that employs ultrasonic sound waves to calculate the distance to an item is
known as an ultrasonic sensor. A transducer is used in an ultrasonic sensor to send
and receive ultrasonic pulses that offer information about the item’s location. Echo
patterns are created when high-frequency sound waves bounce off various surfaces.
The operation of this module is simple. When it meets an obstacle or object, it
emits a 40 kHz ultrasonic pulse that travels through the air and returns to the sensor.
By multiplying the travel time by the sound speed, one can calculate the distance.
Figure 2 shows how an ultrasonic sensor is used to detect items in this project.

2.1.3 Bluetooth

Bluetooth is a low-power, high-speed wireless technology that allows phones and
other portable devices to communicate with each other. It is an IEEE 802.15.1
standard for connecting phones, computers, and other network devices over short
distances without the use of wires. Bluetooth is a wireless technology that transmits
signals over short distances, normally up to 30 ft (10 m). To achieve this, low-cost
transceivers are built into the devices. It operates on the 2.45 GHz frequency band
and has a maximum data rate of 721 KBps and three speech channels. This frequency
range has been authorized for the use of industrial, research, and medical devices
(ISM) by international agreement compatible with 1.0 devices. The Bluetooth (HC-
05) module is used as the receiver in this project, which means that any order placed
into the Android app is wirelessly transferred to the Bluetooth module (see Fig. 3).
Figure 4 described a Block diagram of a cloud computing-based car.

2.1.4 Motor Driver

Motors in autonomous robots are driven by an integrated circuit chip called a motor
driver IC.Motor driver integrated circuits (ICs) connect robot microprocessors to the
robot’s motors. The L293 series, which includes the L293D, L293NE, and others,
are the most often used motor driver ICs. These integrated circuits are designed to



274 S. Kumar Rout et al.

Fig. 3 Bluetooth device

Fig. 4 Block diagram of cloud computing-based car

simultaneously control twoDCmotors. Just self-driving robots useMotorDriver ICs.
Furthermore, most microprocessors operate at low voltages and draw little current,
while motors require higher voltages and current. The microprocessor is unable to
supply current to the motors as a result. Furthermore, most microprocessors operate
at low voltages and draw little current, while motors require higher voltages and
current. The microprocessor is unable to supply current to the motors as a result.
The microprocessor is unable to supply current to the motors as a result. This is the
primary feature of the motor driver IC as described in Fig. 5.

2.1.5 Battery

A chemical process in a battery transfers chemical energy to electrical energy. The
chemicals are usuallymaintained inside the battery. It is utilized to keep track of other
circuit elements. Direct current (DC) electricity is generated by a battery (electricity
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Fig. 5 Motor driver ICs

Fig. 6 Battery

that flows in one direction and does not switch back and forth). Although it is easier
and more efficient to use energy from a building outlet, a battery can offer electricity
in locations where there is no electric power distribution. Figure 6 shows how it can
be used to track moving objects like electric vehicles and telephones.
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Fig. 7 Wheel

2.1.6 Wheel

For locomotion, God created legs, and man invented wheels, which is considered
one of the greatest inventions of the human period. Wheels are the perfect option
for robots because they are simple to build, implement, and use in robots that need
to move quickly. They also do not need complex models, prototypes, or algorithms
because the robot’s center of gravity remains constant regardless of whether it is
moving or stationary. They have the drawback of being unstable on rough or rocky
terrain, as well as on highly smooth surfaces, where they appear to slip and skid as
described in Fig. 7.

2.1.7 DC Motor

Almost single mechanical advancement we see is the result of an electric motor. An
electric machine is a sort of energy converter. Electrical energy is converted into
mechanical energy by motors. Hundreds of machines that we use daily are powered
by electric motors. Direct current (DC) and alternating current (AC) motors are the
two most common types of electric motors. The DC motor and how it works will be
discussed in this article. Furthermore, what is the operation of a gear DC motor? A
direct current motor is an electrical motor that runs on a direct current (DC motor).
The operation of any electric motor is dependent on electromagnetism. When a
current-carrying conductor is exposed to an external magnetic field, it is subjected
to a force proportional to the current and the external magnetic field’s power. It is
a machine that converts electrical energy to mechanical energy. It is based on the
fact that in a magnetic field, a current-carrying conductor is subjected to a force that
causes it to rotate relative to its initial location. Figure 8 depicts the situation.

2.1.8 Jumper Wires

Jumper wires are simple cables with connector pins on both ends that can be used
to link two locations without the use of solder. To enable fast circuit adjustments,
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Fig. 8 DC motor

Fig. 9 Jumper wires

jumper wires are frequently used with breadboards and other prototyping equipment.
It is a really simple process. Themost common electrical component is jumper wires.
The colors of jumper wires have no meaning, even though they exist in a range of
colors. A red jumper wire is the same as a black jumper wire in this case. However,
as shown in Fig. 9, you can utilize the colors to distinguish between different sorts
of connections, such as ground and electricity.

2.1.9 Node MCU

Alow-cost IoTplatform is the open-sourceNodeMCUplatform. It includedfirmware
that ran on Espressif Systems’ ESP8266 Wi-Fi SoC, as well as hardware that was
based on the ESP-12 module at the time. The ESP32 32-bit MCU was later added to
the list of compatible devices. The ESP-12E module features an ESP8266 chip with
a Ten silica Xtensa 32-bit LX106 RISC microprocessor, which is included with the
NodeMCU ESP8266 development board. This microprocessor runs at 80–160MHz
and supports RTOS. To store data and programs, the Node MCU has 128 KB of
RAM and 4 MB of Flash memory. It is suitable for IoT projects because of its high
processing speed, built-inWi-Fi / Bluetooth, and Deep Sleep Operating features. The
Node MCU is controlled through a Micro USB jack and a VIN pin (External Supply
Pin). As seen in Fig. 10, it features UART, SPI, and I2C interfaces.
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Fig. 10 Node MCU

Fig. 11 Neo-6m GPS module

2.1.10 Neo-6m GPS Module

The Neo-6m GPS module is a high-performance GPS module that can be used in a
wide range of applications. The power and signal indicators allow you to keep track
of the module’s status. This board contains a voltage regulator, as well as a logic level
converter, allowing it to work with a 3.3–5 V interface. It can bind directly to 5 V
Arduino, 3.3 V Arduino Pro Mini, and other similar boards, as well as Node MCU.
You can save your setup data, assist now offline data, or receive configuration using
an EEPROM and a flash memory chip. GPS-equipped module (3.3–5 V interface
with EEPROM and flash) Logic level converter and 3.3–5 V protocol compatibility
are included in the UART interface. Antenna is embedded with the GPS module to
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Fig. 12 Hotspot device

transmit and receive high gain signal. Figure 11 shows the dimension of the board,
which is 25 × 25 mm and 23 mm * 40 mm.

2.1.11 Hotspot Device

A hotspot is a physical site where individuals may connect to the Internet using a
wireless Local Area Network (WLAN) and a Router connected to an Internet Service
Provider, commonly via Wi-Fi (ISP) [9]. When the Node MCU is connected to the
Internet, this system is used to provide Internet access so that we can monitor the
live location from anywhere is represented in Fig. 12.

3 Proposed System and Description

This suggested device, we offer a wide range of services which Robotics research on
control-type versions. It demonstrates that by utilizing simply voice (human speech)
as a control method, real-world artifacts can be investigated and controlled effi-
ciently. This lookup’s goal is to design aminimal robotic hardware design that allows
this form to concentrate on the infrastructure for Bluetooth communication. It also
promotes academic robotics by allowing people to make their own low-cost robots.
When the system is running in the application, to do so, a smartphone microphone
is employed to recognize commands using your voice. The application translates
instructions and converts voice to text inside the app using Google’s speech recogni-
tion technologies. The text will subsequently be delivered through the receiver part
connected through Bluetooth.

The Arduino device has a microcontroller with a lot of features with 32 KB of
ISP flash memory, 2 KB RAM, and 1 KB of EEPROM. Serial communication is
supported by UART, SPI, and I2C on the panel. The clock speed of the MCU will
be 16 MHz. In this version, output pins 3, 4, 5, and 6 digital I/O pins on the Arduino
have been programmed as output pins. Arduino pins 0 and 1 are used to make serial
communication with the Bluetooth device. The UART serial conversation protocol
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Table 1 Features of voice
command

Voice command Function

Forward Car move in forwarding motion

Backward Car moves in a backward motion

Right The car turns right and move

Left CAR turns left and move

Stop Car stops, no operation

is used to send text from the Bluetooth device to the Arduino UNO microcontroller
panel [11]. Table 1 lists the speech instructions that were used to control the car, as
well as their responsibilities. The tracker identified the car location by using a node
localization algorithm which is represented in the localization system [12] (Figs. 13
and 14).

An Android device is used to send voice commands to the robotic system through
Bluetooth. The robotic system receives these commands through a Bluetoothmodule
that has been mounted. The speed of the vehicle is regulated by the motor driver
circuit. A 12 V rechargeable battery linked to the system provides power to the
entire electronics.

After the system has been successfully linked, click the Bluetooth textual and
iconic push button after opening the app on your phone. Now, you can see the total
number of connected devices. To attach the phone to the receiver side, the HC-05

Fig. 13 E-R diagram of intelligent cloud computing and IoT-based voice-controlled car
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Fig. 14 Block diagram of intelligent cloud computing and IoT-based voice-controlled car system

Fig. 15 Block diagram of tracking module of intelligent cloud computing and IoT-based voice-
controlled car system

Bluetooth module, select HC-05 from the list. When it appears, the app detects voice
commands, converts them to text, and sends it wirelessly through Bluetooth to the
receiver. Arduino double-checks the text on the receiving end. The car’s movements
are governed according to the specification if the string matches. Figure 15 describes
the block diagram of the proposed system. The GPSModule and main vehicle circuit
diagrams are shown in Figure 16.

4 Performance Analysis and Result Discussion

The voice-activated vehicle is now operational, and the bot takes care of everything.
The car is wirelessly connected to the phone, unlike a DTMF robot, allowing the
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Fig. 16 Circuit diagram of main vehicle module

Fig. 17 Proposed voice-controlled

user to keep track of the vehicle. The line follower robot can only travel along a
predetermined path; if an obstacle blocks its path, it will remain stationary until
the obstacle is removed. Instead of using an offline Bit Voicer server, users can use
Google’s speech recognition technology to provide voice feedback in a variety of
languages. Figure 17 presents the final system model of the proposed system. The
cloud-based system is described in Fig. 18.

Voice-controlled car uses the IoT and cloud technology which helps in updating a
user with voice command and control the car and also helps them to find the vehicle
position by the tracker of this vehicle as represented in Fig. 19. The Bluetoothmodule
is shown in Fig. 20 as being connected through Bluetooth also describes the status
connected of the device. The tracking status of the car is described in system to
identify the device and location.



Intelligent Cloud and IoT-Based Voice-Controlled Car 283

Fig. 18 Voice-controlled car architecture

Fig. 19 Status connected

5 Conclusion and Future Scope

This paper outlines the concept of voice control for a home assistant robot. Using
a wired network, the server immediately receives the order of speech signals. The
car is based on a microcontroller-based architecture for the most part. The original
experiments’ success is measured, and the results are positive. Potential technical
advances include households, schools, vehicle networks, and companies. Noise’s
impact on speech-to-textual material translation is one of the topics that should be
addressed. The robotic behavior is no longer influenced by the speaker’s accent, as a
cloud-based server interprets speech commands that is unaffected by the accent of the
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speaker. Energy sources that are renewable for robotics can boost the value of robotic
energy while remaining environmentally friendly. Solar cells have the potential to
be a viable source of energy. The robotic assistant’s architecture is suitable for a
variety of tasks, such as chemical processing and at-home relaxation. This experiment
was confined to a 100-m-range ZigBee system connected to the car via long-range
modules over a long distance. Maintain a consistent sleep and wake-up schedule to
boost your energy levels. Image processing can be used in the car to detect obstacles
and shade. Servomotors can be used to provide additional proper service. The robot’s
attention could be tracked by an automated targeting system (Fig. 21).

Fig. 20 Identify the device and location

Fig. 21 GPS tracker of this
vehicle
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Software Testability (Its Benefits,
Limitations, and Facilitation)

Jammel Mona

Abstract Software testing refers to a testability method which has test support to
improve and predict the software testability. Various types of method have been
adopted by researchers and practitioners to improve the testability mechanism in
software testing domain. This paper main objective is to reviewing the body of
knowledge in this domain and provides a comprehensive overview to new readers
and researchers about the software testability. This review selected eighteen papers
as evidence to discuss the benefits, limitations, and proposed methods in the domain
of software testing. We believe that this short review will give a quick overview to
new researchers and readers in the field of software testability.

Keywords Software testing · Issues · Revealing · Facilitation

1 Introduction

Software testing is one of the significant and fundamental aspects to ensure the
software systemquality. Software testing is the ability to test the software artifact such
as requirements, modules, and documents. However, some of the software are not
tested easily, and some are easier to test. If the software artifact is high, then the faults
findings are tested easily.On theother hand, the lower degree artifact increased the test
efforts andhas less chances of finding software defects.Abetter testability of software
increases the quality of test activities and decreases cost. Basically, the software
testing is based on six factors including software implementation, representation,
built-in test capabilities, test cases, processes, and environment. In order to improve
and predict the software testability, a various different types of techniques have been
designed and proposed by researchers. The huge number of efforts make it difficult
to cover all the previous studies in the field of software testing. In addition, we also
observed that there is not any clear guidance to measure the testability and address
the issues.
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In this paper, we reviewer some most important survey and review papers on
software testing domain. Themain objective of this short review is to highlighting the
most important and specific aspects of software testability. In order to address the need
of software testing, a systematic review conducts related to existing state-of-the-art
literature and present the summary of results in the previous studies.

The reminder of this paper is organized as follows: Sect. 2 illustrates the brief
overview of software testing. Section 3 presents the existing literature summary and
highlighted the main points in the previous literature.

2 Software Testing Overview

The software testing has been offered by IEEE standard, ISO standard, and various
other well-known organizations. The software testability is broadly characterized
into three groups as shows in Fig. 1.

The first group has definitions, and facilitation related to testing to evaluate the
test efficiency of software. The second group is interpreting the testability to reveal
the faults related to test effectiveness. The third group is based on other aspects of
software testing. The literature indicated that the software testability is classified
based on its definition.

Software automation and software disaster testing in many applications have a
sequence of activities, processes, and tools. These are used to process in order to
sum the test on software. The major software automation activities are test plan, test
design or implementation, execution of test, test evaluation, and analysis. Figure 2
presents the testing and automation processes.

So�ware Tes�bilty

Tes�ng Facilita�on Revealing Faults Other areas

Fig. 1 Main groups of software testability
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Requirements

Source Code

Database

Test Plan

Test Analysis

Test Design

Test Implementation

Test Execution

Test Evaluation

Test 
Cases

Test Procedures

Test Results

Fig. 2 Testing and automation processes

3 Related Work

Wohlin [1] discussed snowballing approach based on the results of several litera-
ture reviews. Snowballing is the principle of sorting through large amounts of data
and picking out relevant information. It is the extraction of interesting (non-trivial,
implicit, previously unknown, and potentially useful) patterns or knowledge from the
huge amount of data. The data in repositories, data sets, Webpages, or databases are
mined using snowballing algorithms. These algorithms are divided into three cate-
gories: supervised learning algorithms; takes certain labels as inputs (data forweather
forecast, fingerprint recognition), which are then used for prediction and modeling,
unsupervised learning algorithms; no labels are given as input, and general informa-
tion is extracted out of the data, and semi-supervised learning algorithms; which use
both labeled as well as unlabeled data to perform a certain task. Since snowballing is
a very vast domain, it is further divided into sub-domains. These includeWebmining,
repository mining, big snowballing, spatial data mining, and database mining among
others. As snowballing helps to take efficient and effective decisions, which is used in
various fields including retail industry, healthcare, insurance, sales/marketing, foren-
sics, fraud detection, intrusion detection, bio-informatics among others. The aim of
this paper is to provide a state of the art in systematic literature studies rather than
using old database approach, the different snowballing functionalities, and the algo-
rithms which are used on the various kinds of data sets in repositories, databases,
and the World Wide Web.

The paper will classify and evaluate the literature based on snowballing func-
tionalities and the type of algorithm used. This will help in a comparative analysis
of snowballing techniques, strategies, and algorithms based on their categories and
functionalities. It will also help in the identification of algorithms which provide a
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certain functionality and identify that for a certain category, which is the best strategy
that can be implemented, based on the comparison of different approaches.

Garousi et al. [2] discussed and characterized the set of collaborative industry
and academic R&D project in the domain of software testing with respect to the
existing literature. This study also discussed the percentage of success full industry
and academic collaborative projects. Author selected 10 projects (six completed,
2 failures, 2 ongoing) in the domain of software testing. Author highlighted the
active role of these projects based on his experience to do work in these projects.
These projects had active role to determined and analyzed the existing challenges,
patterns, and anti-patterns. This study showed some findings and evidence based on
recommendation, for example: It has been observed that the many projects are seem
to correct in terms of different aspects but mostly disagreement in confidentially
agreement is one of the significant challenges which can cause of project failure.
This study recommended that all the parties have considered all the challenges on the
proactively and involved with every step in the R&D to reduce the failure in projects.
This study encouraged the new software researchers and software engineers to help
in their project. The author believed that the software engineer researchers have good
future which need better collaboration between the academic and industry with need
to interact throughout the process of R&D development.

Shaheen and Du Bousquet [3] discussed software testing and metrics used for
testability. As software testing is an expensive activity to be performed on a system
so it is very critical that we design such a system which is easy to evaluate and
decide its test cases before the actual development of the software system is done.
As software testing domain is huge and complex that is why it is difficult to gather all
requirements which need to be tested in a software. Many metrics are not usable, and
or they are implemented in old tools. The paper has mentioned that there are already
21 metrics presented by Binder in 1994, and they are going to present 40 metrics
which can be evaluated on code to increase the code’s testability of a software. This
paper provides with easy to use metrics for testability of the source code.

Ertam and Aydın [4] discussed machine learning for learning purposes which
gives good results specially to find the unknown patterns. Deep learning is subfield
of machine learning; it has excellent results as compared to machine learning. Big
difference is that; deep learning is when use full when we have large amount of data
set. Main difference between machine learning and deep learning is that in machine
learning human extracted data for neural network but in case of deep learning, neural
network automatically extracts features and pass into hidden layers. In this paper,
famous google library TensorFlow has been used. For training purposes, famous
MNIST data have been used. In this paper, different activation function has been
used with convolutional neural network. As we know that in MNIST data set, large
number of images are present. Activation function is basically applying on every
neuron output in hidden layer and output layer. These activation functions are used for
nonlinear space. In this paper, function used such as rectified linear unit, hyperbolic
tangent, exponential linear unit, and sigmoid. At the end for calculating probability of
different outputs and select the highest one (output). In MNIST data set, handwritten
images are present for best accuracy. Data set save in IDX file format. This is use for
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representation of vectors andmetrics. Data have been divided into training and testing
data. For training purposes, data have been feed with labels. In this paper, 100,000
iterations can be carry out. Each picture is feed in 28 * 28 pixel. In convolutional layer,
pooling layer and fully connected layer are used. Biases are also use in each neuron
output compilation. In last step also known testing data or evaluation step, different
activations functions are used. Best result given byReLU activation function 98.43%.
Aswe increase iteration accuracy increase. Ifwe add different neural network, system
may be accuracy increase.

Huda et al. [5] discussed software testability which is very important factor in
software development process. Testability of software is always increasing for the
software process lifecycle and check the ability of software. Mostly, researchers
claimed the testability have major impact on software quality. This report proposing
the comprehensive evaluation for testability issues, limitations, and to investigate the
less testability factors which are commonly acceptable using systematic review. In
this article, firstly, authors have to know the background of testability and its different
parameters used by most the practitioners in software development process. Number
of SoftwareTestability SurveyReviews according to different software testing factors
which are proposed by different researchers. By reviewing different literature, it
proves that the time testability is done at the later stages of software development
process. So it is easy to say that software testing is done at later stages which leads
toward the unstable software it terms of design, use case design. So it is better to
measure testability at the early stages of software design to ensure the quality, reduce
testing time, and reduce reword for software.

Häser et al. [6] discussed advance systems that are continually interacting with
Internet such as cyber-physical systems. In these systems, software and service as
software are communicating vary securely. For such system, security and system
performance play a vital role. Integration testing is an effective and efficient tech-
nique for testing and guarantee the functional requirement, non-functional require-
ment, and interpretability of a system. To overcome these challenges, test automa-
tion and model base testing are good choice for early definition and early validation.
These techniques will help us to reduce the upcoming security challenges and issues.
The objective of this research paper evolves around model base integration testing
approaches. Although a systematic overview and measures for guiding the integra-
tion process to test the functional requirements of system can be gain through study
of an underlying software. The primary goal is to analyzed the existing stage of
model-based integration testing. For synthesize the relevant study, as per guidance
of Kitchenham, systematic literature review was conducted in which 713 publication
was collected, and then out of these publication, 83 publication is selected for model
base integration testing. In addition, the 83 relative publication was extracted for
relevant study.

Garousi [7] presented the analysis after doing a survey, based on 289 papers
published by the Turkish software engineering research community in the domain
of software engineering (SE) from 1992 till 2014. As per their analysis, the author
found that the best university is Middle East Technical University, and the top-
ranked researcher is Ays¸e Bas¸ar Bener. Turkey has produced 0.49% of worldwide
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SE knowledge, which is quite low and also shows the lack of variety in the general SE
field. The positive thing which author found in the analysis is 89 papers (30.8% of the
total) shows the International collaboration, namely USA, Canada, and Netherlands,
which is good sign. The research papers are mostly based on the academia side
only, and the involvement of industry was quite low. Another important finding
is the citation to Turkish SE papers in the domain of SE are very poor, which is
an alarming situation. The author defined that the Turkish software engineering
research community needs to increase the number of publications in the field without
compromising on quality. The author has done the analysis, which was more focused
on number of publications in SE (quantitative), but the analysis on quality of the
publication is missing, which is the future research area. Quality of the papers is also
an important factor because without quality, the research work impact is nothing. So
finding quality in a publication is an area where research can be done. In this paper,
author relates software testability and software performance. Software performance
is non-functional property. Software performancemeasures the system or component
functionswithin given constraints (speed, accuracy, memory). Software performance
always deal with time factor which include timeliness and response time.

Hassan et al. [8] presented the software testability where the software is tested
fromdifferent angles, and the testing efforts are carried outwhere the software perfor-
mance is always check timeliness and response time. Software testability is always
give the most importance, but software performance is always ignored. Software
testability is achieved through different domain with real-time systems. Software
testability is divided in few categories like observability, controllability, automation,
etc.Observability is around 50%, controllability is around 46.1%, while automation
is around 7.7%. Similarly, software performance is divided into response time (23.1),
timeliness (46.2%), and memory usage (11.5%).

Suri and Singhani [9] discussed the software testability which has issue like
controllability, observability, and testing efforts while for software performance,
issues are timeliness and response time. There are many software testing technique
and tools which help to reduce the testing efforts and predict the weaknesses of the
developed software. The main objective of this paper is to help in finding out which
measurement technique is best for software testability at various phases of the life
cycle of the software. The main purpose of this research is to test different object-
oriented testability metrics from design to development phase. The findings of this
research are to provide with an insight of different matrices and defining about the
strength and weaknesses of each testability metrics. The outcome of this research
is it provides an object-oriented testability metrics which helps in reducing effort
in design as well as development phase of software development. During the study,
the authors found out that the techniques used in software testability are more in
implementation phase as compared to design phase. They concluded that despite all
the research and efforts in testability, no one came up with some standard techniques
in object-oriented software testability.

Felderer et al. [10] discussed this modern information technology domain, and
there are many interconnected networks like cloud computing, social networking,
and Internet of things. Security of the sensitive data using these networks always
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remained an issue as these are always vulnerable to the security threats. In order to
improve the security of a particular software, security testing techniques are used to
ensure the security and to identify vulnerabilities. Apart from the previous researches,
this paper uses the model-based security testing (MBST) techniques using specific
classification criteria, i.e., filter and evidence criteria. Filter criteria provide relevant
test caseswhereas evidence criteria describe the limit of evidence available for useful-
ness of model-based security testing. Results of over 119 selected research papers
are evaluated to check the existing taxonomy versus the new proposed model. An
aggregate view and analysis are provided for state-of-the-art model-based security
testing.

Petersen et al. [11] presented a systematic reviewswhich are to gather and compile
evidence at one place. Systematic mapping and systematic literature review are some
of the approaches used to structure this kind of research. For systematic literature
review,many suggestions have beenmade but for systematicmapping, and the guide-
lines have not been updated since 2008. That is why author thinks that the way
researchers conduct the process of systematic mapping needs to be studied again,
and suggestions should bemade for the guidelines of systematicmapping. The author
tried to find the improvement potential in the guidelines for the systematic mapping.
Author also tried to identify how systematic mapping is applied for study selec-
tion, analysis, and presentation of data. For this purpose, authors took a systematic
mapping study of all those aforementioned tasks following the current guidelines of
systematic mapping. The paper concluded that the current guidelines for systematic
mapping are not sufficient. Current guidelines only represent few of the activities
which actually get conducted in a systematic mapping now a day. The paper also
came up with a comprehensive list of activities which now a days are in practice
for systematic mapping study. In the end, paper suggested some amendments in the
current guideline for conducting systematic mapping. Paper also presented a method
to evaluate the quality of mapping study.

Petersen et al. [12] presented the software engineering for programming testing
which is been performed. The target that has been characterized in the paper is
to direct a methodical mapping study in programming building and give rules by
contrasting foundational maps and fundamental surveys and how to pick between
these two and how to pick between these two. As this correlation is help in giving
the guidelines that are to be set for the efficient mapping. To accomplish this goal, a
total orderly procedure was characterized and connected to finish mapping study and
a correlation was performed on precise maps with efficient surveys by methodically.
The basic procedure ventures of the deliberatemapping study aremeaning of research
questions, directing the scan for important papers, screeningof papers, keywordingof
digests, and information extraction and mapping. Each procedure steps have a result,
the ultimate result of the procedure being the deliberate guide. In the outcomes, a
procedure for programming building orderly mapping investigations and contrast
it with methodical audits. In perspective on this, rules for doing exact maps are
described, and according to results, systematic maps and reviews are assorted similar
to targets, extensiveness, authenticity issues, and proposals. In view of this, rules for
doing precise maps are characterized, and as per results, systematic maps and audits
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are diverse as far as objectives, expansiveness, legitimacy issues, and suggestions.
In this way, they ought to be utilized correlatively and require distinctive strategies.

Suri and Singhani [13] discussed the software testability which is one of the most
important aspects in development and for designing phase of object-oriented testing.
By using this testing technique, we can make a few changes in development phase
and can prepare new testing techniques. In this research paper, the author is trying
to convey that many scientists have declared that testing plays an essential role in
development, even then it is not getting used in most software engineering steps.
So, the author discusses different techniques, processes, and ways in which object-
oriented testing can be implemented on different stages of software development life
cycle. Furthermore, the aim of author is to change most people opinion and views
on testing and to enhance object-oriented testing techniques and the ways in which
these techniques can make a better software.

Binder [14] discussed the software testingwhich has a direct impact on quality and
reliability of software. According to software development, life cycle testing is one of
the phases uponwhich considerable amount of time is consumed. This study focusing
on to achieve high reliability in the domain of object-oriented development on the fly.
Testability decreases absolute test cost in a unwavering quality driven procedure and
increase reliability in a resource limited test process. In this way, notwithstanding of
the testing methodology utilized, it is in light of a legitimate concern for an advance-
ment association to improve testability. Testability of an item situated framework
is an aftereffect of six essential elements: portrayal, usage, worked in test, the test
suite, the test support condition, and procedure capacity. Every impact controlla-
bility and discernibleness of the usage, or on the other hand fundamental operational
adequacy of the test procedure. About every one of the systems and innovation for
accomplishing high testability are settled, be that as it may require budgetary duty,
arranging, and cognizant exertion. The progressed worked in test capacities outlined
here do not yet exist, yet are possible with existing technology.

Nikfard et al. [15] discussed about the testing issue of designs in software engi-
neering and evaluate different approaches for model testability. The design testing
is very important, but it is not implemented before using as a model-based product.
Due to this low quality of software, the testing phase is very important to expose
the faults and issues of a software. In the past, the testing of model was done often
when design was completed. Due to this, we cannot determine the level of model
testability of the design efficiently. If testability is conducted before, the information
obtained proves to be helpful to meet the desired level of testability coverage, but it
has less effect on making the design more testable in this paper, different approaches
of model testability are described the basic problem with all these approaches are
behavioral architecture in model testing. The considered criteria in research can be
used as a feature in new systems or it can also be used in helping the selecting model
for testability approaches. One single approach cannot be selected in all cases, and
decision of a particular approach purely depends on the particular scenario. However,
a comprehensive single approach yet has to be found out for all the cases.

Felderer and Fourneret [16] presented the new modern era of technology, where
all the data are present on the Internet, so the security of this cloud computing is very
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important. The biggest challenge we are facing right now is the security of our soft-
ware systems asweknow the changes in systemor environment can cause new threats.
For this purpose, we have extracted some security regression testing approaches
and classified them according to some security regression approach criteria that are
abstraction level, security issue, regression testing technique, and tool support and
according to evaluation criteria that are evaluated system, maturity of the system, and
evaluation measures. After a thorough research, we found out that regarding abstrac-
tion level, model-based approach for regression testing of security mechanism and
requirement are famous. With reference to regression testing techniques and security
issues, we observed that plain re-test all approaches are dominating. Regarding tool
support, we found out that these approaches have small tool support for regression
testing techniques and more support for automated test execution. While evaluation
system techniques for which regression security testing is applied are very rare.

Baride and Dutta [17] introduced a cloud-based model for mobile environment,
where actual devices and cloud-based platform have used for system configuration.
Thismodel also provides software testing for automatically execution of various tests
based on given applications. Cloud computing is recent evaluation for distributed
computing, where central remote servers maintain the data and applications. In this
proposed model, the various services and different set of testing services of mobile
applications have offered. The proposed model has emulator, testing mobile environ-
ment and actual devices, automate testing, testing application complexity, and testing
for different platforms. In emulator, the duplicate functions for different mobile
computing devices are available to speed up the test processes. In testing phase, the
applications have tested for all types of mobile devices. In automate testing, the cloud
services integrated with many automation tools. This model also offered the testing,
security, and synchronization testing facilities by cloud services.

Murugesan and Balasubramanian [18, 19] proposed a cloud testing, where the
devices easily allocate the required resources using virtualization and easy to scale up
facilities anytime without effecting the entire systems. One of the main advantages
of these services is cost effectiveness. There are many challenges for testing the
mobile applications such as restricted computational resources and complex testing
processes. Device diversity is another challenge where each mobile phone differed
in screen orientation, size, and architecture. The author addresses these limitations
in this model and offered testing as a service (TaaS). TaaS cloud infrastructure has
offered new service model, where devices are integrated with cloud bases services
and fulfill the requirements. This model provides TaaS services, where real devices
use testing facilities through cloud services like Dalvik cache, iOS, and Android. In
addition, the various automated testing tools like Tets, IBMs, RQM, and HP-Quick
have offered (Table 1).
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Table 1 Software testability its benefits and limitations

Comparison between software testing techniques

Author Method used Efficiency Description

Wohlin [1] Snowballing High Extraction of knowledge
from huge data. Used in
repository, databases, and
World Wide Web

Garousi et al. [2] R&D High Reduced the failures occur
due to disagreement in
confidentiality algorithm

Shaheen and Du
Bousquet [3]

Metrics High Provides easy to use metrics
for testability of source code

Ertam and Aydın [4] Conventional neural
networks

Very high Machine learning for
learning purposes which
gives good results especially
to find the unknown patterns

Huda et al. [5] Comparison Medium Proved that software
testability should be done
earlier to improve quality
and testing time

Häser et al. [6] Model-based
integration technique

Medium Reduced the upcoming
security challenges and
issues

Garousi [7] Relating software
performance with
software testability

Measured system
performance within
constraint (speed, accuracy,
memory)

Hassan et al. [8] Checked software
testability with
different angles

Medium Found percentage of
constraints of software
testability and software
performance

Felderer and
Fourneret [16]

Model-based security
testing

Low Improve the security of
particular software

Petersen et al. [12] Systematic mapping Medium Gave list of activities for
systematic mapping and
made amendments in
systematic mapping
guideline

Suri and Singhani
[13]

Object-oriented testing Medium Discussed techniques of
implementation of
object-oriented testing

Nikfard et al. [15] Comparison of old
techniques

Low Proved that one single
approach cannot be selected
for testing of design

(continued)
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Table 1 (continued)

Comparison between software testing techniques

Author Method used Efficiency Description

Felderer and
Fourneret [16]

Security regression
testing technique

Medium (rare) Proved that regarding
abstraction level
model-based approach,
regarding security issue
plain re-test technique, and
regarding tool support
automated test execution
techniques are famous

4 Conclusion

After a detail review in the field of software testing, we conducted a short and concise.
This review paper aims to providing the most comprehensive review in the field of
software testability. We reviewed the most recent and selected papers and investi-
gated the papers and reviewed that how the previous studies tackled software testing.
Most of the studies are based on different types of methods or techniques related to
testability measurement. The most often mentioned factors are controllability and
observability. We observed that the most of the previous literatures are on testability
measures and discussed how to improve the testability. In addition, literature also
discussed the observability and controllability. In future, we will review more liter-
ature in the field of software testing and develop a testability framework for testing
the non-functional properties such as security and performance.
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2. Garousi V, Eskandar MM, Herkiloğlu K (2017) Industry–academia collaborations in software
testing: experience and success stories fromCanada andTurkey. SoftwareQual J 25:1091–1143

3. Shaheen MR, Du Bousquet L (2010) Survey of source code metrics for evaluating testability
of object oriented systems

4. Ertam F, Aydın G (2017) Data classification with deep learning using Tensorflow. In 2017
international conference on computer science and engineering (UBMK), pp 755–758

5. Huda M, Arya Y, Khan M (2014) Measuring testability of object oriented design: a systematic
review. Int J Sci Eng Technol (IJSET) 3:1313–1319

6. Häser F, Felderer M, Breu R (2014) Software paradigms, assessment types and non-functional
requirements in model-based integration testing: a systematic literature review. In Proceedings
of the 18th international conference on evaluation and assessment in software engineering, p
29

7. Garousi V (2015) A bibliometric analysis of the Turkish software engineering research
community. Scientometrics 105:23–49



298 J. Mona

8. Hassan MM, Afzal W, Lindström B, Shah SMA, Andler SF, Blom M (2016) Testability and
software performance: a systematic mapping study. In Proceedings of the 31st annual ACM
symposium on applied computing, pp 1566–1569

9. Suri PR, Singhani H (2015) Object oriented software testability (OOSTe) metrics analysis. Int
J Comp Appl Technol Res 4:359–367

10. Felderer M, Zech P, Breu R, Büchler M, Pretschner A (2016) Model-based security testing: a
taxonomy and systematic classification. Softw Test Verification Reliab 26:119–148

11. Petersen K, Vakkalanka S, Kuzniarz L (2015) Guidelines for conducting systematic mapping
studies in software engineering: an update. Inf Softw Technol 64:1–18

12. Petersen K, Feldt R, Mujtaba S, Mattsson M (2008) Systematic mapping studies in software
engineering. Ease 68–77

13. Suri PR, Singhani H (2015) Object oriented software testability survey at designing and
implementation phase. Int J Sci Res 4:3047–3053

14. Binder RV (1994) Design for testability in object-oriented systems. Commun ACM 37:87–102
15. Nikfard P, Ibrahim SB, Rouhani B, Selamat HB, Mahrin MN (2013) An evaluation for model

testability approaches. Int J Comp Technol 9
16. Felderer M, Fourneret E (2015) A systematic classification of security regression testing

approaches. Int J Softw Tools Technol Transfer 17:305–319
17. Baride S, Dutta K (2011) A cloud based software testing paradigm for mobile applications.

ACM SIGSOFT Softw Eng Notes 36:1–4
18. Murugesan L, Balasubramanian P (2014) Cloud based mobile application testing. In 2014

IEEE/ACIS 13th international conference on computer and information science (ICIS), pp
287–289

19. Obaid AJ, Chatterjee T, Bhattacharya A (2020) Semantic web and web page clustering
algorithms: a landscape view. EAI Endorsed Trans Energy Web 8(33)



Development of Sign Language
Recognition Application Using Deep
Learning

N. R. Rajalakshmi

Abstract Deaf and dumb people use a sign language that can only be communi-
cated through hand gestures to express their ideas and views. This coded language
is mainly used by people who have speech and/or hearing impairment. The sign
language is constructed by various movement of hands, arms, legs, or facial expres-
sions to express their opinions. Meanings are communicated for every movement
or position of gesture. Hand gesture plays a significant role to make mother tongue
of impairment people for daily communication. The captured image feature can be
extracted to translate the hand gesture communication to text\voice format to mini-
mize the gap between the deaf and normal persons. This work considers the images
of sign numerals to classify the numbers 0–9 and the alphabets for A–Z (including
space).

Keywords Gestures · Camera sensors · Convolutional neural network · Deep
learning

1 Introduction

IoT is used for integration of multiple devices which communicate, interact, and
sense with their internal and external states through the embedded technology. IoT
offers suitable solutions for several applications such as smart cities, security, traffic
congestion, industrial control, and agriculture. The growth of these technologies in
the twenty-first century helps to the development of sign language tomeet the need of
impairment people whose needs are essential. So that, the gap between the specially
disabled section and privileged section of the society can be diminished to some
extent. The IoT forecasts the route for creation of sign language system to help in a
great extent to the peoplewho are having speech and/or hearing impairment can easily
express their feelings and emotions. The IoT technology becomes universal, because
IoT devices are designed with low-cost component like microprocessors, memory,
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sensors of light, thermal, magnetometer, gyroscope, microphone, accelerometer to
grab the user’s emotional and behavioral information as well as contextual informa-
tion. This information is transferred to the cloud platform for analysis via thewireless
communication technologies.

Hence, the IoT technologies are exploited here to sense the gesture position. The
sensed data which are communicated for processing and analyzed with knowledge
base to develop a code language. The gesture recognition mostly uses the digital
cameras, gyroscopes, or accelerometers sensors which often integrated inside the
mobile or wearable devices. The wearable devices can be programmed to translate
the sign language to voice format. The models that were designed use the concepts
of Internet of things (IoT) or computer vision for its accomplishment. A keen obser-
vation shows that the former process is costly and requires adequate maintenance
to establish its proper functioning while the later was effective to either identify the
digits or the alphabets individually. The main idea of this work is to develop an
effective and robust hand gesture recognition model that will be able to identify the
gestures from 0 to 9 and A–Z (including space). The concepts of deep learning used
to classify the captured hand sign to provide the output as the respective alphabet or
number.

1.1 Literature Survey

Many authors discussed about building a robust real-time hand gesture detection
model to identify the various vision-based hand gestures with the help of visual
information from the camera [12]. The gestures on a complex back ground like
variation in lighting and interposition of obstacles can be detected accurately using
depth information from binocular vision system [3]. This system builds the three-
dimensional map to detect the gesture position accurately. The researcher also devel-
oped the recognition system using magnetometer and infrared sensor technology. An
accelerometer-based pen device is also presented in [13] to design a user independent
hand gesture recognition system. The researcher also proposed the ambient sensors
or wearable sensors for gesture recognition. The sensory data that are perceived from
the background sensors used for analysis are very effective one in control the appli-
ance at home [14]. While the later uses the smart watch, smart gloves, or mobile data
by considering four most critical gesture analysis of posture, position orientation,
and motion. In [4], a pair of gloves using wearable technology are also presented
to convert hand gestures to text and speech, respectively. The person who is having
disability can wear this glove to have a daily basis communication. The Raspberry
Pi3 as the microcontroller which is coupled with flex sensors and accelerometer
sensors to recognize the hand gesture. In [14], a wrist worn device is discussed about
the capture of 3D pose of the hand and free hand interaction to recognize the gesture.
Since the growth of mobile technologies are extremely high, the sensors embedded
in the mobile devices are also exploited in various study to continuously capture
the data streams of user’s gestures. The reinforcement learning-based model also
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proposed to classify the surgical gesture, wherein the system performs the action
based on learning from analysis of video images in the environment. But live video
streaming process is challenging one to identify the start and end of any particular
video. The authors of [5] discussed about building a robust real-time hand gesture
detectionmodel that is capable of detection of hand, identifying various gestures with
the help of skin segmentation and hand tracking procedures by using the bootstrap
classifiers.

In this work, the various patterns of the user’s gesture images are collected. Then,
the gesture positions are preprocessed, segmented, and features are extracted and
classified.

1.2 Proposed System Architecture

More reliable classification system was developed that will be able to identify the
gestures from 0 to 9 and A–Z. The discussed process would reduce the confusion
among similar digits and alphabets as well as this process requires zero maintenance.
The architecture shown in Fig. 1 depicts the overall working of the system.

The process starts with collecting the gesture position. After which, it is prepro-
cessed and extracted the required features from the gesture position by using convo-
lution neural network. The gesture position is collected either by using Web camera
or datasets of 0–9 and A–Z (Source: Kaggle) is used. A sample image of the class 0
is shown below in Fig. 2.

Fig. 1 Sign language recognition model
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Fig. 2 Sample dataset

2 Data Preprocessing

The main aim of this module is to preprocess the dataset, so that the data can be
effectively transformed and manipulated as per the requirements and thereby yield
the most efficient result when any algorithms are applied to it. Here, the concept of
convolution neural network is used to extract the feature of gesture position (Fig. 3).

Fig. 3 Preprocessing the data
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2.1 Feature Extraction

Feature extraction can be defined as a type of dimensionality reduction where a
large quantity of pixels of images is efficiently represented in order to focus more
on the interesting portion of the image as compared to the whole image. These
help in obtaining a more accurate result. Artificial neural networks (ANNs) with
multiple layers are referred to as deep learning or deep neural networks. It has been
regarded as one of the most powerful tools in recent decades, and it has been quite
popular in the literature due to its ability to handle large amounts of data. The desire
for deeper concealed layers has recently begun to outperform traditional solutions in
certain situations. CNN is awidely used supervised learningmodel with a wide range
of adaptability performs admirably and particularly impressive. It is frequently used
to handle picture data. The outline of all the elements and significant topics associated
to CNN is described here, as well as how these elements interact.

2.2 Basic CNN Components

The core components of CNN are extremely similar. The example of LeNet-5 is
shown in Fig. 4. Network is made up of three types of layers: convolutional, pooling,
and fully-connected. The convolutional layer’s goal is to learn the input feature
representations. The convolution layer is made up of many convolution kernels that
are utilized to generate various feature maps. All neurons in the previous layer are
connected to every single neuron in the current layer to extract the semantic informa-
tion. The convolving the input with a learnt kernel may create new feature and then
applying an element-wise nonlinear activation function on the convolved outputs.
ReLU is a regularly used activation strategy in CNN to prevent vanishing gradients
and speedup the training.

Several different kernels are used to create the entire feature maps. The first
convolutional layer’s kernels are trained to mine the low-level features like edges
and curves, while higher-layer kernels are trained to encode more abstract features

Fig. 4 LeNet-5 network
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of region of interest of gesture is depicted. Several convolutional and pooling layers
are stacked to achieve high-level feature representation. CNNemphasizes the concept
of pooling. It reduces the number of connections between convolutional layers,
which reduces the computational cost. Pooling can be done in three different ways:
minimum, maximum, and average. The pooling layer is one of the most important
network layers since it prevents overfitting and allows the network to be used as
a basic model. After numerous convolutional and pooling layers that try to execute
high-level reasoning [9, 11, 17] one or more fully-connected layers may be there. It is
worth noting that a 1× 1 convolution layer can be used instead of a fully-connected
layer at the output layer. The active function of softmax is simply a probability
function that is used when there are a lot of classes in a multiclass function.

3 Implementation

Implementation is a vital step for understanding the proposed model effectiveness. It
is more like incorporating and carrying out the steps in a sequential in order to fetch
the desired output (Fig. 5).

Fig. 5 Convolutional model

The overall model of the proposed CNN is given above. The dataset is divided
as training and validation dataset. The reshape of the dataset is done, so that they
are in a 28 × 28 pixel format. This will allow the convolutions to associate groups
of pixels and detect important features. The above diagram shows the layers of 2D
convolutional. Small kernels will comb over the input image and find more complex
features that are relevant to classification. Let us look at our first Conv2D layer:

model.add(Conv2D(75, (3, 3), strides = 1, padding = ‘same’ …)
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Table 1 CNN performance analysis using Adam optimizer

No. of runs (epoch) Training accuracy Validation accuracy Training loss Validation loss

10 99.9 92.07 0.003 0.55

15 99.96 96.26 0.0029 0.038

20 99.97 94.2 0.0012 0.32

25 99.97 96.32 0.0012 0.31

75 refers to the number of filters that will be learnt. (3,3) refers to the size of those
filters. Strides are the size of the steps taken by the filter as it passes over the image.
Padding refers to whether the output image from the filter will be the same size as
the input image. Batch normalization which scales the values in the hidden layers to
improve training. Max pooling essentially shrinks the image to a lower resolution.
It does this to make the model to be robust to translation and also makes the model
faster. Overfitting can be avoided by using a technique called dropout. Dropout picks
a subset of neurons at random and shuts them off. So that they do not participate
in forward or backward propagation in that pass. This ensures that the network is
strong and redundant. Flatten takes the output of one layer which is multidimensional
and flattens it into a one-dimensional array. The output is called a feature vector
and will be connected to the final classification layer. The first dense layer (512
units) takes the feature vector as input and learns which features will contribute to a
particular classification. The second dense layer (24 units) is the final classification
layer that outputs the prediction. It looks like this model is significantly improved.
The training accuracy is very high, and the validation accuracy has improved as
well. The proposed state-of-the-art CNN was constructed and evaluated using the
parameters stated below in Table 1 (Fig. 6).

An epoch is basically a hyperparameter that defines the number of times the
learning algorithm will work through the entire dataset. The performance metrics of
the model using CNN are obtained by running the model till epoch 25.

The training and validation accuracy for the model are also given in Table 1.
From the data, it can be deduced that increasing the epoch leads to an increase in
accuracy as well as a decrease in loss when compared to the previous iterations.
Table 1 displays the effects of running the model for epochs from 1 to 25, and the
hyperparameter is adjusted to improve the efficiency with the Adam optimizer.

4 Results and Discussion

It is observed that people aremore driven toward the power of technological advance-
ments for performing their day-to-day activities. This model is developed keeping
the fact in mind that all the people across the Globe irrespective of their caste, creed,
and disabilities should enjoy the technological advancements, and it should not be



306 N. R. Rajalakshmi

Fig. 6 Summary of the model

confined to any particular section of the society. The gesture of number 4 is shown
in Fig. 7.

Here, the various hand gestures ranging from 0 to 9 and A–Z (including space)
were thoroughly studied made model for creating user friendly with the people.
People require zero knowledge and no experience along with little maintenance to
use it. Additionally, since every gesture used is unique, words, sentences, and even
paragraphs can be formed using thismodel, thereby enabling the specially challenged
people to convey their thoughts and feelings with other people. Figure 8 represents
the sample output obtained for class ‘C’.

5 Conclusion

The gesture recognition classification platform for classifying the hand gestures
between 0–9 and A–Z (including space) is successfully built. All the gestures across
all the classeswere unique, and therewere no confusions in between any twogestures.
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Fig. 7 Depiction of gesture for number 4

Fig. 8 Depiction of gesture for alphabet C

An accuracy of 99.97% was obtained. Although the model has been built, acquired
a high percentage of accuracy and is able to do its job of classifying the images
effectively, but the process may be time consuming when paragraphs containing
hundreds of words have to be considered. Therefore, the proposed system can still
be modified in future in order to build a more robust system.
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Changing Many Design Parameters
in the Performance of Single-Sided
Linear Induction Motor (SLIM)
for Improved Efficiency and Power
Factor

Hayder Hussein Kadhum, Hayder H. Enaw, and Karrar M. Al-Anbary

Abstract Linear induction motors (LIM) are applied obviously in industrial appli-
cations, mainly in linear motion models. In fact, these machines have two general
problems which are low efficiency and low power factor. These issues cause different
side effects such as high power consumption, high input current, and occupation. This
research studies the dynamic behavior of a single-sided linear induction motor by
changing the basic design parameters. The process of selecting the equivalent circuit
elements was also carried out using a new algorithm to obtain a modified model to
meet the requirement, which is to improve the efficiency and power factor simulta-
neously. The final equivalent circuit of the modified model was adopted as an input
to a simulation program using MATLAB/SIMULINK, which helped build an inte-
gratedmodel usingmathematical equations with the specified inputs and the required
outputs. Also, the process of testing and comparing the results is implemented for the
proposed model in different cases with and without load. Then, analysing the results
of motor performance and response speed using a voltage source inverter (VSI) with
andwithout using a PID controller to improve the dynamic performance of themodel,
and speed control. Finally, the optimization results are validated, and the results are
compared. The outcomes of proposed algorithm are shown by the genetic algorithm
(GA), particle swarm optimization (PSO), and Cuckoo search with respect to the
power factor and efficiency.

Keywords Efficiency and power factor improvement · Analytical model · (SLIM)
design · Thrust

H. Hussein Kadhum (B) · H. H. Enaw · K. M. Al-Anbary
College of Engineering, Electrical Engineering Department, University of Babylon, Babel, Iraq
e-mail: eng.hayder.kadhum@uobabylon.edu.iq

H. H. Enaw
e-mail: eng.hayder.hamzah@uobabylon.edu.iq

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Kumar et al. (eds.), Next Generation of Internet of Things, Lecture Notes
in Networks and Systems 445, https://doi.org/10.1007/978-981-19-1412-6_26

309

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1412-6_26&domain=pdf
mailto:eng.hayder.kadhum@uobabylon.edu.iq
mailto:eng.hayder.hamzah@uobabylon.edu.iq
https://doi.org/10.1007/978-981-19-1412-6_26


310 H. Hussein Kadhum et al.

1 Introduction

During last decades, electrical systems started using SLIM obviously in transferring
electrical power. This is because SLIM has important features as compared with
rotary inductionmotor (RIM)which are higher generating powerwithoutmechanical
contacts, longer life of wheels, better road line, lower radius of turns, and quicker
deceleration as well as acceleration [1]. However, in many applications, which need
linear motion, linear induction motors (LIMs) represent the best option due to their
properties such as cheap price and maintenance, high deceleration or acceleration,
and easy design. As a result, LIMs have been applied largely in different applications
like transferring systems, processing materials, smart applications such as opening
and closing doors and others automatically and so on [2, 3].

CharlesWheatstone designed first linearmotor in 1845 [5–7].During last decades,
SLIM has been studied obviously in different analysis techniques. However, there
are some reasons which make analysis of this motors type very difficult. The first
main reason is the disability of identifying size of the electrical and magnetic loads.
This prevents determining apparent power. One of the main steps in analyzing with
single-sided LIM with a solid-steel reaction plate is calculating its mutual reactance.
It is determined by two-dimensional field distributions between the air-gap as well
as the secondary windings. The 2D FEM of field distribution is applied to find the
parameters of a two-axis design. The static nonlinear vector potential technique
has been used in determining flux distribution with iron at saturation. However, the
linear time harmonic vector potential field is applied when computing inductance
with analytical model. These inductances help effectively in determining the power
factor in addition to the efficiency [8]. For developing LIMs response, the control
as well as the design of these motors should be optimized continuously. Most of the
researches ignore optimizing design for LIMs [9]. Generally, the researches focus
on expenditure, starting torque, primary weight, and winding design, while other
important factors, like efficiency as well as power factor (PF), did not take enough
concentration. Furthermore, low efficiencymeans higher energy consumption. Addi-
tionally, low PF leads to more power losses during transferring. As a result, inverter
cannot work optimally. In general, there are several main features which are adopted
in optimization design like transverse edge influence, end effect as well as normal
force aspects [10–13].

Moreover, end effect affects directly on the efficiency as well as power factor and
that leads to change design features of SLIM as well. Furthermore, the structure of
the motor changes its pole pitch. Also, identifying frequency and rated slip depends
mainly on the rated speed of the motor [14–18]. This paper gives a modern technique
depending on the air-gap flux density equation. This equation does not ignore the
influence of end effects. As a result, several nonlinear equations have been built
which satisfy highest efficiency with smallest primary weight. After that a suitable
method is required for calculating independent variables like the ratio between slot
width and slot pitch, number of poles, stack height, pole pitch, and so on [14–16].



Changing Many Design Parameters in the Performance … 311

The goal of this research is to study the performance of a modifiedmodel of SLIM
by varying its parameters to reduce the power consumptions and increase the power
factor. The design parameters and the equivalent circuit are used as optimization
technique. They help effectively in enhancing efficiency as well as power factor of
the final proposed model. This model is tested and simulated thorough applying
MATLAB/SIMULINK programming. The characteristics and performance of this
model are studied for different load conditions. For instance, it is connected directly
to the supply voltage and then through voltage source inverter (VSI) with andwithout
the aid of PID controller.

.

2 Physical Structure and Magnetic Equivalent Circuit
Models

Figure 1a and b below demonstrates the structure of the short stator and rotor of LIM
which is used in this study.

In general, the changing of skin at rated frequency is very little. This is because the
conductive sheets on secondary side are very slim. As a result, equivalent secondary
inductance in the proposed design is ignored the resistance of any phase of the LIM
stator windings. R1 is measured by the following formula:

R1 = ρw
lw
Aw

(1)

while ρw is the wire resistivity of stator winding, lw is wire length for each phase
separately, and Aw is cross-section area of the wire. This leakage reactance can be
calculated as:

X1 =
2μ0π f

[(
λs

(
1 + 3

p

)
+ λd

)
ws
q1

+ λelce
]
N 2
1

p
(2)

Fig. 1 Structures of LIM a short stator b short rotor
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λs = hs
(
1 + 3kp

)

12ws
, λe = 0.3

(
3kp − 1

)
and λd =

5
(

ge
ws

)

5 + 4
(

g0
ws

)

The magnetizing reactance Xm is shown in

Xm = 24μ0π f WsekwN 2
1 τ

π2 pge
(3)

where Wse, stator width given as

Wse = Ws + go (4)

The goodness factor is defined as:

G = 2μ0 f τ 2

π
(

ρr

d

)
ge

(5)

3 Thrust and Efficiency

Generally, electromagnetic torque as well as rotation speed represents the main
output parameters of the rotary motors which are measured by N, M, and Rad/sec,
respectively, while electromagnetic thrust and linear speed are mostly used as output
elements of linear motors that measured by N and m/sec sequentially. Furthermore,
the following formula is applied to calculate electromagnetic thrust [18].

Po = mI 22
R2

S
− mI 22 R2 = mI 22 R2

(
1 − S

S

)
(6)

Po = Fsvr (7)

vr = (1 − S)vs (8)

Fs = mI 22 R2

vsS
(9)

By putting Eq. (8) in Eq. (9) the SLIM electromagnetic thrust becomes:

Fs = mI 21 R2[
1

(SG)2

]
vsS

(10)
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Then, the efficiency as well as power factor of LIM will be as following:

η = Fs2τ f1(1 − S)

Fs2τ f1 + 3R1 I 21
(11)

cosφ = Fs2τ f1 + 3R1 I 21
3V1 I1

(12)

There are various factors effect on efficiency andpower factor. Therefore, applying
optimization technique between these factors helps effectively in identifying the
suitable parameters.

4 Voltage Source Inverter (VSI) Technique

Inverters are the devices which are changing the electrical power from DC to AC.
In these devices; the output power is taken with a specific voltage value as well as
frequency. During voltage source inverter (VSI) technique, the output voltage can
be varied with a specific frequency and vice versa. Changeable output voltage is
determined through changing the input DC voltage or by gate signal of the inverter,
which is normally accomplished by pulse width modulation (PWM) technique [21,
22]. The major reason of applying these methodologies is to supply a three-phase
voltage source to LIM. In fact, the value and frequency of the voltages must be
convenient. This helps greatly in controlling the speed of LIM easily. MATLAB
program is used in simulating the performance of SLIM. Stationary reference frame
helps largely in modeling the suggested motor. The block diagram of SLIM fed from
VSI is shown in Fig. 2. The inverter phase voltages that fed to SLIMwith modulation
index equal to 1 and 0.5 are shown in Figs. 3 and 4, respectively.

Fig. 2 Linear induction motor simulation using stationary reference frame fed from VSI
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Fig. 3 Inverter voltage at modulation index = 1

Fig. 4 Inverter voltage at modulation index = 0.5

5 SLIM Design and Optimization

For enhancing the performance of SLIM, the elements which have major influ-
ence must be identified. For this model, these elements are efficiency, power factor,
maximum thrust slip, aluminum thickness, primary width or pole pitch, primary
current density, and the braking force on the end effect. In this paper, several design
factors of a reference SLIM design are used to investigate the dynamic performance
of this motor. After that the optimization technique is applied to achieve suitable
equivalent circuit of the modified suggested system. This methodology is achieved
by developing and using a computer program based on MATLABfor optimization
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and enhancement evaluation, for the efficiency and power factor product. For eval-
uating the response of SLIM, the suggested elements are changed separately. Then,
the optimal value for every factor is recognized. The analysis process is implemented
through altering one factor with keeping the others constant. After that the effect of
varying these parameters on the performance of SLIM is analyzed, and the results are
discussed. The suggested design has to involve the optimal value of used factors for
satisfying the higher efficiency and best power factor. The design steps and evalua-
tion process of the SLIM analysis are summarized in the flowchart shown in Fig. 5. A
computer program is developed to implement and processing the motor parameters
and operation factors.

6 Simulation Results Using PID Controller

PID is a short of proportional–integrative–derivative. It is the best technique of
controllers for processing the errors of data. In general, this method depends on
the feedback data of the controller in overcoming the mistakes. In fact, a comparison
has been performed between input data and the reference data to find the mistakes.
After that the error has been adjusted before input to the system. In some situations,
the optimization must be implemented for calculating and processing the outcomes
to be suitable. The operating formula of PID controller is shown below:

U (t) = Kpe(t) + Kt ∫ e(t)dt + KD
d

dt
e(t) (13)

While u(t) represents the output comes of PID controller, KP, K I, and KD are the
proportional, integrative as well as derivative gains, correspondingly. Finally, e(t) is
the error of the wave which is measured by the following equation:

e(t) = r(t) − y(t) (14)

r(t) represents the reference value, while y(t) is the output of the circuit. The deter-
mination of these three parameters can be tuned by “Trial and Error” principle to get
the best controller response. After many testing and running in the simulation, the
final best parameters values are as follows:

• Proportional gain (kp): 0.2.
• Integral gain (kI): 60.
• Derivative gain (kd): zero (in this project).

Through changing the gains of the PID controller, the performance of this
controller arrives its optimal case at specific values [10]. In fact, proportional gain
represents the most important factor. It plays an important role in varying its value
with respect to input error. The output of the controller changes according to the
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Fig. 5 Flowchart optimizations were implemented depending on the analytical system of the
machine, and these data are given in Table 1

proportional gain which depends directly on the error of the input signal. In some
time, the value of proportional gain increases largely and then leads to instable situ-
ation. Control block implements a PID controller which is reasonable of controlling
the reference speed signal in different speed ranges (from zero upward rated speed).

Figure 6 shows the overall diagram of SLIM inMATLAB/SIMULINK using PID
controller. In the beginning, KI and KD have been made zero, while KP is varied
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Fig. 5 (continued)
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Fig. 6 Block diagram of SLIM with PID controller

in steps, and the response of SLIM is checked in each step until oscillation. Then,
KP is made half of oscillation magnitude according to "quarter amplitude decay"
type reaction. After that KI will be increased, with saving other gains constants, until
overcoming any error in the response. Similarly, increasing KI too much will lead
to unstable situation. Lastly, KD will be changed if the response of the system still
unacceptable. KD helps the system to satisfy its normal performance in short time
after any load disturbance. In the same way, KD can cause overshoot in the system
performance if it increases so high.

7 Result

Table 2 below shows the suggested values of best design parameters than other
methods (Conventional motor parameters, Cuckoo method, and PSO method) and
thus improves the power factor and efficiency.

Table 2 Comparison of various optimization results

Parameter name Conventional design
[17]

Cuckoo search [16] PSO [15] Proposed model

Efficiency (%) 36 49.01 54.68 69.94

Maximum thrust
slip

0.5 0.5 0.3 0.69

Power factor 0.32 0.5729 0.58 0.711

Primary current
density (Amm-2)

4 3 6.5 7.6

Primary
width/pole pitch
(mm)

2 2 4 5.9

Aluminum
thickness (inches)

2 1 4 5.3
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Fig. 7 Variation of η cosϕ

product with vr for different
(d)
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Fig. 8 Variation of η cosϕ

product with vr for different
air-gap length (gm)

0 2 4 6 8 10 12 14 16 18
0

10

20

30

40

50

60

70

Rotor velocity, Vr(m/s)

E
ff.

*P
F

*1
00

gm=0.5cm
gm=1cm
gm=1cm
gm=2cm
gm=3cm

Figure 7 gives the clearly applied result between efficiency with respect to rotor
speed of different thicknesses. In addition, this approach is repeated again at different
air-gap length, different number of poles, and different slips. Figures 8, 9, and 10
below show these relationships observably.

7.1 Simulation Results for Speed Control Using VSI

Figures 11 and 12 show the thrust force and secondary speed vr at variable load
and at no load, at (modulation index 0.5 and modulation index 1). It is clear when
comparing that the speed is reduced to about 7.8 m/s for modulation index= 0.5 as it
was 15.7 m/s for m=1. Similar effect of modulation index on vr is occurring for load
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Fig. 9 Variation of η cosϕ

product with vr

0 2 4 6 8 10 12 14 16 18
0

5

10

15

20

25

30

35

40

Rotor velocity, Vr(m/s)

E
ff.

*P
F

*1
00

p=4
data2
p=2
p=8

0 2 4 6 8 10 12 14 16 18
0

10

20

30

40

50

60

70

Rotor velocity, Vr(m/s)

E
ff.

*P
F

*1
00

S=0.1
S=0.2
S=0.3
S=0.05

Fig. 10 Effect of changing slip (S) on the η cosϕ
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Fig. 11 Force and speed vr (modulation index = 1)
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Fig. 12 Force and speed vr (modulation index = 0.5)
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Fig. 13 End effect with time

conditions. Also, it is clear from these results that a wide variable range in speed can
be obtained by varyingmodulation index (v/f ratio)wherewhen themodulation index
equal to 1 the speed equals to the rated speed, and when the modulation index equals
to 0.5, the speed reduced to half the rated speed, and the end effect factor is increased
due to reduction in speed as shown in Fig. 13. At the instant of load application,
there is an increase in force and a reduction in speed; these effects increased with
increasing load.

7.2 Simulation Results Using PID Controller and Comparing
with VSI

Figures 14, 15, and 16 show the speed and end effect during load intervals with
modulation index equal to 1 and at equal to 0.5. If a comparison is made between
the speed response without using of PID controller and with using PID controller,
it is clear that at the intervals of applied load, the speed decreases without PID
controller, while with PID controller, the speed maintains still at the steady-state
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Fig. 14 Speed response of SLIM at variable load with PID controller
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Fig. 15 End effect of LIM at modulation index = 1
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Fig. 16 End effect of LIM at modulation index = 0.5

speed value at the load intervals. This is the requirement of using PID controller for
the speed control. Also, using of PID controller will reduce the steady-state error, and
it eliminates the overshooting of the speed response with reasonable settling time.

7.3 Result Analysis

After checking themethods and analyzing the result, which is applied to the proposed
model, it becomes clear that the power factor can be raised by 12%. Moreover, the
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efficiency can also be improved by 15%, compared to particle swarm optimization
(PSO) method as well as the power factor can be raised by 15%, and the efficiency
can be improved by 20% when compared to Cuckoo search. Also, it is noted that
increasing the number of poles causes large influence on the thrust of LIM (Velocity
vs Force). Moreover, this influence decreases in the ends. However, the loss at end
effect divides on the number of poles which means this loss reduces with increasing
poles numbers. As a result, the response of the motor becomes better with high
number of poles. Similarly, the thrust enhances with increasing poles numbers too.
But, experimental outcomes show that increasing poles numbers can lead to shrink
the efficiency of the machine. Therefore, the number of poles should be selected
depending on the priority ratio between efficiency as well as thrust.

8 Conclusion

In conclusion, this paper gives a simple optimization techniquewhich focusesmainly
in enhancing the efficiency and power factor of SLIM. In the beginning, it gives a
clear introduction which discuss the role of LIMs in transferring systems, processing
materials, smart applications. After that it speaks about the properties of SLIM and
the parameters with their limitations which should be applied in the proposed model.
After that it demonstrates a brief structure with electrical circuit of the suggested
design. Then, a clear theory has been given on the factors which are affecting mainly
of the thrust and efficiency as well as power factor. Subsequently, the performance
of SLIM is discussed briefly by using simple flowcharts to demonstrate the steps
of proposed approaches. Next, the results of all approaches are shown clearly in
separate curves. Moreover, all curves and results have been analyzed. Finally, the
notes, which are obtained from this analysis, are given in several points. The result
illustrates clearly that the power factor can be increased by 15% after applying this
technique. Furthermore, the efficiency can be improved by 0.20% by this method,
this suggested as one of the simple and cheap methods which can be used to enhance
the performance of SLIM for different electrical applications.
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An Approach for Potato Yield Prediction
Using Machine Learning Regression
Algorithms

Prabhu Prasad Patnaik and Neelamadhab Padhy

Abstract Agriculture is backbone of any country’s economy, and also, good crop
yield is highly essential for supporting the growing demand of increasing population.
By using machine learning, we will be able to predict the crop yield and also the right
crop that can be grown in a particular area by analyzing the soil data and the weather
data of the particular location. This study mainly focuses on how supervised and
unsupervised machine learning approach help in the prediction. Different machine
learning algorithms include KNN algorithm, SVM, linear regression, logistic regres-
sion, NB, LDA, and decision trees. Taking different dataset preprocessing operation
is performed, and missing data are modified so that it does not affect the prediction.
Then, the processed data are utilized by the machine learning algorithms for making
the prediction. The dataset is divided into training set and test set, and the accuracy
of prediction is verified. There are different performance metrics which can be used
to evaluate the accuracy in prediction of the algorithms like MSE, MAE, and RMSE,
coefficients of determination metrics (R2), confusion matrix, accuracy, precision,
recall, and F1-score.

Keywords Machine learning · Potato yield prediction · Linear regression
algorithm

1 Introduction

With the growing population and increasing food demand, agriculture has become an
important part of any country and also the chief source of national income. A sound
agriculture sector insures a nation of food security.Most countries lean on agricultural
products allied industries for their principal source of income. There are many crops
that can be grown in a particular area depending upon the climatic condition and
soil health of that particular location. Earlier yield prediction was dependent upon
an expert view who was well connected with the particular location, and later on,
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various traditional methods were implemented to predict crop prediction, but due
to rapid urbanization, there had been a great change in the climatic condition of
any region due to which the prediction was not accurate which lead to a loss to the
farmer monetarily. This also affected the crop selection, i.e., farmers were having
less knowledge about the type of crop that they can grow considering the current
climatic condition and soil health in that particular region; as a result, the yield was
not up to the mark as expected. So, there must be some mechanism which would
outperform traditional methods in prediction crop yield and selection of the right
crop. Here, ML plays a vital part in making right decision in predicting the right crop
and also predicting the yield which would help a farmer in reducing the loss incurred
and to have prior knowledge of what crops can be grown in a particular location and
what will be the monetary gain from the crop yield and also fulfill the need of the
rising population and also prove that agriculture is the real backbone of any country.
Machine learning is an important tool which helps in predicting crop yield and crop
selection in a particular location. It is a subfield of artificial intelligence (AI), and
its main goal is to fit the data into models that can be understood, and people can
utilize it. There are many supervised and unsupervised machine learning approach
that can be implemented for making the prediction, and the dataset required for
implementing machine learning can be obtained from many governments Web site
or from the Agricultural Department of any particular location, and also, satellite
images can be used. The types of data that can be collected include the weather
parameters, soil parameters, and these data are first preprocessed, and then, missing
data are modified, and feature selection algorithm is implemented to look for the
best feature which would help in making the prediction accurate. The accuracy of
any algorithm can be evaluated by using MAE, MAPE, RMSE, and R2. So, machine
learning can be used for large-scale yield forecasting or can be used for a small
location.

1.1 Critical Contribution

We have taken the help of linear regression algorithms like the SLR,MLR, and LR to
predict the potato yield prediction, and for this, we have taken the dataset consisting
of yield data of different districts of Andhra Pradesh for the period 2000–2012.

2 Literature Reviews

Schwalbert. et al. [1] proposed three algorithms, i.e., multivariate OLS linear regres-
sion, RF, and LSTM, NN to predict soybean yield in southern Brazil and compared
their performance by taking satellite information from NASAEOSDIS, and weather
data through GEE using the CAR layer. The outcome of the study was LSTM neural
net-works showed a lower value of MAE, MSE, and RMSE, and least performance
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was of OLS. The yield forecast can be more accurate with addition of multi-temporal
satellite images along with weather data. Nevavuori et al. [2] proposed convolutional
neural networks (CNNs) to predict wheat and barley yield from NDVI and RGB
data captured by unmanned aerial vehicles (UAVs) or drones. By using Ada delta
training algorithm and CNN with convolution layers, MAE of 484 kg/ha and MAPE
of 8.8% were obtained. In the future, climate and soil features can be added along
with the image data for better accuracy of prediction. Gopal et al. [3] came up with a
hybrid MLR–ANN model for predicting the paddy crop yield and compared it with
the finding of ANN alone and found that the hybrid model gave a better accuracy in
prediction than the ANN model having an error rate of 0.041 as compared to 0.064
for ANN, and the hybrid approach has high R2. For this study, data were obtained
from the Statistical, Meteorological, and Agricultural Departments. In the future,
new hybrid models can be implemented and compared with conventional models.
Gaso et al. [4] proposed a study for predictingwheat yield by coupling remote sensing
data and crop models at field scale. The model used vegetation index data obtained
from remote sensing data by Landsat and used simple regression model (SRM) and
crop model method (CMM), and observed that using CMM along with satellite data
showed high precision as regards SRM on single image, and also, CMM showed
better spatial variability on estimated yield. In the future, other machine learning
models can be tested for accuracy in yield prediction.

Gopal et al. [5] proposed a study of predicting crop yield using four machine
learning algorithms, i.e., ANN, SVR, KNN, and RF and evaluated performance. The
data for this study are obtained by feature selection algorithms, i.e., FFS algorithm,
CBFS algorithm, VIF algorithm, and RFVarImp algorithm. It was observed that
RF algorithm using FFS outperformed from the other three ML algorithms. In the
future, other feature sets can be taken, and the prediction accuracy can be compared.
Shahhosseini et al. [6] showed howmachine learning algorithms, i.e., LASSO regres-
sion, ridge regression, RF, XGBoost, and as a whole, can be used as meta-models
in predicting maize yield and nitrogen loss from preseason weather information
from Daymet and soil information from SSURGO database. Filtering and testing
were done by R-Statistical software. XGBoost showed a promising performance
in prediction accuracy of RRMSE of 13.4%. In the future, machine learning algo-
rithms can be implemented on different datasets, and the prediction accuracy can be
measured. Thomas et al. [7] suggested a model for predicting beforehand which type
of crops that can be grown in a specific field depending on the outcome of the model.
The approach uses four machine learning algorithms, i.e., KNN, decision tree, KNN
with cross-validation, Naïve Bayes, and SVM. The data for this study include the
soil properties nitrogen, phosphorus, potassium, and the pH value. After the test, it
was found that KNN with cross-validation gave an accuracy of 88% and thus can be
used for prediction. In the future, IOT-based implementation can be done for more
accurate prediction. Nischitha et al. [8] designed a system to predict crop that can be
grown in a particular land and the amount of nutrient that need to be added to the soil
for proper yield. The system used SVM algorithm and decision tree algorithm for
prediction by taking the dataset containing oil pH, temperature, humidity, rainfall,
crop data, NPK values collected from VC FormMandya, government Web sites, and
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weather department thus helping the farmers in making right decision. The predic-
tion can also be done from data by giving GPS location and from rain forecasting
system of the government.

Ravi et al. [9] proposed an IOT andML-based yield prediction and soil monitoring
system which used SVM algorithm for prediction. The data are gathered from the
cloud database server uploaded by node MCU. A mobile application is designed
which shows the expected yield of a particular area by taking into account the soil
parameters of the particular area. In the future, information quality can be improved
for better prediction. Rao et al. [10] came up with a model for forecasting crop
yield of a particular area by using supervised machine learning algorithm, i.e., KNN
algorithm. The dataset for thismodel includes the soil dataset, rainfall-related dataset,
and crop yield data which were collected from Kaggle.com and data.gov.in. The
model predicted accuracy above 75%. In the future, climate data can be added to
make the prediction more accurate. Suruliandi et al. [11] proposed a study where
different feature selection techniques like RFE, Brutal, and SFFS are applied on
the dataset to find out the best attributes, and then, the reduced dataset has been
applied to different classifiers likeKNN,NB,DT, SVM,RF, and bagging. The dataset
includes the characteristics of soil and factors related to environment gathered from
www.tnau.ac.in and the Agricultural Department of Sankarankovil Taluk, Tenkasi
District, Tamil Nadu, India. In this study, it was that RFE with the bagging method
provides better accuracy. Paudel et al. [12] outlined anMLworkflow for proving that
applying machine learning to forecast crop yield is the right choice. Here, the yield
prediction of soft wheat, spring barley, sunflower, sugar beet, potatoes was done in
Netherland, Germany, and France. Supervised learning approach was implemented
to anticipate early season and end of season yield. The prediction was compared with
the prediction of the European Commission’sMCYFS, and found that usingmachine
learning to large scale was accurate. In the future, new data sources can be added
for more accurate prediction. Suganya et al. [13] proposed a study where crop yield
prediction is tested by using supervised machine learning algorithms, i.e., logistic
regression, decision tree, random forests, KNN, SVM, and the performance of these
algorithms is evaluated by considering precision, recall, and F1-score. The dataset
for this study includes soil data, weather data, and past year production data. Based
on the criteria of evaluating the ML algorithm, logistic regression gave the highest
accuracy of 100%. In the future, other evaluation parameters can be considered for
predicting the accuracy.

Mupangwa et al. [14] proposed a study of predicting maize yield under conserva-
tions agriculture in Africa using machine learning. The data collected from different
countries and multisite were classified into highland and lowland and supervised
linear algorithms, i.e., LR and LDA and nonlinear algorithms, i.e., KNN, CART,
NB, and SVMwere used. To measure the accuracy of the algorithm, accuracy statis-
tics and Cohen kappa statistic were used, and observed that LDA outperformed all
other algorithms in accuracy. In the future, the performance can be compared with
modeling tools. Palanivel et al. [15] proposed a study where different ML algo-
rithms were implemented for crop yield prediction. Here, linear regression, artifi-
cial neural networks, and SVM are being implemented, and the data for this study

http://www.tnau.ac.in
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include soil data and weather data. The accuracy of the algorithms was measured by
metrics like MAE, RMSE, and MSE. It was observed that ANN and SVM are well
suited for accurate prediction. To take the study further, conceptual approach may
be implemented.

3 Data Preprocessing

In data preprocessing, the first step carried out is importing the libraries and then the
dataset which is a.csv file’s uploaded into the IDE; if the dataset has some missing
values, then we can fill it with the mean or the average of all the data in that particular
column; the next step is to encode the categorical data; after that the data are divided
into training and test set, and the feature scaling is performed. When sending your
final files, please include a readme informing the contact volume editor which of your
names is/are your first name(s) and which is/are your family name(s). This is partic-
ularly important for Spanish and Chinese names. Authors are listed alphabetically
according to their surnames in the author index.

4 Proposed Model

The proposed model consists of the input dataset which is first preprocessed where
the raw data are prepared to make it suitable for a machine learning model. The
processed data are then given for feature selectionwhere the features that are required
is selected for its use in the model on which regression algorithm is being applied
for making the prediction. The abovementioned Fig. 1 is the proposed model for
forecasting crop yield.

Phase-1: In the first phase, we have collected the potato yield data of different
districts of Andhra Pradesh.

Fig. 1 Proposed model
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Phase-2: In this phase, we have done data preprocessing where the missed data
were being replaced by themean, and also,we have selected the best features from the
set of features available in the dataset which would help inmaking correct prediction.

Phase-3: In this third phase, on the processed data, we have applied regression
algorithms, i.e., SLR, MLR, LR, and we have used different performance metrics to
measure the accuracy of our prediction.

Phase-4: In this final phase, we have come up with the result of our prediction.

5 Result and Experimental Observations

We had performed the prediction on potato yield dataset of different locations of
Andhra Pradesh in different years. We performed SLR,MLR, and logistic regression
and compared result of three. SLR is used to find the relationship between one
independent variable and dependent variable. The SLR is given by

y = a + bx (1)

where b represents slope of the line, a represents y-intercept of the line, y represents
the dependent variable, and x represents the independent variable.

MLR is used to find the relationship between two or more independent variables
and a dependent variable. Mathematically, it can be represented as

Y = β0 + β1X1 + β2X2 + · · · + βn Xn + ε (2)

where Y represents dependent/output variable, X terms are independent variables, β0

represents y-intercept, β terms represent slope coefficients, ε represents the models
error term or residuals.

Logistic regression is a supervised learning algorithm which is used when depen-
dent variable is categorical and uses sigmoid function to model the data and can be
represented as

f (X) = 1

1+ e−x
, (3)

where f (x) is output between 0 and 1 value and x is input function.
The steps we followed for our study are in the first step we imported the libraries,

and then, we imported the dataset into our IDE, and then, we extracted the best feature
for our dataset and then performed data preprocessing, i.e., splitting the dependent
and independent variables, processing themissing data, splitting the data into training
and test set. Then, on to the processed data, we applied the model and measured the
performance on the basis of different metrics and found that in case of simple linear
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regression the R2 score as 0.0222, MSE as 13.461, RMSE as 3.68; for multiple linear
regression, the R2 is found to be 0.1572, MSE as 11.602, and RMSE as 3.406, for
logistic regression and found the R2 as−0.100078, MSE as 381.5384, and RMSE as
19.533. The belowmentioned Figs. 2, 3, and 4 aremeant for linear regression aswell
as multiple linear regression. Figures 5 and 6 are meant for heat map representation
of linear and multiple linear regression algorithm.

By taking the confusion matrix as shown in Fig. 7, we can judge the performance
of a classification model where it shows the relationship between the actual value
and the predicted value. To judge the performance, we have implemented Python
to visualize the confusion matrix where the dataset that we have taken is the potato
yield data of different districts of Andhra Pradesh.

Fig. 2 Linear regression

Fig. 3 Multiple linear
regression
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Fig. 4 Multiple linear regression

Fig. 5 Heat map of simple
linear regression

6 Conclusion and Future Scope

This study is mainly concerned with the analysis of the role of different ML algo-
rithms in forecasting crop yield. It was observed that we can apply different ML
algorithms for the prediction and the selection of algorithm to be used depends on
the type of data available based on the location. Different algorithms showed different
amount of accuracy taking into account different measuring parameters. We can also
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Fig. 6 Heat map of multiple linear regression

Fig. 7 Confusion matrix for logistic regression

go for hybrid models which will bring about more accuracy in prediction. The data
to be used in the dataset should be error free for getting accurate prediction. Thus,
machine learning can be used for yield prediction in small scale as well as for large
scale. In the future, we can go for other performance metrics to measure the perfor-
mance of the machine learning algorithm so that we will be able to make more
accurate prediction.
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Design and Implementing Smart
Portable Device for Blind Persons

Rana Jawad Ghali and Karim Q. Hussein

Abstract Advances in mobile technology have made significant improvements in
helping the visually impaired. The glasses project helps blind people detect and
recognize objects in their environment that they see through a small camera attached
to their glasses. This method helps a blind person establish a connection with a
nearby object by sending a voice message to an earpiece worn over the blind ear.
The goal is to develop intelligent systems that can mimic the human eye. To do
this, we use a small device called the “Raspberry Pi 4” that works in a way similar
to the human brain, using a camera. It is known as a convolutional neural network
algorithm for object recognition using deep learning algorithms. Finally, the moment
the features of the image are recognized, the sound of each object is transmitted so
that the visually impaired can know about the object in front of them. Python was
used to create this project. The results showed that the blind CNN classifier achieved
100 curacy on the COCO dataset.

Keywords Raspberry Pi 4 · Deep learning algorithm · Blind persons and common
objects in context · Convolutional neural network

1 Introduction

The human eye is the organ that gives us sight, allowing us to observe and learn
more about the world around us than our other senses. We use our eyes in almost
every activity, including reading, working, watching TV, writing letters, driving a car,
and many other activities. Most people would agree that vision is the most valuable
emotion [1]. Blind people are often ignorant of the dangers they face on a daily basis.
Even in familiar surroundings, theymay confront several obstacleswhen carrying out
their everyday activities. In this study, we proposed a convolutional neural network
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(CNN)-based intelligent object identification system to provide a smarter and safer
lifestyle for the visually impaired [2]. The project’s goals are to promote a globally
challenging problem in computer vision, such as object recognition in the context
of surrounding items, which is something that the blind does on a regular basis.
MS COCO is large-scale object identification, segmentation; it provides necessary
environmental information using the camera mounted on the glasses of the visually
impaired. To apply the needed recognition, a dataset of items acquired from daily
scenes is built. Object detection is a method of detecting real objects in digital images
such as bicycles, chairs, doors, and tables, often used in blind environments. Based
on their geographical regions, Furthermore, the camera is utilized to detect any
things. The suggested approach for the blind seeks to provide persons with visual
loss with more opportunities to reach their full potential. The project’s main goal is
to create and construct a real-time object identification system utilizing blind glass
[1]. Creating a tool for a blind person, this is not a new challenge. However, creating
a computer-aided tool is still a work in progress. The goal of all of these systems
is to assist the blind persons to be a self-relevant. Several works employ computer
vision methods. However, there is no known solution that can assist in meeting all
of a blind person’s fundamental needs [3].

2 Related Work

Here are some examples of related work that uses various approaches to aid blind
people with their activities:

• Iswahyudi1, Khairul Anam1, Bambang Sujanarko1, “Development of visual aids
for blind people based on faster RCNN.” The purpose of this study is to develop a
visual aid for the visually impaired that recognizes objects using a faster RCNN.
A faster RCNN is installed on a Raspberry Pi with a camera. The result is an audio
signal that describes the object and its position with respect to the user [4].

• AdamGunnarsson, “Real time object detection on aRaspberry Pi.” TheRaspberry
Pi 3’s suitability for conducting object detection, a popular embedded computer
board, is investigated in this thesis. Two controlled tests are carried out in which
two cutting-edge object detection models, SSD and YOLO, are put to the test in
terms of speed and accuracy. In YOLO, 4-m accuracy is 67 percent, whereas SSD
accuracy is 93% [5].

• Ashwani Kumar, S. S. Sai Satyanarayana Reddy, and Vivek Kulkarni, Real-time
object detection techniques for the visually impaired using deep neural networks.
In this study,weproposed a real-timeobject identificationmethod that allowsblind
people to recognize objects on any device running themodel. A singlemulti-block
detector method was used using the architecture of a faster area convolutional
neural network. The standard datasets VOC and COCO are used. The model is
75 times more accurate [6].
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• Y. C. Wong, J. A. Lai, S. S. S. Ranjit, A. R. Syafeeza, N. A. Hamid, “Convolu-
tional Neural Networks for Object Detection Systems for the Visually Impaired.”
In this study, we proposed an intelligent object recognition system based on a
convolutional neural network (CNN) and created an intelligent and safe living
environment for the visually impaired with Raspberry Pi. SSDs have the highest
average accuracy of 73.7% compared to faster RCNN 73.2% and YOLO 63.4%
[7].

• Mohammad ALNajjar, Ihab Suliman, Ghazi AlHanini, “Real-time Object Recog-
nition andVisually Impaired Recognition.” The Smart Spectacles project attaches
a small camera to the glasses so that visually impaired or visually impaired people
can see and recognize office items. Use a neural network on the Raspberry Pi
3 [1].

3 Phase One—Preprocessing Images

This task uses Microsoft COCO to recognize the object using Per-instance segmen-
tation to support accurate localization of the object. Images of 91 distinct object
types that a four year old may recognize are included in our collection. There are
2.5 million labeled occurrences in 328 k photos for a total of 2.5 million tagged
occurrences [8]. Divide the result correction by 30% of the test data and 70% of the
training data to get the data you need for training and testing purposes:

i. The Conversion of color image to gray scale

Converting a color image to a grayscale image is the aim to preserve as much
information as possible from the original-colored image. In the event of grayscale
conversion, further information about color pictures is required. Each color of
a pixel in an image is represented by three colors: red, green, and blue (RGB).
To convert a color image to a grayscale image, you need to convert RGB values
(24 bits) to grayscale values (8 bits). Equations can be used to convert to gray
scale using weighting or luma techniques (1).

GR = 00.56G + 00.33R + 00.11B (1)

Green color gives 56%, which is greater than the other colors, according to
the abovementioned calculation. The color red provides 33%, followed by the
color blue, which contributes 11% [9] (Fig. 1).

ii. Enhance the image by histogram Equalization

In digital signal processing, the number of pixels (frequency) having the same
intensity value is recorded in an array of histograms, commonly referred to as
“bins” (DSPs). Because the intensity range of an 8-bit grayscale picture is 0 to
255, the size of a histogram bin for an 8-bit grayscale image is 256 [10].

We have a digital photograph A that isM × N in size.
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Fig. 1 a Colored image b grayscale image

P(Z) =
∑M×N

i=1 δ(Z , Zi)

M × N
(2)

where δ(z, y) =
{
1,
0,

z = y,
z �= y,

and z ∈ [z0, zL ],

And (Z) representing the intensity [11] (Fig. 2).

iii. Use bilinear interpolation to resize images

A weighted average of the four nearest pixels is used to fill the interpolated
points. This method was used to perform two types of linear interpolation:
horizontal and vertical. With bilinear interpolation, four interpolation func-
tions must be computed for each grid point. Interpolation kernel for linear
interpolation [12]:

Fig. 2 Image enhancement
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Fig. 3 Image size (20 × 20)

u(y) = {0 |y| > 1
{1 − |y||y| < 1

The distance between the interpolated point and the grid point is defined as
y.

This is where the image is scaled to 20 × 20 pixels (Fig. 3).
iv. (PCA) Features extraction

Two-dimensional PCA (2DPCA) was created to diminish the computing taken
a toll of ordinary PCA (too alluded to as picture PCA (IMPCA)). Unlike PCA,
which interprets pictures as vectors, 2DPCA considers them to be matrices.
2DPCAproduces an eigenvalue issuewhen a suitable criterion is used although
it has a considerably smaller dimensionality than PCA [13].

J (x) = XT

[
n∑

a=1

C(a)TC(a)

]

x (3)

4 Phase Two—Deep Learning

Convolution neural network (CNN model): CNNs are various leveled neural
systems in which convolutional and subsampling layers interchange, taking after
basic and complex cells within the essential visual cortex. The conv. and subsam-
pling layers, as well as how the nets are instructed, vary among CNNs [14] (Fig. 4
and Table 1).

5 Phase Three—Raspberry Pi V.4

Computers are being made in a brief period of time, with higher speed, equipment,
computer program, lower costs, and expanded get to innovation accessibility. As a
result, different endeavors on assistive innovations to permit localization, route, and
protest acknowledgment have been set up. The ideal client interface can at that point
be changed based on a client’s ask, such as vibrations, sounds, or talked words [1].

TheRaspberry Pi can run awide range of software, including a variety of operating
systems (the software that allows a computer to function).Raspbian is themostwidely
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Fig. 4 CNN layers

used of these and is the official operating system of the Raspberry Pi Foundation.
Raspbian is based onDebian Linux and is tailored for the Raspberry Pi, with a variety
of extras preinstalled and ready to use [15–18] (Fig. 5).

The Raspberry Pi Establishment created an arrangement of reasonable single-
board computers within the Joined together Kingdom to empower the instructing
of fundamental computer science in schools and creating nations. The introductory
show was essentially better known than anticipated, offering for employments such
as mechanical technology exterior of its aiming showcase. The Raspberry Pi does
not come with any peripherals, such as keyboards, mouse, or cases. However, several
accessories have been included in a variety of official and unofficial bundles [1].

Raspbian is the most widely used of these and is the official operating system
of the Raspberry Pi Foundation. A few of these components are required, whereas
others are discretionary; in any case, all Raspberry Pi models share the same CPU,
the BCM2835, which is cheap, effective, and energy-efficient. The Raspberry Pi is
comparable to a commonplace PC in that it requires a console for the command
section, a show unit, and a control source. The SD Streak memory card, which is
commonly utilized in computerized cameras, is set to appear to the Raspberry Pi’s
processor as a hard drive. The micro-USB port is used to power the device. You
can connect to the Internet using an Ethernet/LAN cable or USB dongle (Wi-Fi
connection) [9].

i. Main Accessories

In addition to the Raspberry Pi, there are other accessories connected to it to make
the process complete (Fig. 6):

(a) Camera: Connecting the Raspberry Pi camera last version (v2.3) with the
Raspberry Pi 4 microcomputer through flat flexible cable, it attaches thru a 15 cm
(Ribbon cable) to the CSI port at the R-Pi.
(b) Power supply: Connecting power supply with the Raspberry Pi 4 through
USB cable. The power supply ought to give 5 V DC and a least appraised current
of 3A. So, the choice was to utilize power bank J34 compelling source of mobile
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Fig. 5 Structure of Raspberry Pi 4

Fig. 6 Raspberry Pi and its accessories
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Fig. 7 Result after using
different techniques

0%
20%
40%
60%
80%

100%

Preceision Accuracy Recall F1
measure

CNN 100% 100% 100% 100%

SGD 12% 2% 2% 3%

DT 16% 15% 15% 15%

CNN

SGD

DT

versatile battery 10000 mAh 2A output numerous circuit assurance fire retardant
PC fabric.
(c) One sunglass: To fix the camera on it.
(d)One SD card: Uploading the OS system for the Raspberry Pi and the proposed
system on it.
(e) One headphone: Connecting wired headphones to the Raspberry Pi through
3.5-mm audio-out port to send back the name of the objects to the blind person.
(f)Mini Screen 7 inch HDMI Display-B 800 × 480 pixel: Used to enter inside
the R-Pi. This is connecting to the Raspberry pi through HDMI cable.

6 Results

After working on the dataset COCO, training and testing the results from using
different techniqueswere very uneven. Figure 7 shows the results fromusingmachine
learning; we used two algorithms (DT and SGD)when the results were too low, while
the results from using deep learning (CNN algorithm) were too high.

While the results using CNNs in deep learning are high (fidelity, precision, recall,
and measures F1 = 100%).

While machine learning results that SGD was (precision is 12%; accuracy is 2%;
recall is 2%, and F1 measure is 3%).

And DT was (16% precision, 15% precision, 15% recall, 15% F1 measure).

7 Conclusion and Future Research

In this paper, the researcher intends to implement a system in the internal environment
so that visually impaired people can use the system on a daily basis to become
independent and move around the house, and some work has been done in this field.
In the course of this research, we created a CNN model for identifying images of
objects. The model was trained on a large dataset. And the accuracy of the model
was 100%.
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This project is updated by developing models to work in high fidelity dynamic
environments and provide additional specifications for the visually impaired. And
we will work with AI to try to make devices smarter.
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completing this work on time. Also, thanks to Al Mustansiryha University for their assistance.
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Content-Based Image Retrieval Using
Multi-deep Learning Models

Bui Thanh Hung

Abstract CBIR—content-based image retrieval is commonly known as the process
or technique to the “image retrieval” problem that is the problem of analyzing and
searching for a real content of images. Image search is a search technique that uses
images as a source to retrieve an image that is similar to the given image. This
technique has many applications in various fields and industries: securities, banking,
education, business, etc. For the past decade, a variety of approaches has been intro-
duced to solve image search problem, and one of the approaches which proves to
deliver the highest results is the deep learning CNN model. This paper presents the
approach of using multi-deep learning algorithms and similarity measurement. The
problem is solved with three pre-trained CNN deep learning models: RestNet50,
RestNet101, and VGG19 to extract features, then based on these features to calcu-
late the cosine similarity between images to find the mostly similar images with the
given query image.We obtain some encouraging results from several experiments on
flower dataset. The results show that the CNN method has succeeded in supporting
the retrieval task and therefore has huge potential for practical applications.

Keywords Deep learning · Content-based image retrieval · CNN · Cosine
similarity

1 Introduction

It is obviously seen that the emergence of digital technology and appearance of many
devices used in image acquisition have led to the rapid increase of the image databases
stored on the Web. Mary Meeker, an expert in Internet analytics and technology at
Cornell University (USA), said in the annual report on Internet trends: “1.8 billion
digital images are uploaded in a day and 657 billion photos in a year. This means that
every twominuteswe takemore pictures thanwe took150years ago” (Meeker, 2014).
This presents major challenges for the traditional way of organizing and searching
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photos. Therefore, the need for new image retrieval techniques has become apparent
and urgent. Existing technology typically uses the method through text-based image
retrieval to make the search simple and easy. However, this method still has some
limitations that make the results inaccurate or not meeting the needs of the user
performing the search. For text-based image search, the descriptions attached to the
image might not always be accurate since the texts which are used to describe for
image labeling do not always reflect clearly what the image represents.

The traditional content-based image search method relies entirely on visual
features such as texture, color, shape, and local features extracted from the images.
This method still faces the issues of how to identify and select the representative
features that have a high influence on the accuracy of the search results. This process
will be time-consuming; in addition, the problem arises due to the semantic gap
between the high-level and the low-level features. This paper proposes a method to
build a content-based image retrieval system based on multi-deep learning models of
convolutional neural networks to take advantage in images retrieval by the content.
We used convolutional neural network to extract features and calculated the image
similarity based on cosine similarity. The cosine distance is larger, the higher of simi-
larity of the two images is. The rest of the paper is constructed as follows: Related
works are reviewed in Session 2; our proposed method is presented in Sect. 3; Sect. 4
describes our experiments; Conclusion and future direction are mentioned in Sect. 5.

2 Related Works

In recent years, convolutional neural network—a deep learning method has achieved
great success in processing a large database. It has proven to be very effective in the
field of image processing such as: automatic image coloring [1], pedestrian detec-
tion [2], face detection [3], and image classification [4]. In image retrieval, many
researchers used CNNs to solve this problem [5–8]. Kiapour et al. [9] conducted
a study to find fashion clothing products by similar images on e-commerce Web
site. The authors have performed and compared a number of methods, in which the
most prominent is the method using the hidden and experimental two-layer CNN
network on the Exact Street2Shop dataset. Search engines such as Google, Bing, or
the social network Pinterest have also researched and applied to the image retrieval
by using deep neural networks. This research is different with others. We propose
multi-deep learning methods to content-based image retrieval basing on pretrained
effective CNN models such as Restnet50, Restnet101, and VGG. We extract feature
by the model with the highest scores to build image Web search.
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3 The Proposed Method

Our proposed model has two main parts: the training and the test model, in which
the pretrained CNN deep learning models are the framework for feature extraction.
These features will be used to calculate cosine similarity score. Base on those results,
we will find the most similarity images for the query image. Figure 1 shows the
framework of our proposed model.

3.1 Multi-Deep Learning Models

Convolutional Neural Network

Convolutional neural network (CNN) is built based on multilayer neural network;
each layer belongs to one of three types: convolution, subsampling, fully connection
as shown in Fig. 2 [10–15].

Cosine
Similarity

Extract Features
by multi-deep learning models

Extracted 
Features

Extracted 
Features

Query 
Image 

Train 
Images 

Sort 
Similarity

Top k 
Images 

Extract Features
by a deep learning model

Fig. 1 Proposed model

Fig. 2 CNN model
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CNN considers the input image as the input layer; each pixel is a neuron; this
image is also called as a feature map. Convolution layer acts as a feature extractor
that is one or more outputs of the previous layer are convolved with one or more
kernels to produce one or more feature maps. Subsampling layer helps the network
to withstand data distortions such as translation, rotation, and tilt. Fully connected
layer performs classification.

RestNet50, RestNet101

ResNet [12] is a winner model of ILSVRC 2015. This model uses skip connection
to fit the input from the previous layer to the next layer and has a deep network of
up to 152 layers.

The ResNet50 model has over 23 million trainable parameters which consists
of five stages of identity and convolution block. Each identity block has three
convolution layers, and convolution block has also three convolution layers.

ResNet101 model has 101 deep layers and can learn rich feature representations.

VGG19

VGG19 [16] is a model built based on convolutional neural network with three fully
connected layers and 16 convolutional layers.

3.2 Cosine Similarity

Image searchmodels often look for similarity by category. Two photos are considered
similar if they have the same label, e.g., a photo of flowers, a photo of a person, etc.
However, this level of similarity is still not sufficient for higher-level applications.
The next problem is to find similarity in more details, even when the two images
have the same label, in order to identify even the smallest difference.

In the past prior to the explosion of deep learning, traditional image similarities
based on HOG, SIFT, etc., were commonly used. Nowadays, the CNN, which is
often used for image classification and recognition, has presented a more efficient
and accurate alternative to the traditional methods.

To compare the image similarity from the obtained feature vectors, we use the
cosine similarity measurement. The larger of the cosine distance, the higher the
similarity of the two images; based on the distance, it is possible to determine the top
k images that are mostly similar to the query image. Figure 3 describes about cosine
distance.

Cosine similarity measurement is calculated as follows:

Cosine similarity = cos(θ) = A.B

‖A‖‖B‖ =
∑n

i=1 Ai Bi
√∑n

i=1 A
2
i

√∑n
i=1 B

2
i

(1)
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Fig. 3 Cosine distance

3.3 Content-Based Image Retrieval

With the query image Iq and the imagedatabaseP, letV q andV iP be the feature vectors
of the query image Iq and the image I i in the set P, respectively. We determine the
degree of similarity between Iq and I i is the cosine distance between their respective
feature vectors extracted by pretrained deep learning models. Finally, the model will
use a loss function that is a cross-entropy function defined as follows:

L
(
y, ŷ

) = −
M∑

j=0

N∑

i=0

(
yi j ∗ log

(
yi j
∧))

(2)

The cross-entropy function compares the distribution of the output, with the prob-
ability of the correct label being 1 and the probability of the other labels being 0.
In other words, the resulting label will be translated into a vector with 1 being the
true label; 0 is false label. Then, this vector will be compared with the output of
the neuron. The smaller the difference between the two vectors, the smaller the cost
function value.

The image retrieval method applied in this paper consists of two stages: feature
extraction and similarity comparison with images in the same label to find the images
with the highest similarity. All images in the image dataset will be fed through the
CNN network to create representative vectors X i. Then, the representative vector X’
of the input image will be compared with each vector X i obtained above by a cosine
similarity measurement, and the mostly similar images to the input image will be
returned as the search results. Searching by the method of sorting results images in
descending order and shows the top k images most similarity with the query image.
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4 Experiments

4.1 Dataset

In this paper,we use theKaggle flower dataset [17] containing 4242 images of flowers
with five classes: sunflower, daisy, rose, tulip, and dandelion with 800 photos of each
class. Some pictures are shown in Fig. 4. Table 1 shows detail about the dataset.

Firstly, we did experiment on classification task with three deep learning models:
RestNet50, RestNet101, andVGG19.Weused ratio 2:8 to divide the dataset to testing
and training. Experiments were performed on Google Colab with deep learning
library of Keras, TensorFlow, and OpenCV image processing. We evaluated this task
by precision, recall, F1-score, and accuracy measurement calculated as follows:

Fig. 4 Photos in Kaggle flower dataset

Table 1 Kaggle flower
dataset

Flower Number

Daisy 769

Tulip 984

Rose 784

Sunflower 734

Dandelion 1055
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Precision = T P

T P + FP
(3)

Recall = T P

T P + FN
(4)

F1 = 2 × Precision × Recall

Precision + Recall
(5)

Accuracy = T P + T N

T P + T N + FP + FN
(6)

where: TN: true negative, TP: true positive, FN: false negative, FP: false positive.
We got the results of RestNet50 model shown in Fig. 5 and Table 2, RestNet101

model shown in Fig. 6 and Table 3, and VGG19 model shown in Fig. 7 and Table
4. The result of three models is shown in Table 5.

Fig. 5 Result of RestNet50 model in training and testing

Table 2 Results of
RestNet50 model

Measurement Result (%)

Precision 86.6

Recall 86.37

F1-score 86.4

Accuracy 86.37
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Fig. 6 Result of RestNet101 model in training and testing

Table 3 Results of RestNet101 model

Measurement Result (%)

Precision 58.99

Recall 58.89

F1-score 58.63

Accuracy 58.89

Fig. 7 Result of VGG19 model in training and testing
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Table 4 Results of VGG19 model

Measurement Result (%)

Precision 82.5

Recall 82.45

F1-score 82.4

Accuracy 82.45

Table 5 Results of three deep learning models

Model Accuracy (%)

Resnet50 86.6

Resnet101 58.99

VGG19 82.5

From Table 5, we saw that RestNet50 is the best model in classification task. We
used this model for CBIR task.

Secondly, we did experiment on CBIR based on the RestNet50 model. We
extracted feature from this model and calculated cosine similarity to find the top
k similar images. The result is shown in Fig. 8.

Fig. 8 Top 6 similar images with the query image (above picture)
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5 Conclusion

In this study,wehave presented amethod to extract features usingmulti-deep learning
model of CNN and integrate these features to calculate cosine similarity to find the
most similarity on Kaggle flower dataset consisting of five labels for query image
search. The method has the advancement of taking advantage of the processing
capabilities of the convolutional neural network for both classification and vector
computations representing images in the search image. This study has shown that
the application of the RestNet50 model has good results to contribute to improving
the efficiency of image search systems. In the future, we will reduce the training
time, improve the quality of the image classification, and apply another method to
improve the search results.
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Design and Simulation of Meander Line
Antenna for Operating Frequency
at 2.5 GHz Based on Defected Ground
Structure

Mohammed Sadiq, Nasri Bin Sulaiman, Maryam Biti Mohd,
and Mohd Nizar Hamidon

Abstract Meander line antenna (MLA) with defected ground structure, which reso-
nant at 2.5 GHz, has been designed and examined in this paper. The antenna was
built on a FR4 (r = 4.5) substrate with a thickness of 1.1 mm and a loss tangent of
0.025. To evaluate the antenna’s performance, features were used operational band-
width, gain, return loss, and radiation pattern. We achieve a return loss of−17 dB, a
bandwidth of 57MHz, and a gain of 3.21 dB using defective ground structure (DGS).
The antenna is 34 28 1.1 mm3, which is a relatively small space.

Keywords S parameter · Antenna ·MLA · SAR

1 Introduction

The growth of fast-developing wireless communication applications, it was aided
by the development of compact-integrated printed antennas. Because of their advan-
tages of being lightweight, small, conformal, and having a high bandwidth, they are
becomingmorewidely utilized inwireless communication systems [1].Meander line
is the best solution for wireless communication applications such as radio frequency
identification tags, USB dongles, Bluetooth headsets, mobile phones, and so on. The
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Meander line antenna is a type of printed antenna in which the wire structure is
embedded on a dielectric substrate to achieve downsizing in size [2]. A meander
line antenna is a combination of conventional wire and planer strip line in its most
basic form.MLAwas developed by a series of studies describes a variety of meander
line antenna configurations, including log periodic MLAs, and MLAs with varying
vertical segment thicknesses. In this study, we modify the antenna in [4] by using
defected ground structure (DGS) [5] instead of coplanar waveguide [7–12] to lower
the size of the antenna by half.

2 Antenna Design

2.1 Methodology

The proposed antenna has a small compact dimension of (34 × 28 × 1.1) mm3. In
addition, instead of coplanar waveguide line, we use the partial ground loaded with
defected ground structure (DGS) Fig. 1 shows the proposed antenna. The proposed
ground is shown in Fig. 2. A substratewith (εr = 4.5) thickness 1.1mm.The proposed
DGS antenna consists of six branches. All the dimensions are labeled in Table 1.

(a)                                            (b)

Fig. 1 Geometry of the proposed antenna. a Front. b Back

Table 1 Proposed antenna (all dimensions in mm)

Parameter W L W2 W3 H G a D S

Value 28 32 28 15 13 23 3.6 2 0.4
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Table 2 Simulations for
impedance calculation

H W ε Impedance

1.5 2 4.5 58.4

1 1.5 4.5 54.23

1.1 2 4.5 50

2.2 Impedance Matching

The substrate and feed line thickness have been determined to suit the resistance
required 50 impedance calculation software, as shown in Fig. 3, was used to calculate
impedance with respect to the height of the substrate and width of the feed line of
MLA. Table 2 shows these figures.

2.3 Results and Discussion

Using the −10 dB return loss as a benchmark. The following stages are used to
investigate the effect on return loss for various parameter values:

First step: Change the ground height (G) from 17 to 23 mm with step 3 mm
increments while keeping the other settings the same. Figure 4 depicts the return
loss characteristic. The best return loss S11 value is found when (G) equals 23 mm,
2.5 GHz resonant frequency, and we get bandwidth is 62 MHz. Indicating that the
ground height has an impact on the operating frequency and bandwidth. Table 3
shows the various simulation results achieved for altering ground width height.

Second step: Change the feed line’s height (H) from (13 to 17 mm) with step
2 mm and without any change in the other parameters. Figure 5 depicts the return
loss characteristic. The best value of return loss S11 is determined; when (H) equals
13 mm, the bandwidth is 57 MHz. Table 4 shows the various simulation results
achieved with different ground width height.

Figure 6 show the omnidirectional radiation pattern ofMLAwith gain calculations
at main lobe gives 3.21 dB which is very suitable for offered applications.

2.4 SAR Calculations

SAR values are also determined using a10-g reference of human tissue mass [8–10],
as shown in Fig. 7. Table 5 illustrates the averaged 10-g SAR when the antenna is
relatively close to the body at the aforementioned operating frequency.
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Fig. 2 Geometries of DGS

Table 3 Simulations for
different height of the ground
(G)

G (mm) F-start (GHz) F-stop (GHz) BW (MHz)

23 2.439 2.501 62

20 2.457 2.517 60

17 2.492 2.551 59

3 Comparison Between Our MLA at 2.5 GHz and MLA
at 2.5 GHz in [4]

The authors suggested in the design [4] that 2.5 GHz where HFSS software was
used to design and simulate a model antenna as shown in Fig. 8 which consists of a
substrate with (εr = 2.5), and it has thickness equal to 2 mm. A patch antenna with
area of 72.625 mm × 72.612 mm × 2 mm. Figure 9 shows the return loss of this
antenna. The 3D radiation pattern is shown in Fig. 10.

We see that the previous antenna is a good design for 2.5; our MLA the gain is
(3.21 dB). Furthermore, the thickness of our ML is half that of [4]. Table 6 shows
the differences between the MLA in [4] and our MLA.



Design and Simulation of Meander Line Antenna for Operating … 363

Fig. 3 Impedance calculation

Fig. 4 Return loss (S11) for different ground heights (G)

Fig. 5 Effect of different feed line heights (H)

Table 4 Simulations for
different height of the feed
line (H)

H (mm) F-start (GHz) F-stop (GHz) BW (MHz)

13 2.469 2.526 57

15 2.459 2.512 53

17 2.439 2.501 62
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Fig. 6 3D pattern of MLA at 2.5 GHz

Fig. 7 CTIA-defined talking position

Table 5 SAR values F 2.5 GHz

SAR (W/kg)—10 g 0.273

4 Conclusion

Meander line antennas have the following advantages: small size, low profile, low
cost, and simplicity. Because of these advantages, Meander line antennas are quite
common and can be used in a variety of communication systems, including RFID
andWLAN. The microstrip patch antenna (meander line antenna MLA) for 2.5 GHz
was developed, implemented, and tested in this study using CST Microwave Studio
2014. The diameter of higher for substrate, feed line, and ground is all examined in
the MLA parametric studies. We were able to minimize the antenna size by using a
defective ground structure. The antenna’s SAR values are within acceptable safety
limits. Return loss is reduced to −17 dB; bandwidth is increased to 57 MHz, and
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Fig. 8 HFSS design for the MLA in [4]

Fig. 9 Return loss for the MLA in [4]
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Fig. 10 3D radiation pattern in [4]

Table 6 Difference between
the MLA in [4] and our MLA

Our MLA MLA in [4]

εr 4.5 2.5

Thickness 1.1 mm 2 mm

Return loss S11 −17 dB −13 dB

No. of line 6 6

gain enhancement is 3.21 dB. The results of a simulation are provided. The proposed
antenna has a lot of potential for use in wireless devices like phones and tablets.
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Multi-robot Cooperation and Path
Planning Using Modified Cuckoo Search

Bandita Sahu, Pradipta Kumar Das, and Manas Ranjan Kabat

Abstract The paper proposes an innovative approach to solve the cooperation and
path planning problem of multiple mobile robots in clutter environment. The main
emphasis of the work lies in designing a multi-objective fitness function for stick-
carrying robot pairs to compute a collision-free optimal path. The present context of
the paper address the multi-robot cooperation and path planning of two pairs of stick-
carrying robots that move from a predefined initial location to a pre-assumed goal
position by carrying a stick at either end. The basic cuckoo search (CS) algorithm is
modified concerning the step size and the scaling parameter at each step ofmovement
of the robot pairs. Themodified cuckoo search (MCS) algorithm is implementedwith
the robot pair to mimic the egg laying behavior of the cuckoo for producing the next
generation solution. The proposed algorithm is validated using computer simulation
and has been compared with other existing approaches such as ICFA, CS, SDA, and
ABCO. Due to its simplicity and efficacy in terms of path optimality, the proposed
algorithm produces an optimal solution both in the static and dynamic environment
irrespective of the number of obstacles.

Keywords Stick-carrying robot · Multi-robot cooperation · Path planning · Path
deviation · Performance

1 Introduction

Cooperation and path planning of multiple mobile robots have become a crucial
research problem in the field of robotics [1]. Both the concepts have been paid much
attention to solve several social and environmental issues such as object transportation
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in industry, robotics surgery and equipment transfer in healthcare system, detection
of planetary movements in space, and disaster management in cluttered unreachable
environment [2]. A robot may not be able to do these tasks solely and hence need
the help of other robots present in the environment. When more than one robot work
together to accomplish a task is called cooperation [3]. For completion of any task,
the robots need to move from their position to the desired position. The point at
which the transition starts is called as initial position, and the end point of transition
is called goal position. Computing the path from the initial to the goal position
is called path planning. A path for an autonomous robot can be computed easily.
However, planning the path for cooperating robots is complex. Both the cooperation
and the planning depend on the environment where the robot resides and has to
complete the task. If the environment has motionless obstacle, it is referred to as
static environment [4]. But, the environment having moving obstacle is referred to
as dynamic environment. Static environment needs less number of computations
as compared to the dynamic environment. The cooperation and path planning can
be completed using two approaches such as local path planning of multiple mobile
robots and global path planning [5]. In local path planning, the robots compute the
path in a step-wise manner. It uses the concept of spatial object by considering a local
area at each step. However, in global path planning, the robot computes it path as a
whole in a known environment. The global approach may not guarantee to produce
an optimal solution always [6].

A plethora of algorithms has been proposed to address the issue of path planning
and cooperation of the mobile robots. The classical approaches such as potential
field method [7], cell decomposition [8], and probabilistic road map [9] method
solve the path planning problem of the mobile robots in static environment. But,
these are unable to provide an optimal solution in dynamic environment, due to the
inefficiency in dealing with the uncertainty [10]. Several measures have been taken
for enhancing these classical approaches. Shortest distance algorithm [11] has been
proposed to address the path planning problem in static environmentwithout the pres-
ence of any obstacle. The authors have considered only an obstacle-free environment
to compute the optimal path from the predefined start to the goal state. Hybridization
of the existing approaches has also been proposed by using the combined benefits
of individual algorithm such as BADE [12], PSO-DV [13], and IPSO-IGSA [14].
All these approaches address the path planning problem only, and the cooperation
among the robot is overlooked. Meta-heuristic approaches such as particle swarm
optimization (PSO) [15], artificial bee colony optimization (ABCO) [16], and impe-
rialistic competitive firefly algorithm (ICFA) [17] have also been proposed to address
the multi-robot path planning and cooperation problem. But they may not produce
the optimal solution concerning time and path always as the solution quality depends
upon the uncertainty of the environment most of the time. Several nature-inspired
techniques such as intelligent water drop algorithm (IWD) [18], cuckoo search algo-
rithm [19], social spider optimization [20], and bat algorithms [21] have been imple-
mented by mimicking the behavior of some natural phenomena to address the path
planning problem. However, the objective function of these algorithms is based on
the path optimality only and the cooperation part is ignored.
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Thepaper addresses the path planning and cooperation problemofmultiplemobile
robots in both static and dynamic environment. An optimal and collision-free path is
computed usingmodifiedCS algorithm. Themodification has been realized by tuning
the step size and scaling factor dynamically. Two pairs of stick-carrying robot transit
from the predefined starting position to a goal position. The main emphasis of the
paper is furnished as (i) problem formulation for both path planning and cooperation,
(ii) computation of a collision-free path for the robot pairs, (iii) validation of the
algorithm by simulating it using programming in C language, and (iv) comparison
of the proposed algorithm with other existing approaches.

The rest of the paper is furnished into four sections. Section 2 describes the
basic CS algorithm along with the modification done to get the modified CS algo-
rithm. In Sect. 3, the implementation of the proposed algorithm is done with the
addressed problem. Section 4 explains the validation of the proposed algorithm
through simulation. The conclusion and the future scope of the approach are included
in Sect. 5.

2 Cuckoo Search Algorithm

A cuckoo search (CS) algorithm is a nature-inspired evolutionary algorithm inspired
by the egg laying behavior of the cuckoo bird. The cuckoo lays their egg in the nest
of other host birds. The basic CS algorithm is based on five principles such as (i)
each cuckoo lays an egg in a randomly chosen nest, (ii) the egg laid in a host nest
represents a solution, (iii) fixed numbers of host nests are assumed, (iv) the host nest
having a quality egg is considered as the next generation, and (v) the probability if
identifying or destroying the cuckoo’s egg or the host bird abandon the best is either
0 or 1. The host nests are identified in a specified area of a fixed radius referred to as
egg laying radius (ELR) and expressed as follows:

ELR = E × Numlaid

NumTotal

(
Maxegg − Minegg

)
(1)

where E represents the maximum radius, Numlaid and NumTotal denote the number of
egg laid by a cuckoo and total number of eggs, respectively, and Maxegg and Minegg
holds the value ofmaximum andminimumnumber eggs than can be laid by a cuckoo.
The following equation shows the basic step of computing the solution as a global
walk of a current cuckoo Ci at time t + 1.

Ci(t + 1) = Ci(t) + α ⊕ levy(β) (2)

where the probability distribution of levy flight is

levy ∼ u = tβwith 1 < β < 3 (3)
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where α denotes the step size and β is the distribution parameter. The local walk for
a cuckoo can also be expressed in the following equation

Ci(t + 1) = Ci(t) + α ⊕ (
Cbest
i (t) − Cbest

i (t)
)
levy(β) (4)

where Cbest
i (t) denotes the best location in the history of the current cuckoo. The

equation can further be written using the switching parameter of the host bird from
its original nest. The equation for computing the next generation solution of the
current cuckoo is represented using a heavy-side function H(pc − ε), the switching
parameter ps, and ε as a random value. The local walk is represented as follows.

Ci(t + 1) = Ci(t) + α ⊕ H
(
ps − ε

) ⊕ (
Ci(t) − Cbest

i (t)
)

(5)

Each time a solution is generated, the fitness value is computed by considering the
distance of the host nest from the target position and position of the obstacle present
in the environment. It is computed as follows.

F(Ci) = comp(Ci,Pobs)&&DELR &&Di−g (6)

Such that

comp(Ci,Pobs) =
{
1
0

if Ci == Pobs
otherwise

(7)

DELR =
{
1
0

if (Ci − ELR) ≥ 0
otherwise

(8)

Di−g =
⎧
⎨

⎩
1

if
(∣∣Ci(t) − Cbest

i (t)
∣∣ + ∣∣Cbest

i (t) − goal
∣∣)

<
(∣∣Ci(t − 1) − Cbest

i (t − 1)
∣
∣ + ∣

∣Cbest
i (t − 1) − goal

∣
∣)

0 otherwise
(9)

The basic CS algorithm suffers from several pitfalls such as (i) low convergence
rate, (ii) generation of same solution due to fixed parameters, (iii) repetitive calcu-
lation of host nest, and (iv) easy fall into the local optima. To resolve these issues,
several measures have been considered with the basic approaches are varying step
size, changing the scaling parameter and the penalty function dynamically. The
following modifications have been considered in this article for the improvement
of basic CS algorithm.

pc = pc + rand × pc
n

(10)
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α = α × exp
1

n
(11)

The scaling parameter for computing the probability has been computed using a
random function that generates a value between 0 and 1 at each step of calculation.
Further, the step size has also been modified to generate new step value in order to
explore new host. The modified algorithm can be written as follows.

3 Implementation of Proposed Algorithm

The problem addressing the stick-carrying operation is formulated with a pair of
robot (Ri,Rj) with the position vector (xi,yi) and (xj,y), respectively, for both the
robots. Each time the robot pairs compute a next best position and move with the
same velocity and direction. For the cooperation, the velocity, direction ofmovement,
and rotation if any are assumed to be same. At each step, the robot pairs update their
position that is assumed as the solution as implemented with the MCS algorithm.
The following algorithm describes the computation of the best path from the initial
state to the goal state for both the robots.
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It is assumed in the algorithm 2 that the robots are separated by a distance same
as the stick length lstick. The initial position for the robot pairs are selected from the
assumed initial habitat C. The positions are selected as Ci and Cj. Using the equation
as mentioned in the previous section, a new next solution is generated for both the
robot. If the distance of the new positions is more than the ELR, it is rejected and a
new solution is generated. Similarly, if the next position or the solutions generated
by the robot pairs do not satisfy the constraint of stick length, the solution is dropped
and a fresh calculation is made. The objective function formulated in this algorithm
is based on two constraints such as distance constraint between the robot pairs and
collision avoidance with the obstacle which is computed in terms of the fitness. It
is assumed as a minimization problem that minimizes the path length between the
pre-assumed start and goal state.

f = w1 × f1 + w2 × f2 (12)

Where w1, w2 represents the weights and assigned with the value 0.5 and 0.5, f1
indicates the objective function to compute the distance between the robot pairs and
computed as follows.
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f1 =
⎧
⎨

⎩

1 if (

∣∣
∣C′

i − C′
j

∣∣
∣ �= lstick∣∣∣C′

i − C′
j

∣∣∣ otherwise
(13)

Similarly, the second objective function describes the fitness of the solution by
comparing it with the obstacle position and represented as follows.

f2 =
{
1 if C′

i �= Cobs and C′
j �= Cobs

D − Dth otherwise
(14)

where Dth denotes the threshold distance between the obstacle and the robot position,
and D denotes the actual distance obtained between the obstacle and the computed
position of the robot.

4 Simulation and Result

A simulation environment has been established as a 400 × 550 pixel area on a
computer screen.Theproposed algorithmalongwith its competitor has been executed
using programming in C language. The environment has been set with 10 obstacles
and two pairs of robots. The robots are denoted as circle of radius 5 pixel units.
The initial and goal positions are represented with different color circle. The stick
is represented as a rectangle of size 10 × 20 pixel area. Experiments have been
performed with varying the number of obstacle as 8, 10, 12, and 15. The amount of
path traveled by each algorithm like MCS, IVFA, CS, SDA, and ABCO has been
computed and shown in Fig. 1. Further, the obstacles are allowed tomove for realizing
a dynamic environment. To generate a collision-free path concerning the obstacles
in motion, all the above-mentioned algorithms are executed and the path traveled in
unit pixels is recorded in Fig. 2.

Similarly, the number of turns required reaching the target in the static and
dynamic environment is noted in Table 1. The number varies with respect to the
number of obstacles. All the competing approaches are executed in the static envi-
ronment incurred lesser number of turns as compared to the dynamic environment
due to the motion of the obstacles. However, irrespective of the number of obsta-
cles and environment, the proposed algorithm produces the optimal path with least
number of turns as shown in Figs. 3 and 4. With less number of turns, the proposed
algorithm requires less number of steps to reach its target. Figure 5 witnesses the
supremacy of the proposed algorithm in terms of incurred steps in static environ-
ment. Similarly, the algorithms ICFA, SDA, CS, and ABCO have been executed
along with the proposed algorithm in the dynamic environment and require lesser
number of steps as shown in Fig. 6. Table 2 illustrates the superiority of the proposed
algorithm as compared to other existing approaches in terms of steps. The amount
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Fig. 1 Average path traveled in static environment

Fig. 2 Average path traveled in dynamic environment

of path deviated by each of the approaches is plotted in Figs. 7 and 8. In both the
static and dynamic environment, the amount is minimal for the proposed algorithm.
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Table 1 Number of turns require for the robot pairs to reach the target

Algorithms Environment

Static Dynamic

Robot pair1 Robot pair2 Robot pair1 Robot pair2

Proposed 7 11 9 12

ICFA 9 13 13 17

CS 12 16 15 20

SDA 14 19 19 23

ABCO 16 22 20 25

Fig. 3 Turns made by robot pairs in static environment

The overall performance for each of the competing algorithm has been computed
by considering the number of steps, turns, and path traveled using the following
equation.

per = a*steps + b*turn + c*path (16)

In the above equation, the variables a, b, and c are assumed as theweighing param-
eters with the values 3, 2, and 1, respectively. The overall performance computed for
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Fig. 4 Turns made by robot pairs in dynamic environment

Fig. 5 Steps made by robot pairs in static environment

each of the algorithm is illustrated in Figs. 9 and 10 for the static and dynamic envi-
ronment, respectively. In both the environment, the proposed algorithm outperforms
the competing algorithm.
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Fig. 6 Steps made by robot pairs in dynamic environment

Table 2 Number of steps require for the robot pairs to reach the target

Algorithms Environment

Static Dynamic

Robot pair1 Robot pair2 Robot pair1 Robot pair2

Proposed 17 30 21 29

ICFA 20 24 24 31

CS 22 25 27 35

SDA 25 30 31 39

ABCO 29 34 39 41

5 Conclusion

The primary focus of the paper is to captivate the problem formulation of multiple
mobile robots to transport a stick from one position to another position. The research
work is in the framework of nature-inspired techniques to mimic the egg laying
behavior of cuckoo. The pitfall of the basicCS algorithm is resolved by tuning the step
size and scaling parameter dynamically. The proposed algorithm is validated using
computer simulation through programming in C language. The paper justifies the
superiority of the proposed algorithm in terms of path optimality, collision avoidance,
and performance in both the static and dynamic environment. Further research may
be extended for more number of mobile robots to realize the cooperation among
them as the proposed paper is limited to the synchrony of two robots only.
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Fig. 7 Path deviated in static environment

Fig. 8 Path deviated in dynamic environment
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Fig. 9 Overall performance in static environment

Fig. 10 Overall performance in dynamic environment
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Technology Framework for Building
Educational Augmented Reality
Applications

Hung Ho-Dac, Van Len Vo, and Tuan Anh Tran

Abstract Applying technology to education to improve efficiency is one of the
inevitable trends. In higher education, augmented reality (AR) is strongly used due
to its advantages. AR provides the ability to apply simulation models in teaching to
increase the visualization as well as extend conditions for students to practice more
and more. Derived from that fact, we have research motivation for applying AR
technology in education, especially for higher education. In this work, we propose a
procedure to build up an educational AR application as well as a related technology
framework. We also build up an AR application following our proposed procedure
and technology framework. This application allows users to interact with machine
elements. Furthermore, we model machine elements in automobile major which are
available on GitHub and free.

Keywords AR · Simulation · Technology framework

1 Introduction

Nowadays, augmented reality (AR)—oneof the key areas of IndustrialRevolution4.0
is developing and applying strongly in many different fields. The deployment of 5G
networks combinedwith cloud technologymakes the deployment of AR applications
into social life easier than ever. In teaching,AR is strongly used to improve the quality
of education and training because of its advantages, especially the ability to apply
simulationmodels in teaching to increase thevisualization.ApplyingAR to education
provides students with a new and more effective learning platform than traditional
teaching methods where students can practice through interaction to gain the ability
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to experience, observe, and innovate through full practical exercises with the support
of AR technology. From there, it helps students improve their professional skills and
educational efficiency.

Currently, most students own at least one smartphone. So the combination of AR,
smartphone, and education becomes easy and convenient. Augmented reality offers
a combination of real, user-viewed, and computer-generated virtual scenes. This is
the augmentation of the real world by adding in real space a place, space, thing, or
event. This new approach enhances the effectiveness and attractiveness of teaching
and learning [1].

Due to that fact, we realize that building procedures and technology frameworks
for AR application in education is necessary. In this work, our contributions are as
follows:

(i) We propose a procedure and technology framework for building up AR
applications in education.

(ii) We build up an open-source AR application following our proposed proce-
dure and technology framework which allows users to interact with machine
elements.

(iii) We model machine elements in automobile major and publish them free.

Our source code and model can be easily found at https://github.com/lamtacta2/
NCKH2020-2021. The rest of the paper is organized as follows: Sect. 2 surveys the
related work. Section 3 introduces the procedure and technology framework. We
present our AR application in Sect. 4. We conclude our work with future work in
Sect. 5.

2 Related Work

There are many studies in applying AR to education. In [2], Kesim and Ozarslanb
introduce the application of AR in education as well as the possibilities of AR. They
discuss some key technologies in AR and their impacts. Wu et al. [3] conduct a
survey and discuss technological, pedagogical, and learning issues related to the
implementation of AR in education.

In another work, Chen et al. [4] survey studies published between 2011 and 2016
andprovide state of art onAR in education. They also discuss trends and opportunities
of AR in education. Lee [5] explains in his literature review how AR can be applied
to education and the potential impact on future education. In [6], Wang et al. present
the development of AR in education. They also discuss the potential of AR tools in
teaching and learning.

VR and AR are increasingly being used in the medical field [7, 8] as VR surgical
simulation systems that provide trainee or inexperienced surgeons with surgical
training when operating a VR surgical simulation system, and you can simulate the
realism of the actual operation and reduce the incidence of errors during the actual
operation in the future. There has been a steady growth in the use of virtual reality

https://github.com/lamtacta2/NCKH2020-2021
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(VR) in health care [9]. In the teaching of human anatomy [10], three-dimensional
stereoscopic visual effects can be presented through VR to understand the relative
positional relationship between objects. For clinicians or medical students, in the
understanding of human structure and learning has very good potential application.
In healthcare education, intravenous injection can also be learned through VR and
AR [11].

3 Procedure and Technology Framework

There are many architectures for AR systems [12, 13]. From our perspective and best
knowledge, we propose a skeleton for AR system onmobile phones including but not
limited to elements (Fig. 1): mobile phones, user interfaces, peripherals, data/models,
and applications.

We also propose the overall procedure for building upAR application in education
as in Fig. 2. We will explain in detail our procedure and technology framework in
this section. We propose Vuforia [14], SOLIDWORKS [15], Blender [16], Unity
[17], Visual Studio [18], and PowerPoint [19] for technology framework. Vuforia is
developed by PTC company. This technology helps to connect the phone’s camera to
the software. Retrieve data from camera input and process. Currently, this technology
supports 3D scanning on iOS, tracking images, tracking plants, etc. We used it to
deal with the function of connecting the phone’s camera to the software and Tracking
Image. SOLIDWORKS is software that supports mechanical design, construction,
and simulation. This software is quite easy to use and convenient. We used it to
create small elements and combine them to form large elements. To integrate big
elements into Unity as 3D models, there are two solutions: (i) use a support tool but
will pay fees like T-Link, (ii) use free software to convert the format of the model to a

Fig. 1 Skeleton for AR
system on mobile phones
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Fig. 2 Overall procedure and technology framework for building educational AR application

suitable format for Unity. Blender is a cross-platform tool. It also has relatively small
memory and drives requirements compared to other 3D creation suites. Blender can
be used to create 3D visualizations such as still images, 3D animations, VFX shots,
and video editing. We chose Blender because it is free and easy to use. Unity is the
software; we choose to connect things together and supports exporting files to many
different formats such as iOS, Android, etc. To connect and export files to iOS or
Android, there are many supported software applications but now most prominent
are Unreal Engine and Unity. We chose Unity because it uses C# which is easy to
learn and use. Visual Studio is the official IDE of Microsoft. We use this IDE to
develop scripts for Unity, This IDE is quite easy to use in terms of ease of learning
and has long-term support. PowerPoint 2019 is a presentation aid software but can
also be used to design 2D because it is quite easy to use and has quite a full range of
features for 2D design and it also helps to export files as PNG and JPG. So we chose
this software to generate 2D data for the project.

To build a 2D model, we can use it in two ways: (i) drawing by hand, (ii) using
supporting software. With the first way, drawing by hand will require drawing skills
and take quite a lot of time while the second method is simple. So here we choose
the second option. Currently, there are many supporting software applications such
as Paint, Adobe Photoshop, etc. But due to the economic and educational purpose,
we use PowerPoint. PowerPoint software has the feature to help users export files as
PNG or JPG and the software is quite easy to use and familiar to us. To create a 2D
model, we follow these steps:

• Step 1: Take a picture of the 3D model.
• Step 2: Create a slide in PowerPoint.
• Step 3: Design the frame for the 2D model.
• Step 4: Insert the photo captured in step 1 into the frame just designed in step 3.
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• Step 5: Export the slide as PNG or JPG and save it to a file to create data for the
system.

• Step 6: Print the photo just created in step 5 to create a card.

To build a 3D model, we use SOLIDWORKS software to draw the elements and
then assemble them to form a complete model. Doing each detail separately will
help the system to have large data and more flexibility. Once we have drawn the
details of a large model, we start to put them together. To draw the elements, we
use SOLIDWORKS part and assembler we use Assembly of SOLIDWORKS. After
the assembly is complete, we will export the file as STL, we start to put the newly
created STL files into Blender by the Import command in Blender. After importing
into Blender we export the file as FBX or OBJ. FBX will form the discrete parts
and OBJ will combine those discrete parts into one block. That means the FBX file
will have but the OBJ file is inside and the OBJ file only has it. Once we have the
FBX or OBJ file, we bring Unity to drag objects from outside into Unity or copy or
move them to the folder where the project is stored. When brought into Unity, 3D
models will lose colors. To color the 3D model, we can color in Blender or Unity. In
Blender, we have two ways to use Texture Image or mesh color. If using a Texture
Image, an image with a color matching each point on the 3D model is needed. This
is quite difficult and time consuming. If you color in a grid, it is very time consuming
and detailed models will be difficult to paint and causes color smudges easily. So we
chose to fill Unity with the FBX file format.

We use Unity to connect all things together in an application. In addition, we
integrate Vuforia technology and peripherals control into the application. The detail
source code and models can be found easily at our repository on GitHub (https://git
hub.com/lamtacta2/NCKH2020-2021).

4 Application

We build up an AR application following our proposed procedure and technology
framework which allows users to interact with machine elements. When the camera
of a mobile phone captures a card representing the 2D model of a specific machine
element, the corresponding 3D model will be loaded. Users can interact with the 3D
model in many ways including but not limited to: rotate, zooming, moving, etc. Our
application also provides basic information for each machine element.

We do believe that with the proposed procedure and technology framework, the
time and effort required to build an AR application for education will not be too
much. We complete our application in about 1 month with 10 3D models and ten
corresponding 2D models (Figs. 3, 4 and 5).

https://github.com/lamtacta2/NCKH2020-2021
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Fig. 3 Educational AR application in automobile major screenshot#1

Fig. 4 Educational AR application in automobile major screenshot#2

Fig. 5 Educational AR application in automobile major screenshot#3
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5 Conclusion

In this work, we propose a procedure to build up an educational AR application as
well as a related technology framework.Wealso build up anARapplication following
our proposed procedure and technology framework. This application allows users
to interact with machine elements. Furthermore, we model machine elements in
automobile major which are available on GitHub and totally free. In our further
work, we will apply more complex interactions and more models to our repository.
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Multiband Handheld Antenna
with E-shaped Monopole Feeding

Mohammed Sadiq, Nasri Bin Sulaiman, Maryam Biti Mohd,
and Mohd Nizar Hamidon

Abstract An antenna for wireless communication applications, which is a simple
multi-band planar antenna is offered. This work introduces an open slot antenna
supplied by an E-shaped monopole for use with mobile and wireless LAN services.
The objective of this paper is to design printed antennas suitable for use in LTE
mobile stations. The big challenge is to obtain small frequencies from an antenna of
a small size because the inverse relationship between antenna size and frequency, safe
for human use, suitable for use in DVB, operates for most of the mobile applications,
and with a wide bandwidth. The antenna size is 42 × 33.8 × 1.5 mm3. We added
three branch lines for the proposed antenna to accommodate theDigital VideoBroad-
casting DVB. The antenna’s length is adjusted to 500 MHz to support DVB bands;
it runs in five bands: 470–530 MHz, 666–750 MHz, 862–980 MHz, 1.37–2.88 GHz,
and 3.15–3.52 GHz. The SAR computations are performed using the commercial
program CST 2014. It is worth noting that the experimental measurements were
compared to the simulation results and show a high degree of compatibility.
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1 Introduction

Different requirements for mobile phone antenna design have been anticipated and
expanded in response to the support and enhancement of multimedia functionality by
mobile communication systems. Numerous mobile users are interested in receiving
L-band broadcasts via DVB-H (Digital Video Broadcasting-Handheld) and T-DMB
(Terrestrial Digital Multimedia Broadcasting). LTE, the 4th (Fourth Generation of
Cellular Networks), is also meant to provide multimedia services to any location,
at any time. The LTE standard is expected to operate in bandwidths between 1.4
and 20 MHz, in a range of frequency bands between (400 MHz and 4 GHz) [1–3].
Numerous studies have been conducted in order to establish an antenna architecture
that fits the DVB-H antenna requirements for handheld devices [1, 2]. Although
ideas utilizing control circuits for miniaturization were developed [4–7], but there are
some problems such as the reduced antenna efficacy, and increased prices. Magneto-
dielectric materials have been primarily used to reduce the size of antennas [8–10],
but they have a number of disadvantages, including high loss, low radiation efficiency,
and a high cost when compared to conventional dielectric materials [11–15]. Seong
et al. [12] offer a small antenna that incorporates aU-shaped slot printed in rectangular
monopole forDVB integration. To coverDVB-H,T-DMB, andGSM900, the antenna
takes up only 50 × 27 mm2. Langley et al. [13] presented a compressed multi-band
tunable system with a vector as an effective tuning component to contain a wide
of mobile bands UMTS, GSM (85,090,018,001,900) by regulating the capacitance
between two broadcast bands and the gap in the slotted PIFA, radio frequency FM
76–108 MHz, and mobile television DVB-H 470–702 MHz with size of 40 × 15 ×
8 mm3. Yang et al. [14] designed a planar meander monopole antenna. From 440
to 1350 MHz, wideband impedance characteristics are achieved utilizing parasitic
strips and a sleeve feed. It is ideal for LTE, DVB-H, and GSM (850,900) applications
inmobile phonesmeasuring 40× 100mm2. This article describes an internal antenna
that consists of a monopole have 3-branch that can span a wide frequency spectrum
with DVB and LTE. The return loss for the suggested antenna is a −10 dB, and
bandwidth of 470–533 MHz, 650–750 MHz, 869–993 MHz, 1.372–2.884 GHz, and
3.142–3.525 GHz, which means it covers UMTS (2100), ISM (2450), PCS (1900),
DCS (1800), and GSM (900), the majority bands of LTE with a diameter of 42 ×
33.8 × 1.5 mm3.

2 Antenna Design

The proposed antennawith compact dimensions of (42× 33.8× 1.5)mm3 is a planar
printed antenna and can joint into a small and smart mobile device. The proposed
antenna design in this study is illustrated in Fig. 1. The substrate of antenna is
constructed from FR4 (4.4), thickness 1.6 mm, and the magnitude of loss-tangent
equal to (0.025), as illustrated in Fig. 1.
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(a)                        (b)

Fig. 1 The geometry of propose antenna

Our presented patch antenna is consisting a two E-shape planar back-to-back
monopole and three sub-lines. At 900 MHz, the first sub-line work as a monopole
radiator as well as a bore resonator supplied from E-shape monopole resonator
supplied from E-shape monopole antenna that emits in the higher frequency bands.
The second and third sublines extend the route of the surface current, so lowering the
resonance frequency. The first line’s electrical length of 61.25 mm is set to emit in at
900MHz (869–993MHz). The second and third lines’ electrical lengths of 83.85mm
and 89.8 mm, respectively, are tuned to resonate at 700 MHz (650–750 MHz). To
further understand the implications of various dimensions parameters, a complete
parametric analysis was conducted. Setting the value of some parameters for the
resonant frequency can be done in a step-by-step method [16]. The first step is to
design the antenna’s dimensions, as illustrated in Fig. 1, with the beginning value of
0.5 mm for all of the antenna’s dimensions. The settings are specified as variables to
demonstrate how they affect the MLA’s bandwidth and gain.

CST Microwave Studio 2014 was used to simulate the suggested antenna. The
comparison in terms of the actual and modeled data for the return loss (S11) was
illustrated in Fig. 2. According to simulation and testing data, the antenna covers
many of the foregoing mobile and wireless application bands. The antenna operates
in three bands (674–750 MHz, 869–993 MHz, and 674–750 MHz) with a return loss
reference of−10 dB (1.4–3.13 GHz). The length of both the second and first lines is
adjusted to control the first and second resonant frequencies, respectively, while the
size of monopole radiators and branch lines is adjusted to regulate the third resonant
frequency.

3 SAR Calculations

As mobile phone usage increases, so does research into the potential health dangers
posed by electromagnetic (EM) fields generated by wireless terminals. When a cell
phone is held close to the head or hand, a multitude of factors can affect the EM
interaction. SAR, or specific absorption rate, is a widely used metric for assessing
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Fig. 2 The proposed antenna’s return loss was simulated and measured

exposure. As a result, numerous rules and recommendations have been enacted to
regulate mobile handset radiation exposure, with the goal of reducing SAR while
also increasing antenna system efficiency.

IEEE C95.1: 2005 has been amended to increase the SAR limit to 2 W/kg across
any 10 g of tissue [17], equivalent to the threshold recommended in ICNIRP guide-
lines [18]. The cellular phone model’s output power must be specified before SAR
can be simulated. The cellular phone’s output power is set to 500 mW in this study,
with frequencies of operation of 0.7, 0.9, 1.8, and 2.1 GHz. Themodel of HugoVoxel
(structure of antenna near the human head model) is depicted in Fig. 3. The SAR
values are derived using a 10 g human tissue mass as a reference. The SAR computa-
tions and the Hugo Voxel model are performed using the commercial program CST
2014 [19], and the relative permittivity and conductivity of the tissues involved as
it is specified in [20–23]. Table 1 explains the 10 g-SAR values at the previously
mentioned frequencies band when the antenna is relatively close to the human body.

The antenna complies with standards of ICNIRP and IEEE C95.1: 2005. The
Specific Absorption Ratio values are modified by varying the space between the
antenna and the head due to the scalability of the results when the power level
fluctuates.

Fig. 3 Structure of the antenna modeled after a human head (Hugo voxel model)
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Table 1 Values of SAR, and the human model impacts of on antenna characteristics

F in GHz Human Without
human

Human (dB) Without human
(dB)

SAR (W/kg) (10g)

Efficiency % S11

0.7 77 80 −14 −20 0.59

0.9 82 92 −25 −27 0.41

1.8 84 86 −17 −16 0.72

2.1 79 80 −14 −33.9 0.92

As illustrated in Fig. 4, Free space, Hand Mode (Browsing), speaking position
with hand near from head (the space between human head and antenna 0.5 mm), and
speaking position were proposed by the Cellular Telecommunications and Internet
Association (CTIA) as four different test sites for the body and mobile phone [18].

Figure 5 illustrates the return loss for four different scenarios of the antenna. The
hand and head have the primary impact of causing minimal impedance matching
shift and degradation. For real-worldmobile phone applications, however, impedance
matching across the operating bands is still necessary.

(1) (2) (3) (4)

Fig. 4 CTIA-defined. 1 Free space, 2 hand mode (browsing), 3 speaking position with hand, and
4 speaking position

Fig. 5 S11 at the four CTIA positions
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(1) Front view (2) Back view

Fig. 6 DVB antenna

Fig. 7 The suggested DVB antenna’s return loss was simulated and measured

4 Antenna Design with DVB Band

To accommodate the Digital Video Broadcasting (DVB band), the suggested patch
antenna is changed by adding three sub-lines of varying lengths, as illustrated in
Fig. 6. The third sub-line enlarges the channel through via which the surface current
circulates, hence decreasing the resonance frequency. The dimensions are increased
to accommodate DVB bands, and the antenna measure are increased to (42 × 33.8
× 1.5) mm3.

The return loss simulation results are shown in Fig. 7. The antenna’s coverage of
all preceding bands, aswell as theDVBband, is ensured by the simulation results. The
antennaworks in the following bands: 470–530MHz, 666–750MHz, 862–980MHz,
1.37–2.9 GHz, and 3.15–3.52 GHz, utilizing a −13 dB reference.

5 Conclusion

The invention of a compact-planar antenna that is suitable for the majority of
currently available mobile, wireless communication services, DVB, and ISM service
is described. The Specific Absorption Ratio values are within acceptable safety stan-
dards. The effect of the human body at antenna efficiencywas also taken into account.
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The antenna is smaller than other antennas that have been published. The CST simu-
lator was used to simulate the antenna, and the photolithographic process was used to
construct it. The simulated and experimental results show a high level of agreement.
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Comparative Analysis of KNN Classifier
with K-Fold Cross-Validation
in Acoustic-Based Gender Recognition

Disha Handa and Kajal Rai

Abstract Gender recognition based on acoustic attributes plays an important role in
various audio forensic level tasks.When we talk about forensic level issues, accuracy
is the most prominent attribute that needs to be taken care of. This article shows
our attempts to observe the impact of multiple folds applied to the popular KNN
classifier on the accuracy of results while recognizing the gender of the speaker. We
demonstrate our experiments by using python programming language on the dataset
available on Kaggle. The results show that 20-folds KNN can provide maximum
accuracy (95.77%) and saturate afterward with the size of the dataset up to 3168.
Results also show that changing the number of nearest neighbors in this algorithm
will not put any impact on the accuracy.

Keywords Machine learning · Gender recognition · K-fold cross-validation ·
KNN classifier · Comparative analysis · Audio forensic

1 Introduction

Several potential applications can be derived from the automatic recognition of
gender. Since global security is currently a concern, gender classification has attracted
a great deal of attention, especially among speech researchers. There are several
acoustic characteristics of a speaker that can help classify its gender. Features such
as Short-Term Energy, Sound Intensity, Mel-Frequency Cepstral Coefficients, Pitch,
and Frequency can differentiate male and female speakers as well as can identify
gender-specific distress or joyful non-speech patterns [1, 2]. Many researchers have
also done remarkable work in the area of gender recognition by using numerous
AI, ML, and hybrid classification techniques [3]. Besides all this significant work, a
need for understanding the accuracy level that the classifier can provide is required.
Among the three datasets, few claim they have achieved 96.8% accurateness with
KNN for the TIMIT dataset [4].
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Fig. 1 Block diagram for gender identification

Similarly, every researcher has claimed the effectiveness of the algorithm or clas-
sifier applied. In this study, we compare the accuracy level of a single classifier,
KNN, using k-folds on the same dataset. As a result, we learn howmany folds one can
apply to achieve maximum accuracy. Figure 1 depicts the model we have used for the
study. Python is well known for its flexibility and its vigorous community. Therefore,
working with machine learning algorithms or classifiers is not quite as complex as
developing the entire algorithm from scratch. This study relies onMatplotlib, Pandas,
NumPy libraries, Scikit, sklearn, kNeighborsRegressor, and neighbors Classifier.

1.1 Literature Review

In both classification and regression, KNN algorithm is used. The weighted averages
are calculated by assigning neighbors’ contributions relative to their distance from
each other.Across all parameters of consideration, theKNNalgorithmperformswell.
The reason it is used most often is because it is easy to interpret and requires less
computation. Several researchers have employed k-fold cross-validation in a wide
range of experiments [5–8]. In [9], authors proposes a computer-aided diagnosis
approach based on KNN with k-fold cross-validation and neural network technique.
Withmachine learning (ML)methods, k-fold cross-validation, and performance eval-
uation metrics, the researchers were able to achieve an average accuracy of 96.78%
with the initial training data. In [10], authors introduce six types of machine learning
algorithms based on similar characteristics, like KNN, decision trees, Naïve Bayes,
Linear Regression, and SVM. This study evaluates machine learning algorithms,
which are tested for accuracy. The study uses the k-fold cross-validation algorithm
as a model for evaluating the effectiveness of machine learning algorithms in data
analytics. There is a 95% accuracy rate for fold-3, which is the best test for accuracy.
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2 Method and Experiment

Wehave usedK-NearestNeighbor (KNN)Classifier for classification of acoustic data
to distinguish gender of the speaker. This classifier is popularly used to differentiate
the data into different classes based on various attributes. It comes under the category
of supervised machine learning algorithms and one of the widely used machine
learning algorithms [12]. The entire process is divided into the following tasks:

A. Importing and Reading Data
To implement a KNN classifier using Python, we have used a dataset available
on Kaggle. The file has 3168 rows and 21 columns. Data is shown in the first
20 columns, and a label appears in the final column that represents gender [13].
There are worth twenty acoustic attributes such as mean free, sd, and median.
In the first step, we have to import and read the dataset.

B. Preprocessing
In general, AI and machine learning algorithms perform better when given
numerical input. So, it is considered a challenge to change untrained data into
mathematical formbut at the same timemaintain its efficiency. There are several
methods to change data into numeric format. Trade-offs and effects of various
techniques are different on different feature sets [14, 15]. In our experiment, we
use the Label-Encoder method to convert categorical data into numerical form
by using the SciKit-learn library. The next step is to perform normalization to
ensure that all the data lies in a similar range.

C. Constructing Model using KNN Classifier
It is necessary to divide the data into two categories: training and testing. We
classified 80% of the data as training data and 20% as testing data in our study.
Afterward, we have constructed a regression model of KNN with 3, 5, and 7
nearest neighbors.

D. Evaluation
With certain types of data, cross-validation works very well for evaluating
machine learning models. The method uses a particular parameter, k, which
represents the number of groups that a specific data set is to be broken into.
Hence, it is known as k-fold cross-validationwhere k can be any positive integer
number greater than zero. This technique is mainly used in applied ML to
estimate the ability of any model on anonymous data. The dataset is shuffled
randomly in this approach and then split into k groups. The model is fitted on a
training set, evaluated on a test set, and evaluated on a test set using one group
as the test data set and the rest as training data sets. Each of the k subsamples
is used as the validation data exactly once during the cross-validation process.
An average can then be calculated based on the results of k measurements of
accuracy. The examinations in the data set are assigned to groups and remain
in those groups during the entire procedure. Further, each sample is allowed to
appear in the hold-out set only once and to be used to train the model k times
[16, 17]. Figure 2 shows how to do cross-validation using 10-folds in Python;
the accuracy score is also displayed in percentage that is 95%.
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Fig. 2 K-fold cross-validation using KNN

Fig. 3 K-fold cross-validation with 3 nearest neighbors

We have built a KNN classifier using 5-, 10-, 15-, 20-, and 25-folds of cross-
validation to make a comparison based on the accuracy provided by the specific
fold. Figure 3 shows the accuracy scores of KNN using 5–25 k-folds with 3 nearest
neighbors. It is clear from thatwith the increase of the folds the accuracy rate increases
and after 20-folds it starts degrading for this particular dataset. It further states that
up to 3000 set of records, we can apply 20-fold to achieve maximum accuracy. The
similar type of experiment is being done with 5 nearest neighbors to examine its
impact. Figure 4 depicts the KNN accuracy rate with 5 nearest neighbors. Table 1
reflects that the increase of number of neighbors is not putting any impact on the
result set.
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Fig. 4 K-fold cross-validation with 5 nearest neighbors

Table 1 KNN model accuracy with k-folds

No. of nearest neighbor Accuracy in percentage (%)

5-Folds 10-Folds 15-Folds 20-Folds 25-Folds

3 95.32 95.54 95.6 95.77 95.71

5 95.32 95.54 95.6 95.77 95.71

7 95.32 95.54 95.6 95.77 95.71

3 Conclusions and Future Work

With the help of a widely used KNN classifier, the study examined acoustic attributes
and classified them into male and female categories. The KNN classifier has been
used for gender detection by many researchers. This study, however, is primarily
concerned with the accuracy that the KNN algorithm can provide with multiple
folds and for n neighboring points where n can be any positive number. The agenda
is to find the threshold value of accuracy with multiple folds and n neighbors’. The
aim is to find the threshold value of accuracy with multiple folds and n neighbors’. It
has been found that the KNNwith 20-folds provides maximum accuracy and starts to
degrade afterward. On this dataset, however, the number of neighbors does not affect
the accuracy. In future studies, we will examine more attributes in a given dataset
that can impact accuracy.
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Modified ElGamal Algorithm Using
Three Paring Functions

Eman Hatem Omran and Rana Jumaa Sarih Al-Janabi

Abstract Cryptography defines differentmethods and technologies used in ensuring
that communication between two parties over any communication medium is secure,
especially in presence of a third part. This is achieved through the use of several
methods, such as encryption, decryption, signing, generating of pseudo-random
numbers, among many others. Cryptography uses a key or some sort of a pass-
word to either encrypt or decrypt a message that needs to be kept secret. This is
made possible using two classes of key-based encryption and decryption algorithms,
namely symmetric and asymmetric algorithms. The best known and the most widely
used public key system is ElGamal. This algorithm comprises of three phases, which
are the key generation phase, encryption phase, and the decryption phase. Owing to
the advancement in computing technology, ElGamal is prone to some security risks,
whichmakes it less secure. The following paper previews combination of three paring
function used to enhance the ElGamal algorithm and increase its security. The results
showed that the modified algorithm gives 93% accuracy.

Keywords Cryptography · ElGamal algorithm · Encryption · Decryption ·
Cryptosystem · Security · Public key · Private key · Paring functions

1 Introduction

Cryptography is the study of algorithms that provides a security service and protects
the integrity of data, algorithms that guarantee the authenticity of the source of data,
and algorithms that provide confidentiality for data (encryption algorithms). Privacy
is at the heart of cryptography. Coding is a functional means to achieve data privacy
[1]. Cryptography played a vital role in many aspects of our world today, such as
online banking andE-commerce operations andE-mail. Understanding the principles
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of encryption depends on the knowledge of many topics such as complexity and pure
mathematics [2]. Encryption is separated into two basic forms (symmetric encryption
also named private key encryption uses the similar key to encode and decode like
stream cipher and block cipher), and asymmetric encryption also named public key
coding uses two couples of key, one to code the message and the other to the encode,
the first is identified as public key because it is identified to operator in the chosen
situation, it is utilized to code messages, while the next is known as private key so
termed because he is recognized to only one operator which is the owner and is
utilized to decode encrypted messages public key. The goals of cryptography can be
descripted as the following:

(a) Confidentiality: It confirms that only official personnel can access data.Hiding
data by encrypting information is one method to provide secrecy.

(b) Data integrity: It confirms that it is possible to identify unauthorized adjust-
ments to the information. It also saves against an attacker changes documents
through transportation, like interrupting an E-mail message and changing the
message before sending it to the receiver.

(c) Authentication: It confirms that data is created from the operator or computer
that claims to have sent the data. It also saves against imposters and man-in-
the-central attacks.

(d) Non-repudiation: It certifies that an operator cannot deny acting a job or
transfer data. For sample, non-repudiation confirms that a party to an agreement
cannot refute having signed the agreement.

(e) Anti-replay protection: Avoids an attacker from interrupting a message and
transfers it later. For example, an attacker can detention a logon sequence and
then replay the system packs to logon at a later time. Anti-replay protections,
like addition encrypted time brands to information, stop such attack.

2 Related Works

Galindo andGroßschädl [3], they said that leakage-flexible cryptography purposes to
expand the rigorous promises succeededover theverifiable safety example to physical
applications. The structures planned on based of this different method necessarily
hurt from an Achilles foot: A restricted outflow supposition is required. At present,
a massive gap occurs amid the concept of many projects and their application to
approve the outflow flexibility in training. The current job efforts to thin this hole for
the outflow-tough interconnected ElGamal key encapsulation device (BEG-KEM)
offered in 2010. Their main influence in the different of a restricted seep and first-
calculation-seepages ideal that is nearer to training. We deteriorate the limit on the
document extent of the leak jobs in all types.
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Siahaan and Elviwani [4], an asymmetric process is a coding method that utilizes
alternative solutions on the procedure of coding and decoding. This process utilizes
two answers, open key and special key. The open key is openly divided, whereas the
user keeps the special key privately, and answer needs the period for decoding proce-
dure. RSA and ElGamal are dual processes that appliance an open key cryptosystem.
The power of the process dishonesties in the while distance utilized. The gradation of
struggle in RSA is located in the separating of big peaks, whereas ElGamal is located
in a computation of separate algorithms. In later experimentation, it is confirmed that
RSA completes a quicker coding procedure than ElGamal, while ElGamal decoding
procedure is quicker than RSA. All of these processes are cryptographic open key
processes, then got purposes in various techniques. RSA is an imperative process,
whereas ElGamal is a potential process.

Magsino and Arboreta [5], they supposed that the credit card amount could be
protected by hiding the main figures to a ciphertext. Altered techniques of encryp-
tion could be utilized, but several of individuals are disposed to each physical
strength offense particularly and have been utilized through various. This suggests
into mixture of the ElGamal coding system and RSA and chaos process. The orig-
inality of scheme and haste has been proved to show the competence of the fresh
scheme. The tests have proved that the algorithm of the new cryptosystem is more
secure than its parent cryptosystems (RSA and ElGamal). But, the speed of the
new system is slightly slower than its parents. The RSA algorithm can be slower
depending on the chosen encryption key. Overall, the new cryptosystem is found
efficient to use in credit card number encryption.

Jia1 et al. [6] ElGamal cryptography is unique of the greatest significant public
key cryptography (PKC), meanwhile it was suggested while these PKCs which
are grounded on solid issue that separate process issue and numeral factorization
issue are weak with improvements in volume CPUs. So, selected replacements must
be suggested two ElGamal-like open key coding systems grounded on big abelian
subcategory of official linear collection over a remainder ring, but the two structures
were not extended; earlier, it was verified risky through us. Then, in (2016), they
projected a better-quality cryptosystem, which contains resistance of my occurrence
on ‘NEURAL COMPUTING & APPLICATIONS.’ Through examining the safety
of the open key cryptography, we suggest an enhanced technique of arithmetical
answer-resuscitation offense in the mathematical calculation difficulty despising the
inventors’ right that the cryptosystem is best safety. In addition, they deliver consis-
tent applied attack instance to show the offense process in our cryptanalysis, whereas
disruptions examples are demanding 10 bytes of safety fewer than 60 s on a solo PC
workstation.

Mani and Begam [7], in their paper, they supposed that the possible weakness
of ElGamal cryptosystem is the ciphertext shaped which is continuously doubled
as extended to the normal text to the communication development via a feature of
dual earnings location through coding. After the letter is very lengthy, the ciphertext
formed by the ElGamal cryptosystem is also extended for example; once the cipher-
texts are conveyed over the message station, which goes to deliver fewer safeties
cause, if the opponent interrupts anybody of the ciphertext after dual ciphertexts for
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both charm of the Normal text, the additional might be saved simply because there
is a connection in the middle of the dual ciphertexts. Doubt dual ciphertexts are
descending by one; the opponent might not be talented to expect the dual cipher-
texts from single. To improve the safety of ElGamal algorithm, the dual Cantor
purpose, Rosenberg pairing purpose, and Elegant pairing purposes are utilized in
this research. Once the supposed meanings are utilized, the dual ciphertexts shaped
through each normal text charm are decline by one, so that the opponent will not
simply be improved by the normal text. New outcomes obviously exposed improving
the safety of ElGamal algorithm afterward joining the combination jobs in it.

3 Asymmetric Cryptography

Once it arrives to the term ‘Encryption,’ we celebrate it as a method that guards
documents employing a cryptographic answer, and there is nothing incorrect with
this. Nevertheless, what greatest people do not understand is that there are a lot of
types of coding systems.Asymmetric coding, also named as public key cryptography,
is an illustration of one kind. Different ‘standard’ (symmetric) coding, asymmetric
encryption code and decode the information by dual isolated exactly linked cryp-
tographic answers. These answers are called as a ‘Public Key’ and a ‘Private Key.’
Both are named as ‘Public and Private Key pair. Let us show how these dual keys
action with each other to make the difficult power that is asymmetric coding [8].

Asymmetric coding usages dual different, yet connected keys. First key, the open
key, is applied for coding, and the second, the special Key, is for decoding. As indirect
in the term, the private answer is proposed to be secret so that just the certified receiver
could decode the letter.

Let us know thiswith a asymmetric encryption sample. Imagine you are a snooping
action and you want to plan an apparatus for your managers to transfer it safely. You
do not want double-method statement, they got their instructions, and you only want
normal itemized reports upcoming in from them. Asymmetric coding would let you
to make public answer for the operator to code their data and a private answer back
at control center that is the just method to decode it all. This offers a solid system of
first-technique connection (Fig. 1).

At the main of asymmetric coding drops a cryptographic process. This procedure
uses a main group procedure (a type of scientific purpose) to produce a key pair.
All these keys are arithmetically related with one another. This connection in these
keys is different from one system to other. The process is a mixture of dual jobs—
coding purpose and decoding purpose. To state the clear, the coding mean codes the
information and decodes meaning decode it [9].
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Fig. 1 Asymmetric key cryptography

4 Proposed System

The proposed system in this paper is to encrypt and decrypt the texts by adding three
paring functions to ElGamal algorithm. Their paring functions are Cantor pairing
function, Rosenberg-Strong pairing algorithm, and Elegant pairing algorithm, the
goal of this algorithm is to check if their functions are getting better encryption and
decryption results than the original ElGamal algorithm, and the steps of the proposed
algorithm are showed in Algorithm 1 and in Fig. 2.

Fig. 2 Execution of the combination algorithms
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Algorithm 1: the combination of ElGamal with 3 paring functions

Input: plaintext

Output: ciphertext (encryption and decryption)

Begin
Step1: generate random keys for cipher in ElGamal and for that we use this method to generate
large primary random number for the key (p)
Step2: generate other random number by bit number
Step3: start cipher using ElGamal algorithm
Step4: start cipher using main method named Cantor Pairing Function
Step5: now cipher using next method named Rosenberg-Strong Pairing Function
Step6: Start cipher using third method named Elegant Pairing Function
Step7: display the result of ciphering on monitor
Step8: finally decrypt the ciphertext to get the plaintext once again
End

(a) Cantor Pairing Function
Assume some group B, a pairing purpose for B is a 1–1 message of the group
of orderly pairs B2 to the group B. The usual B is supposed to remain limited
with pairing purposes; it consumes less from dual features. A pairing purpose
aimed at B essentially occurs, if B is unlimited. The Cantor’s pairing purpose
[10, 11] to the numbers is of the method

c(x, y) = z = 1/2(x2 + 2xy + y2 − x − 3y + 2) (1)

(b) Rosenberg-Strong Pairing Function
The Rosenberg-Strong pairing algorithm [12] to the undesirable numbers is
clear via the formulation

r(x, y) = (max(x, y))2 + max(x + y) + x − y (2)

In the setting of the Rosenberg-Strong pairing function, the amount max(x,
y) is supposed to be the seashells integer of the point (x, y). The opposite of the
Rosenberg-Strong combination purpose r(x, y) is specified by the formulation

r−1 =
{
(z − m2,m) , i f z − m2 < m

(m,m2 + 2m − z) , otherwise

(c) Elegant Pairing Function
If x and y are undesirable numbers of Elegant pairing algorithm. Formerly,
E(x, y) outcome is only undesirable number that is exclusively related with
that pair [13].

E(x, y) = z =
{
y2 + x x �= max(x, y)

x2 + x + y x = max(x, y)
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Table 1 ElGamal algorithm enhanced with pairing functions experimental results of ten times the
sentence for 128 key sizes

Algorithm name Encryption
time (MS)

Decryption
time (MS)

Total
time
(MS)

Encryption speed
(kb/s)

Decryption
speed (kb/s)

Total
speed
(kb/s)

Block
size
(bits)

ElGamal (default) 0.001 0.01 0.011 1648.43 164.84 1813.27 128

Cantor 0.005 0.031 0.036 4227.343 681.82 4909.163 128

Rosenberg-Strong 0.003 0.025 0.028 7045.57 845.46 7891.03 128

Elegant 0.009 0.074 0.083 2348.52 285.63 2634.15 128
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Fig. 3 Encryption and decryption time across the proposed algorithms for 128-bit key size

5 Experimental Results

This is the enhanced version of our proposed system where a plaintext goes through
two ciphering operations; the first one is the default ElGamal algorithm, while the
second encryption is through one of the pairing functions (Cantor, Rosenberg-Strong,
andElegant).Hence, there are three ciphertexts. The experimental results of ciphering
ten times the sentence ‘the quick brown fox jumps over the lazy dog’ are shown
in Table 1 and are for 128 key sizes in bits, respectively, (Figs. 3 and 4).

6 Conclusion

An improved form of ElGamal coding with triple alternative pairing algorithm is
supposed of and applied them effectively. The trial outcomes obviously designated
to rise in the safety rank of ElGamal coding when pairing algorithm are applied into
it. The purposes of getting the right evaluation results of applying the plaintext on
different algorithms giving ElGamal key size a fixed value each time makes it easier
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Fig. 4 Encryption and decryption speed across the proposed algorithms for 128-bit key size

to monitor the change in encryption measurement parameters as shown in Table 1
above by setting the key size to 128. The results show that with a fixed block size and
key size, the encryption and decryption speed of Cantor pairing function is faster than
ElGamal default algorithmandbothRosenberg-Strong andElegant pairing functions.
With that is said, the encryption and decryption time of both Rosenberg-Strong and
Elegant pairing functions is less than others. On the other hand, the ciphertext size
of all pairing functions is greater that ElGamal default algorithm in multiple times.
Of course, all of that has to do with how each algorithm works especially that each
algorithm has different number of mathematical operations.
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Mental Health Analysis
and Classification During Covid-19 Using
Big Data Approach

Bhanvi Badyal, Hrishabh Digaari, and Tarun Jain

Abstract In December 2019, a deadly virus named SARS-CoV-2 started spreading
in the regions ofWuhan, Hubei, China. The number of coronavirus patients gradually
increased in Wuhan, and by 20 December, it reached 60 and 266 by 31 December.
Till now, there have been more than 40 Lakhs deaths due to Covid-19. This deadly
pandemic gave a setback to most people all over the world in terms of losing their
loved ones. Apart from that, this pandemic mentally affected a lot of minds. Social
illness and loneliness have been linked to poor mental health by a broad body of
research, and data from late March suggests a negative increase in mental health.
There had been news of people committing suicides or some going under depression
all because their social life was cut down and all they did was question their life
choices, their existence, their personality, and their achievements which ultimately
trapped them in those intrusive thoughts that kept popping up again and again—
which made them disturbed or even distressed. The objective of this paper is to
analyze and categorize the mental states of people from all over the world in order to
raise mental health awareness, particularly during COVID-19. We used the big data
approach to display the surge in sadness and suicidal ideation in terms of the increase
in the frequency of certain words. To continue with this problem statement, we will
examine text data and learn what words are utilized in virtual suicide/depression
notes utilizing two subreddits and NLP tools.

Keywords Covid-19 ·Mental health analysis ·Multinomial Naïve Bayes · NLP ·
Big data analysis

1 Introduction

Depression (major depressive disorder) is a widespread and significant medical
condition that has a negative impact on how you feel, think, and behave [1]. It can
be described as a feeling of sadness, loss, or rage that interferes with one’s daily life.
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In such circumstances, we wished we were there for the individual to listen to their
grief. With the advent of online support forums like Reddit, it is easy for people to
express themselves to receive help. At this particular time, they need only one ear to
hear them.

A recent study of 1441 participants from the period of COVID pandemic and
5065 participants prior to [2] the pandemic showed that the prevalence of depression
during the COVID-19 pandemic was more than three times higher than before. The
WHO recommends that countries develop a Suicide Prevention Strategy that includes
programs aimed at “early detection of groups at risk of suicide.”

In today’s world, social media provides individuals with a platform to express
themselves and receive the help they require from their peers [3]. Individuals can
communicate their ideas on their vulnerabilities and mental states in a safe and
anonymous atmosphere on such social networks.

We took advantage of this chance to collect data from social media sites as a
source to assess depressive thoughts and detect suicidal propensity in individuals.
Such analysis also helps to reform our understanding of different adjustments in
self-awareness and introspection.

1.1 Characteristics of Big Data: The 5Vs

Big data can be described by the following characteristic:
Volume. Displays a great quantity of data gathered from many sources

• The volume of data for this project scales up to 60,000 + posts from the active
community of Redditors. Each post has between 30 and 35 features.

• The most suited form of storage is cloud.
• Raw data can be discarded once we have processed data with selected features.

Variety. Incoming data might have different types broadly categorized into semi-
structured, structured, unstructured, and quasi-structured

• Only two subreddits with over one million active users were chosen for the scope
of this study.

• Scraped quasi-structured data is present in the format of JSON.

Value. Data that is helpful from a large amount volume of data.

• There were originally 30–35 characteristics, but only 10 made it into the final
classification model.

Velocity. Measures how quickly data can be acquired, analyzed, and used.
Veracity. The data’s correctness, legitimacy, and accuracy.

• We scraped text post of real time made by supporters of particular social
communities; therefore, the data sources are reliable [4].
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2 Methodology

The big data life cycle has the following stages (Fig. 1).

2.1 Discovery

Once we decided to proceed with this topic, we began our groundwork by reading a
lot of research papers and articles on the Internet.We observed that there were quite a
few papers onmental health analysis but none of the papers studied the consequences
of Covid-19 on the mental stress of the people [5–8]. So, using a similar approach
but in a different scenario, we decided to analyze the social media posts and also
build a classifier to distinguish between the mental states, to increase mental health
awareness, via completing the other steps of the big data life cycle.

2.2 Data Preparation

We identified two subreddit support communities that provided us with enough
information to identify those who are at risk of depression or suicidal ideation.

Below were the subreddits used:

Fig. 1 The big data life
cycle
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• r/depression—their idealism is that no one should be alone in the dark phase of
their life (693 k members)

• r/SuicideWatch—they offer peer help to individuals who are struggling with
suicidal thoughts (234 k members) [9].

We scraped data from many subreddits using the Reddit API. We scraped semi-
structured material. It was in text format, but it was difficult to format. As a result, we
created a function to transform the JSON data to a tabular representation. However,
the analysis of data in its current form was not yet possible.

We procured around 60,000 entries which were then divided into 2 separate sets,
eachwith around 100 columns. To distinguish between the two sources, we enhanced
the dataset by an extra column labeled “is_suicide.”

Another part of the data preparation included data cleaning [10]. Firstly, we had
to select data that was useful for the analysis. Then, we had to clean and filter out all
of the superfluous and inconsistent data.

Hence, we carried out the following activities:
Data Selection. Selection of pertinent data that was useful for analysis.

• Cutting down the dataset—Because both sets included 100 columns, we chose a
handful that would be beneficial for our research, which includes “post,” “author,”
“title,” and “number of comments,” as well as “URL.”

• Concatenation—As we had already created an “is_suicide” column indicating
which subreddit the posts are from, we concatenated both datasets together [11].

Data Pre-processing. Cleaning and filtering superfluous and inconsistent data.

• Built processing functions—This allowed us to lowercase the text, use lemma-
tization to downgrade comparable terms to the base word, remove punctuation,
and separate the clean data into separate rate columns [12].

3 Model Selection

We then used a grid search with cross-validation to rank various classifier models
such as k-nearest neighbors [13] and Multinomial Naive Bayes [14] before deciding
on the best model for our data.

• Establishing a baseline score: Calculated the baseline score for the models to
“outperform.” In the context of the project, a baseline score is the probability
of correctly predicting that all of our Reddit postings would come from the
r/SuicideWatch subreddit.

• Choosing the most appropriate parameter: To find accuracy on different dataset,
we created a multi-model function. On separate columns, we ran a combination
of Count Vectorizer and Naive Bayes model and rated them. See Table 1 for more
information. This aided us in selecting a column on which to base future models.



Mental Health Analysis and Classification … 419

Ta
bl
e
1

T
he

fo
llo

w
in
g
ta
bl
e
sh
ow

s
th
e
sc
or
e
of

va
ri
ou
s
m
od
el
s
on

di
ff
er
en
tc
ol
um

ns

C
ol
um

n
us
ed

(X
)

M
od
el

A
U
C
sc
or
e

Pr
ec
is
io
n

R
ec
al
l

(s
en
si
tiv

ity
)

T
ra
in

ac
cu
ra
cy

Te
st
ac
cu
ra
cy

B
as
el
in
e

ac
cu
ra
cy

Sp
ec
ifi
ci
ty

F
1-
sc
or
e

Se
lf
te
xt

C
ou
nt
V
ec

+
M
ul
tin

om
ia
lN

B
0.
66

0.
63

0.
63

0.
9

0.
63

0.
52

0.
61

0.
63

A
ut
ho
r

C
ou
nt
V
ec

+
M
ul
tin

om
ia
lN

B
0.
62

0.
75

0.
58

1
0.
58

0.
52

0.
99

0.
5

T
itl
e

C
ou
nt
V
ec

+
M
ul
tin

om
ia
lN

B
0.
66

0.
61

0.
61

0.
83

0.
61

0.
52

0.
59

0.
61

Se
lf
te
xt
_c
le
an

C
ou
nt
V
ec

+
M
ul
tin

om
ia
lN

B
0.
67

0.
64

0.
64

0.
9

0.
64

0.
52

0.
6

0.
64

A
ut
ho
r_
cl
ea
n

C
ou
nt
V
ec

+
M
ul
tin

om
ia
lN

B
0.
58

0.
57

0.
56

0.
96

0.
56

0.
52

0.
71

0.
56

T
itl
e_
cl
ea
n

C
ou
nt
V
ec

+
M
ul
tin

om
ia
lN

B
0.
66

0.
63

0.
63

0.
83

0.
63

0.
52

0.
63

0.
63

M
eg
at
ex
t_
cl
ea
n

C
ou
nt
V
ec

+
M
ul
tin

om
ia
lN

B
0.
71

0.
68

0.
68

0.
95

0.
68

0.
52

0.
66

0.
68



420 B. Badyal et al.

We proceeded with the megatext_clean column based on a mix of scores from the
modeling exercise.

Some of the reasons behind this decision were as follows:

• Good Score: The test set of the model utilizing megatext_clean scored a 68% on
the metric of f1-score, while the training set scored a 95% on the same.

• High ROC: AUC score is considered as an appropriate metric to quantify the
quality of model predictions as the classes are essentially balanced. The AUC
score of megatext_clean is the highest.

• True Positive Rate: For the megatext_clean metric, the model fared best.

Now, inspired by our earlier function, we created a similar function that ran
multiple combinations of models with Count Vectorizer (cvec), Hashing Vectorizer
(hvec), and TF-IDF Vectorizer (tvec) on the megatext_clean column. See Table 2.

4 Experimental Results

Based on a combination of results from the preceding modeling exercise, we
proceeded with the TF-IDF and Multinomial Naive Bayes model. Although, the
Hashing model had a slightly better AUC score, we preferred the TF-IDF + Multi-
nomial Naive Bayes model because of the higher Recall score. This model also fits
pretty well with only a 0.02 difference between its train and test set scores. Hence,
the final production model was a combination of two models: TF-IDF and Multino-
mial Naive Bayes [15]. TF-IDF was invented to make the keywords rank low, in case
they appear many times in a document. Since there are several overlapping keywords
between our 2 classes, TF-IDF is expected to perform good.

To find how the covid situation was impacting the people worldwide, we did an
analysis between the number of posts and the time period (2018–2020) (see Fig. 2).
Our analysis found a significant increase in the posts during the year 2020. There
may be many factors for this increase but according to our hypothesis, covid could
be one of them.

Justifying the above statement, we visualized the most used words by comparing
the Reddit posts before and during covid in a bar plot (Figs. 3 and 4) and a word cloud
(Fig. 5). Word cloud is a data visualization tool for visualizing text data in which
magnitude of each word represents its frequency or relevance. For forming the word
cloud, we used a certain set of posts to avoid the extra computation problem. Those
posts were sampled out using random sampling. A simple random sample (srs) is a
subset of individuals chosen randomly, all with the same probability, from a larger
set. In srs, each subset of k individuals has the same chance as every other subset of
k persons of being chosen for the sample.

Below are the results from our analysis which differentiates the words used
before and after covid. We discovered that, pre-covid period (2019), majority of the
keywords used were “feel,” “depression,” “want,” “life,” and “suicide” but during
covid period (2020), we observed that new keywords related to Covid-19 such as
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Fig. 2 Time series graph to see the change in the number of posts every year

Fig. 3 Bar plot showcasing the frequency of most used words before covid, i.e., 2019

“covid,” “coronavirus,” “pandemic,” and “covid-19” have emerged. This indicates
that whenCovid-19 hit theworld, it also became a factor causing distress and affected
the mental health of the people leading to a much more depressed and sad atmo-
sphere. A recent study showed that social media consumption (72%) and posting
(43%) increased during the pandemic and the content changed from positive to over-
whelming (17%), information overload (15%), and stressful (15%) [16]. All this
supports our time series analysis by telling that covid could have been a major factor
in causing a significant increase in the number of posts during 2020.
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Fig. 4 Bar plot showcasing the frequency of most used words during covid, i.e., 2020

Fig. 5 Word cloud showcasing the most common words used a before Covid, i.e., 2019, b during
Covid, i.e., 2020

4.1 Operationalizing The Classifier

To test our classifier on real-world examples, we took the book “Suicidal: Why We
Kill Ourselves” [17] by Jesse Michael Bering who is an American psychologist. We
applied the model to one of the excerpts from the book about a female patient. And
the following were the predictions:

The model’s predictions based on diary entries are depicted in this bar graph.
The algorithm correctly recognized 70.6% of “pure” journal entries (those without
letters, suicide notes, or poems) as “suicide.” [18, 19] (Fig. 6).
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Fig. 6 Classification of entries in Victoria’s diary

5 Conclusion

In this paper, we tried to research how Covid-19 mentally affected people all over the
world. For the same, we examined the posts on the Reddit social media and partic-
ularly worked with two subreddits r/depression and r/SuicideWatch. Our findings
showcased a significant increase in the number of posts during 2020. To support this
statement, we generated a word cloud that displayed the most frequent words used
before and during covid. The word cloud vividly indicated the presence of covid
as the third most used word in the posts during 2020. There are undeniably many
causes influencing the rise in the posts but one such cause could have been covid. One
cannot simply disagree with how corona made people more distressed and suicidal,
and our results are proof of that.

We first looked at the presence of overlapping terms in the dataset across both
classes while analyzing the outcomes of the classifier model’s application. Our appli-
cation of TF-IDF did play a decent role in vectorizing those keywords and helping
our Multinomial Naive Bayes classifier to work at its maximum potential.

6 Future Scope

6.1 Time Series Data Analysis

In our future work, we would like to experiment with the places affected such as
how covid affected the people in America, Spain, London, and India. Ultimately, we
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would do a time series analysis to see how people’s mind was affected for a specific
country and whether it increased or decreased over time.

6.2 Chatbot

We believe that by incorporating the classifier model into a tailored chatbot, we can
combine artificial intelligence with the empathy and competence of a psychologist to
develop a strong mental health service that can reach millions of people worldwide.
This would be useful for providing emotional support to the user by engaging with
him or her and asking for frequent inputs related to the person’s daily activities and
feelings. This information can then be entered into our classification engine to learn
more about the individual’s mental state. Important contacts, such as family and
friends, will be contacted if someone is having suicidal thoughts.
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State of Charge Estimation
of the Lithium-Ion Battery Pack Based
on Two Sigma-Point Kalman Filters

Nguyen Vinh Thuy, Nguyen Van Chi, Ngo Minh Duc,
and Nguyen Hong Quang

Abstract Nowadays, the lithium-ion battery pack (LiB) is used as the main power
supply for electric vehicles (EV). The remaining energy of LiB is the very important
parameter determined continuously by estimating LiB’s state of charge (SoC). SoC
estimation is one of the main functions of the battery management systems (BMS).
This article presents the use of two sigma-point Kalman filters (SPKF) to estimate
accurately the SoC of the LiB based on the second-order model of the cell. The
LiB’s average SoC and the zero bias of the current measurement through the LiB
are estimated by the first SPKF, while the second filter is applied to calculate the
SoC differences between LiB’s average SoC and the modules’ SoC in the LiB. To
improve the SoC accuracy of the LiB modules, a second-order RC equivalent circuit
model (SECM) of the cell is used, and the influences of temperature, voltage hysteric,
measurement errors, and zero bias of current measurement on the SoC estimation
of the LiB are taken into account. To verify the method, the experimental test is
conducted in the LiB with cells connected in parallels and series. The simulation and
experimental results are analyzed to prove that the SoC estimation of the modules in
the LiB is higher accuracy, and the LiB’s average SoC errors are less than 1.5% at
different temperatures ranging from − 5 to 45 °C. The calculation time consuming
is shorter, and the calculation complex is reduced significantly.

Keywords Lithium-ion cell · Battery pack · Sigma-point Kalman filter · Current
bias · SoC estimation · Second-order RC equivalent circuit model

1 Introduction

From the practical point of view, there are many advantages of the LiB such as
higher energy density, less weight, high voltage out (about 3.7 V), safety, and fast
charging/discharging rates comparing to the other kinds of battery [1, 2]. Today,
the LiB is used more largely in the practice applications varying from electronics
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devices like laptops,mobile phones, and small power home devices to the large power
electrical vehicles. LiBoperation is safe in the small power devices, butwhen it comes
to the large power and high voltage applications, the LiB is easily unsafe because
the LiB is formed by ten to thousands of cells connected in series-parallel in order
to supply enough power (see Fig. 1a). The cell explosion caused by overcharge/over
discharge could happen in the practice (see Fig. 1b). The control problem to ensure
LiB operating stably, safety, and optimally is very important. This task is conducted
by the BMS. The main functions of BMS are protecting the LiB, calculating the
SoC, control charging/discharging, monitoring the health and safety of the LiB, etc.
The SoC is the amount of energy remaining in the battery, and it is a significant
input parameter of BMS and reflects the battery performance. The SoC cannot be
measured directly but can be estimated by using the cell voltage, the current of the
cell, the ambience temperature, etc. The BMS uses the accurate SoC estimation as an
input not only to protect LiB, prevent the LiB from overdischarge/overcharge, and
improve LiB life but also to conduct the control strategies to equalize energy level
of cells in the LiB and to save energy [3].

Up until now, regarding SoC estimation methods for the LiB cell, there are many
approaches being used. First, methods related to the model of cells in the LiB include
themethods based on open circuit voltage, coulomb counting, and impedancemethod
[4, 5]; in the works [6, 7], authors used the cell’s first-order model to estimate the
SoC; and in order to improve the accuracy of SoC estimation, the hysteristic, the
aging process, and the change of cell internal resistance are considered in the SoC
estimation [8]. The second, methods consider to the SoC estimation algorithms as
the extended Kalman filters presented in the materials [9, 10], the particle filters used
in the references [11, 12], the methods using learning algorithms presented in [13,
14], the methods based on fuzzy logic and nonlinear model used in the materials
[15, 16].

The SoC estimation of the LiB is the complex issue, and many research works
in the literature [17–20] related to this problem have been implemented in recent
years. The SoC estimation is needed to be considered not only the complexity of the

a) b) 

Fig. 1 a The electric car battery; b the battery fire of Tesla Model S
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+-
Module: parallel-cells

LiB: series-modules

Fig. 2 Structure of the LiB

LiB’s model and the complexity of the estimation algorithm but also the varying of
parameters of the cell model and measurement noise.

There are many specific directions to solve the SoC estimation problem for LiB
with distinct accuracy level, depending on the practical applications. To estimate the
SoC of the cells in the LiB, themeasurements of operating temperature, voltages, and
current of the LiB are made available. In the practice, the measurements of current
and voltage are affected by the noise; especially, the current is drifted by zero bias
which is caused by the amplifier.

In this article, the SoC estimation method based on SPKF [21] for the LiB formed
by a series of modules, each module consisted of some paralleled cells as shown in
Fig. 2, is presented. This SoC estimation takes into account the noises and the zero
bias of the measurements of current and voltage.

In this work, to describe the cell dynamic we use the SECM. The noises and the
zero bias of the measurements of current and voltage are considered in this model.
The cell dynamic is reflected more exactly in the operation condition with charge
and discharge magnitude varying suddenly by using the second-order RC equivalent
circuit model. The SoC estimation algorithm based on two filters is used to estimate
SoC for all modules in the LiB by summing LiB’s average SoC estimated by the first
SPKF filter and SoC difference of modules calculated by the second SPKF filter.

The remainder of paper is organized as follows: In part 2, the dynamic second-
order RC equivalent circuit model of the LiB is presented. In part 3, the SoC esti-
mation of LiB using two filters based on the SPKF is given. Some simulations and
experimental results are shown in the next part. In the last part, discussions for the
paper are mentioned.
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2 The Dynamic Model of the Cell and the LiB

2.1 The Second-Order RC Equivalent Circuit Model of Cell

To describe more accuracy of the dynamic of the cell, especially for the application
using LiB with charge/discharge amplitude varying suddenly, the SECM model is
used based on our previous work [6].

The SECM of the cell is depicted in Fig. 3. The notations in the model are as
follows: two currents of two dynamic branches of the cell iR1 , iR2 ; the hysteresis
h(t); SoC z(t); zero bias of current of the cell b(t); andi(t) and v(t) denote the
current and the voltage of the cell, respectively. They are available by measuring and
affected by noises.

In discrete-time domain, define xk+1, uk , yk to be the state vector, input and output
vectors at the sample time k, k = 0, 1, 2, . . . ,∞, respectively. They are written in
Eq. (1).

xk+1 =

⎡
⎢⎢⎢⎢⎢⎣

iR1,k+1

iR2,k+1

hk+1

zk+1

bk+1

⎤
⎥⎥⎥⎥⎥⎦

, uk =
[

ik
sgn(ik)

]
, yk = vk (1)

The state model of the cell is written as shown in Eq. (2):

Fig. 3 The SECM of the cell
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⎡
⎢⎢⎢⎢⎢⎣

iR1,k+1

iR2,k+1

hk+1

zk+1

bk+1

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

AR1C1 0 0 0 0
0 AR2C2 0 0 0
0 0 Ah 0 0
0 0 0 1 0
0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

iR1,k

iR2,k

hk
zk
bk

⎤
⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

(
1 − AR1C1

)
0(

1 − AR2C2

)
0

0 (1 − Ah)
−ηk�t

Q 0

0 0

⎤
⎥⎥⎥⎥⎥⎦

[
ik

sgn(ik)

]
+

⎡
⎢⎢⎢⎢⎢⎣

wiR1,k

wiR1,k

0
0

wb,k

⎤
⎥⎥⎥⎥⎥⎦

(2)

The matrices in Eq. (2) are defined as:

AR1C1 = exp

( −�t

R1C1

)
, AR2C2 = exp

( −�t

R2C2

)
,

BR1C1 = 1 − AR1C1 , BR2C2 = 1 − AR2C2; Ah = exp

(
−

∣∣∣∣
ηkikγk�t

Q

∣∣∣∣
)

; Bh = 1 − Ah

w = [
wiR1,k wiR1,k 0 0 wb,k

]T
(3)

in which w is the disturbance vector of the model formed by the current noises of
two RC dynamic branches of cell wiR1,k , wiR2 ,k and current bias noise of cell wb,k .
Two parameters depending on the ambient temperature of cell ηk and γk are the
columbic efficiency.

The output equation of the SECM model is written as Eq. (4), and this equation
describes the relationship betweenvk and ik , SoC,hk , the currents of two RC branches
iR1,k, iR2,k , and the voltage noise of cell ζk .

vk = OCV(zk) + Mhk − R1iR1,k − R2iR2,k − R0ik + ζk (4)

Based on Eqs. (2), (3), and (4), the state space model of cell is:

{
xk+1 = Akxk + Bkuk + wk

yk = OCV (zk) + Ckxk + Dkuk + ζk
(5)

In the state space model (5), the matrices are formed as follows:
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Fig. 4 The model of the lithium-ion battery pack (LiB)

Ak =

⎡
⎢⎢⎢⎢⎢⎣

AR1C1 0 0 0 0
0 AR2C2 0 0 0
0 0 Ah 0 0
0 0 0 1 0
0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎦

, Bk =

⎡
⎢⎢⎢⎢⎢⎣

(
1 − AR1C1

)
0(

1 − AR2C2

)
0

0 (1 − Ah)
−ηk�t

Q 0

0 0

⎤
⎥⎥⎥⎥⎥⎦

Ck = [−R1 −R2 M 0 0
]
, Dk = [−R0 0

]

(6)

2.2 The Dynamic Model of the LiB

The LiB is formed by some modules connected in series as described in Fig. 4. In
this LiB structure, Ns is number of modules, and Np is number of paralleled cells in
the modules. The symbols of the quantities are described in Fig. 4 also.

For the paralleled cells, after a certain period of time cells’s SoC will balance by
itself. So the model of the LiB is transformed into the string with many modules
connected in series, as plotted in Fig. 4. Demonstration of self-balance voltage and
SoC of cells in one module is plotted in Figs. 5 and 6. Suppose that the initial SoCs
of 6 cells vary in the range of 65–90%. The internal resistances of cells R0 vary in
the range of 1.0–1.4 m�. After 50 s, all six cells have the same voltage and the same
SoC level.
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3 SoC Estimation of the LiB Using Two SPKF

The SoC estimation algorithm for the LiB using two SPKF is described as follows:

• Step 1: estimate the SoC average of the LiB using the first SPKF
• Step 2: estimate the SoC differences between the SoC average of the LiB and

SoCs of the modules
• Step 3: The SoC of modules in the LiB is calculated by summing the SoC average

(estimated in the step 1) and the SoC differences (estimated in the step 2)

To implement step 1, consider the LiB to be an equivalent cell that has the second-
order RC equivalent circuit model as presented in Eq. (5). State variables need to be
estimated at every sample times k are the two currents iR1(k), iR2(k) of two dynamic
branches RC of the equivalent cell, the voltage hysteretic h(k), the module’s SoC
z(k), and the current’s zero bias of b(k).

The model input is the current of the LiB, it is affected by zero bias and measure-
ment noise, and the output of the model is the sum of the voltages of modules in the
LiB. We use the state vector formed as following equation:

x = [
iR1,k iR2 hk zk bk

]T
(7)

Define the notes σx̃ , σw, and σζ as covariance matrices of state estimation errors,
systems noises, and voltage noise, respectively. The SoC estimation algorithm for
the LiB is presented as following part.

State of Charge Estimation Algorithm for the LiB

Initialize the parameters of LiB
Initialize SoC0 ∈ R(Ns×Np), R0 ∈ R(Ns×Np)

Initialize σx̃ , σw, and σζ

Calculate z(i)
0 , R

i
0, and Qi

Fork = 1 to ∞ do

Measure ik , vk , Tk
Do step 1: Estimate zk by the first filter
For i = 1 to Ns do

Do step 2: Estimate �ẑ(i)
k of module ith by using the second filter

End
Do step 3: Calculate ẑ(i) = ẑk + �ẑ(i)

k , i = 1, 2..., Ns

End
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4 Experimental SoC estimation results

In this study, the SoC estimation algorithms are coded in MATLAB software. The
LiB is formed by seven serial modules; each module consists of six SAMSUNG
ICR18650-22P paralleled cells. The technical parameters of cell are shown in the
Table 1. The experimental system is depicted in Fig. 7. The SoC estimation is
conducted with the LiB with a scenario of charge/discharge varying continuously in
1 h and current amplitude changing suddenly, and the maximum of discharge/charge
current amplitude are 10 A and 3 A, respectively. The scenarios of charge/discharge
in this test simulate the charge/discharge situations of LiB used in the EV in the
practice. Suppose that the zero bias of the current b(k) of LiB varies in the range of
0.1–0.5 A.

The current of the LiB in the charge/discharge scenarios is plotted in Fig. 8. The
voltages of the modules in the LiB are shown in Fig. 9, and SoC varying by the time
of the modules is described in Fig. 10. Figure 11 is the varying of the voltages and

Table 1 The technical parameters of LiB SAMSUNG ICR18650-22P

Item Specifications

Model ICR18650-22P

Nominal capacity 2150 mAh

Minimum capacity 2050 mAh (0.2 °C discharge, 2.75 V discharge)

Charging voltage 4.2 ± 0.05 V

Nominal voltage 3.62 V (1 °C discharge)

Charging current 1075 mA

Max. charge current 2150 mA

Max. discharge current 10 A (continuous discharge)

Discharge cut-off voltage 2.75 V

Operating temperature Charge: − 10 to 50 °C; discharge: − 20 to 70 °C

Fig. 7 Setup of the experimental system (A4 building, RIAT, TNUT)
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Fig. 10 The SoC varying by the time of the modules

currents of the cells in the module. The current of the 6 cells has the same rule as
the current of the LiB, and the current of the LiB is equal to the total current flowing
through all the cells.
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Fig. 11 The varying of the voltage and the currents of the cells in the module

Table 2 Model’s dynamic parameters of the cell

T °C − 5 °C 5 °C 15 °C 25 °C 35 °C 45 °C

ηk 1.0869 0.9803 1.0220 1.0183 1.0542 1.0399

Q (Ah) 2.1596 2.1877 2.1943 2.1507 2.1515 2.1523

γ 250.000 78.4915 63.6762 2.0748 170.6407 151.3064

M (V) 0.0347 0.0257 0.0188 0.0177 0.0201 0.0185

M0 (V) 0.0072 0.0049 0.0048 0.0018 0.0036 0.0024

R0 (�) 0.0013 0.0013 0.0012 0.0012 0.0012 0.0011

R1 (�) 0.0204 0.0203 0.0201 0.0019 0.0019 0.0019

R2 (�) 0.0494 0.0376 0.0288 0.0443 0.0136 0.0134

R1C1 (s) 0.6124 1.7555 0.3227 1.4881 0.2997 0.4630

R2C2 (s) 3.9035 7.5994 8.1118 36.8543 5.1840 6.5319
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Fig. 12 The results of SoC estimation for the modules in the LiB

The dynamic parameters of the cell are given in Table 2. The initial parameters
of the LiB determined at T = 25 ◦C are SoC0 ∈ R(Ns×Np), R0 ∈ R(Ns×Np), and
Q0 ∈ R(Ns×Np). The covariance matrices are:

σ+
x̃,0 =

⎡
⎢⎢⎢⎢⎢⎣

0.001 0 0 0 0
0 0.0001 0 0 0
0 0 0.01 0 0
0 0 0 0.01 0
0 0 0 0 0.01

⎤
⎥⎥⎥⎥⎥⎦

, σw̃ =
[
0.001 0
0 0.001

]
, σṽ = 0.0001

The estimated average SoC for each module in the LiB is depicted in Fig. 12,
and the SoC estimation error of the modules is shown in Fig. 13. The estimated SoC
shows that the SoC estimation of the modules when considering the zero bias of the
current of the LiB has been tracked to the actual SoC average of the LiB with the
estimated SoC error in the test is quite small, about 0.28% for each module.

The estimated current’s zero bias of LiB is plotted in Fig. 14. The real values of
zero bias are set as 0.1 A, 0.3 A, and 0.5 A, respectively. After a period of time t =
2 min, the estimated zero bias tracks up to the real value and it is distributed around
the real value of zero bias. The average value of the estimated zero bias in the test
is 0.102 A, 0.306 A, and 0.484 A, respectively, with the errors of 2.0%, 2.0%, and
3.2%. These are quite small errors, so this test shows that the estimation of zero bias
is suitable for practical applications.

The SoC estimation results and estimated errors for module 1 as shown in Fig. 15
when the zero bias of the LiB current varying from 0.0 A to 0.5 A at the operation
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Fig. 13 The results of SoC estimation errors of the modules in the LiB

Fig. 14 The estimated result of the zero bias of the current of LiB

temperature T = 25 °C. The comparison of the SoC estimation errors of the LiB
over the experimental period is illustrated in Table 3.

Figure 16 shows the SoC estimation error of the modules in the LiB according
to the operating temperature at T = [− 5 °C ÷ 45 °C] with the zero bias = 0.3 A.
From the above of the SoC estimation results, it shows that the estimation errors
of the modules in LiB are small; in another word, the estimation of SoC has high
accuracy. In the temperature ranging from – 5 to 45 °C, the SoC estimation errors of
the modules are less than 1%.When the working temperature of the LiB is decreased
to – 5 °C, the SoC estimation errors of the modules have an increasing tendency, but
the largest error value is less than 2.3% and the average error value is about 1.5%.
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Fig. 15 The SoC estimation results and estimated errors for the module 1

Table 3 The comparison of the SoC estimation errors with respect to values of the zero bias of
current of the LiB

I bias (A) SoC error (%), T = 25 °C

Module 1 Module 2 Module 3 Module 4 Module 5 Module 6 Module 7

bk = 0.0 0.12 0.10 0.12 0.11 0.14 0.11 0.12

bk = 0.1 0.21 0.20 0.22 0.21 0.24 0.20 0.21

bk = 0.3 0.39 0.38 0.40 0.40 0.43 0.38 0.40

bk = 0.5 0.57 0.56 0.59 0.60 0.63 0.56 0.59

This is a very important SoC estimation error for the SoC estimation problem for the
LiB in EV applications.

5 Conclusion

This paper presented a method to improve the SoC estimate accuracy for a LiB
including many cells that are connected in series and parallel. This study uses two
filters based on the SPKF algorithm to design the SoC estimation method for the LiB
when taking into account the effect of temperature, measurement noise, and zero
bias of current of the LiB. The dynamic model of cell in the LiB is described by
the SECM to reflect more accurately the nonlinear characteristics of the LiB. The
SoC estimation algorithm is applied experimentally to LiB, this LiB is formed by
ICR 18650-22P SAMSUNG cells in 7 serial modules, and each module consists of
6 parallel cells. The SoC estimation results for the LiB under with the temperature
changing from – 5 to 45 °C show that the errors of SoC estimations for modules in
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Fig. 16 The results of SoC estimation error of the modules in the LiB with respect to operating
temperatures

the LiB are quite small, and the accuracy of SoC estimation has been significantly
improved compared to other methods. The estimation method in this study can be
applied to the SoC estimation problem for the LiB with a large number of cells. The
calculation complex is reduced. This result is significant when the LiB for EV today
is made by thousands of cells. Our future work focuses on improving the accuracy
of the current zero bias estimation of the LiB.
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Image Processing Technique
in Measuring Underwater Target’s
Properties

Intisar F. H. Al-Shimiry, Ali A. D. Al-Zuky, and Fatin E. M. Al-Obaidi

Abstract Due to light refraction effect, the need to design a proper technique for
underwater scene is a critical task. The problem began to be appeared at deeper
levels of water and hence, one cannot distinguish nor observe the properties for
underwater objects. The properties may include dimensions, color, texture, etc. So,
the current paper involves such situation through designing a system prepared for
this purpose with the use of two types of water; an ordinary type with an addition
of alum and distilled water. The presented work aims to measure object’s properties
of three different objects immersed inside such system. Results show a complete
match between the actual and estimated values for the relationship between the
two used laser spots distance-water depth variation for the two used sources of
water. In addition to that, a special convergence appeared clearly upon the actual
and estimated values in detecting underwater object’s properties especially at water
depth that exceed one meter.

Keywords Underwater image · Distance-water depth variation · Scaling factor ·
Distance between two laser spots

1 Introduction

Formany applications including geological, archaeological, physical, biological, and
industrial issues, the exploration of underwater environments is an important task
[1]. Nevertheless, this exploration faces some difficulties related to some constraints.
Such constraintsmay include view-disturbing noises, light attenuation, and refraction
effects. In water, the intensity of light decreases with the distance from the object

I. F. H. Al-Shimiry · A. A. D. Al-Zuky · F. E. M. Al-Obaidi (B)
Department of Physics, College of Science, Mustansiriyah University, Baghdad, Iraq
e-mail: sci.phy.fam@uomustansiriyah.edu.iq

I. F. H. Al-Shimiry
e-mail: entsarfalah@uomustansiriyah.edu.iq

A. A. D. Al-Zuky
e-mail: prof.alialzuky@uomustansiriyah.edu.iq

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Kumar et al. (eds.), Next Generation of Internet of Things, Lecture Notes
in Networks and Systems 445, https://doi.org/10.1007/978-981-19-1412-6_38

443

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1412-6_38&domain=pdf
mailto:sci.phy.fam@uomustansiriyah.edu.iq
mailto:entsarfalah@uomustansiriyah.edu.iq
mailto:prof.alialzuky@uomustansiriyah.edu.iq
https://doi.org/10.1007/978-981-19-1412-6_38


444 I. F. H. Al-Shimiry et al.

and such effect depends on light’s wavelength and hence, the red light shall decrease
in water easier than the blue one. Some problems related to the suspended materials
immersed in water and constraint a noisy source like fishes, bubbles, etc. The third
problem related to the effects of light refraction caused by two different media of
different refractive indices [2]. Because of light’s attenuation, underwater scenes
suffer from haze and as a result, a poorly contrasted images resulted. Such limitation
disturbs the visibility distance to 20 and 5 m or less for clear and turbid water,
respectively [3].

The originality of this work focusses upon a comparison study between the actual
and estimated values for the statistical properties of underwater targets under different
states of water depths.

Many researches focused their attention toward detecting and measuring under-
water object’s properties. The authors in [4] studied triangulation, telemetry, and
interferometry to measure distance, surface with their applications, properties and
then subtend each of them. Mrovlje J. and Vrančić D. calculated object’s position
using geometrical derivations. Results show a relatively accurate measurements in
calculated distance to the subject under study [5]. Al-Obaidi in [6] studied the theo-
retical and experimental properties for different water types by utilizing digital image
processing and found a matching in behavior between certain water types in their
bands. Related to previous work, Al-Shimiry et al. in [7] found an accuracy in
describing object’s properties (scaling factor, magnification, and object’s length)
for submersible and floating objects. In addition to the latter work, the authors
in [8] predict an algorithm for measuring water depth estimation with the aid of
image processing. They introduced four geometricmodels with progressive curves in
distance-water depth variations. Mohamed H et al. proposed three empirical models
for bathymetry calculations, and assessed their performance with Landsat 8 and spot
6 satellite images by using bagging (BAG) algorithm. Such technique seems at last
themost accurate and preferable algorithm than other used algorithms in bathymetric
estimation [9]. Al_Mawlawi H. M. J. utilized two laser pointers to specify object’s
dimensions in addition to determine its distance in an open air environment. She
found a good matching with high accuracy between the experimental and calculated
results [10]. Chybicki A. introduced some models of Satellite Derived Bathymetry
(SDB) for turbid water of South Baltic Sea. Their results analyzed in terms of spatial
distribution, overall quality, and depth error estimation. Such models can be applied
successfully for the South Baltic at depths equal to 12–18 m with an error up to
10–20% of the real depth [11]. Dietrich J. T. used Structure-from Motion (SfM) and
estimated series of refraction correction equations for each point/camera combina-
tion in SfM point cloud. The technique gave an accuracy of ~ 0.02% for flying height
with ~ 0.1% precisions [12].
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2 The Proposed System

The designed system consists of a cylindrical plastic tank of (120 × 100) cm. Its
interior surface is painted by black pigment. Two laser pointers of red colors had
been used, here their wavelengths are 6100 A°. Such designed system is prepared to
measure target’s properties for three different objects that immersed at tank’s bottom.
These objects include a square object of 15 cm in length, triangle (12 × 21, 24) cm,
and (20× 10) cm for a rectangle object as shown in Fig. 1. Images had been captured
for each water depth ranging from 0 to 100 cm with an increment equal to (10) cm
for each step. The used camera is a Samsung’s camera phone with super speed dual
pixel 12 MP AF sensor with 77° field of view and dual apertures f/1.5 mode, f/2.4
mode.

The presentedwork consists of two stages, the first part by using an ordinary water
with the addition of alum which is a chemical compound consisting of two simple
salts, that is hydrated potassium sulfate and aluminum sulfate, called potassium salts,
as they dissolve in water and filters the water and finally increases its purity. The
second section included the using of 1000 L of distilled water. The whole technique
formeasuring the properties of underwater targets used the click propertieswhich can
detect the targets found in the scene as t1, t2, t3, and t4 for laser two spots, square,
triangle, and rectangle objects, respectively. A pre-processing operation had been
executed, here by adopting histogram equalization to the captured image to enhance
and distribute image gray levels all over the range and hence, the next equations can
be applied to get object’s properties.

Fig. 1 Proposed system for
measuring underwater
object’s properties
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Fig. 2 Captured images by using potassium salts in water for water depth equal to: a 0 cm, b 10 cm,
c 20 cm, d 30 cm, e 40 cm, f 60 cm, g 80 cm, and h 100 cm
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Fig. 2 (continued)

Scf = L(cm)

DD(pixel)
(1)

where Scf is the scaling factor which can be used to estimate the real object length in
image plane, L is the actual object’s length in cm, DD is an object’s length in image
plane measured by pixel and equal to the following expression, and (x1, y1), (x2, y2)
are the x-y coordinates for the first and second points, respectively [13, 14]:

DD =
√
(x2 − x1)

2 + (y2 − y1)
2 (2)

3 Results and Discussion

Figures 2 and 3 show the captured images for the scenewhich contains three different
objects inside a plastic tank filled by water with and without alum, respectively.

In the visual appearance to the captured images for the two cases, a disappearance
case for an object’s edges began to be appeared in the turbulent water at depth equal
to 80 cm andmore, while a distinguished edges resulted in the distilled water images.
Tables 1 and 2 show the results for algorithm’s application for the used three targets.

Figure 4 demonstrates the variation of the statistical properties with water depth,
a complete matching between the actual and the estimated values occurred for the
case of laser two spots distance-water depth variation for the two used types of
water as in Fig. 4a. Curves of all objects’ properties for both water types seem to
be overlapped for the two used types of water except for the triangle shape which
witnessed a divergence state began to be appeared at water depth equal to 10 cm as
seen in Fig. 4c, e.
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Fig. 3 Captured images by using distilled water for water depth equal to: a 0 cm, b 10 cm, c 20 cm,
d 30 cm, e 40 cm, f 50 cm, g 60 cm, h 70 cm, i 80 cm, j 90 cm, and k 100 cm
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Fig. 3 (continued)

On the other hand, especially at higher levels ofwater depth, a distinct convergence
appeared clearly between the actual and estimated values and this proves algorithm’s
accuracy in detecting the characteristics of underwater objects at depths exceed one
meter. This can be distinguished in Fig. 5 for measuring the area of the underwater
objects.

4 Conclusion

The presented work introduced a technique for measuring object’s properties of three
different objects immersed inside a designed system prepared for such purpose. A
complete match between the actual and estimated values resulted for the laser spots
distance-water depth variation for the two used sources of water. In addition to that,
a distinct convergence appeared clearly upon the actual and estimated values in
measuring the area of underwater object’s especially at water depth that exceeds
one meter and this proves algorithm’s accuracy in detecting the characteristics of
underwater objects especially at higher levels of water and such technique can be
used in the future in detecting the target’s properties in deep water like swimming
pools as an example.
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Fig. 4 Real and estimated variations of the statistical estimators with water depth (cm)
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Fig. 5 Real and estimated
variations of the object’s area
with water depth (cm) for a
square object, b triangle
object, and c rectangle object
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Digital Image Watermarking
Techniques Using Machine
Learning—A Comprehensive
Survey

Satya Narayan Das and Mrutyunjaya Panda

Abstract Digital image watermarking is the most interesting and active field for
research as it prevents unwanted access to multimedia data. The trade-off between
imperceptibility, robustness, capacity and safety must be maintained for the concep-
tion of an efficient and strong digital picture watermarking system. Different studies
have been conducted in order to ensure that these needs are hybridized by many
domains, including spatial and transformational fields. An analytical analysis is
performed on existing digital picture watermarking systems in this research. The
digital information that has resulted in the request for a safe ownership of the informa-
tion may recently be readily changed, reproduced, distributed and stored. The water-
mark solution for the authentication of content and copyright protection is quite good.
This paper discusses basic concepts and features of digital watermarking, important
attacks on watermarking systems, general embedding and extraction processes for
watermarkingmarks, and important techniques for the transformation usingmachine
learning are analysed. The objective of this paper is to provide an ephemeral study
and background on the definition, and idea and major contributions of watermarking
the techniques are classified according to different categories: host signal, sensitivity,
robustness, kind of watermark, essential data for extraction, processing domain and
applications.
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1 Introduction

Watermarking is an information hiding technique used in digital media such as
pictures, digital audio and digital video to hide private information. Copyright viola-
tions have been caused by the ease with which digital material can be exchanged
on the Internet [1]. It is possible to quickly exchange copyrighted data over peer-
to-peer networks, thus the content providers who produce this digital content have
been particularly concerned with this. These digital contents might be labelled with
watermarks to safeguard the interest of content suppliers [2]. In this study, the latest
approaches used for watermarking photographs are discussed. Digital videos can
also be used with image watermarking techniques [3].

The technology of multimedia is enhancing every day. Therefore, it is simple, low
cost and immediate deliverywithout quality loss, to alter, duplicate, copy or distribute
your digital imaging during communications across local networks and the Internet.
The multimedia revolution has a major focus on image security and privacy [4].
In recent years, digital watermarking is a major technological improvement for the
identification of proprietary information and for multimedia security for copyright
holders. This method incorporates the watermark data into a media product such
as image, audio, video and text and afterwards extracts it from or recognizes it as
a product from a watermarked product [5]. Through insertion of watermarks data
which cannot be erased or replaced by a Snap-on, the host data are safeguarded.
This system ensures authentication of content, integrity checking and manipulating
resistance and creates highly protected images [6].

Invisiblewatermarking ensures the cover image quality and beauty.Different tech-
niques based either on a spatial or transforming domain or both have been proposed
in recent years. The spatial domain approach integrates the watermark by modifica-
tion of the host image pixel values. The transform coefficients are, however, adjusted
in the transform domain. The changes include discreet cosine transformation (DCT),
or discrete Fourier transformation (DFT) or discrete wavelets transformation (DWT)
[7]. The hybrid technique combines any two or three changes to preserve a balance
between imperceptibility, strength, capability and security [8].

Digital media like images, music and video are a significant means of communi-
cation in the world that are utilized increasingly in order to provide multimedia mate-
rials, making the use of different networking models easier to alter, save, distribute
or reproduce the data [9]. This indicates no quality difference between the clone
and the original image. Unrestricted copying and malicious manipulation, however,
entail enormous financial losses and IP rights difficulties. Information hiding has thus
developed into an important area of research, and watermarking is being utilized for
the security of digital photographs as a data hiding method [10].

A proposal has been made for digital watermarking systems to protect content,
authentication and rights of copy and distribution against unlawful copying. In this
technology, the unlawful insertion of durable, unnoticeable brand into a host image is
protected [11]. The algorithms for watermarking must be naked-eyed, resistant and
blind to attack, which implies, for the detections and extractions of the brand, that the
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original image is not required. Robustness, imperceptibility, capacity, security and
computational costs are important aspects of digital watermarks. Robustness, imper-
ceptibility and ability, however, aremutually exclusive. So, these features are strongly
balanced. Two domain methods are divided by the picture marking techniques:

(1) Spatial domain approaches (least significant bit replacement, spectrum spread,
etc.) are simpler, but less resistant in the face of frequent signal processing
attacks [12].

(2) Domain transformationmethods (DWT,DCT, SVD, etc.), while computational
complexity is higher than spatial domain techniques, which are more robust
against common signal processing attacks [13].

Machine learning is a methodology for determining predictions from previous
data. It is a method that enhances the watermark detection rate after being assaulted
and contains multiple ways and patterns of problem recognition for distinct classifi-
cations [14]. It also allows more automation through the replacement of long-term
activity with automatic procedures utilized for the improvement of accuracy and
efficiency in the process of knowledge engineering. As stated below, in general, four
types of assaults on digital watermarking systems.

(1) Active Attacks

Hacker attempts to removewatermarks in active assaults. They are designed to distort
watermarks before they are recognized. This shows the copyright, copy control, etc.,
issues.

(2) Passive Attacks

Hackers have only tried to identify and recognize watermarks in passive attacks. In
passive attacks, no harm or deletion is done during this attack.

(3) Falsification Attacks

Hackers implant a new and valid watermark in falsification attacks rather than
removal. In this attack, the data may simply be manipulated and the image can
be distorted.

(4) Collusion Attacks

Hackers have the same intension in collusion attacks as for the active attacks, however,
have utilized somewhat different approaches. The hacker utilizes the same data
instances to build the new copy without a watermark.

The quality of digital audio, pictures and video signals is higher than that of
their analogue equivalents and offers little diverse advantages over analogue media.
Editing is easy because it is possible to modify just the places to be modified. The
reproduction data is straightforward without quality loss [15]. A digital media copy
is the same as the original. The integration of the copyright label or digital signature,
termed watermark, which completely characterizes the person who applies and so
identifies it as intellectual property, that is one means of protecting multimedia data
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against illegally logging and transmissions [16]. In 1993, Tirkel introduced two
watermarking techniques for embedding the watermark in pictures and coined the
phrase ‘digital marking’.

Digital watermarking is a technology that offers and guarantees digital media
security, data authenticity and copyright protection [17]. Digital watermarking is the
process of incorporation into the digital media, e.g. text, image, audio and video of
data termed a watermark that allows a later detection or extraction of watermark to
claim the object [18]. A digital watermarking technique incorporates information
into a document or media directly. For example, copyright information, ownership
information, time stamps and the legitimate recipient may be integrated. Digital
watermarking cannot, by itself, prevent documents from being copied, amended and
redistributed [19]. However, failure to encrypt and copy protection allows water-
marking to trace a document back to its legitimate owner and to an illegitimate usage
point [20].

Images will be changed into frequency domain in the converted domain, and then
data will be incorporated in converted coefficients. It is also available in different
sectors, such as ownership assertion, copyright protection, broadcast surveillance, ID
card security, fingerprinting, content labelling, copy control and manipulator detec-
tion, authentication of the contents, usage control, integrity verification, medical
security and content protection according to the different watermarking charac-
teristics [21]. In a single watermarking system, sometimes numerous applications
might be coupled. However, all applications cannot be placed into one scheme
since different applications require distinct watermarking system characteristics to
a different degree [22]. Different qualities or requirements of watermarking also
occur and lead to diverse design difficulties depending on the type of watermarking
applications and purposes. Recent watermarking technology has been implemented
and achieved with the combination of spatial domain and frequency area in terms of
robustness, capabilities for perceptibility, security and low complexity [23].

Postage stamps and banknotes have been usually watermarked historically. In
fact, when printing banknotes, the currency watermark is still used today. A digital
watermark can be seen or unseen. The luminous logos that often appear in the corner
of films and pictures to avoid copyright infringement are an example of a digital
visible watermark [24]. However, by simply cutting the media or writing the logos,
these visible water markers can be targeted and eliminated. The field of digital water-
marking is then concentrated mostly on including invisible watermarks that function
exceptionally changing the media contents. As it cannot be seen, a robustness prop-
erty has to be established that ensures a survival of thewatermark datawhen the image
is changed. Thewatermarking process is the integration intomedia like images, audio
or video of particular data. This embedded information, known as the watermark,
may later be removed and utilized to support ownership from themultimediamaterial
[25].
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1.1 Issues and Challenges in Watermarking

In watermarking research, there are many technical hurdles. Research is highly fasci-
nating due to the trade in robustness and imperceptibility. To achieve imperceptibility,
the watermark should be added to the high-frequency components of the original
signal [26]. On the other hand, only the low-frequency components can be added to
the watermark for stability. The watermarking approach can therefore work when the
low-frequency components of the original signal are employed as host for insertion
of watermarks [27].

In the era of technology, digital multimedia editing, manipulation and copying are
nowcommonplace and becomes a severe problem.One of the answers to this problem
is digital watermarking [28]. The approach is used to include patterns of bits into the
digital data in such a way that the actual data is not hindered. It, therefore, retains
its trustworthiness. A wide number of applications such as copyright protection,
fingerprinting, copy safety and medical applications can be employed for digital
watermarking [29]. We have identified several challenges and problems that arose
throughout the application of this methodology.

The first thing to do is keep the balance between imperceptibility, robustness and
capacity because one factor has a detrimental influence for another. A hot watermark
should be incorporated into high-frequency components to obtain good impercepti-
bility, whereas robustness in a low-frequency component should be achieved. The
human visual system is another problem. Only blue colour is less sensitive to hidden
watermarks in the RGB colour pictures. Another is delicate watermarking, and the
recovery of contents from image is a difficult matter [30]. As with a delicate water-
mark, the watermark is slightly distorted. One is the size of the payload; how much
information it contains and is the size of the payload. As the payload is larger, the
imperceptibility is compromised. Therefore, it is a matter of maintaining balance.
The next problem is spatial domain robustness. Like the space domain, the pixel
values are changed. Different attacks like compression JPEG, high pass filters, low-
pass filtration, cuts, etc., are scarcely resistant. Another issue is the cost of calculating
watermarks that should be minimized [31]. The next issue is the false positive rate
of the digital marking system which is vital to be considered. Another difficulty is
the construction of a universal method that is robust to multiple kinds of attacks for
all digital media.

The above difficulties can be handled by incorporating certain ownership details
inside the multimedia data, which can later be retrieved to establish their ownership.
This principle is implemented in bank notes that are implanted with a watermark
to verify the authenticity of the currency. In multimedia, digital contents, the same
‘watermarking’ notion can be utilized for authenticity assessment [32]. Inwatermark,
the original data contains a secret and imperceptible signal, which remains present,
so long as the observable content quality is satisfactory. In case of several ownership
claims, by removing the watermark from the watermarked contents the owner of the
original data can claim the ownership [33].
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2 Literature Survey

Amethod based on the SVDandDCTWalsh hybrid transform is proposed for colour-
picture watermarking by Natu et al. [1]. This approach uses low-frequency coeffi-
cients to insert the watermark instead of the DCT coefficients of the mid-frequency
transformation. The experimental results demonstrate significant robustness against
noise, histogram, compression, and crop attack. This approach offers great strength.
Another solution proposed by Assini et al. [2] combines DWT, DCT and SVD to
secure medical images for the improvement of system robustness. In the medical
image here, an invisible watermark image is inserted. The DWT 3-Level is applied
to the image of the medical host. The DWT coefficients of the medical host picture
use the high-frequency sub-bands in this context. The host picture is then subject to
DCT and SVD alterations. The technology guarantees greater noise imperceptibility
and robustness (gauzy and salt-and-pepper sounds).

In a model proposed by Takore et al. [3], LWT, DCT and SVD are coupled to use
the border detection to choose the optimal area to integrate the watermark. In order
to maintain the balance between robustness and imperceptibility, the particle swarm
optimization (PSO) technique is applied. The testing results reveal that the system is
robust against several attacks and also retains the visual quality of the host. A hybrid
DCT-SVD-based frequency domain approach for increased capacity is proposed by
Jain et al. [4]. TheArnold transforms this toughwatermarking approach to texture the
aqua mark logo. The DCT is applied on the host image first of all two-dimensional
(2D), and the SVD of the watermark logo is taken. Different weights are set to
minimize the distortion of the host image through lowered singular values. Two
domain processes such as discrete Fourier transform (DFT) and DCT are combined
to secure copyright information that is proposed by Hamidi et al. [5].

The adaptive watermarking picture approach based upon a neural network was
presented by Oueslati et al. [8] to secure medical data. The watermark is introduced
within the coefficients of the DCT-based transform domain covered by blocked
photography. This will strengthen the watermark and make it less likely to attack
certain sorts. A survey on digital watermarking image techniques was done by
Potdar et al. [9]. This methodology is based on many areas in which data is incorpo-
rated. A visible and invisible watermark is incorporated in the multimedia object in
watermarking procedures. A security key guides the embedding procedure.

In order to generate virtually obvious deformation of the watermarked image,
Tripathi et al. [10] developed digital watermarks leverage the features of
discrete cosine transformation (DCT) and discrete transformations. These strategies
employed a unique mechanism to disseminate, embed and extract the watermark.
Wajid et al. [11] proposed resilient and invisible watermarking by employing the
whole neural network counter-propagation. A trade-off between robust and imper-
ceptible watermarking features is always provided by various strategies. The neural
network full counter-propagation is used to train numerous greys or colour pictures
to make watermark pictures. Yusof et al. [12] proposed a digital watermark model
using wavelet transform for digital photos. The wavelet transforms an image into a
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series of confined elements which may be reconstructed without error to recreate the
original image. Watermark is incorporated in the image by means of the quantizing
process in the band pass wavelet coefficients of high amplitude.

Alizadeh et al. [13] suggested a model for image watermarking on the basis of
Q-learning matrix factorization that is a strengthening learning model. Here, Q is
used to identify the proper embedding host blocks using the test and error method. It
gives a better result than random embedding for imperceptibility and strength. The
performance against several assaults is not indicated in this model. Another model
is suggested by Mehta et al. [14] using the genetic algorithm supporting vector
machine. Important regions are picked, here with fumigating entropy and prominent
low-frequency regions are created using the support vector regression model from
these important regions, which boosts resilience significantly over prior methods.
Here, a genetic algorithm is used to calculate the watermark scaling factor.

The most popular usage of optimization algorithms proposed by Dubey et al.
[15] is for discovering right embedding functions or the proper integration block,
such as genetic algorithm, swarm optimization, ant colony optimizations and firefly
algorithms. The neural network is nowmore popular than other methods for learning
the machine. Guo et al. [16] proposed a system that adds a watermark onto an image
using the predictive quantity of prepared data streams for direct level selection. This
data stream is selected to look like quantization noise for the resultant image. There
is a difference in this approach in which a watermark in the form of a dithering
matrix is utilized to dither an image. There are, however, limitations to even these
arrangements. The fundamental issue is that the signals, particularly quantizing and
geometrical attacks are sensitive to transmission such as crop. They also degrade an
image in a way which can be predicted and dithered. During the original phase, the
watermarking technology was designed by the application of a special domain which
had become straightforward to implement and relatively less complex.

A DWT spiking neural network (SNN) with low-time complexity is developed,
and the extraction problem is addressed as an SNN optimization issue analysed by
Kazemi et al. [18]. A lot of work is done based on a network of neurons which,
in addition to known frequency fields like DCT or DWT that have been merged
with contourlet transformation, Kurtose coefficients and YCbCr spaces analysed
by Yadav et al. [20]. Vatsa et al. [21] introduced biometric watermarking image
algorithms that incorporate the face image into the fingerprint. The watermarking
process is based on a discrete wavelet transformation (DWT) and support vector
machine (SVM). The experimental results have been proved to be robust and to
be able to withstand geometrical and frequency assault. SVM integration enhanced
facial acknowledgement by 10 per cent. Wu et al. [22] proposed a spatial domain-
based digital watermarking method based on SVM. In SVM training, watermarking
just uses 128 bits. This approach will modify blue pixel channels at the same time
in order to incorporate the watermark bits. Watermarks are integrated into a spatial
domain without the need for an original image and are extracted straight from a
watermark image. The research findings reveal the strong PSNR of watermarked
images and a low extraction error rate in the suggested approach.
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Li et al. [23] proposed the invariant watermarking approach rotation, scaling
and translation (RST) using SVM and picture moments. SVM is used to learn the
geometric image pattern in six combined low order photo moments in watermarking
methods for estimating RST transform parameters. The experimental results suggest
that JPEGcompression, noise and geometric attack can be resisted by the system. The
model uses a fuzzy support vector machine watermarking system that uses spatial
domain (FSVM). The 8 * 8 block of the cover picture is sub-blocked as input vectors
through SVM throughout the embedding process. The sub-block of the image has
been separated into a strong and weak texture. In the cover image, the strong texture
information is integrated. The approach has been demonstrated that the solidity of
the FSVM method against major attacks is superior than that of an SVM approach.

The watermarked algorithm using SVM based on the colour picture was proposed
by Jain et al. [24]. The watermark is included into the original image’s discretionary
wavelet domain and extracted by a training support vectormachine during the embed-
ding phase. Furthermore, the method uses an impulse coefficient to lower the error
and boost the learning rate. The test results have revealed that the approach against
signal processing attacks is not perceptible. For most attacks, however, the PSNR
value is below 27 dB.

Ramamurthy et al. [25] suggested a robust, neural network- and fuzzy-like water-
marking picture system. Themethodology compares the use of DWT domain quanti-
zation in the back propagation neural network (BPNN) and dynamic fuzzy inference
system to embed watermark into the host image (DFIS). The experimental outcome
shows a durable and unnoticeable watermarking strategy for assaults. The robust and
blind imagewatermarking algorithm for the protection of copyrights for photographs
was proposed by Jagadeesh et al. [26]. DWT uses the integration watermarking
approach on the basis of the SVM. The test results suggest that the technique for
diverse attacks is secured and sturdy. The NC and PSNR values for the majority of
the attacks, however, are less than 0.9711 and 35 dB.

AstrongblindwatermarkingmethodwasproposedbyVafaei et al. [27]. Thewater-
marking approach employs the discrete wavelet transformation domain of the neural
networks. The neural networking technology is utilized to maximize the image’s
strength. The experimental results suggest that the approach is robust and unaware
of different attacks. A new approach of picture watermarking in discreet wavelet
transform domain utilizing a support vector machine was proposed by Jagadeesh
et al. [28]. Even after different image processing attacks, the integration method is
employed to extract the watermark from the watermarked image. The testing results
suggest that the algorithm provided is safe and sturdy for various picture attacks.

Yahya et al. [29] created an SVM stage categorization information securitymodel.
The embedding technology uses image steganography which hides data beneath a
cover image in the DCT field. The methodology developed a novel model using the
HVS and the LSB shifting techniques known as Stego SVM-DCT-LSB, to maintain
imperceptibility and to enhance the resilience of stego-images. The technology of
image watermarking using neural networks was suggested by Zhang et al. [30]. The
watermarking technique is used as a type of communication to hide information
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in the form of pictures. The experimental results demonstrate that the associative
memory attraction basin determined watermarking ability.

Shi et al. [31] presented a new circulation-based, non-overlapping SVD-backed
colour embedding methodology, for the concealment of essential image information.
The cover picture is decomposed in small watermarks by the watermarking proce-
dure, and then watermarks are integrated in one block with circulation. The results
of the experiment reveal that the system is robust against various image attacks. Thai
et al. [32] presented picture classification methodology that would use the SVM
and artificial neural network. The approach divides the picture into sub-images and
categorizes each sub-image intoANN, then the SVMcompiles the entireANN’s clas-
sified output. The experimental results demonstrate the technique’s practicality. It is
obvious from the foregoing that watermarking images in a transforming domain have
been found to be very resilient, imperceptible, capable and secure. The digital water-
marks may be beneficial for several applications such as affirmation of ownership,
finger printing, copying or monitoring, telemedicine, e-governance, e-commerce,
forensic media, artificial intelligence and health care.

Kim et al. [33] examined briefly the topic of digital watermarking. In the less rele-
vant bits of pixels in the area of the image contours, the authors offered a description
of a method for inserting a watermark. The watermark is easily removed as it relies
on changes of the least significant bits. Moreover, its approach is limited to images,
in that the watermark is inserted into picture areas on the contour edge. A binary bit’s
mask with the LSB of each pixel is compared against the addition or subtraction. If
the mask bit is equal to LSB, the random amount will be added, otherwise, it will
be subtracted. In order to determine, whether this conforms to the original sequence
of additions and subtractions, the watermark is deducted by first calculating the
difference between the original and watermarks, then checking the difference sign,
pixel by pixel. However, the idea is that high-frequency noise is used to ensure a
certain robustness in low-pass filter, which does not have perceptual relevance. This
technique does not take into account the issue of collusion.

3 Proposed Model

Technologies of spatial domains do not offer a high level of attack robustness or
manipulation. In this regard, multimedia safety has been paid attention to transform
domain techniques [29]. However, in recent years’, hybrid domain approaches are
favoured because to the restricted payload capacity of transform domain approaches.
Two or more picture alterations for watermarking are employed in hybrid domain
processes. The extensive formsof transformdomainmethods are these hybrid domain
approaches. These methods give the multimedia data a greater imperceptibility and
robustness and are generally utilized for the protection and protection of multimedia.

Hybrid digital watermarking is a host picture method which uses two or more
DCT,DFT,DWTandSVDdomain approaches.Any lightweight encryption approach
encodes the watermark image, and then divides the encrypted watermark image into
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n-blocks. The encrypted block watermark picture will thereafter be placed in the host
picture. The host image n-places here are chosen randomly for the inclusion of the
encrypted watermark in n-blocks. Then, the reverse change is made and eventually,
the watermarked image is achieved. The extraction of the watermark is done in the
opposite way. The watermark embedding framework approaches is shown in Fig. 1.

The digital picture watermark technology integrates data/image into an image so
that the data cannot be deleted or destroyed easily. There are various design require-
ments for efficient watermarking. In addition, the combination of different domain
transform algorithms is possible in hybrid watermarking. During transmission over
the Internet or the personal network, it is easy to reproduce, transfer and distribute a
digital image. Therefore, digital image watermarking adds host media information
in order to prevent unauthorized access. The system should, therefore, be effective.
For efficient hybrid digital image watermarking processes, some parameters must be
addressed. Among other needs, imperceptibility, strength, ability and safety are the
four fundamental needs (Fig. 2).

Based on the problems identified, there is a necessity to overcome the issues by
providing the solutions to the observed drawbacks. The proposed model requires to

Fig. 1 Digital watermarking process

Fig. 2 Watermark embedding process



Digital Image Watermarking Techniques … 465

understand image watermarking requirements depending on their applications. The
initial stage in the development of algorithms for various watermarking applications
is the clear knowledge of these requirements. Then, how to improve the resilience
of picture watermarks need to be considered and implement watermark algorithm
to see how they fulfil various application requirements and generic watermarking
requirements. Machine learning techniques can be used to improve the accuracy
levels of the model for easy and accurate image watermarking at sender side and
content extraction at the destination side.

4 Conclusion

Images provide an essential part of multimedia data. Authentication of images is
a difficult issue because of traffic on the Internet. It is important to provide imper-
ceptibility, robustness and improved data inclusion capacity alongside image data
security. A major area to ensure these problems is the digital watermarking of
images. Digital watermarking may be utilized in any sector where multimedia data
must be protected with guaranteed safety and authenticity for identification, anno-
tation and copyright purposes. Transform domain technology watermarking takes
advantage of the spatial and frequency information in various resolutions to increase
resilience. Inclusion and extraction process of the watermark, gain parameters, noise
changes and watermark size are the key to the performance of the existing water-
marking techniques. This paper provides a brief survey on current watermarking
procedures that ought to be upgraded in order to resolve several problems. There-
fore, future researchers must combine artificial neural network and machine learning
methods in the cross-transform domain with enhanced resilience and high image
data security, and improving imperceptibility and integration capabilities. We intend
to build and deploy a novel technology of digital watermarking for images utilizing
machine learning technology based on space and frequency. Themanywatermarking
approaches are used to learn about the performance and the state-of-the-art param-
eters. The watermarking area can be further explored using the machine training
methods to improve the accuracy rate.
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Finding Shortest Path in Road Networks
Based on Jam-Distance Graph
and Dijkstra’s Algorithm

Sarah Fouad Ali, Musaab Riyadh Abdulrazzaq, and Methaq Talib Gaata

Abstract Finding the shortest path in the road networks is an urgent issue for the
vehicle driver to reach their destination in the shortest timewhich leads to consuming
less fuel. In this article, a framework has been suggested to direct vehicle drivers to
their destination in a shortest time taking into account the actual distance and the
traffic jamof the roadnetwork.The framework consists of three stages: data clustering
stage,merging stage, and determining of shortest path stage. The experimental results
illustrate that the proposed framework has similar accuracy (98%) to find a shortest
path as compared with existing work; on the other hand, the running time of the
RN-CMSwas the shortest running time; it has been achieved (1.05 s) for 100 inquires.

Keywords Road network · Traffic jam · Micro-cluster · Shortest path · Trajectory
of vehicle

1 Introduction

The growing use of global positioning system (GPS) devices and autonomous navi-
gation systems enables for the real-time tracking and processing of large streams
of track data. This enables real-time analyzes of mobility data, which in turn have
the potential to significantly enhance and monitor traffic flow issues, track real-time
incidents, etc. Even though some of the existing methods distinguish past motions of
moving objects from historical path data, whether addressing the problem of iden-
tifying clusters of moving objects from data streams or addressing the problem of
recognizing how movement behaviors unravel over time, e.g., they fail to capture
typical traffic routes or traffic jams—such methods fail to recognize how movement
behaviors unravel over time [1]. Trajectory data of moving object is generated from a
variety of sources, including GPS-equipped cars, mobile phones, online “check-in”
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and “check-out” data, geo-tagged social media posts, and radiofrequency identifi-
cation. RIFD [2]. A trajectory is often described by a sequence of time-stamped
geographic locations [3]. A moving object can be derived as a trajectory of user,
animal, a vehicle, and natural phenomenon [4]. Clustering is one of the most signif-
icant analytical methods; it tries to group data into clusters with a high similarity
between cluster members and a low similarity between members of different clusters
[5]. Clustering stream data is more difficult than clustering traditional data because
of the following issues: (a) single-pass processing due to continuous data arrival, (b)
unbounded size of data stream and limited memory space and time, and (c) evolving
datawith a changingmodel underlying the data stream.Thus, the clustering algorithm
should be capable of detecting such changes [5, 6]. In the big data era, the massive
traffic data presents significant challenges for traditional hotspot identification and
spatial clustering approaches. Traditional region-based techniques cannot provide
the level of detail needed for route tracking. The data mining of road networks is
particularly concerned in the trajectory clustering of moving objects because of its
functional importance in many applications, and most approaches to this problem
dependondistancemeasurements andhave a number of drawbacks, including inexact
clustering, costly processing, and the inability to handle high-dimensional trajectory
data [7]. Many approaches have been done to clustering trajectory, density-based
clustering is one of the most popular clustering approaches, and this method is based
on assigning the region to the cluster that is nearest to it [8, 9].

2 Related Works

There are mainly two approaches to handling difficult challenges in road networks,
such as traffic flow prediction and shortest path finding: The first is based on vehicle
trajectories, while the second is based on GPS stream data. Silva et al. [10] suggested
an incremental algorithm for finding andmaintaining density-based clusters in trajec-
tory data streams called CUTiS; it is provided by use of trajectory data streams to
track moving objects and iteratively preserve sub-trajectory clusters. Makariye [11]
suggested new framework called “toward online shortest path” that uses the Dijkstra
algorithm to allow drivers to gather the shortest path, as well as other paths and traffic
updates.

Shein et al. [12] proposed an incremental sub-trajectory (iSTCM). The incre-
mental clustering based on micro-group (iSTCM) framework is a clustering method
that employs a micro-group structure for maintenance. Mao et al. [13] presented
that online clustering of streaming trajectories (OCluST) is a sliding windowmodel-
based online approach for clustering streaming trajectories. It has a micro-clustering
feature that groups and summarizes the most recent sets of trajectory line segments.
Shein et al. [14] propose an incremental crowddiscoverymethod over a changing data
stream. In this approach, first, propose micro-group-based clustering to identify the
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group, and then incrementally detect the crowd structure form. Puntheeranurak et al.
[15] suggest two stages ofmicro-group-based clusteringmethod over a changing data
stream to decrease computational time complexity. Micro-group-based clustering in
the first stage is to represent moving object groups, then incremental identification
of traveling companions from these possible moving object groups in the second
stage. Zhang et al. [16] propose an algorithm called “Dijkstra’s-DB-SCAN” which
is a novel network-based density clustering technique that combines amodifiedDijk-
stra’s shortest path algorithm with density-based spatial clustering of applications
with noise (DB-SCAN), and it is designed to handle with traffic accidents. Silva
et al. [17] suggest NET-CUTiS which is online incremental clustering method for
analyzing data streams from moving objects whose routes are constrained by a road
network. Using trajectory data streams, this approach tackles the problem of recog-
nizing and tracking the evolution of clusters of trajectories over road networks. John
et al. [18] suggestion is a clustering method is density-based clustering. According
to the needs of this work, the spatial and temporal components are sorted, divided,
and combined. Moreover, the spatial distance between moving objects is calculated
using non-Euclidean distance. Wang et al. [19] suggest first which creates a traffic
model for the urban road network. The general linear model for the optimum path
planning issue is then developed using the linear programming technique. Finally, the
Dijkstra algorithm is improved. The best path is the one that takes the least amount
of time while taking into account actual traffic limitations and vehicle time delays at
intersections. Li et al. [20] presented a two clustering technique for detecting urban
hotspots using taxi trajectory data. During the first phase, spatio-temporal hierar-
chical density-based spatial clustering of applications with noise (DB-SCAN) is
used to cluster trajectory points with spatial and temporal features, and in the second
phase, the concept of region growth is added to filter noise. Li et al. [21–24] suggest
a study of the definitions of urban built-up areas in numerous countries, as well as a
study of their essential characteristics. The justification for using taxi trajectory data
to define the urban built-up zone is explored, as well as the benefits of using it and
to group the point of the trajectory.

3 The Proposed System

In this study, the road network framework (RN-CMS) has been proposed to find the
shortest path in term of distance and traffic jam for vehicle drivers from their current
locations to their destinations. The RN-CMS framework includes three main stages:
the data clustering stage, the merging stage, and the shortest path finding stages as
shown in Fig. 1.
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Output
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Fig. 1 Main stages of RN-CMS framework

3.1 The Data Clustering Stage

The first stage of the RN-CMS is the data clustering; it consists of two phases: the
online and the offline phases. The online phase has been dedicated to summarize
GPS data in the covered networks, due to the high speed and massive size of data
generation. The data structure which has been supported in this phase is derived
from the notion of micro-cluster in the BIRCH clustering algorithm, as defined in
the following form:

MC j = (N ,Lsi1,Ssi1,Lsi2,Ssi1, . . . ,Lsk,Ssk) (1)

where N is the number of vehicles in MCj and Lsi, Ssi are the linear sum and the
square sum of vehicle location [latitude, longitude]. The main steps of the online
phase are illustrated in Fig. 2.

The offline phase starts when any vehicle driver asks the system to determine the
shortest route to their destination based on distance and traffic jam. The DB-SCAN
clustering method has been adopted in this phase to cluster the MCc instead of the
raw data due to its massive size. The main outcomes of the offline phase are the jam
graph which represents the traffic density in each road intersection since the MCc

in the connecting roads has been ignored to minimized the running time. Figure 3
explains the main steps of the DB-SCAN (offline stage); furthermore, the jam graph
is shown in Fig. 4.

3.2 Merging Graphs

The goal of this step is tomerge the jamgraph,which is the result of the data clustering
stage, with the dist graph to create a jam-distance graph in order to identify a typical
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Fig. 2 Main steps of the online phase

Fig. 3 Steps of the offline phase
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Fig. 4 Traffic jam graph of data clustering stage

trade-off between traffic jam and actual distance. The actual distance was calculated
between road intersections; using the Euclidean distances, Fig. 7 shows the actual
distance between each road intersections for the covered area in Baghdad city; the
merging step is done using Eq. 2.

disjam−dis = disActual + ηi ∗ (MCds − MCsr)

Vhc
(2)

where disActual is the distance between two adjacent road intersections and MCds and
MCs are the number of MCsr (vehicles) in the destination and source road intersec-
tions, and adjusting factor (ηi = 1) is a factor that varies depending on the appli-
cation. While Vhc is a positive number, it indicates the number of vehicles that are
equal to one kilometer (e.g., Vhc = 7 km/car means that the vehicle driver considers
1 km distance equivalent to the traffic jam of 7 cars). The following is a list of the
relationships between the dist graph and the actual distance graph:

1. the distance in jam-distance graph is equal to the actual distance graph if the
number of MCc (vehicles) in the source and destination road intersections is
equal due to (MCds − MCsr) = 0, as illustrated in Fig. 5.

2. If the number of MCc (vehicles) in the destination intersection is greater than
the number of MCc (vehicles) in the source intersection, that means, the vehicle

Road 
Intersection B

MCc=c 

Distance on jam-dis Graph = Actual distanceRoad 
Intersection A

MCc=c 

Fig. 5 Relationship between jam-distance graph and dist graph when MC is equal in source and
destination road intersections
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Distance on jam-dis Graph < Actual distance
High Density

 Traffic 

Distance on jam-dis Graph > Actual distance

Fig. 6 Relationship between jam-distance graph and dist graph

moves from low-density traffic to high-density traffic, the distance in the jam-
distance graph is larger than actual distance (not recommended path).

3. The distance in jam-distance graph is less than distance in actual graph. If the
number of MCc (vehicles) in the destination road intersection is less than the
number of MCc (vehicles) in the source intersection as shown in Fig. 6, the
vehicle moves from high-density traffic to low-density traffic (Fig. 7).

Finally, the merging stage result is shown in Fig. 8. Illustrate the jam-distance
graph.
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3.3 Shortest Path Finding

This stage aims to find the shortest path in term of distance and traffic jam between
vehicle driver (current location) and the destination; the Dijkstra’s algorithm has
been adopted to find the shortest path into the jam-distance graph.

4 Experiments Results

In order to evaluate the efficiency (running time) and the accuracy of the RN-CMS
framework, it has been compared with Makariye [11] and Rachmawati [22]. The
comparison is based on the dataset of traffic flow around AL-Mustansiriyah Univer-
sity in Baghdad city. The dataset represents the traffic flow of 10,000 vehicles from
6.00 am to 5:00 pm and covered about 100 km2. The evaluation of the RN-CMS
consists of two sections: In the first section, the parameters sensitivity for online and
offline phase have been found which gives best performance. Secondly, the accuracy
and the running time have been tested with the existing works as explained in the
next section.
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4.1 Parameter Sensitivity

The online phase supports the concepts of micro-clusters MCs to summarize raw
data, and the results of this phase significantly depend on the threshold value (dist.).
The sum of square distance (SSQ) metric has been adopted to evaluate the online
phase as defined in Eq. 3.

SSQ =
Nx∑

u=1

Nm∑

t=1

(xt − μxu)
2 + (yt − μyu)

2 (3)

where μxu, μyu represent the center of each micro-cluster in the covered area U, Nx
is the total number of micro-cluster in the covered area, and Xt and Yt represent the
vehicle coordinates. Nm represents the number of vehicle in the system. It is worth
noting that the lower the SSQ value, the better the data summary, as the deviation of
the micro-clusters MCcs items from their center is lower. As a result, the typical dist
value is (13 m), as indicated in Table 1.

In the offline phase, the parameters MinMccs and ε significantly affect the final
result of the online results.Many experiments have been carried out using range of ‘ε’
values (0–0.008 km) and minmccs (1–10) to evaluate the performance of the offline
phase based on (SSQ) the sum of square distance (SSQ). The small SSQ distance
value means better compactness of each cluster; therefore, the value of minmccs = 4
and ε = 0.001 refers much better clustering than other results as shown in Fig. 9.

Table 1 SSQ of distance threshold result

Distance 10 13 16 19 22

SSQ 15,523 14,432 15,432 16,343 17,564

Fig. 9 Sum of squared distance analysis result
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Table 2 RN-CMS accuracy result

RN-CMS framework Makariye [11] Rachmawati [22]

Accuracy % 98 98 98

Table 3 RN-CMS efficiency result

RN-CMS framework Makariye [11] Rachmawati [22]

Average running time for 100 inquires
(s)

1.05 2.04 2.10

4.2 Accuracy and Running Time

In order to evaluate the accuracy and the efficiency (running time) of the RN-CMS
framework, it has been compared with Makariye [11] and Rachmawati [22]; the
three systems have been tested based on 100 inquires from various destinations and
sources. The results illustrated that the RN-CMS framework has the highest accuracy
as shown in Table 2.

Where the accuracy 99 means the proposed system has given the shortest path in
term of traffic jam and distance. On the other hand, the efficiency (running time) of
the three system has been shown in Table 3.

5 Conclusions

In this article, the RN-CMS framework is proposed to find the shortest path in road
networks in terms of distance and traffic jam. The proposed framework consists of
three stage. The first stage is to model a traffic jam graph through data summarization
to immediately tackle the issue of high-speed GPS data generation and clustering
the micro-cluster due to the massive size of raw data. While the second stage is
the merging stage which constructs jam-distance graph based on actual distance
and traffic jam finally, Dijkstra’s algorithm has been used to find the shortest path
according to the road traffic and actual distance. The experimental results show that
the RN-CMS framework has similar accuracy (98%) as compared with Makariye N.
(98%) and Rachmawati (98%). In the other hand, the running time of the RN-CMS
is the shortest running time (1.05) s.
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Face Mask Waste Generation and Its
Management During Covid-19

Anita Shrotriya, Pradeep Kumar Tiwari, Tarun Jain, Rishi Gupta,
and Aditya Sinha

Abstract The pandemic during COVID-19 has had a negative influence on the
world’s fabric, including health systems, travel, living and working habits, and
economies in numerous countries throughout the world. Furthermore, it has had a
significant negative impact on continuing global attempts to curb excessive usage of
plastic materials. The extensive usage by healthcare professionals and the overall
community, of masks, sanitizers, and synthetic-based personal protective equip-
ment (PPE) kits, has resulted in massive amounts of plastic trash, with no effective
measures or policies in place to reduce its severity. Wearing a face mask as a way of
protection against COVID-19 has become commonplace. However, because present
mask disposal techniques (i.e., burning and reclamation) produce dangerous chemi-
cals, huge production of contaminated face masks causes environmental difficulties.
Furthermore, disposable masks are prepared of a variety of materials that are either
non-recyclable or difficult to recycle. Therefore, as a result, it is critical to compre-
hend the scope of the problem and, equally essential, to devise a viable solution to
contribute to the creation of a sustainable civic society.

Keywords COVID-19 · Face mask · PPE · Halyard H600 · N95

1 Introduction

TheWaste increased in the spread of COVID-19 disease sinceMarch 11, 2020. It can
be linked to an increase in healthcare wastes generated by medical amenities such as
hospitals, quarantine centers, research laboratories, government and private clinics,
and laboratories, in nearly every area of the world. WHO urged industry and govern-
ment to raise production of surgical gloves, N95 masks, and standard surgical masks
up to 40% tomeet increased demand.As the demand ofmedical equipment increases,
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Fig. 1 COVID-19-related bio-medical waste production in India from Jan to May-21

India generated nearly 18,000 tons of COVID-19-related bio-medical waste between
June and September, according to data provided by the Central Pollution Control
Board (CPCB). Both healthcare personnel and patients employ personal protec-
tive equipment (PPE) such as gloves, face masks, head coverings, plastic coveralls,
hazmat suits, and syringes. In recent years, there has been an increase in bio-medical
waste due to COVID-19. In June, India produced 3025.41 tons of COVID-19-related
bio-medical waste, which grew to 4253.46 tons in July; and inAugust and September,
it reached 5238.45 tons and 5490 tons, respectively [1]. As said by Sourabh Manuja,
Fellow, Center for Waste Management and Environment, the expansion in waste
production is directly proportional to the increase in the number of instances.

Conferring to the WORLD HEALTH ORGANIZATION, healthcare waste
comprises potentially hazardous bacteria that might affect other patients as well as
healthcare personnel if not managed and disposed of appropriately, which includes
COVID-19-related waste. So, the huge healthcare facilities’ waste needs to be
properly collected, segregated, disinfected, and finally disposed of to prevent the
damaging impacts of both coronavirus and plastic wastes to avoid environmental
pollution to a certain extent. In addition, if solid waste management is not deal
properly, then it will be cause to the spread of the virus [2] (Fig.1; Table 1).

2 Materials and Chemical Components of Face Mask

Facemasks provide user protection from a variety of external types of germs thatmay
be present in the air they breathe. A good quality mask protects against germs, parti-
cles, particles of dust, body fluids. The mask materials and the chemical composition
of various layers are chosen accordingly. The American Society of TestingMaterials
has specified the properties that a face mask should have five conditions that a good
face mask should satisfy are—fluid resistance, particle filtration (PFE) efficiency,
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Table 1 Top ten states/UTs
of BMW generator in India
(metric tons/day), Jan–May
2021

S. No. Name of states/UTs COVID-19 BMW (Tons/day)

1 Kerala 23.71

2 Gujarat 21.98

3 Maharashtra 19.02

4 Delhi 18.79

5 Karnataka 16.91

6 Uttar Pradesh 15.91

7 Tamil Nadu 13.57

8 Haryana 13.11

9 Andhra Pradesh 9.99

10 Madhya Pradesh 7.32

combustion, bacterial filtration efficiency (BFE), differential pressure. The standard
N95mask, found in India, has stretchable headbands to protect themask on the user’s
face made of a thin layer of aluminum. The mask has four layers: an outside layer
of spun-bond polypropylene, a second layer of cellulose/polyester, a third layer of
molten polypropylene filter, and an inner (fourth) layer of polypropylene. To study the
different structures of the different layers of the mask, these four layers are separated
along with the metal strip and elastic cords. The material polypropylene, of which a
large part of the mask is made, has good chemical resistance and can be processed
through many modification methods such as injection molding and extraction [3].
Polypropylene is a polymer carefully prepared from propylene. Once the polymer
is reused, its properties will be damaged. Cellulose is one of the most widely used
polymers, waterless, and soluble in many solvents. Because the disposable mask is
comprised of a variety of materials, it is difficult to reuse. As such, this work recom-
mends a degree of environmentally friendly way, at the same time achieving the
formation of maximum energy from the mask disposal. To date, thermo-compound
interactions have been performed by CO2. The key chemical components of the
disposable mask were determined in the initial portion of this work: polypropylene,
polyethylene, nylon, and aluminum. Asia, the most crowded landmass with billions
of individuals living, will utilize a few large numbers of covers day by day. In contrast
with careful face covers or N95 respirators, the hand-crafted face veils, i.e., cotton–
wool covers show extremely restricted viability (greatest up to > 90% for particles >
300 nm). In this way, as the world’s ability for assembling careful covers improves
step by step, it will be prescribed to utilize careful face veils with airborne adequacy >
95% rather than cotton-based covers. This will lead to another test. Disposed of face
veils will be seen wherever adjacent to shopping packs. In this way, while forcefully
growing the ability to produce a great many facemasks every day, strong advances
are needed to oblige the waste administration ramifications of countless careful veils
and respirators.
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3 Environmental Impacts of Face Masks

Face masks are currently a legitimate necessity in numerous public spaces around
the planet. But, very little attention has been given on the most proficient method
to discard or reuse them securely. Without better removal rehearses, an ecological
debacle is approaching (Fig. 2).

Most of masks are fabricated from durable plastic-based materials, and whenever
disposed of can persevere in the climate for quite a long time to many years. This
implies they can affect the climate and individuals. This is genuinely dangerous on the
grounds that despite the quick well-being risk they present, non-reusable covers are
made from plastics like polypropylene which takes around 450 years to biodegrade
[4]. With respect to the face masks which end up in the sea, they just add to the
8,000,000-ton mass of plastic entering the ocean consistently. The different plastics
separate incredibly gradually into miniature plastics which at that point channel into
marine natural pecking orders with unfortunate results. Miniature marine-plastics
clutch poisons and toxins; plants and creatures at that point assimilate or ingest
these substances, harming and executing them. It appears to be that face masks,
fundamental as they are for forestalling the spread of coronavirus, are simply adding
to effectively extraordinary worries over plastic contamination and the subsequent
untamed life and human well-being impacts. Yet, face masks need not be added
to this rundown of concerns; buying dispensable plastic face covers is profoundly
superfluous given the thriving business sector of reusable ones, some of which utilize
superb, socially expressive plans.

Regardless of whether purchasing or making a material face mask, a couple of
things are sure: Moving away from expendable covers will set aside your cash and
can create cash for a noble cause. It additionally energizes a social move for reusing

Fig. 2 Inappropriate disposal of mask during COVID-19 pandemic
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a lot, fundamental for diminishing the interest for dispensable plastic face masks,
and for lining up with more extensive disposition changes toward squander the board
and opposing environmental change.

3.1 Risks to Individuals and Creatures

Initially, discarded masks may offer a risk of distributing COVID-19 to waste offi-
cials, garbage collectors, or the normal human being, public who have already gone
over the garbage. Animals and plants are also altered in the intermediate to long term.
Plastic garbage, by virtue of its sheer volume, has the ability to conceal conditions
and separate living systems. A few species, too, cannot tell the difference between
plastic and their feed, causing them to gag on rubbish [5].

Animals can grow starved even if they do not gag because the chemicals fill
their stomachs but do not provide vitamins. More modest creatures may likewise
get entrapped in the flexible inside the masks or inside gloves as they fall to pieces.
Plastics degrade over time into smaller bits, and the longer rubbish is left in the envi-
ronment, the more it degrades. Plastics break down first into microplastics, then into
much more modest nano-plastics. These small particles and filaments are regularly
enduring polymers that can gather in natural pecking orders. Only, one cover can
create a great many particles, each with the possibility to likewise convey synthetics
and microbes up the evolved way of life and conceivably even into people. Littered
zones likewise will in general empower further littering, aggravating the issue.

3.2 Exposition

According to estimation calculated by researchers to combat COVID-19, World
Health Organization projected that 89 million extra disposable masks were essential
in medical and healthcare locations around the world. Similarly, Plastic Waste Inno-
vation Hub at University College London published a new research, and according
to that the current local interest in the UK is 24.7 billion veils in each year. However,
if only reusable veils are used, the need for homegrown face covers in the UK falls
significantly to roughly 136 million per year. Regardless, even with reusable covers,
the design and method of cleaning have an impact. To estimate the whole environ-
mental influence, the University College London group researched the production,
use, and removal of disposable, recyclable, and reusable covers with expendable
channels. After more than a year, they determined that machine washing reusable
masks with no channels had the least effect. Hand washing masks increased the
natural effect since, in comparison to machine washing, hand washing consumes
more water and cleaner per cover. Expendable channels likewise increment the
ecological effect in light of fact that the little channels are frequently produced using
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plastic like the dispensable masks, with a channel disposed of after each utilization
[6, 7].

Maybe shockingly, the research paper determines that hand wash up reusable
masks along with disposable channels had the greatest raised natural effect overall,
even when compared to using entirely disposable covers. In view of the entirety of
this, we should find a way to decrease the effect of wearing a face mask:

1. Use reusable covers that do not have expendable channels. Machine washes
them on a regular basis, following the texture requirements.

2. Carry an extra mask with you so that if something goes wrong with the one you
are wearing, you won’t have to use or buy an expendable cover.

3. If you do have to utilize a dispensable cover, take it home (perhaps in a sack
in the event that you need to take it off) and afterward set it on the right track
into a canister with a top. If this is unimaginable, put it in a legitimate public
receptacle.

4. Do not put expendable covers in the reusing. They can get trapped in expert
reusing gear and be a likely biohazard to squander laborers.

3.3 Effective Disposal of Face Masks

In respect towastemanagement duringCOVID-19,most of the countries that produce
extremewaste should be assess properly tomanagemedical waste disposals. It is also
required to take important and vital steps to prevent the possible disperse of commu-
nicable and infectious viruses via masks, and their dumping processes and healthcare
waste like masks must be handled by ignition and safe landfill. As a result, we can
say that to dispose of COVID-19-correlated medical waste, high-temperature igni-
tion takes precedence over disposal of suchmedical equipment andmasks. This is the
utmost popular, naturally secure, and appropriate approach for destroying remnants
of the virus using a superior-level boiler temperature, with the high temperature and
time set to 1100 °C for three minutes. During COVID-19, in China, for example,
emergency medical waste ignition includes the use of municipal solid waste inciner-
ators to co-process medical waste for disposal in rotary furnaces with temperatures
greater than 850 °C. In some areas where incinerators are unavailable, before being
disposed of in sanitary landfills, medical waste can be sterilized at high temperatures
and boiled [8].

Nonetheless, during the COVID-19 epidemic, the entire capacity for medical
waste disposal is woefully inadequate. Landfills, for example, remain a popular
MSWmanagement option in developing Asian countries such as India, Bangladesh,
Thailand, Myanmar, and Malaysia. As a result, acute processes such as discrimina-
tion, sorting, storage, assortment, transference, and last removal are mandatory for
the supervision of used mask and medical waste. As a result, COVID-19’s prolifera-
tion in the environment and throughout numerous countries should be restricted. In
India, used facemasks are kept in a paper bag for 72 h before being discarded as usual
waste in confined or other residences. To avoid reuse, face mask straps are removed
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before disposal. Greater Chennai Corporation (GCC) has advised non-quarantined
families and residents to disinfect worn masks with a 5% bleach solution or a sodium
hypochlorite solution before discarding them [9]. Before being distributed to sanitary
staff, masks are draped and stored in a locked waste bin. GCC treats them as home
hazardous garbage and incinerates it [10].

4 Conclusion

Wearing a mask is the minimum one can do for protection against coronavirus.
Mask works best when everyone wears it and maintain social distancing. Now, the
question arises which type ofmasks ismore supportable? In terms of sustainability or
supportability, we look up for reusable masks rather than buying disposable masks.
Due to sudden large-scale production of masks, PPE kits, face shields, etc., a huge
amount of medical waste is getting produced. A major part of this waste is plastic
based, due to which it creates a huge burden on the environment. Although the
material of the masks is considered bio-degradable, but in today’s scenario, the
decomposition of such huge quantities of waste is not effectively taking place. One
of the ways to tackle this problem is the use of reusable home-made cloth masks.
Home-made masks are not considered as medical masks which means they may not
have the required pore sizes that offer security against the coronavirus.

These types of masks, according to studies, are also said to be affective against
other viruses, dust particles, etc. The University of Florida developed a novel mask
out of Halyard H600 medical cloth, which is also used to wrap sterile gowns, towels,
tool kits, and procedure trays. The University of Florida created a unique mask out of
Halyard H600 medical cloth, which is also used to wrap up hygienic gowns, towels,
tool kits, and procedure trays. These sterilization covers have a microbiological
barrier, and the masks passed a qualitative suitability test on many people with a
sugary or sour taste. It may be more effective than a surgical mask, but it should not
be used in place of N95. The mask was invented by Sonia Mehta, a physician, and
her colleagues. She described how she began with an idea that grew into a full-scale
manufacture of nearly 5000 masks in three weeks, and how she discovered ways to
minimize, reuse, and recycle N95 masks.
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Design of Wireless Sensor Network
(WSN) for Healthcare Application

Noora Kamil Flayyih and Ibrahim A. Murdas

Abstract Development of a method is based on wireless sensor for determining
pollutant material in water and agriculture products. The identification is based on a
smart algorithm. Pollutant material detection by sensors has many properties such as
being easy to achieve and very cheap. And at the same time, the detectingmechanism
gives result approach to real analysis with mini difference in concentration. This
detection method describes the analysis of different pollutant materials that affect
humanhealth andmaycause health risk such as cancer disease. The suggestedmethod
depends on three different types of sensors to collect the data. The principle work of
the system is based on the attitude and behavior of ions at different temperatures; the
collected data processed using microcontroller to get digital signal and the reading
have been dealing with it to get a comparison between control sample (free sample)
and measured sample. A smart system is used to process the data for training the
system to distinguish between two pollutant materials by using advanced algorithm.
The detecting pollutant materials reach 98% at different concentrations.

Keywords Pollutant materials · Sensors · Light absorbance · Smart algorithm

1 Introduction

The general concept of pollutant materials from the aspect of food safety and agri-
culture organization [1] is a widely distributed material, or compositions of materials
that have been detected in soil, water, precipitate, an aquatic biota, and municipal
sewage can be processed to obtain a semiliquid waste usually used as a fertilizer [2,
3], and pollutant materials is aiming optimized solutions and rationalized consump-
tion of environmental resources so it is important repelling, avoiding, controlling, or
eliminating any pest or harmful weeds if safety of commodities and consumers from

N. Kamil Flayyih (B) · I. A. Murdas
University of Babylon, Babil/Hilla, Iraq
e-mail: noorakamil87@gmail.com

I. A. Murdas
e-mail: eng.ibraheem.abdullaa@uobabylon.edu.iq

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
R. Kumar et al. (eds.), Next Generation of Internet of Things, Lecture Notes
in Networks and Systems 445, https://doi.org/10.1007/978-981-19-1412-6_42

489

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1412-6_42&domain=pdf
mailto:noorakamil87@gmail.com
mailto:eng.ibraheem.abdullaa@uobabylon.edu.iq
https://doi.org/10.1007/978-981-19-1412-6_42


490 N. Kamil Flayyih and I. A. Murdas

side effects of pollutant materials is being accounted as in environmental effect so the
term pollutant materials are indispensable to modernistic agriculture for protecting
cropswhether pre- or post-harvest stages [4] involve substancesmeant to use as insect
management or regulators for plant growth by disease prevention. Many vegetables
and fruits are contaminated with pollutant materials and quantities of hazardous
chemicals enter the chain of food which is being caused by the overuse of pesticides
and the intensification of these habit in agriculture is caused due to an accumulation
of pesticide residues in an environment and is remained for long periods and that
seriously is posing a risk on the environment and ecosystem of worldwide and people
in contact with pesticides with various exposure routes by ingestion, skin, respira-
tory tract [5] which have adverse effects on human health with infection in many
diseases of psychiatric [6, 7], endocrine disorders [8], disrupting renal, neurolog-
ical problems, hepatic and reproductive turbulence in addition to its effect in plants
and animals even at low concentration [9–11]; especially, there is utterly conscious-
ness in health aspects in society being happened recently [12–14] and for protecting
consumers strict legislation has been in place and the agricultural commodities must
be suitable for international regulations [15]. Organophosphate and Pyrethroid are
one class of pollutant materials which are widely used in agriculture. Pollutant mate-
rials have been classified according to use as fungicide, nematicide, molluscicide,
and rodenticides [16–18], and concerning the chemical composition commonly can
be classified as organochlorine, pyrethroids, organophosphates, and carbamatewhich
are widely used because of their high activity and comparatively low immutability
in the environment [19]. In the short term, exposure to a large number of chemical
quantities during short periods is being caused relatively acute toxicity while in long
term, exposure to a little number of chemical quantities during long periods is being
caused relatively chronic toxicity.

For the guarantee of food quality and safety, analytical instruments are required
for easy and fast quantification and monitoring of pollutant material residue and can
be used at low concentrations [6, 20, 21]; it is extremely necessary for assurance
compliance with legal levels [22–24], depending on praxis of pollutant materials
and to action alongside detection ways have been confirmatory, so detection system
is being designed where it is characterized to get best performance and low cost
where it can be used by different category consumer which has vulnerable intake,
and short period results with fast analysis, without laborious treatment to sample
and permits direct detection and reinforces toxicological risk assessment process, in
addition, the possibility of system miniaturization to be easily carried or transport
which make easy field trials and no need to be highly trained with the capability of
real-sample monitoring in situ without laboratory, the system designed depends on
ions and light and its behavior in aqueous solution, according to all above, that make
the detection device is a premium elect for development a portable detection system.
The aim of the study was to develop a method for this purpose and several sample
analyses were performed to examine whether altering various samples would cause
improvement of the reference method which had been used and after that acquired
data can be trained by neural network [25] to identify the type of pesticide residue
by classifying acquired data into two or more class according to (0, 1) classifying
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and also unknown pesticide residue values can be excellent predicted especially if
the output of the neural network is equal to the target value where that make the error
equal zero and the network training is perfect to predict unknown value and make
identification to know the type of pollutant materials if belong to type a or B or more
than one type; the proposed system will be explained further [26].

2 Working Principles and Device Designing

2.1 The Principle of Work

Depending on the attitude of ions and light in an aqueous solution and how the ions
move between the electrode of the sensor and the electrolyte.

TDS principle work: it consists of two parts; first part is the TDS meter and the
other is the probe which has two electrodes separated by a space when the probe
is impressed in an aqueous solution that contains dissolved solids, the dissolved
solids generate ions then and voltage source will be applied; then, there will be the
transportation of ions which generated by dissolved solid and electrons which gener-
ated by voltage source between two electrodes that led to generating an electrical
conductivity and we can measure it by TDS meter as shown in Fig. 1.

PH principle work: ph. sensor also consists of two parts; the first part is the ph.
meter consists of a BNC connector, Trimmer for calibrating, and ph. sensor interface
circuit pinout, and the other part is the probe consists of reference electrodes and ph.
electrode which measures the concentration of H + ions in the solution, PH generated
by the solution caused by the difference in electrical potential between ph. electrode
and reference electrode and electrical potential are generated and it can be measured
by ph. meter (ph. sensor interface circuit pinout) as shown in Fig. 2.

The principle work to the electrode can be explained in the form of electrical
admittance which is being founded between two electrodes that have been put in an
electrolyte as shown in Fig. 3:

Cd = capacitance (double-layer) of the electrode/electrolyte interface.

Gb = the conductance of bulk electrolyte.

Fig. 1 Shows TDS principle
work
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Fig. 2 Shows PH principle
work

Fig. 3 The model of
electrical admittance
between two electrodes

Cb = the two electrodes geometrical capacitance which apart by the measured
electrolyte.

The conductance changes when if frequency is 100 kHz or less and it is being
constant if the frequency is above this value.

At frequency above 100 kHz, there is an increase in conductance being affected by
concentration not on the frequency the conductivity is increasing by increasing the
number of ions in electrolyte per unit volume at dilation an increase in concentration
will cause an increase in volume and increasing in volume of solution will cause a
decrease in conductivity as the relationship conductivity = (number of ions/volume)
number of ions per unit volume; this is called Molar conductance (Cm); at lower
frequencies, it will decrease at increased frequency and it will be constant or saturated
at high frequencies, where (Cd) acts as a short circuit at high frequencies and (Gm =
Gb).
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2.2 Device Designing

The work includes two stages; the first stage is design system detection of pollutant
materials residue and the other is to make identification to the data detection by using
a smart system.

First stage: the system detection consists of three parts; the first part is the TDS
sensor which depends on electrical conductivity, and the second part is the ph. sensor
which depends on electrical potential, and the last part is LDR which depends on
light absorbance and temperature had been controlled by using a temperature sensor.
After the designing was being completed, a code to each part must be written to
operate each sensor part and then each part of the device system detection must be
calibrated and then the data which had been collected will be classified into two or
more types by using identification by neural network, and also it can be predicted
with the use of perceptron network and fuzzy logic; this is representing the second
stage we can classify the data to show this data for which class of pesticide belongs.
This classification can be done by separating this data with a linear line. This line
can be controlled by changing the value of bias and to get the best performance the
error must be equal zero; we can get that if ( a is equal to t) where (a) is the output of
the perceptron network and t which represented the correct target that required so the
difference between target and the output is equal the error, if error equal zero then
the output equal the target and the performance to the network will be the best and if
a is equal to zero and t is equal to 1; therefore, the error is the result of subtracting the
output a from the target t. So the error is equal to one, and the input vector will classify
one or if the output a is equal to one, and the target t is equal to zero; therefore, the
error is the result of subtracting the output a from the target t. So the error is equal
to −1, and the input vector will classify as zero. We can adjust the Wight until we
get the required values which approach from three cases if the transfer function is
hardlim then the output will be only either 0 or 1. We can summarize the whole
process as follows:

1. Design the detection system device.
2. plot the circuit diagram.
3. write sensors code Arduino IDE software version 1.6.13.
4. Calibration to each sensor and adjust the temperature at the range of 25 ◦C.
5. take a result.
6. Make identification by classifying data that is taken from sensors entering the

data as input and target vectors and creating perceptron network by function
(newp) after that we must sure that the data can be separated by perceptron
network.

7. The data for two classes can be separated by a constant K which represented
any number by which the two data types can be parted to avoid interference
between data.

8. initiate weight and bias.
9. training the network by function train (net, p, t).
10. make simulation
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a = sim(net, p) (1)

11. determine the output.

a = hardlim(W (1)p2 + b(1)) (2)

12. Comparing the output with the target vectors of the network for getting the
error.

e = t − a (3)

13. using function learn p to adjust the weight and bias to get a new weight and
bias repeating the training process until the error becomes zero or as minimum
error as possible.

W new = W old + epT (4)

bnew = bold + e (5)

w = net.iw{1, 1} (6)

b = net.b{1} (7)

W = W + dw (8)

All presses above had been expressed by a block diagram as shown in Fig. 4.

Fig. 4 Block diagram of pesticide residue detection system device
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3 Data Process

The data which had been trained by using a smart system-based neural network
consists of set of data to train the network. Four types of pollutant material residue
are the first Bif 181 samples, Bifpure 9 samples, GlyMi 181 samples, and Glypure
7 samples; those four types of files contain data to four types of pollutant materials
by making simulation of the data by MATLAB R2019a software. The four types
had been classified by using perceptron code and we can predict unknown value
by entering the higher value and the lowest value and the value between them can
be predicted to which class it belongs. We can do that also by using fuzzy logic.
We made three codes: the first one to classification BifMI and GlyMi, the second
to classification Glypure and Bifpure, and the third code combines the four types
and the data had been classified into four classes which belonged to four types of
pollutant materials. All the proposed work andmethodology can be explained further
with a flowchart in Fig. 5.

4 Experimental Results and Discussion

4.1 Results of a Detection System

Results: The analysis of pollutant materials for Gly. (48%SL) shows that there is a
pollutant material residue in three types of sample water and orange juice. We can
distinguish the value of pollutant material residue incrementing by comparing the
difference in values between the free pollutant materials (control) market sample
value and containing pollutant materials market sample. So the difference between
those values is representing there is a ratio in pollutant materials residue in samples.
We can notice from charts that all the sensor parts indicate changes in their value
from the control sample except EC. It cannot detect pollutant material residue sample
only, where it remains constant and is good in the water and orange juice; in addition
to the other sample, water and orange juice is good in detecting and also LDR is good
in detecting water and orange juice but it is different in the magnitude of pollutant
material residue detecting in the sensor part and the response rate for sensing the
pollutant materials residue in samples, as shown in (Figs. 6, 7, 8 and Tables 1, 2).
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Fig. 5 Flowchart of the proposed work or methodology
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Fig. 8 Chart indicates the light intensity value for the orange juice of the different concentrations
of market samples

Table 1 The results of the statistical calculations to conductivity EC values

The
analyzed
type

The number Arithmetic mean to the EC
values

Standard
deviation

Relative %
deviation

Free market
samples

Containing
market
samples

Pollutant
materials free
market
samples

Pollutant
materials
containing
market
samples

Pollutant
materials
containing
samples

Pollutant
materials
containing
samples

Ionized
water

1 11 0.3 2.95 1.782 60.320

Distilled
water

1 5 0.05 4.09 0 0

Orange
juice

1 5 1.62 4.11 0.24 5.8495

Table 2 The results of the statistical calculations to light intensity values

The analyzed
type

The number Arithmetic mean to the light
intensity values

Standard
deviation

Relative%
deviation

Free and
containing market
samples

In space Pollutant
materials
containing market
samples

Pollutant
materials
containing
samples

Pollutant
materials
containing
samples

Ionized water 5 652 671.6 6.269 0.9334

487 524 18.88 3.6

545 570.6 14.53616 2.547

608 611.6 10.526 1.721

Orange juice 5 647 650.8 7.9498 1.22

485 498.4 15.789 3.168

580 589.8 17.838 3.024

601 601.8 6.5345 1.0858
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5 Conclusion

A detection method is proposed to monitor pollutant materials in water, and market
fruit juice samples depending on the characteristics of different types of sensors
and take several functions to overcome various types of vegetable and fruit and low
concentration detectingwith speed in response and good sensitivity at low concentra-
tion, so we had taken different types of sensors. The sensor depends on the principle
of electrical conductivity, three types of sensor that mean more properties and more
benefit to overcomemore sample andmore low concentration. The aim of this system
is to detect any change in the reading of sample compared with the control sample.
After testing the sample, the results indicate a change in readingwhen addingdifferent
amount of pollutant materials, and the results had been used successfully in detecting
pollutant materials. The results are used to detect pollutant material residue in water
and fruit juice. In this study, we took orange juice, and the other parameter PH also is
good in testing water and juice so if one parameter is not good in detecting system, it
can be compensated in properties of other parameters; by this way, we can overcome
more samples.
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Optimal Control for Robot–Environment
Interaction in Robotic Systems

Dao Phuong Nam , Nguyen Trung Nghia, Bui Thi Hai Linh,
and Nguyen Hong Quang

Abstract The reference generator in the robot control system depends on unknown
robot–environment interaction. In this paper, an adaptive reinforcement learning
(ARL)-based optimal control is developed to achieve the solution, which considers
an unknown environment as a linear discrete-time system. A performance index that
establishes the interaction effects of trajectory tracking error and external torque is
optimized using admittance adaptation. The proposed reference generator is designed
in a completed control system of robot systems under unknown robot–environ-
ment interaction. Simulation studies are conducted to show the effectiveness of the
proposed solution.

Keywords Robot–environment interaction · Adaptive reinforcement learning
(ARL) · Admittance adaptation · Unknown environment

1 Introduction

Robot–environment interaction with holonomic constraints broadly exists in robotic
systems and is one of the most significant influences to lead the complexity for
designing the control system [1]. Until recently, plenty of control methods for robotic
systems have been mentioned, for example, sliding mode control in Bilateral Teleop-
erators [1], the backstepping technique in mobile robotic systems [2–4], and optimal
control in mobile robots [5–7]. Generally, the control strategies can be categorized
into two major classes, including nonlinear control approaches and optimal control
methods. However, almost control approaches for robotics have not considered the
influence of robot–environment interaction [1–7] and have focused on the nonlinear
control method. The optimality principle approach for finding controllers in robotics
has been discussed in [5–10] with the obstacle of solving Hamilton–Jacobi–Bellman
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and Ricatti equations. The key idea to overcome these disadvantages is the imple-
mentation of the Adaptive Reinforcement Learning (ARL) technique [11–16] with
several main approaches, such as Q learning [11], discrete-time control [12–16],
and data-driven [16]. The ARL technique in optimal control enables us to find the
solution based on an iterative algorithm via the convergence of control policy and
Bellman function. It should be noted that the solutions in [8, 10] were investigated by
solving Ricatti equation in continuous-time systems. However, this paper proposed
the discrete-time control-based ARL to generate the reference trajectory from the
desired trajectory and external torque. The proposed algorithm can obtain an appro-
priate reference trajectory under unknown robot–environment interaction in the robot
control system.

2 Preliminaries and Problem Statement

In this section, we investigate a manipulator interacting with the external environ-
ment, as shown in Fig. 1 and the following equation:

M(q)q̈ + C(q, q̇)q̇ + g(q) = τ − τext (1)

where M(q),C(q, q̇), g(q) are the system matrix, coupling matrix, and gravity
matrix, respectively. τ ∈ �n is the control input vector. τext ∈ �n is defined as
a joint torque vector to be modeled unknown environment as:

αq̇ + βq = −τext (2)

where α, β are unknown damping and stiffness matrices, respectively. It can be seen
that τext ∈ �n generates the effect to robot systems via unknown environment model
(2). Due to the interaction between end-effector and environment to be described by

Fig. 1 Model of interacting region [8]
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Fig. 2 The control system for manipulators with robot–environment interaction [8]

τext ∈ �n , the reference in control system (Fig. 2) is modified from desired trajectory
qd to reference trajectory qr, d

dt qr to guarantee the tracking problem of joint variable.
The control objective is to obtain the torque τext ∈ �n in Eq. 2 satisfying the

optimal interaction performance with defined cost function:

J =
∞∫

0

((q − qd)
T Q(q − qd) + τ T

extRτext)dτ (3)

By finding τext ∈ �n to guarantee the minimum of cost function (3), the desired
interaction is obtainedwith the advantageof efficiently achievingqr, d

dt qr as discussed
in next sections.

3 Optimal Control for Generating the Reference Trajectory

In this section, we focus on establishing the reference qr,
d
dt qr in control system

(Fig. 2) using optimal control design. First, discrete-time adaptive reinforcement
learning (ARL) is presented for the unknown model. Second, a reference trajectory
generator is proposed with ARL algorithm.

3.1 Discrete-Time Adaptive Reinforcement Learning

Consider a discrete-time linear model obtaining from continuous-time system by
discretizing model:

ξk+1 = Adξk + Bduk; yk = Cξk (4)

The control objective is to find control input obtaining the minimum of following
performance index:
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V =
∞∑
i=k

(yTi Qdyi + uT
i Rdui ) (5)

Based on the work in [9], we proposed the modified off-policy algorithm using
damping coefficient 0 < γ < 1 to improve the convergence velocity as follows:

Algorithm 1: Discrete-Time ARL Algorithm

Choose an initial control signal μ0
k = μ0. Then, for j = 0, 1, …, implement until

convergence.

Step 1 Updating the Value with damping coefficient 0 < γ < 1:

zTk−1,k−N P
j+1

zk−1,k−N = yTk Qdyk + (u j
k )

T Rdu
j
k + γ zTk,k−N+1P

j
zk,k−N+1

(6)

Step 2 Partitioning matrix P as in P =
⎡
⎣ p0 pu py
pTu P22 P23
pTy P32 P33

⎤
⎦. The control Policy is

updated as:

u j+1
k = μ j+1(ξk) = −(Rd/γ + p j+1

0 )−1

(p j+1
u uk−1,k−N+1 + p j+1

y yk,k−N+1) (7)

3.2 Admittance Adaptation for Robot–Environment
Interaction

According to (2), we can extend the state space representation with the additional
term qd as:

ξ̇ =
[−α−1β 0

0 K

]
ξ +

[−α−1

0

]
τext; ξ̇ = Aξ + Bτext; q̇d = Kqd (8)

Subjected to the performance index:

V =
∞∫

0

(
(q − qd)

T Q(q − qd) + τ T
extRτext

)
dτ =

∞∫

0

(
ξ T Q′ξ + τ T

extRτext
)
dτ (9)

After discretizing system (8), we develop Algorithm 1 for obtaining Admittance
Adaptation in the control system (2).
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Step 1 Using the control policy

uk = −(Rd/γ + p00)
−1(p0uuk−1,k−N+1 + p0y yk,k−N+1) + ek (10)

with ek to be considered the additional term for satisfying PE condition.
Step 2 Using data collection uk and yk to find the matrix P with the condition for

stopping the Algorithm:

∣∣∣P j+1 − P
j
∣∣∣ < ε (11)

Step 3 Based on optimal control:

τext = −K ξ = −R−1BT P ∗ ξ = f (qr, qd) (12)

We achieve the reference trajectory in control system (Fig. 2).

4 Simulation Results

The proposed algorithm is evaluated for the planar robotwith the following parameter
table by MATLAB-Simulink software (Table 1).

The control system in Fig. 2 is established by the frame of simulink and m.file
code to verify the admittance adaptation law with ADP technique. The actual envi-
ronment model is described: 0.01q̇ + (q − 0.3) = −τext, and the desired trajectory

is chosen:qd =
[
0.5 − 0.2e−t

0.3 − 0.3e−t

]
. It should be noted that, under proposed algorithms

1 and 2, the response of performance index is shown in Fig. 3. Additionally, the
optimal matrix is computed with the following terms:

p∗
0 = 0.1671 × 10−3, p∗

u1 = 0.1312 × 10−3;
p∗
y0 = [−0.016 −0.0664

]; p∗
y1 = [−0.0039 −0.0664

]

Table 1 Parameter of planar
robot

m1 Weight of joint 1 2.0 kg

m2 Weight of joint 2 2.0 kg

l1 Length of link 1 0.2 m

l2 Length of link 2 0.2 m

I1 Inertia moment of joint 1 0.027 kg m2

I2 Inertia moment of joint 2 0.027 kg m2

g Gravity 9.8 m/s2
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Fig. 3 The convergence of
performance index

Therefore, the impedance control is achieved from algorithms 1 and 2 as follows:

qrk = 1

0.0125
(uk + 0.1026uk−1 − 0.0519(qdk − 0.3)

− 0.0031(qdk−1 − 0.3) − 0.0519(qdk−1 − 0.3))

5 Conclusions

In this paper, the reference trajectory is generated by a modified discrete-time ARL
algorithmwith a damping coefficient. The algorithm is implemented under off-policy
framework.Additionally, the impedance adaptation is combinedwith an inner control
loop in a completed control system. Finally, the convergence of performance index
in simulation results verified the effectiveness of the proposed algorithm in that the
planar robot is operated under the influence of robot–environment interaction.
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Improving the Ability of Persons
Identification in a Video Files Based
on Hybrid Intelligence Techniques

Lubna Thanoon ALkahla and Jamal Salahaldeen Alneamy

Abstract With the advancement in technology, the importance of person recognition
in photographs or videos has grown due to its usefulness in the search for wanted
persons and criminal identification using various theories and algorithms and various
non-hybrid and hybrid techniques to identify the person through the face, and its
features have been developed. The paper proposed a hybrid algorithm to improve the
performance of person identification in video files. The systemworks through several
steps: first, face detection using Viola–Jones algorithm; second, feature extraction by
algorithm local binary pattern (LBP); final, person identification by hybrid proposed
algorithm (HPBFF) by hybrid between backpropagation neural network and firefly
algorithm. The results show that the system was able to identify and monitor the
person with a high classification accuracy rate of 98.4%, compared to 94.7% for the
approach without the hybrid. The results of the tests revealed that the system is robust
and has a high recognition rate, making it suitable for use in mobile and compact
identification and authentication.

Keywords Face recognition · Firefly · LBP · Video detection · Backpropagation
neural network · Viola–Jones method
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1 Introduction

In the fields of computer vision, protection, biometrics, and surveillance, the devel-
opment of effective and reliable person recognition systems is amajor research focus.
Person identification is usually accomplished by observing and measuring biologic
characteristics, or biometrics, where a biometric is a distinguishing attribute that is
used for recognition. For example, identification of the people that have similar faces,
fingerprints, or iris [1].

Recently, the number of video cameras has increased in different public places,
and the quality of the data that obtained from a standard surveillance camera has
been improved and converted to digital format. And in the same time, the average
cost of receiving, processing, and transitioning the data has decreased. These reasons
led to the creating and development of the methods and algorithms for the effective
identification of people from photograph images and video, and the most of these
algorithms and methods focusing on the recognition of human faces [2].

Face recognition is a technique of recognition that is used to find the faces of
people whose images were saved in the dataset. Face recognition has always been
a common topic of research compared with the traditional card recognition, iris or
fingerprint because it is people’s facile method of personal identification and because
of its non-meddling nature [3].

Face recognition is one field of biometric security. This technology is used for
a variety of purposes such as in a law enforcement. This technology is increasing
in most countries. Police collect shots from criminals and compare them with face
recognition databases [8]. Once a criminal’s photograph has been taken, their images
will be added to databases to be scanned whenever police carry out another criminal
search. [4]

Artificial intelligence (AI) is one of the most interesting and universal areas of
computer science. AI is now everywhere around us, and it has ushered in a new era
in the world by allowing intelligent machines to exist. It is currently working with
a variety of subfields, and the machine learning (ML) is a subfield of an artificial
intelligence (AI) that developed involving algorithms for self-learning that derive
information from data to make predictions. Instead of requiring humans, manually
extract rules and construct models from massive amounts of data [5].

The amazing advancements in the field of artificial intelligence techniques and
machine learning have enabled the development of algorithms that have superior
capabilities to identify people through their face recognition techniques. Researchers
have suggested several different models of artificial neural networks as a result of
the success of artificial neural network algorithms in the field of recognition and
identification of people. The challenge is to determine the most suitable model that
can be effectively utilize in this field [6].

All presented identification algorithms and methods have their own advantages
and disadvantages related to themethod of obtaining humanmetrics (needed physical
contact with a person or not needed), reliability of results, and cost [7]. Therefore,
the principle of hybridization was adopted in order to obtain the advantages of all
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the methods that were used and to build accurate and effective systems and models
at the same time that were easy to apply [8].

This paper is structured as follows: Sect. 2: describes the proposed system and
introduces algorithms used and suggested algorithms that build of this work, Sect. 3:
datasets that were used for evaluated the proposed system, Sect. 4: The results
are presented and discussed, and Sect. 5: conclusions, final section represents the
approved references.

2 Proposed Methodology

In this proposed system, wewill focus on identifying people from the video sequence
based on faces. The proposed mechanism in this system is to detect and track persons
with a high rate of accuracy at the same time with high process speed. This proposed
system searches for persons within a video file and tracks them, where each video
file is divided into a group of frames, each frame consists of a face or a number of
faces, where all faces are identified in one frame by the algorithm of face detection,
we use Viola–Jones. The features are then extracted for these faces through feature
extraction algorithm, and we use local binary pattern (LBP). We have a matrix made
up of a bunch of rows, and each row represents the features of a specific face. To
improve the system’s performance, hybrid artificial intelligence technology is used
to identify person by hybrid backpropagation and firefly techniques (HBPFF).

3 Preprocessing

We preprocess the images in the database and the images of the wanted persons. We
used special treatment, and first, it normalized all images with size (120 * 120), and
second, enhancement of images by adjustment the contrast and brightness by using
histogram equalization (HE).

4 Face Detection

Face detection is the first step in face recognition systems [9], which is a computer
technology to define the face for the persons in the images [10], and it is characterized
as the process of recognizing faces in a visual scene [11]. The aim is extracting the
facial area from an image. It also has several applications such as retrieving a specific
image based on content and monitoring a large group of people in addition to smart
computer interfaces. Many techniques are used to detect faces. The most important
algorithm used is Viola–Jones [8, 12].
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4.1 Viola–Jones Algorithm

Paul Viola and Michael Jones discovered one of the most important methods of
identifying a face in 2001. The following characteristics of theViola–Jones algorithm
make it an effective detection algorithm:

(1) Robust—high detection rate, (2) face detection only, not recognition—distin-
guishing faces from non-faces, and (3) real time—at least two frames per second for
realistic applications [13].

The major components of this algorithm are [13, 14]

1. Haar feature selection

All human faces have certain characteristics in common. Haar features should
be used to match these regularities (see Fig. 1). The area of the nose bridge is
lighter than the eyes, which is a typical feature of human faces [14], and the
area of the eyes is darker than the area around the upper cheeks.

2. Creating an integral image: This is an image that tests rectangular features.
3. AdaBoost training: AdaBoost training is a learning algorithm for choosing the

right features and training classifiers that use them.
4. Cascading classifiers: are a series of levels, each of which contains a powerful

classifier, and all features are divided into stages, each with a certain number of
features.

5. Decide if a given feature is obviously not a face or may be a face at each stage.

5 Feature Extraction

The feature extraction expresses to extract of features from the data available in a
database that is used from the beginning so that they are used in machine learning
algorithms for classification. The aim of this process is to use low-level features
to identify each image in the database [8]. These features, known as descriptors,
were previously used to determine image similarity. As compared to the original
image, descriptors are usually smaller [15]. One of the most widely used methods
for extracting features is the LBP algorithm.

Fig. 1 Haar features
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Fig. 2 Steps of the LBP algorithm

5.1 Local Binary Pattern (LBP)

Ojala et al. [16] introduced LBP as an important descriptor. This method is widely
used in image processing applications. The LBP code of a center pixel is created by
encoding the computed threshold value into a decimal value, and the LBP code of
a neighboring pixel is generated by encoding the computed threshold value into a
decimal value. The mathematical description of LBP is as follows:

LBP =
P−1∑

j=0

S(ni − cc)
2i (1)

s(x) =
{

1, i f x > 0
0, otherwise

P stands for the number of neighboring pixels, ni stands for the ith neighboring
pixel, and cc stands for the center pixel. Thehistogram features of size 2P are extracted
using the obtained LBP code. As a consequence, the vector length of the histogram
function for six adjacent pixels is 64 (Fig. 2).

5.2 Identification

Identification is the process of comparing an unknown face to a huge database of
known faces in order to determine the identity of the unknown person. Identification
can be employed on either “cooperative” or “uncooperative” people who are aware
that they are being scanned. At the definition level, the data was trained and then used
to identify whether the persons in the video are or are not [17], and at this stage, the
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data was trained and selected in two ways. Normal backpropagation neural network
(NBPNN) and HBPFF (proposed algorithms).

5.3 Normal Backpropagation Neural Network (NBPNN)

Backpropagation is a common way of training artificial neural networks to reduce
the objective function to the smallest possible value. It is a generalization of the delta
rule and is a supervised learning approach. It necessitates a training set that contains
a dataset of the desired output for a variety of inputs. BP network is a multilayer
feedforward network trained by the error backpropagation algorithm. Its structure is
similar to the human brain and is composed of a large number of neurons connected
to each other. Data is multiplied by weights and moved from the input layer to each
nerve in the next layer. The data from the previous layer is passed by adding and
transferring functions to achieve the output of each nerve in the mid-layer. Because
of the total amount of data coming from the mid-layer, an evaluation procedure is
carried out in the output layer by repeating the processes in the previous layer [18].
The mean squared error (MSE) between the actual and expected outputs is computed
as a result of this calculation by this equation:

–– ( )2

where Bm is expected output, is the actual output. The training will be done
using the error backpropagation process, which involves updating each weight on
the network. It is attempted to obtain the least possible error, namely the optimum
value, by repeating this procedure [19].

5.4 HBPFF Algorithm

The proposed algorithm combines the firefly algorithm and the back propagation
technique. A starting population is generated first in the algorithm, as illustrated
in Fig. 3. The number of fireflies in the population must be determined while
constructing the starting population.

The fact that individuals are chosen may make the algorithm run faster, but it
also means that the algorithm examines solution sets with fewer fireflies. As a result,
the possibilities of discovering the best option will be reduced. Having a larger
number of fireflies will improve the probability of discovering the best option. Exces-
sive numbers raise computation expenses and can generate a workload that today’s
computers cannot handle [20].
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Fig. 3 Flowchart of proposed algorithm (HBPFF)

The algorithm defines a starting location to the fireflies when the parameters are
determined. The I loop allows the algorithm to be run as many times as the step
number specified. Every time this loop repeats itself. For each firefly, it activates the
j loop. The completeness of the artificial neural network is modified as a result of the
output and error value it obtains, while the backpropagation algorithm changes the
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position of the fireflies. Following the end of the j loop, the x and y loops run in a
concentric way to allow the fireflies to interact with one another. For each firefly, the
x and y loops are run. As a result, the light density of one firefly may be compared
to that of another. The purpose function’s brightness is inversely proportional to the
brightness of the firefly. TheMSE value acquired from each firefly is computed as the
brightness of the firefly in an inversely proportional way since the objective function
inside the algorithm is to reduce the error of the artificial neural network.

6 Result

In this research, a group of video files was adopted to identify and search for persons
within these video files. A database of 400 images of people’s faces in different
situations was relied upon. For the training process, the proposed algorithm was
applied. In the process of training, testing and comparing the results with a normal
backpropagation neural network.

When the proposed hybrid algorithm was applied to the databases during the
training phase, the results were obtained: 98.4% accuracywas obtained, and theMSE
was 0.1512, while when relying on the normal neural network, 94.7% classification
accuracy was obtained, and the MSE was 0.2333.

Table 1 and Fig. 4 show the percentage of accuracy and MSE when using the two
algorithms HBPPSO and NBPNN; with feature extraction algorithm, LBP shows
how much accuracy and less MSE have been improved using a proposed algorithm.

Finally, the HBPFF and NBPNN algorithms were tested on a video. It was identi-
fied for three persons inside a video file to find out whether these persons are present
in this video file or not, and Table 2 and Fig. 5 show the persons who were identified

Table 1 Percentage of
accuracy and MSE of
HBPPSO and NBPNN
algorithms

Algorithms Accuracy (%) MSE

HBPFF 98.4 0.1512

NBPNN 94.7 0.4622

Fig. 4 Shows the
percentage of accuracy and
MSE for HBPPSO and
NBPNN algorithms
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Table 2 Shows result use
proposed hybridization
algorithm and the normal
neural network

Video NBPNN HBPFF

P1 1 1

P2 1 1

P3 0 1

Identification
rate

66.66% 100%

Fig. 5 Shows the result of
person identify in a video

based on the proposed hybridization algorithm and the identification rate compared
to the normal neural network.

7 Conclusion

In this paper, a proposed hybridization algorithmwas proposed, which is (HBPFF) to
identify person in a video file, where the nature-inspired firefly algorithm is merged
with backpropagation for optimization in neural network training. The results showed
that the proposed algorithm gave high classification accuracy and low mean square
error compared to the normal backpropagation neural network algorithm without
hybridization, as well as identification rate. The number of persons inside the video
file, based on the proposed algorithm, was higher compared to the number of persons
who were identified based on the normal method. The results of the tests revealed
that the system is robust and has a high recognition rate, making it suitable for use
in mobile and compact identification and authentication.
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Traffic Sign Recognition Approach Using
Artificial Neural Network
and Chi-Squared Feature Selection

Manisha Vashisht and Brijesh Kumar

Abstract With the rising population and vehicular traffic across the globe, driver
safety on road has become a huge concern for most governments. Emerging tech-
nologies and industrial revolutions have given rise to concept of autonomous cars.
The driving systems embedded in these cars identify the traffic signs on the road and
then take appropriate action. In spite of all these efforts, the accuracy of traffic sign
image detection still remains a challenge for most car manufacturers and drivers,
especially under difficult weather conditions. Multiple authors have done research in
past and have proposed approaches relevant to identification of traffic sign images.
The proposed solutions on traffic sign image detection have been influenced largely
by Artificial Intelligence (AI)-based implementation techniques. In this research
paper, authors have used Mapillary public traffic image dataset and have proposed
an innovative approach using chi-squared ranking algorithm along with ANN for
image classification. The effectiveness of proposed approach is compared with some
related works. Experimental results showed that the proposed enhanced algorithm
based on ANN and chi-squared algorithm provided better results.

Keywords Chi-squared test · Artificial neural network · Feature selection · Traffic
sign image

1 Introduction

As per the research data from a safety survey, road accidents causing deaths and
injuries across the globe, and human mistakes have been the root cause for more
than 90% of the cases. Considering this data, it becomes much more relevant for
research community to find ways using technological innovations to reduce road
accidents caused by human errors [1, 2]. Research surveys have shown that, globally,
road accidents have resulted in millions of people dying and suffering injuries every
year. In October 2021, World Health Organization (WHO) has taken up a goal of
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preventing 50% of the deaths and injuries caused by road accidents by the year
2030 [3]. In this paper, authors have made use of Mapillary image public dataset
for conducting research on traffic sign images. The public dataset has repository of
close to one lakh traffic sign images which have been gathered from across the globe,
covering mostly possible weather conditions [4].

1.1 ANN

Historically, Artificial Neural Network has been known for its learning ability for
pattern identification and has been widely used by authors in research related to
solving problems in field of effort estimation, cost prediction, IoT-based traffic sign
recognition, and software defects prediction [5–14]. In this research paper, authors
have made use of ANN for image detection from public dataset of Mapillary Traffic
Sign Images.

1.2 Feature Selection

Feature selection approach is used to reduce the unwanted and unnecessary dimen-
sions of the large dataset. The objective is to focus on the limited number of mean-
ingful dimensions to get a better prediction. In the proposed work, feature selec-
tion algorithm process is implemented for image recognition of traffic sign image
dataset. Initially, ANN approach is utilized independently without implementing
feature selection approach. Then in the next stage, both filter-based feature selection
using chi-squared test and ANN technique are used as n hybrid approach for image
detection.

Further, in the next section, authors have described the literature review in the
related work. Proposed architecture and framework have been covered in Sect. 3,
while Sect. 4 covers comparative analysis and overall results. The paper is concluded
while describing the possible enhancements and expansion in the research area.

2 Literature Review

In this section, authors have described briefly about the past relevant research work
that has been conducted on traffic sign image detection using ANN and chi-squared
feature selection-based approaches and its results.

In this paper, authors have proposed feature selection-based approach for
predicting the performance of students for devising strategies for educational initia-
tives. The execution results of the study showed that there is a variance of 10% in
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improved accuracy of prediction, when feature selection approach is used with only
relevant dimensions [15].

German Traffic Sign Recognition Benchmarks (GTSRB) dataset was used by
authors to train prediction model on a selective dataset of 43 classes using an inte-
grated approach of implementingANNandHOG(Histograms ofOrientedGradients,
the approach yielded an accuracy of 80% [16].

In this paper, authors have proposed a novel approach using Internet of Vehicle-
based artificial neural network (IoV-ANN) formonitoring and tracking themovement
of vehicle. They used a global positioning system (GPS) for tracking and imple-
mented ANN for classification. The IoV-ANN implementation results achieved the
best performance of 97% and an error rate 9.12% [17].

Authors collected the urban accidents data of 2 years and made use of ANN to
identify the most significant variables having an impact on the gravity of accidents
and then arriving on the best possible of predicting accident. The execution results
provided insights depicting multiple logistic regression with accuracy of 89% [18].

In this paper, authors have proposed an innovative approach for detecting
and recognizing traffic signs. Initially, clustering algorithm has been used for
pre-processing and then ANN is used during the cluster segmentation. ANN,
Adaboost, and support vector machine (SVM)-based approach were validated with
the newly introduced hybrid approach, and result showed that ANN-based approach
outperforms the other two approaches [19].

In this paper, authors have suggested a pipeline-driven architecture for traffic sign
image frame processing while collecting the video data acquired from camera by
using AI. The system was tested under varying weather conditions for effectiveness
of the proposed approach. Results showed precision of 89% during daytime and 36%
at nights, indicating the improvement required for nighttime accuracy [20].

In this research work, authors have used an innovative approach using CNN to
detect and recognize number plates of vehicles. The architecture consists of two
parts; First part uses a camera for detecting number plate and extracting a higher
resolution image for reconstructing the pixel image quality. In the other part, CNN
is used to extract features from high resolution number plate image [21].

In this paper, authors have used chi-squared feature selection along with ANN
classification to eliminate unwanted parameters from the landslide susceptibility
dataset in order to optimize time required for processing the data and to enhance
prediction accuracy. Results show chi-squared feature selection helps in bringing
improvement in the overall accuracy caused by ANN model [22].

In the next section, authors have explained the ANN-based network model, archi-
tecture, and implementation of ANNs, feature section approach, and the investiga-
tional conclusions which assist in reaching an interpretation of traffic sign image
detection accuracy.
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3 Proposed Framework for Model Design

The proposed framework has taken the images from theMapillary Traffic Sign Image
dataset. The dataset has close to around 5000 traffic sign images, which have been
further categorized into 40 different categories, each category consisting of further
125 sign images. Every single traffic sign image further consists of 6528 specific
data point dimensions. As a part of feature extraction, authors have used database
annotations and HOG feature to find region of interest, which resulted in further
reduction of feature parameters from 6528 data points to 372 data points.

In the first stage, implementation as per architecture diagram as shown in Fig. 1
is done, but without feature reduction technique and results are studied. Then, in the
next stage, along with ANN, feature reduction using filter method-based chi-squared
technique is used and the results are studied and compared. The proposed framework
has been illustrated in Fig. 1.

Authors studied multiple past research work done in the similar field and finalized
Levenberg–Marquardt (LM)method for neural network training.MATLABscientific
software was utilized, which provided neural network toolbox environment to code
and execute the model. The software provided integrated development environment
to configure the software to upload the image dataset and provided output result in
the form of regression values. Figure 2 shows a configuration screen while execution
of proposed model in the MATLAB environment.

Fig. 1 High level block
diagram Traffic Sign Data-

base 
Database Annota-

tions 

Lesion Segmentation 

Classifiers

Ar�ficial Neural Network  

Classification Results: Traffic Sign Categories  

Feature Extraction and Reduction 
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Fig. 2 ANN configuration

Fig. 3 Performance Plot of ANN without feature selection
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Fig. 4 Chi-squared ranking

Figure 3 represents the performance plot and depicts the best validation perfor-
mance of 49.52 at epoch 11. fscchi2 function in MATLAB validates the inde-
pendence of input variable by utilizing explicit validation tests. Then, ranking of the
input features takes place by making use of the p-values, which are made available as
an output of the statistical tests performed as an execution on chi-squared algorithm.

As seen from Fig. 4, the predictor score is 1000 at 272 predictor ranks, which is
further reduced to the level of 300 predictor rank, the feature points now selected are
most relevant. Finally, 300 top features are selected from the overall 372 data points.

4 Results and Comparative Analysis

The obtained regression results describe a stronger relationship with regard to traffic
sign image recognition. As evident from Figs. 5 and 6, the R value represents the
strong correlation that has been existing between the output values and the target
values. Test results where ANN along has been used as classifier with no ranking
algorithm been used on the Mapillary traffic sign image dataset, an overall accuracy
of 0.80 has been achieved by the proposedmodel. Further, the training dataset denotes
R value of 0.84, while the validation dataset has achieved value of 0.75. Test results
where ANN along has been used as classifier along with the chi-squared ranking
algorithm been used on the Mapillary traffic sign image dataset, an overall accuracy
of 0.89 has been achieved by the proposedmodel. Further, the training dataset denotes
R value of 0.94, while the validation dataset has achieved value of 0.77. In ANN
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Fig. 5 Regression results without feature selection

classifier, there is an enhancement observed in the overall prediction accuracy results
(Table 1).

5 Conclusion and Future Work Discussion

In this research paper, authors have proposed an innovative approach of utilizing
feature selection approach using chi-squared approach integrated with ANN for
traffic sign images detection from Mapillary public dataset. The results have been
encouraging, and it has been established from the research that feature selection
approach helps in reduction of redundant features and improves prediction accuracy.
With respect to the scope of future research, it is suggested to validate the same
approach on multiple image datasets and using other feature selection approaches.
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Fig. 6 Regression results with feature selection

Table 1 Comparative
analysis

Reference model Accuracy level (%)

Proposed model with ANN as
classifier

80

Proposed model with ANN and
chi-squared test for ranking

89

References

1. Traffic safety facts, research note. NHTSA’s National Center for Statistics and Analysis, Apr
2019

2. Chand A, Jayesh S, Bhasi AB (2021) Road traffic accidents: an overview of data sources,
analysis techniques and contributing factors. Mater Today Proc

3. Who.int. (2021) Second decade of action for road safety (online). Available at https://www.
who.int/teams/social-determinants-of-health/safety-and-mobility/decade-of-action-for-road-
safety-2021-2030. Accessed 28 Nov 2021

4. Ma D, Fan H, Li W, Ding X (2020) The state of Mapillary: an exploratory analysis. ISPRS Int
J Geo Inf 9(1):10

5. Gopi R, Sathiyamoorthi V, Selvakumar S,ManikandanR, Chatterjee P, Jhanjhi NZ, LuhachAK
(2021) Enhanced method of ANN based model for detection of DDoS attacks on multimedia
internet of things. Multimedia Tools Appl:1–19

https://www.who.int/teams/social-determinants-of-health/safety-and-mobility/decade-of-action-for-road-safety-2021-2030


Traffic Sign Recognition Approach … 527

6. NandalM,Mor N, Sood H (2021) An overview of use of artificial neural network in sustainable
transport system. Comput Methods Data Eng:83–91

7. Usha V (2021) Traffic sign classification using deep learning. Turkish J Comput Math Educ
(TURCOMAT) 12(9):250–253

8. Vashisht V, Lal M, Sureshchandar GS (2016) Defect prediction framework using neural
networks for software enhancement projects. J Adv Math Comput Sci:1–12

9. Vashisht V, LalM, Sureshchandar GS (2015) A framework for software defect prediction using
neural networks. J Softw Eng Appl 8(08):384

10. VashishtV,KamyaS,VashishtM (2020)Defect prediction frameworkusing neural networks for
business intelligence technology-based projects. In: 2020 international conference on computer
science, engineering and applications (ICCSEA). IEEE, pp 1–5

11. Vashisht V, Socis I (2016) An investigation into the various statistical process control tools. Int
J Eng Technol 6(2)

12. Vashisht V. Measuring and analyzing the impact of implementing sub process monitoring and
defect prediction model in the software development life cycle

13. Vashisht M, Kumar B (2021) Traffic sign recognition using multi-layer color texture and
shape feature based on neural network classifier. In: Micro-electronics and telecommunication
engineering. Springer, Singapore, pp 479–487

14. Vashisht M, Kumar B (2021) Effective implementation of machine learning algorithms using
3D colour texture feature for traffic sign detection for smart cities. Expert Syst:e12781

15. Zaffar M, Savita KS, Hashmani MA, Rizvi SSH (2018) A study of feature selection algorithms
for predicting students’ academic performance. Int J Adv Comput Sci Appl 9(5):541–549

16. Kerim A, Efe MÖ (2021) Recognition of traffic signs with artificial neural networks: a novel
dataset and algorithm. In: 2021 international conference on artificial intelligence in information
and communication (ICAIIC). IEEE, pp 171–176

17. Ghazal TM, Said RA, Taleb N (2021) Internet of vehicles and autonomous systems with AI
for medical things. Soft Comput:1–13

18. Najafi Moghaddam Gilani V, Hosseinian SM, Ghasedi M, Nekoosa M (2021) Data-driven
urban traffic accident analysis and prediction using logit and machine learning-based pattern
recognition models. Math Probl Eng

19. Lahmyed R, El Ansari M, Kerkaou Z (2021) Automatic road sign detection and recognition
based on neural network

20. Tchernykh A, Shepelev V (2021) Computational intelligence for analysis of traffic data. In:
Smart cities: third Ibero-American congress, ICSC-Cities 2020, San José, Costa Rica, Nov
9–11, 2020, Revised selected papers, vol 1359. Springer Nature, p 167

21. AhsanM, BasedM, Haider J (2021) Intelligent system for vehicles number plate detection and
recognition using convolutional neural networks. Technologies 9(1):9

22. PhamBT,VanDaoD,Acharya TD,Van Phong T, Costache R,Van LeH,NguyenHBT, Prakash
I (2021) Performance assessment of artificial neural network using chi-square and backward
elimination feature selection methods for landslide susceptibility analysis. Environ Earth Sci
80(20):1–13



Formation Controller and Reinforcement
Learning Algorithm in Multiple Surface
Vessels

Dao Phuong Nam , Dang Van Trong, Pham Dinh Duong,
and Nguyen Hong Quang

Abstract This brief presents a completed control structure, including formation
control and adaptive reinforcement learning (ARL) algorithm for a multi-agent
system of multiple surface vessels (SVs). The ARL strategy is established for each
SV with the advantage of handling a non-autonomous system without solving the
Hamilton–Jacobi–Bellman (HJB) equation. The additional formation controller is
implemented to complete the control structure of multi-SV systems and guaran-
tees the formation tracking problem. Simulation studies are developed to show the
performance of the proposed control structure.

Keywords Surface vessel (SV) · Adaptive reinforcement learning (ARL) ·
Formation control · Multi-agent systems

1 Introduction

Surface vessel (SV) systems are the special case of robotic systems, and we can
absolutely utilize the control structures in general robotics in considering the control
design of SVs. Until recently, many control schemes have been proposed for robotic
systems, for example, sliding mode control (SMC) technique for handling the trajec-
tory control in Bilateral Teleoperators [1], a back-stepping technique in cascade
controller of mobile robots [2–4], and Adaptive Reinforcement Learning (ARL)-
based optimal control design in mobile robots [5–7]. It can be seen that the control
methods can be generally categorized into two main groups, including classical
nonlinear control techniques and optimal control approaches. However, almost all
existing control structures for robotic systems have not been developed for multiple
robotic systems [1–7], and they are rarely considered by optimal control. The
optimality principle approach with the key idea to overcome these disadvantages
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of solving Hamilton–Jacobi–Bellman and Ricatti equations is implementing the
Adaptive Reinforcement Learning (ARL) technique [6]. On the contrary, multi-
agent systems have been mentioned by many approaches [8–12]. In [10], the
distributed control for multi-agent systems was presented with the consideration
of the Kronecker product, Neural Networks, and Linear Matrix Inequalities (LMIs).
Moreover, LQRoptimal controlwas developed formulti-agent systems [9].However,
almost all previous control designs for multi-agent systems have considered each
agent in easy cases of linear systems and sub-systems [8–12]. Additionally, optimal
solutions for multi-agent systems have not mentioned the HJB equation’s obstacle
[8–12]. Unlike the previous control designs only focusing on each SVs or multiple
SVs with traditional nonlinear control method, this paper proposed the control struc-
ture being the frame of formation control for generating the reference andARL-based
optimal control for each SV. The proposed algorithm can obtain tracking formation,
trajectory tracking control, and the unification of optimality problem and stability.

2 Preliminaries and Problem Statement

In this section, we investigate a formation control of multiple Surface Vessels (SVs)
with the following dynamic equation of each SV:

{
q̇i = J (qi )υi

M(qi )υ̇i + C(υi )υi + g(qi ) = τi + �(qi , υi )
(1)

where qi = [xi , yi , θi ]T ∈ �3 defines the vector of position, angle in the earth-fixed
frame. υi = [ui , ϑi , ri ]T ∈ �3 is a vector of a surge, sway, and yaw velocities in the
body-fixed frame of each SV and τi ∈ �n is the control input vector.

The control objective is to obtain the formation control with each SV controlled
by ARL-based optimal control design. It is worth noting that the formation control
designs the reference for each agent, and the advantage of this control design for each
uncertain SV can implement an optimal controller based on the On-Policy iterative
algorithm without solving the HJB equation.

3 Control System of Multiple Surface Vessels

This section focuses on establishing the completed control scheme with two parts,
including Actor/Critic Online-based ARL algorithm for each SV and the formation
controller generates appropriate reference for each agent.

First, Online Adaptive Reinforcement Learning for each Surface Vessel can be
considered by utilizing the property of Hamiltonian and computation of δh jb. For
each SV in Eq. 1, we proposed the following controller:
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τi = ui + τid (2)

where

τid = M(υi )
d

dt
υid + C(υid)υid + D(υid)υid + g(qi ) (3)

with υid to be established in next sections and we implement ARL algorithm to find
the term of ui . The model in (1) can be transformed into the following time-invariant
systems:

d

dt
Xi =

⎡
⎢⎣

−M−1l1 + M−1(υid
(
zqi , qid

))
J
(
zqi + qid

)
zυi − βqi zqi

h1(qid)

⎤
⎥⎦ +

⎡
⎢⎣
M−1

0

0

⎤
⎥⎦(ui + �i ) (4)

The optimal purpose is to find ui obtaining the minimum of performance index:

J (Xi , ui ) =
∞∫
0

(
XT
i QXi + uT

i Rui
)
dτ (5)

where:

Xi =
[
zT

υi
, zT

qi
, qT

id

]T
(6)

Similar to the work in [6], the online ARL-based optimal control is proposed as
follows:

u∗
i (Xi ) = −1

2
R−1
i GT

i (Xi )

(
∂ψ

∂x

)T

Ŵai (7)

d

dt
Ŵci = −kciλi

σi

1 + σ T
i λσi

δh jb_i (8)

d

dt
Ŵai = − kai1√

1 + σ T
i σi

∂ψ

∂Xi
Gi R

−1
i GT

i

∂ψT

∂Xi

(
Ŵai − Ŵci

)
δh jb_i − kai2

(
Ŵai − Ŵci

)

(9)

Second, for square formation control, this section presented the method to obtain
an appropriate reference as follows:
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υi = [cos θi , sin θi ]
∑
j∈Ni

(
p j − pi − p∗

j + p∗
i − a∗)

= [cos θi , sin θi ](−(L ⊗ I ))
(
pi − p∗

i − a∗)
ωi = [− sin θi , cos θi ]

∑
j∈Ni

(
p j − pi − p∗

j + p∗
i − a∗)

= [− sin θi , cos θi ](−(L ⊗ I ))
(
pi − p∗

i − a∗) (10)

4 Simulation Results

The proposed algorithm is evaluated for a group of four SVs with the relation of them

to be described by corresponding Laplacian matrix L =

⎡
⎢⎢⎣

0 0 0 0
−1 2 0 −1
0 −1 1 0
0 −1 −1 2

⎤
⎥⎥⎦ and the

initial state of eachSVare chosen asq1(0) = [0, 0, 0]T ; q2(0) = [20, 0, 0]T ; q3(0) =
[10, 0, 0]T ; q4(0) = [−10, 0, 0]T ;υi = (0) = [0, 0, 0]T (∀i = 1, 2, 3, 4).

On the contrary, the parameters of ARL algorithm for each SV are chosen as:
βq = 2, kc = 10, ka1 = 10, ka2 = 20, ν = 0.01, Q = I3, R = 1.

According to the proposed control scheme in the previous section, the conver-
gence ofWeights in Actor/Critic RL algorithm (Fig. 1) and the tracking of formation
(Figs. 2 and 3) describe the proposed method’s effectiveness. The weight’s conver-
gence pointed out the complement of optimal control design of each SVs being
obtained after learning process in finite time.

5 Conclusions

In this paper, the formation control for Multiple SVs combining with ARL-based
optimal control for each agent is presented. This proposed method’s advantage is to
handle the time-varying systems in trajectory tracking control of each SVs by consid-
ering the corresponding time-invariant system. Moreover, the additional formation
control scheme combining with ARL-based controller for each SV guarantees the
tracking of desired formation. Finally, the simulation results verified the effectiveness
of proposed algorithm in the situation that four uncertain SVs are controlled.
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Fig. 1 The trained weights of actor part

Fig. 2 The formation
tracking of multiple SVs
(case 1)
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Fig. 3 The formation tracking of multiple SVs (case 2)
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Data Dissemination in Vehicular
Edge Network

Shilpi Mittal and Kanta Prasad Sharma

Abstract With the advancement of cloud computing and edge computing in tra-
ditional vehicular network, it has improved the QoS in VANET. When these het-
erogeneous networks use resources of clouds for computing and communication,
it faces an issue of anxiety and latency due to long distance from the location of
data generation. To concern this issue, we have implemented a data dissemination
scheme compared with cloud and edge computing services in vehicular network. In
this paper, architecture design with static and dynamic vehicle movement is illus-
trated and a data dissemination scheme is proposed on real-time scenario with the
testing of QoS using simulator. The proposed scheme shows better result in terms of
low latency and enhanced throughput.

Keywords Vehicular edge computing · VANET · Data dissemination · Vehicular
networks · Cloud computing

1 Introduction

Nowadays, the emergent technologies in vehicular network are leading to improve
the access of massive amount of data generated by smart vehicles after every second.
To achieve this objective, various applications are developed and enhanced by Intelli-
gent Transportation System (ITS). ITS is providing various framework for enhancing
communication, computing, and storage in various types of vehicular network such as
Vehicular Ad hoc Network (VANET) [1], Vehicular Cyber Physical System (VCPS)
[2], Vehicular Cloud Computing (VCC) [3], Vehicular Fog Computing (VFC) [4],
and Software Defined Vehicular Network (SDVN) [5]. All these techniques are pro-
viding an environment for efficient and reliable communication between vehicles in
vehicular network as shown in Fig. 1.

VCPS is the combination of computation, inter-network communication, and
physical processes in the vehicle for improving economic growth by reducing fuel
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Fig. 1 VANET framework

consumption while driving. In VCC, vehicles on road communicate with each other
through cloud servers. VCC and VCPS have improved the vehicular communication
in terms of storage, communication, and computation but still it requires to improve
latency and connectivity between nodes. To solve this issue fog computing has been
integrated with conventional vehicular networks. In fog computing, fog servers com-
pute data and deploy it to cloud servers by getting data from vehicle either via road
side units (RSU) or on-board units (OBU) [6].

The advantage of fog computing is that it provides low latency, location aware-
ness, and short distance local connection between vehicles which is a desirable
characteristic for highly dynamic networks such as vehicular network. In SDVN,
switches are deployed where data is generated and control communication to man-
age applications. Even though the advent of VANET has enhanced the applicability
of transportation system, there are various research issues that have to be addressed
for making the implementation of VANET a reality. There are various extensive
studies which have gone to signify the development of different service architectures
and communication protocols in traditional vehicular network. Vehicular networks
are now extending themselves to revolutionary wireless technologies for improving
communicating and computing in vehicular networks [5].

The major objectives of VANET are to maintain node stability when mobility,
traffic safety, reliability, on-time end-to-end delivery and driving comfortably. An
efficient data dissemination protocol helps in increasing the applicability of VANET,
and so data dissemination protocols are one of themost important research challenges
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for these networks. As this paper has more concern on VANET, VCC, and VFC
communication issues, some of the important data dissemination protocols based on
these vehicular networks have been reviewed in this section.

This paper is concern to provide reliable communication by including the appro-
priate edge servers between the vehicles and cloud servers. These edge servers can
be computing vehicles or RSU servers for intermediate communication. In the pro-
posed work, a framework is introduced that included edge servers as intermediate
commuters. This proposed framework will enhance communication at local vehicu-
lar network nearby user vehicle. Extensive simulation is conducted using simulator.
The main contribution of the proposed work is as follows:

• We propose vehicular edge architecture that will facilitate communication in mov-
ing and static vehicles.

• A noval data dissemination scheme is proposed, which provides efficient and
reliable communication services to overcome the latency.

• Proposed data dissemination scheme is implemented on real vehicular network
scenario with mobility and without mobility.

• Finally, we conduct extensive simulations and results that the proposed scheme
compared with existing schemes.

The organization of the paper is as follows: Literature survey is mentioned in Sect. 2.
Section3 includes the system model for proposed time varying traffic prediction
scheme. Section4 defines the simulation environment and result analysis. Section5
concludes the work done.

2 Literature Review

Some of the literature based on VANET illustrate the vehicular communication-
based solutions. Dua et al. [7] proposed ReIDD protocol to solve the problem of
network congestion caused by message flooding in the network. To achieve higher
data delivery, Tian et al. [8] has proposed an TrAD protocol which is applicable for
both urban and highway scenarios. Ahmad et al.[9] proposed CODIE scheme which
is a controlled data packet propagation to control the broadcast storm in vehicular
network. Bi et al. [10] proposed UMBP with an objective of emergency message
dissemination in urban transportation system. Wu et al. [11] proposed ADDSEN
middleware which is a cyber physical sensing framework for managing distributed
knowledge in drone swarm urban areas.

Ucar et al. [12] proposed a hybrid architecture VMaSC-LTE with the objective
of this framework to provide higher efficiency in vehicular Networks. To handle
high mobility, a multi-hop clustering algorithm VMaSC has been proposed based on
relative mobility metric and overhead of cluster connection. He et al. [13] proposed
ODDA algorithm based on the expansion of dimensions and the concept of dynamic
programming. The key objective is to deploy dropboxes with optimum deployment
cost in between a single pair of source and destination in dense vehicular networks.
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Kim et al. [14] have proposed cloud system-based approach. This technique fol-
lows deterministic approach for data retrieval from connected vehicles in the net-
works. The route-based data prefetching method has been designed.

Khawatreh et al. [15] has proposed IHVCDT model to satisfy the data access
through wireless channels having different data types. Paranjothi et al. [16] have
proposed DFCV approach by emerging two technologies, one is fog computing, and
another isCloud computing.Aazamet al. [17] has proposedMeFoREmethodology to
provide resource estimation and improve Quality of Service (QoS) at fog computing
with VANET. Xu et al. [18] has proposed a DRAM to balance resource allocation in
fog environment to avoid overload and bottleneck problemswhile computing Internet
of Things (IoT) applications at fog edges. Huang et al. [19] has formalized vehicular
fog computing for vehicular networks as the extension of fog computing paradigm.

3 System Model

Vehicles are directly connected to each other through V2V, V2I, or V2R commu-
nication. Therefore, as vehicles are equipped with enormous sensors they generate
lots of data and also receive huge amount of data vice versa. In the proposed work,
it is assumed that vehicles are equipped with smart sensors and act as smart vehicle.
Vehicles are static at a parking lot and forming a vehicular network. It has been also
assumed the parking area is covered in the range of radio frequency with the use of
WiMax towers. To extend this network, cloud is included in the proposed network
and also deployed edge between cloud and vehicles. Edge is initiated by cloud, and
vehicles are controlled by cloud by sharing vehicle ID, location, and stability in
network for time T.

In the proposed network, vehicles send data to edge server and edge server send
back required result to source vehicle. As explained in Algorithm 1:

Algorithm 1 proposed Vehicular edge process
Step 1: Begin
Step 2:Initialize a vehicular network including edge and cloud
Step 3:Vehicles are sending data through broadcast
Step 4:Edge node receive data and forward to cloud for future use
Step 5:Interested vehicle receive data and send acknowledgment
Step 6:Extend information to next coming vehicles and reset the process
Step 7:End

The communication between vehicles under VEC framework has shown in Fig. 2.
Vehicular communication is divided into two different scenarios vehicle-to-vehicle
(V2V) edge network and vehicle-to-infrastructure (V2I) edge network. In V2V edge
network, vehicle itself acts as client or edge node. Vehicles disseminate information
through smart OBU. One vehicle acts as client and offloads task to nearest vehicle
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Fig. 2 Vehicular edge network communication model

for computation. That computing vehicle acts as server which stores and computes
data for further dissemination, whereas in V2I scenario, a server edge is installed
beside RSU to get request for task computation.

Once data is offloaded to edge, it may compute task at its own or distribute among
vehicles. Therefore, vehicles can extend the communication to next joining edge
vehicles. The objective of vehicular edge computing is to achieve communication,
computing, and resource availability nearest to the user vehicle. Thus, it is the key
role of VEC to address the requirements of exponentially increasing data generated
by vehicles and the use of edge devices on low-delay and high bandwidth.

Now forwarding to the working principle of proposed model. The list of variables
is given in Table 1, and the process is described below.

Table 1 Variables of algorithms

Variables Description

TTL(Vn) Vehicles’s time-to-live

Exp(TTL(Vn)) Expected time-to-compute

vn Velocity of vehicle

an Acceleration of vehicles

PEg Primary edge server node

SEg Secondary edge server node

RCm Remote cloud server

Cn Edge user’s task computation time

δm Computation time of remote cloud server

N Total number of vehicles

K Total number of edge servers
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To initiate task computing, very first step is how to initialize edge network for
task distribution and computation. It is assumed that N autonomous vehicle flow
on road and centralized cloud server have the information about flow of vehicles.
When these moving vehicles stand on stopping places for fixed time T , where T
denotes the time for how long vehicle will wait to cross the road on intersection
point or to go ahead on its way. At this time, client vehicle sends request to edge
vehicle PEg for its initialization. Then, edge vehicle sends confirmationmessage for
instance activation to the client vehicle. Now, edge vehicle will create edge network
by sending a joiningmessage to other vehicles. As the vehicles accept joining request,
they become part of vehicular edge network. Now, edge node assigns task to these
edge vehicles in distribution manner. When computation task is over, edge nodes
revert back computed result to PEg edge node, and finally, PEg node collects these
responses and forwards result to requested client vehicle.

Algorithm 2 Edge initialization Algorithm
1: Begin
2: i ← 0, j ← 0
3: for each Vmatrix Mi do
4: PE ← Mi ; //Transmit task to Primary-Edge
5: Edge j ← PE ; //Primary edge become source
6: for each Edge Edge j do
7: Edge j ← Edge j+1; // Edge nodes coordinates and start computation
8: Edge nodes switch to each-other
9: end for //Edge executes the task
10: J = 0;
11: Next node offload task for computation
12: end for
13: Stop //Computation process completed

During the process shown in Algorithm 2, it might be possible that edge vehicles
may leave edge network without completing its task; then, it is important to keep
the edge network constant so that computation load can handle constantly. To main-
tain edge network, there are some considerations to follow to retain edge network
consistent. If suppose there were K edge nodes in the network and M edge nodes
leave the network after T time , then the size of edge network is below in (1) and the
remaining nodes in the network is calculated as below:

K = K − M, N1 = N − K − M (1)

else check the distance of vehicle V from PEg and add into edge network.
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4 Simulation Results and Evaluation

To enhance the optimization of communication among heterogeneous vehicular net-
work, simulation has been done on NS3 and SUMO. A real static scenario listed in
Table2 has been designed and simulated for communication testing at a fixed vehic-
ular location. Vehicles are idle and can be used as edge nodes; thus, edge is included,
and comparative analysis is done between edge, cloud, and VANET communication.

As expected, edge computing topology is showing better results in terms of
throughput, less round trip time, and delta time because of the dedicated servers
for each wireless network. Most of the stations in the cloud computing topology
experienced high latency and less throughput because of limited channel bandwidth
and total number of stations. There are few parameters are evaluated such as latency,
throughput and packet loss. These parameters are compared and shown in table and
graphs.

Latency is very less comparative to cloud and VANET. It means as edge is closest
to vehicle and is powerful to store and compute comparative to cloud, it has improved
the result with minimum latency. In terms of transmission rate, in VEC it is very high
as comparative to cloud and VANET.

Simulation result depicts that VEC is better in transmission of packets with min-
imal latency as compared to other schemes.

Table 3 describes the comparative result in packet transmission among edge com-
puting, cloud computing, and VANET. VANET has generated maximum packets and
has highest connection-oriented transmission. There is equal number of packets lost
and re-transmitted in edge computing. Cloud computing and VANET have identical
maximum throughput, whereas edge computing has highest minimum throughput.
There is very less latency in edge computing which is the greatest advantage of it
(Table 4).

Figure3 illustrates the flow of data transmission in comparative three schemes.
VANET has identical transmission rate, whereas in cloud computing environment it

Table 2 Simulation parameters

Simulation parameters

Parameters Values

Phy mode OFDM

Data rate 6 mbps

Packet size 160 bytes

No. of packets 20,100

Interval 1 s

No. of vehicles 8, 16, 24, 32, 64

No. of edge nodes 4, 8, 12, 16, 20

Communication protocol V2V, V2I
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Table 3 Comparison of different attributes

Edge computing Cloud
computing

VANET

Total packets 3,293,675 4,200,985 4,294,923

TCP Retransmission (packets) 294 5973 8586

Lost packets 294 1794 2822

Maximum throughput (Mbps) 10.8 10.7 10.7

Minimum throughput (Mbps) 9.57 2.63 1.06

Maximum latency 1.03 3.0 4.01

Table 4 Result analysis

Edge parameters Values

Lost packets 294

Maximum throughput (Mbps) 10.8

Minimum throughput (Mbps) 9.57

Maximum latency 1.03

Fig. 3 Data transmission in VEC, VCC, VANET
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Fig. 4 Communication in VCC

Fig. 5 Communication in VANET

increased at starting point but then become stable. Transmission rate in edge comput-
ing is slightly increasing throughout the communication and steady at 0.1 maximum.

Fig. 6 shows the transmission rate in VEC communication model. It shows that
when sink nodes are increasing continuously, the transmission rate is getting high
steadily, and in Fig. 4, transmission rate is increased when source nodes are getting
increased. In VANET data transmission is constant as shown in Fig. 5.

The above mentioned simulation results show that the proposed data dissemi-
nation scheme in vehicular network is efficient and proved lower latency and high
throughput. The implementation of edge computing in framed real-time scenario
proved that communication through edge is better than direct communication through
cloud computing; the comparative result shows that there is efficient communication
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Fig. 6 Communication in VEC

between vehicular nodes when they disseminate information through nearest edge
vehicle node. Hence, the proposed architecture enhanced the reliable communication
between vehicles in vehicular network.

5 Conclusion

The proposed scheme is describing the VANET with including edge for communi-
cation. It also presented a communication model between edge, cloud, and VANET
application deployment. VANET communication along with edge support instead
of cloud is showing better communication result through the simulation in NS3.
The work can be extended by including more testing on communication with hybrid
vehicular network technologies. The work will be extended in future for improving
vehicular communication in heterogeneous vehicular network for better throughput
and lesser latency.
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A Deep Learning Architecture for
Human Activity Recognition Using PPG
and Inertial Sensor Dataset

Rohit Kumar Bondugula, Kaushik Bhargav Sivangi, and Siba K. Udgata

Abstract Human activity recognition helps identify the activity of a person based
on data provided by sensors. The wireless wearable sensors provide robust tech-
niques for data collection and classification. Most wearable devices contain heart
rate and body orientation detection sensors. In this work, we experimented on a
Photoplethysmography sensor used for heart rate identification and accelerometer
signals to recognize the subject’s orientation to classify the human activities. We
proposed a novel deep learning architecture (MiniVGG) which was able to find the
right activity time interval that resulted in overall lower false positives and false neg-
atives. Our proposed model, MiniVGG, gave the highest accuracy of 97.75% on the
PPG dataset higher than any other existing models. The results of our experiments
are compared with other baseline models and at varied sampling time window sizes
and have shown greater accuracy. In addition, we report the best combination of the
sampling time window size and the appropriate model to achieve the best accuracy,
minimum false positives, or minimum false negatives depending on the requirement.
This helps in developing a multi-criteria decision-making system for human activity
recognition system using wearable sensor devices.

Keywords Human activity recognition · Deep learning ·MiniVGG ·
Photoplethysmography

1 Introduction

In computer vision, human activity recognition (HAR) is one of the most active
research areas for various contexts like security, skill assessment [1], and industrial
settings [2], smart homes [3, 4], surveillance [5], healthcare [6, 7], and human–
computer Interaction. Human activity can be tracked using wearable sensors, and
smart devices directly positioned on the human body where it will help in tracking
the activity of a particular person doing.
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Photoplethysmography (PPG) is a physiological practical technique to find human
activity with help of other parameters approach in wearable devices. To measure the
change in the volume of blood in the microvascular tissue, the employed device will
release and make reflect light from the device and observes the different rates. The
photo sensor reads the reflected light read by photo sensor to detect the changes. The
valid heart rate estimation can be obtained from the output of the sensors whilst the
PPG is intraoperative, non-invasive for HR estimation corresponding to the electro-
cardiography (ECG) and surface electromyography.

Nonetheless, accurate evaluation of the PPG signals can be taken down from the
wrist when the subject is performing various activities often challenging problems.
Due to the relative moment between PPG light detector and wrist skin, PPG signal
might be corrupt the accurate information. Various signal processing techniques are
proposed on data derived by sensor types and accelerometer [8, 9] data to reduce the
motion artefacts will be useful.

Smartphones and smartwatches are becoming the most popular and data fusion
techniques of PPG can be used for providing accurate reliable information. Amidst
smartphones, smart electronic wearables built-in triaxle accelerometers are probably
the most popular sensors [10]. PPG sensors are not designed to capture the motion
signals as opposed to IMU, typically g accelerometers and gyroscopes so not applied
in HAR classification. But, the PPG sensor is very useful for HAR [11] like because
PPG-enabled smartwatches and wristbands are becoming more common and almost
always include a PPG sensor, it makes sense to take advantage of the information it
can provide, especially since it comes at no additional cost to the user of one of these
PPG-enabled devices.

The PPG sensor can be used alone when other HAR sensors are unavailable or
combinedwith them to improve recognition performance. This sensormay be used to
track a variety of physiological characteristics (heart rate, bloodvolume, and so on) all
in one place. As a result, we decided to use the PPG signal to predict human actions as
well. HAR consists of machine learning techniques that have proven that the HAR is
treated as a pattern recognition problem.When it is about deep learning, theHAR can
be categorized as conventional machine learning techniques and deep learning-based
techniques. Various machine learning methods like K-nearest neighbours, support
vector machines, Gaussian mixture models, hidden Markov models [12], random
forests [13], and molecular complex detection [14] methods were adopted.

In recent things of machine learning algorithms and portable device hardware
cover for replaceable for wearables and allows implementing deep learning algo-
rithms directly on embedded microcontrollers without the need for transferring
data to system with limited computational power and low-energy consumption. In
recently, edge computing appeared to reduce communication latency, network traffic,
communication cost, and privacy concerns, and edge devices cannot support high-
computation loads. As, we discussed a lot of machine learning DNN [15] models
have been developed for HAR. Particularly, the deep learning algorithms provedwith
high performance with high computation, which makes them insufficient to deploy
on edge devices. The rest of paper is discussed as follows: In Sect. 1.1, we have
discussed the literature review in detail. The dataset description is given in Sect. 2. In
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Sect. 3, the proposed methodology is explained in detail. In Sect. 4, a comprehensive
discussion on the experimental results and analysis is explained, which is followed
by the performance comparison and discussions in Sect. 4.3. Finally, in Sect. 5, we
discussed the conclusions and future work.

1.1 Literature Review

Deep learning brought great improvements in signal recognition and object detec-
tion. Zhang et al. [16] worked on the recognition in the infrared images based on
CNN along with automatic target detection. Using player identity, a deep learning
identification model for players identification, 2D localization, and segmentation
based on a Cascade mask R-CNN model implemented [17] where player identity id
is ignored in existingmethodswith help of robust multi-cameramulti-player tracking
framework.

Most of the researchers explicated the deep learning techniques and adopted the
classification of PPG. Variation between consecutive heartbeats measured in mil-
liseconds known as heart rate variability will helpful for cardiovascular diseases like
acute myocardial infarction and irregular heartbeat. The biLSTM is the betterment
of long short-term memory (LSTM), and main motto is to collect the information
behind and ahead of specific sample points by receiving the forward and backward
loads. To derive the three indexes for HRV estimation of accurate PPG cardiac period
segmentation, RNN-based biLSTM was introduced in [18].

To estimate blood pressure ECG and PPG signals combined with RNN structure.
The biLSTM is used as the input hidden layer to look for contextual features both
forward and backward in [19]. Different CNN architectures for PPG-based heart rate
estimation are studied in [20].

Bangaru et al. [21] investigated that many researchers developed the kinematic
sensor-related worker activity recognition techniques with the considerable predic-
tion outcome. He identified key challenge from the state-of-art techniques which
utilizes smartphones to the practical implementation, less classified activities, and
minimal recognized motions and their body parts. To overcome this challenge, he
proposed an artificial neural network which mainly discussed about data fusion and
data acquisition. The architecture was validated on the scaffdd data which gives
accuracy rate of 94%.

Elshafei et al. [22] proposed a feed-forward neural network to identify the impact
of bicepsmuscle fatigue in the human activity recognition. The proposed architecture
validated on the real-time dataset which contains 3000 biceps concentration curls
performed and collected from the volunteers whose age is in between 20 and 35. He
finally concluded that changes were often in data patterns during the fatigue presence
which cause features to statistically insignificant.

Brophy et al. [23] worked on the wrist-worn-based smart devices which can able
to access the insights which are present in the human behaviour and as well as health
based on the sophisticated analytics. Bommi et al. [24] proposed a novel WCM
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model for the early classification. The objective of his work to increase the accuracy
of prediction by implementing a weighted consensus model.

Photoplethysmography is a common method to detect the human activity recog-
nition in the wearable devices [25].Most of the PPG signals are corrupted bymotion-
based artefacts. Alessandrini [25] addressed the human activity by introducing the
recurrent neural network in low-cost, low-power micro-controller by maintaining
the accuracy rate of prediction more efficiently. The recurrent neural networks give
more accuracy as compared to most of the state-of-art techniques. The implemented
architecture is effective for the wearable devices to predict human activity recogni-
tion.

Aydemir et al. [26] proposed a robust technique for the PPG segments by Hibert
transform and then classified by Naive Bayes, nearest neighbours, and decision tree
algorithms. He concluded that human activity information can able to monitor heart
rates and early screenings of different atherosclerotic pathologies.

2 Dataset Description

The dataset [8] included with this paper is useful for analyzing the PPG signal
obtained from the wrist using the Maxim Integrated MAXREFDES100 sensor as
shown in Fig. 1. The dataset comprises of recorded data acquired from 7 subjects
which includes 105 PPG signals (15 for each participant) and the associated 105 tri-
axial accelerometer signals measured at a sampling frequency 400Hz. For training
and testing, a publicly available dataset [8] was used for our experiment. Seven adults
volunteered to participate in data collection exercises. The data recorded with along
with the activity can be seen in Table1.

A specific weight lifting cuff as seen in Fig. 1 was used to apply the sensor device
effectively to the wrist. It is flexible by a tear-off closure and has excellent elastic
properties, making it especially suitable for ensuring a perfect adherence of the
sensing device to the surface of the skin. The sensor was then initially fastened on
the subject’s wrist, with the cable (used in the “tethered” mode) coming out from the

Table 1 Data consistency: each subject’s data acquisition time

Subjects Squat activity [s] Stepper activity [s] Resting activity [s]

1 311.5975 442.9900 3271.7

2 216.7975 397.6150 2962.8

3 231.4950 271.0400 1323.8

4 212.5750 269.6800 1361.9

5 246.2950 241.9750 1440.9

6 237.3700 325.9025 1402.0

7 266.8600 254.9300 1510.7
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Fig. 1 Maxrefdes100 PPG sensor and its placement for data acquisition

back end of the band, which was then suitably tightened. The activities in the dataset
are divided into 3 classes as follows:

1. Squats.
2. Stepper.
3. Resting.

3 Proposed Methods

3.1 MiniVGG

The VGGNet was initially developed for image-based datasets and was first applied
on ImageNet. It is based on convolutional neural networks stacked one upon each
other to increase the depth of extracting the features. Based on this idea of stacking
multiple convolutional layers, we developed MiniVGG for time series data. This
architecture is a simple deep network consisting of multiple convolutional layers
along with intermediate pooling layers that help in reducing the dimensionality of
the features. Further, the output from these convolutional layers is passed to fully
connected layers to predict the activity. The complete architecture of MiniVGG is
depicted in Fig. 2.

The input is initially given to a stack of two 1-dimensional convolutional layers.
The number of feature maps within each layer is set to 224 and 192, respectively,
whereas, the kernel size is set to 5, 3, respectively, for each layer. The output from
this stack is passed on to a 1-dimensional max pooling layer. The pool size is set to
default as 2, and the same is followed for all the max pooling layers. The pooling
layer reduces the dimensionality of the features from convolutional layer to half.
These new features are passed to another stack of convolutional layers followed by
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Fig. 2 MiniVGG architecture

a max pooling layer. In this stack, both the convolutional layers generate 96 features
maps. The kernel size is set to 3, 1, respectively. The low-dimensional representation
is passed to two more convolutional layers both generating 64 feature maps. This
depth in the network allows for extraction of multiple unseen patterns underlying in
the input signal in the initial layers and identify them as the network deepens. After
the complete feature extraction from the convolutional layers, the features are passed
through multiple fully connected layers. Specifically, we used two fully connected
layers consisting of 160 and 224 hidden units. ReLU activation has been used for both
the layers. Finally, the output layer consists of 3 units (number of output classes).

For comparing the performance of the proposed method, MiniVGG, we also
implemented the original VGG-16 method for sequential data. Keeping the hyperpa-
rameters intact as the original model, we changed the 2-dimensional convolutional
layers to 1-dimensional as meant for the input sensor signal. The architecture of the
VGG-16 model is depicted in Fig. 3. A total of 13 convolutional layers are utilized
to build the the model. The initial 2 layers consist of 64 feature maps each with a
kernel size set to 3. As the network progresses, the feature maps are doubled at every
stage as represented. A max pooling layer is used between stacks of convolutional
layers to reduce the dimensionality. Finally, two fully connected layers with 4096
units are used with ReLU activation function, and the final output layer consists of
3 units with softmax activation for output classification.

4 Experimental Results and Analysis

4.1 Results of Proposed MiniVGG Model

The dataset consists of PPG and tri-axial accelerometer signals. The signals are
measured against three activities, namely rest, squat, and stepper exercises. The
complete dataset is modified to split the signals based onwindow samples to generate
multiple samples. For our experimentation, we used window sizes ranging from
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Fig. 3 VGG-16 architecture

1 to 5 s. This is because various activities require various time intervals for the
heart beat to drastically increase/decrease, therefore we applied variable sizes to
detect such irregularities. We developed the MiniVGG model consisting of multiple
convolutional layers which can detect multiple patterns of the underlying signals
and use the features to identify the activity being performed. The performance of the
MiniVGG model on the human activity data is represented in Table2.

TheMiniVGGmodel has shown test accuracies greater than 97% over all thewin-
dow sizes. It has shown the highest accuracy of 98.92% over 4 s window interval.
As shown in Table5, the MiniVGG model has shown lower false positives and false
negatives over 4 s window interval. It was clearly able to distinguish squat activity
from rest of the classes in this interval. This is evident from the fact that at lower
window sizes, a higher number of false positives and false negatives were reported
between squat and stepping activity. This is because, a small time interval is insuffi-
cient to identify the irregularities produced from PPG signal. The confusion matrices
corresponding to all the intervals are depicted in Fig. 4. The classes belonging to step
and squat activity show larger false positives and false negatives compared to the rest
activity. This is due to the fact that less data are available belonging to these classes
compared to the rest activity. Compared to standard VGG-16 model, MiniVGG has
shown better results overall at all lower time intervals.
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Table 3 Results of the VGG model with corresponding window sizes and activities

Model W.S Activity Precision Recall F1 Specificity Sup Train acc. Test acc.

VGG 1s Rest 1.00 0.99 0.99 1.00 456 95.74 95.04

Squat 0.92 0.88 0.90 0.97 285

Step 0.91 0.94 0.93 0.95 368

Avg 0.95 0.94 0.94 0.97 1109

VGG 2s Rest 0.99 1.00 0.99 0.99 425 95.36 92.96

Squat 0.86 0.86 0.86 0.95 274

Step 0.90 0.89 0.89 0.94 380

Avg 0.92 0.92 0.91 0.96 1079

VGG 3s Rest 0.99 1.00 0.99 0.99 452 98.52 98.28

Squat 0.97 0.95 0.96 0.99 241

Step 0.96 0.98 0.97 0.98 356

Avg 0.97 0.98 0.97 0.99 1149

VGG 4s Rest 1.00 1.00 1.00 1.00 441 99.16 98.82

Squat 0.97 0.98 0.98 0.99 246

Step 0.98 0.98 0.98 0.99 332

Avg 0.98 0.98 0.98 0.99 1019

VGG 5s Rest 1.00 1.00 1.00 1.00 457 99.39 99.09

Squat 0.99 0.96 0.98 0.99 200

Step 0.98 0.99 0.99 0.98 332

Avg 0.99 0.98 0.99 0.99 989

Overall
Avg

0.96 0.96 0.96 0.98 5245 97.63 96.84

4.2 Results of the VGG Model

The VGGmodel has shown an average test accuracy of 96.84% as shown in Table3.
This is lower compared to the average test accuracy of the proposedMiniVGGmodel
which showed about 98.17%. When compared to the MiniVGG model’s average
accuracy, the VGG-16 has shown 1.36% lower average accuracy. However, as shown
in Fig. 5, on the 5 s interval, VGG-16 has outperformed MiniVGG by showing a
0.3% improvement. This resulted in lower false positives and false negatives at that
interval as shown in Table4. Therefore, we can infer, for activities requiring lower
time intervals to be identified, the MiniVGG model can be employed, whereas for
activities requiring higher time intervals to accurately classify, the VGG-16 can
slightly show better results at additional computation cost.
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Table 4 False positives and false negatives of respective classes for each classifier on the PPG - 3
axes accelerometer

Window
size

Model Activity FN FP Test
samples

Test
accuracy

Test time
(s)

1s MiniVGG Rest 1 5 1109 97.75 0.291

Squat 9 10

Step 15 10

2s MiniVGG Rest 4 2 1079 96.85 0.382

Squat 4 24

Step 26 8

3s MiniVGG Rest 5 1 1049 98.57 0.467

Squat 1 10

Step 9 4

4s MiniVGG Rest 8 0 1019 98.92 0.538

Squat 3 0
Step 0 11

5s MiniVGG Rest 0 3 989 98.79 0.895

Squat 6 3

Step 6 6

1s VGG Rest 0 2 1109 95.04 0.318

Squat 21 32

Step 34 21

2s VGG Rest 1 0 1079 92.96 0.477

Squat 38 37

Step 37 39

3s VGG Rest 1 0 1049 98.28 0.665

Squat 6 11

Step 11 7

4s VGG Rest 0 0 1019 98.82 0.749

Squat 7 5

Step 5 7

5s VGG Rest 0 0 989 99.09 0.889

Squat 1 8

Step 8 1

4.3 Performance Comparison and Discussions

Table5 reports the comparison of proposed methodologies against baseline models
for human activity recognition. For the fair comparison on baseline models, we
reported the results of our proposed methodologies over 1 s window interval. The
proposedMiniVGGhas shown the highest accuracy of 97.75%which is a significant
improvement over the best baseline model PBP by 1.36%. The standard VGG-16
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Fig. 4 Confusion matrices of the MiniVGG method on windowed samples

used as a baseline has shown lower accuracies compared to PBP and RNN baseline
model. Based on Table4, the standard VGG has the highest accuracy of 99.09% at
5 s window interval and has shown lower false positives and negatives.
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Fig. 5 Confusion matrices of the VGG-16 method on windowed samples

5 Conclusions and Future Scope

In this work, we propose a novel deep learning architecture, MiniVGG, based on
VGG-16 model for human activity recognition. We employed the model on publicly
available dataset consisting of PPG and tri-axial accelerometer signals. We catego-
rized the data based onwindow sizes ranging from 1s to 5 s to identify how themodel
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Table 5 Comparison of proposed methods with the existing methods

Model Accuracy (%)

KLT + GMM [27] 78.00

PBP [28] 96.42

RNN/ LSTM [29] 95.54

MiniVGG 97.75

VGG-16 95.04

performs on varied time intervals for classifying activities. Our model has shown the
best result of 98.92% and overall greater than 97% on all the time intervals. The pro-
posed method has outperformed other baseline models applied on the same dataset
and also has outperformed the proposed baseline VGG-16 model applied on sequen-
tial data. As shown in Tables2,MiniVGG has shown an average recall of 97%which
shows the performance of the model to correctly identify the activity and an average
specificity of 99% indicating lower false positives. However, deeper networks suffer
from the vanishing gradient problem. As described, the MiniVGG model consists
of 3 blocks of two convolutional layers and further connected to 3 fully connected
layer. There is a possibility of vanishing gradient occurring in this case, therefore
in our future work, we would like to introduce skip connections between the blocks
which might result in better accuracies and lower false positives and negatives.
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Reversible Watermarking Approach
for Ensuring the Integrity of Private
Databases

Asmaa Alqassab and Mafaz Alanezi

Abstract Watermarking implies embedding of data in a manner thatit is easily
accessible by a user that’s authenticated rather than other users, bearing in mind that
the underlying data may experience some changes as a result of such data embed-
ding. Reversible watermarking has been developed in advance of watermarking,
whereby both of data quality and data recovery are guaranteed. For long time,
the watermarking scheme to meet image, audio and video data type security was
considered ever popular, but at the same time, since last several years ago relational
database watermarking was really in mind and under study, even various water-
marking approaches have been suggested. Nonetheless, these techniques yet are not
sturdy enough against malignant attacks that can result in false insertion, modifica-
tion or elimination leading to data performance and quality deterioration. So, and
with aimof advancing and improving existingwatermarking techniques, a new robust
and reversible relational database watermarkingmethod is suggested by which better
outcomes were achieved.

Keywords Watermarking · Database integrity · Relational database · Reversible
watermarking · RRW

1 Introduction

In this day and age, for research andorganization, data dissemination across online is a
significant job that comprises databases selling and buying as well. Data preservation
has turned essential at current information erawhere eachorganization has to preserve
bulks of private data, but by virtue of the technologies and Internet fast expansion,
getting access to the digitized data has become extremely easy, Accordingly, it is
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susceptible to security peril regarding data modification and ownership rights. Ergo,
the necessity for copyright protection and ownership proving of databases arose.
Cryptographic methods generally do not relate the cryptographic data with the digi-
tized contents, and this is why the information of the ownership cannot be provided
by cryptography, besides, no guaranteed procedure to track the digitized contents
modification and redistribution is provided by the cryptosystem. So, cryptography
solely will not be quite suitable for the protection of digital rights [1–7].

On another note, digital watermarking is one of the in demand and widely utilized
techniques by which for a diverse data format, security is ensured in terms of tamper
proofing and ownership protection. Watermarking techniques primely are employed
to preserve data that’s accessible to the public frombeing tampered, protect ownership
of such data, secure integrity and similar other objectives, by providing appropriate
watermarking techniques, one can ensure data protection and can tell whether or not
any tamper has beenmade to the received data. Howbeit, watermarkingmay cause the
precise recovery of cover work infeasible due to the loss of the sensitive information
existing in the cover data. Embedding a watermark in a relational database without
affecting its integrity is extremely hard, as the databases unlike the multimedia data,
have too limited redundancy, that’s to say, the database is a collection of autonomous
objects of attributes or tuples then the watermark has to be inserted into these tuples,
while multimedia objects comprised of great number of bits offering wide cover for
watermark embedding. Watermarking methods have two fundamental sorts: fragile
and robust watermarking. In fragile methods of watermarking, for tamper detec-
tion, a fragile watermark is utilized to specify any potential area where somebody
has manipulated the watermarked data purposely or accidentally, this sort of water-
marking possibly ruined or damaged after processing is implemented on the data
content, while robust methods of watermarking are characterized with robustness
that makes the watermarked data resistant against a diversity of malign attacks and
benign alterations [8–13].

There are some cases that may demand applying the recovery process on the
watermarked database to regain the original database, for instance, when database
operations like delete, update, etc., is done by somebody on an original database, so
the capability to do such actions is known as “reversibility” property in which the
original database can be regained together with the embedded watermark. Withal,
there is a possibility to have some data lost as a result of the watermark embedding
in the database, but such problems do not happen with the reversible or lossless
methods which insure original database recovery from the watermarked database.
Conversely, considering about irreversible watermarking methods, they do not allow
the recovery capability, yet the embedded watermark only can be regained from the
watermarked database [14–16].

To solve above problems, we are introducing our suggested robust and reversible
watermarking technique for relational databases.

The rest of the paper is structured into different sections as follows: an inclu-
sive survey on this subject is presented in Related Works section, the new technique
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suggested for watermark embedding and extracting is described in Proposed Tech-
nique section, The Experimental Results section shows the analysis and results of the
suggestedmethod, and ultimately the last section finalizes the paper with summaries.

2 Related Works

So far, several robust reversible watermarking methods for relational database have
been suggested. Varanasi A. et al. suggested an approach, in which in the prepro-
cessing stage an appropriate watermarking function is chosen along with an opti-
mization tech that’s the genetic algorithm for an optimal watermark. Then, these
parameters are utilized for both watermark insertion and extraction processes [17].

JawadK. andKhanA. suggested an approach on the basis of the difference expan-
sion but uses the genetic algorithm (GA) with the objective of distortion reducing
and watermark capacity improving. For the watermark insertion process, in lieu of
selecting fewer effective attributes, various attributes are selected using GA.With the
GA fitness function, attribute-wise distortion and tuple are merged for the purpose
of making it hard to figure out the watermarked attribute by any attacker [18].

Farfoura M. E. et al. suggested a reversible data embedding approach known as
prediction-error expansion on integers to accomplish reversibility. In which even
though 70% of the watermarked relation tuples were erased, it stills be possible to
detect the watermark swimmingly. A secure key is used to embed the watermarks
into the database relation. Additionally, a majority voting method is employed at the
watermark extraction process to rectify bits of the watermark that has been extracted
from the data [19].

Hu D. et al. suggested an approach for numerical data watermarking of the rela-
tional database, where a new histogram shifting of error prediction watermarking
(HSW) and GA were amalgamated with the objective of robustness improving and
distortion minimizing for the purpose of database watermarking. The suggested
GAHSWapproach ensures the watermarked database quality usingHSWand ideally
embeds the watermark data bits together in one group time and again using GA,
furthermore, it has the capability to recover not less than half of the watermark data
even when an attacker alters or removes till 90% of the tuples [20].

Li Y. et al. suggested a reversible database watermarking approach with low
distortion on the basis of histogram gap owing to the wide gap in histogram of the
database integer data type. Firstly, the suggested approach computes the tolerance
of the attribute column which includes the whole integer data, and based on this
tolerance it acquires the prediction error. Then, the tuples of the database are sorted
haphazardly and the histogram is created using the acquired prediction error, and this
can be done depending on the watermark data bits that will be embedded. Finally, to
obtain the peak bin of the histogram, the correction rule of the histogram is utilized,
then the amount of successive non-zero prediction errors on both right and left peak
sides is found, and with a less amount of non-zero prediction errors, the histogram
shift is carried out on the side to realize the embedding of the watermark [21].
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Li Y. et al. suggested an approach premised on histogram continuous columns, in
which and according to the grouping key and the length of the watermark, database
tuples are sorted. Next, the histogram is created using the calculated prediction-errors
absolute values. Then, to locate the whole continuous columns, the histogram needs
to be traversed, the sumof the height of every continuous column is calculated and the
set of the continuous columns possesses the greatest sum is chosen as the locations
where the watermarks will be embedded [22].

Harish R. and Vijay K. S. suggested a reversible data inserting system named
prediction-blunder expansion (PE), in which once the admin assigns a specific
primary image for a user, he may login and be able to transmit covert images to
other previously registered users. The covert image watermarked with the primary
image through applying the pixel selection algorithm, and then encryption is applied
on the watermarked covert image, and the resulted image is finally ready to be sent.
Only recipient user has the capability to extract the watermarked image, any attacker
may solely obtain the primary image but not the covert image [23].

Tale P.G. et al. suggested an approach that applies a reversible information embed-
ding technique named prediction-error expansion on numerical data. Additionally,
the suggested approach applies word shifting as feasible technique for data hiding in
multi-word, non-numerical data type attributes of the chosen tuples. Using a secret
key, the suggested approach, picks the tuples that will be marked along with the
attributes that can hold the marks, thereafter, the mark will be embedded through
horizontally shifting the position of a word belong to an attribute. To select which
space or position will convey the mark, Levenshtein distance within two consecutive
words of an attribute is utilized [24].

Parameswari M. et al. suggested an approach that embeds each bit of a watermark
that created from Coordinated Universal Time date-time (UTC ), in every chosen
row of a numeric attribute. With the intention of embedding the watermark bits into
a data set belong to a database owner, the watermark embedding procedure uses the
bits of the watermark along with a secret key as input and as a result, the data set
is transformed into a watermarked data set. For the purpose of choosing just those
tuples possessing even hash values, MD5 cryptographic hash function is utilized on
the chosen data set [25].

Hou R. and Xian H. suggested a graded reversible watermarking approach called
(GRW), in which four basic algorithms were developed with the intention of facili-
tating the operations of each of: (watermark embedding, data quality grade detection,
watermark detection and data quality grade enhancement). Prior to data spreading
and to embed the watermark bits into the data, the data legitimate owner applies the
(watermark partition embedding algorithm) by which data are split into a number
of data segments, whereat every segment is considered as an autonomous unit for
watermarking process, accordingly in any partition of the data, the watermark may
be used for copyright claiming purpose [26].



Reversible Watermarking Approach for Ensuring … 567

3 Proposed Technique

RRWwatermarking method is used so as to improve the data recovery process along
with a robust security technique for the relational database. The proposed method
includes four phases as follows:

1. preprocessing phase.
2. watermark embedding phase.
3. watermark extraction phase.
4. data recovery phase.

During the preprocessing phase, the user selects and prepares the image to be
watermarked along with two types of watermarks: visible as logo and invisible
which its data can be taken from about more than six of the relational database
records together that has been created using various types of information samples
(integer, real, character and date), after that, during the invisible watermark embed-
ding phase, a newmethod based onDE is applied on the specified areas of the selected
image to embed the watermark data in such a way that data of both of the image
and the watermark will not be affected. During the watermark extraction phase, the
watermark data is extracted without any changes. Finally, during the data recovery
phase, the extracted watermark data is compared with the original watermark data.
A proposed system flowchart can be seen in Fig. 1.

4 Experimental Results

In this section, experimental results are reported. The major purpose of such exper-
iments is to test the robustness of the proposed method against unauthorized users
and evaluate the data integrity within the proposed scheme.

To experiment and evaluate the suggested watermarking data and verification
technique, we tested it in amachine having configurations Intel (R) Core i5 processor,
2.50 GHz, 8 GB RAM, and the operation system platform is Microsoft Wnidow10
feature experience pack.

Experimental results prove that the suggested method can maintain the integrity
of the database data by providing the required security level.

The experimental results for the proposed RRW method with respect to both of
PSNR and MSE values are obtained between both of the original and watermarked
image are shown in Table 1.

The mentioned experimental results in table above show good results for both
PSNR and MSE values after the watermark embedding process in five selected
sample imageswith different sizes, which prove that the proposedmethod is effective
and has no effect on the selected images no matter its size.
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Fig. 1 Proposed system flowchart

5 Conclusion

Through the last few years, reversible watermarking researches on relational
databases had been suggested to ensure both of information integrity and ownership
protection. Principally, such schemes ensure original information recovery from the
watermarked information, while irreversible watermarking techniques only provide
ownership protection. Having such characteristic within the reversible watermarking
methods allowed it to arise as a candidate solution for the information ownership
protection purposes.

This paper suggested a novel reversible and powerful method for relational
database watermarking. we have illustrated through the experimental results how
this method can be applied to efficiently protect the database content integrity.
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Table 1 Experimental results for the proposed RRW method

Image sample Image size PSNR MSE

190 * 266 78.35341727828342 0.0009500328731097962

225 * 225 78.10788564088325 0.0010052910052910052

198 * 255 79.95653747451512 0.0006567901234567901

(continued)



570 A. Alqassab and M. Alanezi

Table 1 (continued)

Image sample Image size PSNR MSE

275 * 183 80.74182409631939 0.0005481481481481482

251 * 201 80.43958427026068 0.0005876543209876543

The suggested method is independent from the way by which database informa-
tion is structured and how the records are organized. Additionally, the existence
of reversibility property made it possible to recover the watermark along with the
original data.

Acknowledgements The researchers thank the Department of Computer Science, College of
Computer Science and Mathematics, University of Mosul.
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Hybrid Optimization Approach
for Adaptive Beamforming in Smart
Antenna System

S. Samal, H. K. Sahoo, and Pradipta Kumar Das

Abstract The paper presents novel the adaptive beamforming in linear antenna
array through hybrid optimization algorithm. The hybrid optimization algorithm has
been formulated by combining improved version of thewhale optimization algorithm
(IWOA) and improved version of sine–cosine algorithm. Application of hybrid algo-
rithm in the beamforming is to estimate the excitation weights of the desire signal
applied on array elements, different interferences received from different directions
and update the position the receiver so as to receive better quality of service by
adopting the weight of the input signal. The robustness of the algorithm is confirmed
through the simulation in MATLAB, and result shows that performance has been
improved by minimizing bit rate, power transmitted, beamforming through different
number of array elements using hybrid optimization algorithm.

Keywords Beamforming · IWOA · SCA · Smart antenna · Bitrate · Power
transmitted

1 Introduction

In the present day, all over the world, the systems and technologies related to
communication are changing rapidly. To enhance the performance of the systems
new technologies are developing day-by-day. The next-generation wireless systems
are required to have a high voice quality compare to the present cellular mobile
standard and provide a higher bit rate. At the same time, the system should be
operate in any type of surroundings (rural, urban, suburban), indoor and outdoor
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environment, as well. In wireless transmission, the signal propagates through multi-
path and reached at the receiver at different time, delay, and amplitude. This cause
of multipath fading increasing the quality or reducing the effective error rate in a
multipath fading channel is extremely difficult, and increase of user in the wireless
communication system leads to increase of interference in the signal. This difficulty
can be minimized by use of adaptive antenna array [1]. The adaptive antenna array
used the adaptive beamforming strategy to steer the radiation pattern by engaging
the foremost beam toward desire signal and employing null toward to the interfer-
ence which produce the higher signal to interference with noise ratio (SINR). The
appropriate weight of the individual array elements determined the placement main
beam toward desire signal and null toward undesired signal. The appropriate weight
of individual array elements for adaptive beamforming application can be deter-
mined through optimization algorithm.Beamforming in smart antenna array has been
resolved through many heuristic and meta-heuristic algorithms by the researchers.
Linearly constraint minimum variance-based technique has been adopted for beam-
forming [2]. Partition-based particle swarm optimization (PSO) has been taken care
to form optimal beamforming by minimizing square error [3]. Improved binary PSO
has been adopted for optimal beamforming of planar antenna array [4]. Cultural
algorithm has been exercised for beamforming in uniform circular array (UCA)
[5]. A hybrid algorithm PSOGSA has been introduced for adaptive beamforming
in smart antenna array and generate normalized array factor [6]. The optimization
algorithm has been introduced for adaptive beamforming in smart antenna array [2–
4]. Improved group-based PSO has been adapted for joint adaptive beam forming
in wave communication [5]. Deeping learning algorithm has been illustrated for
adaptive beamforming [7]. These algorithms provide weight of array elements to
generate maximum SINR value. In some cases, the optimization algorithm could not
able provide the better weight adjustment of antenna elements which leads to unac-
ceptable radiation patterns and generates a lower SINRvalue. Therefore, it is essential
to adopt the better optimization algorithm which avoids the premature convergence,
trapped at local optimum and better weight adjustment in smart antenna array. The
objective of the paper is to generate an effective and efficient position of the receiver
to receive the better quality of service by avoiding different source of interference
from different angles andmaximize the radiation beam pattern toward the envisioned
user or signal of interest. At the same time, minimize the radiation pattern toward
the signal of not concentration through controlling of weight of uniform linear array
(ULA) or UCA. The proposed work has been carried out through the hybridiza-
tion of the optimization algorithm. The hybridization algorithm has been carried
out by taking care of improved WOA and improved SCA. Sine–cosine algorithm is
improved position-updated policy of the agents by using oppositional-based learning
strategy, and at the same time, theWOA updates the position of search agent through
cosine function, and best position of the search space is updated by comparing best
position of the WOA and SCA. The aim of the hybridization is to maintain the better
balance between exploration and exploitation, avoid stagnating in local optimum,
and improve in the convergence toward global optima.
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The rest of the paper is illustrating as follows: The design of the fitness function
for beamforming in smart antenna array is elaborated in Sect. 2. Improved whale
optimization algorithm is described in Sect. 3. Section 4 described the improved sine–
cosine algorithm through oppositional-based learning strategy and also algorithm for
beamforming in smart antenna array. Simulation result and its analysis have been
illustrated in Sect. 5. Conclusion of the work is described in Sect. 6.

2 Paper Preparation Design of Fitness Function
for Beamforming in Smart Antenna System

Consider a uniform linear antenna array (ULA) ofM-element employed for adaptive
beamforming receiver that receives a desired signal s(k) and N interferences signals
on the array at ith time stamp is expressed as:

X (t) = s(t)a(θd) +
N∑

i=1

ii (t)a(θi ) + n(t)

= d(t) + u(t) (1)

where s(t) and ii (t) are the desire signal and ith inference at time stamp t , respectively.
d(t) = s(t)a(θd) denotes the desire input signals; u(t) = ∑N

i=1 ii (t)a(θi ) + n(t)
denotes the inference input signal. n(t) represents the vector ofM uncorrelated noise
signal. θi and θd signify the direction of interference ith anddesire signal, respectively.
a(θi ) and a(θd) signify the steering vectors of ii (t) and s(t), respectively, and it is
presented as follows:

a(θi ) =
[
1, e− j 2π

λ
q cos θi , . . . , e− j (M−1) 2π

λ
q cos θi

]T
(2)

a(θd) =
[
1, e− j 2π

λ
q cos θd , . . . , e− j (M−1) 2π

λ
q cos θd

]T
(3)

where q represents the space between adjacent element of ULA and its value is
determined as:

q = λ

2
(4)

λ denotes the wavelength of carrier signals, and T is the transpose operation. The
output of the beam former array is illustrated as follows:
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y(t) = wHX (t) (5)

where w = [w1 w2 w3, . . . , wM ]T denotes weight of the beamforming smart
antenna and H denotes Hermitian transpose. The output array for the desire signal
power is illustrated as:

α2
d = E

[∣∣wTd(t)
∣∣2

]
= E

[∣∣wTs(t)a(θd)
∣∣2

]
(6)

The output array power of the interference is illustrated as:

α2
u = E

[∣∣wTu(t)
∣∣2

]
= E

⎡

⎣
∣∣∣∣∣w

T

[
N∑

i=1

ii (t)a(θi ) + n(t)

]∣∣∣∣∣

2
⎤

⎦

= wT
N∑

i=1

Riw + wTRnw (7)

where E denotes the expectation operator. Ri = E
[
i(t)iT(t)

]
signifies correlational

matrix of the ith interference, and Rn = E
[
n(t)nT(t)

]
is noise correlational matrix.

The fitness function is designed based on inverse of the signal to inference plus noise
ratio which is presented as:

F = α2
u

α2
d

(8)

The fitness function is minimized to steer the peak of the main lobe toward the
signal of interest and generates null patterns in the direction of arrival of all unde-
sired signals. The noise variance is computed through the signal-to-noise ratio and
presented as:

α2
noise = 10−SNR/10 (9)

3 Improved Whale Optimization Algorithm

Whale optimization algorithm is a population-based meta-heuristic algorithm for
generating global optimal solution of the optimization problem in the search space.
It is mimicking the behavior of humpback whales to get their food. It generates the
optimal solution in three processes: search for prey, encircling prey, and bubble net
attacking. The exploration process of the optimization algorithm is achieved through
the search for prey and encircling prey, and at the same time, the exploitation process
is achieved through the bubble net attacking. During the searching for prey, the search
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agent follows another search agent in the population, and position of the search agent
is expresses as follows:

X (t) = X rand − P.Grand (10)

Grand = |A.X rand − X (t)| (11)

where P and A are the coefficient factor, X rand is the position vector of the search agent
selected randomly from the current population in the search space. t is the current
iteration. The value of P and A is evaluated through the following expression as
follows:

P = 2.b.r − b

A = 2r (12)

where r is the randomnumber in the range of 0 and 1. The value of b is decreased from
2 to 0 with iterations. During the encircling prey, the search agent follows the best
optimal solution found so far and updates the position based on the target position.

Grand = ∣∣A.XT(t) − X (t)
∣∣ (13)

X (t + 1) = XT(t) − P.Grand (14)

where XT(t) is the position vector of the target. The spiral model is considered for
movement of the search agent toward the target, and it is expressed as:

X (t + 1) = G∗.ebl . cos(2πl) + XT(t) (15)

G∗ = ∣∣XT(t) − X (t)
∣∣ (16)

whereG∗ is themeasure distance between the search agent and target, l is the random
number within range of −1 and 1, and b is the constant number and considered as
1. The value of l is expressed as follows:

l = (a1 − 1) ∗ rand + 1

a1 = −1 − t

max _iteration

(17)
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The search agent updates the position their position based on the probability value
and expressed as below:

X (t + 1) =
{
XT (t) − P.Grand if s ≺ 0.5

G∗.ebl . cos(2πl) + XT (t) if s ≥ 0.5
(18)

where s is the random number in the range of 0 and 1. The cosine function is used
in WOA to modify the position of the search agent and expressed as below:

X (t + 1) =
{
XT (t) − cos(2πl).Gnew if s ≺ 0.5

G∗.ebl . cos(2πl) + XT (t) if s ≥ 0.5
(19)

Gnew = A.XT(t) − X (t) (20)

4 Sine–Cosine Algorithm (SCA) Improved Through
Oppositional-Based Learning

It is a population-based meta-heuristic algorithmwhich is used to update the position
of the agent in the search space through the function of sine and cosine. The position
of the agent is updated based on the following expression.

Xi (t + 1) =
{
Xi (t) + p1 × sin(p2) × ∣∣p3Pg

i − Xi (t)
∣∣ , p4 ≺ 0.5

Xi (t) + p1 × cos(p2) × ∣∣p3Pg
i − Xi (t)

∣∣ p4 ≥ 0.5 (21)

where p1 and p2 select the direction of movement and amplitude of the movement
in the search space, respectively. p3 is a random weight which regulates the effect
of the goal as the iteration continues, and p4 is the control parameter for adopting
sine or cosine function to update the position of the particles in the search space, and
the value of the control variable lies within [0,1]. The oppositional-based learning
strategy has been adopted to select the best position of the particle in the region of
the search. The opposite real number X ∈ [l, u] is expressed by X .

X = u + l − X (22)
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where u and l signify the upper and lower bound of the search space, respectively. In
the multidimensional search space, the agent position X can be expressed as follows:

Consider X = [x1, x2, x3, . . . , xn] ∈ Rn , where x1, x2, x3, . . . , xn ∈ R and xi ∈
[li , ui ]. The opposite point X = [x1, x2, x3, . . . , xn] is expressed by:

xi = ui + li − xi i = 1, 2, 3, . . . , n (23)

The best solution is obtained by taking the union of the current population and
opposite population of current one. It is expressed as follows:

Xnew = X ∪ X (24)

Xbest(t) = min( f (Xnew(t)) (25)

The position of the agent is updated through the best position Xbest(t) obtained
through oppositional-based learning and expressed as follow:

Xi (t + 1) =
{
Xbest(t) + p1 × sin(p2) × |p3Xbest(t) − Xi (t)| , p4 ≺ 0.5

Xbest(t) + p1 × cos(p2) × |p3Xbest(t) − Xi (t)| p4 ≥ 0.5
(26)

The parameter p3 is the random number lies in between [0,1], and p1 and p4 are
modified as follows:

p1 = μ

(
1 − t

max _iteration

)
(27)

where μ positive constant and its value is set as 0.7

p4 = 1 − t

max _iteration
(28)

Each individual algorithm exhibits to be trapped at local optima in the large
search space. Therefore, it is necessary to hybridized improvedWOA, and improved
version of SCA has been hybridized for improving the balance between exploration
and exploitation capability, avoid stagnating at local optimum, improve the conver-
gence speed as individual algorithm unable produce better quality of solution in the
search space. The IWOA–SCA has been integrated to perform the optimal beam-
forming in smart antenna array by removing the undesired signal and update the
better position of the receiver to receive the better quality of service. The algorithm
used for beamforming in smart antenna is elaborated as follows:



580 S. Samal et al.



Hybrid Optimization Approach for Adaptive Beamforming … 581

5 Simulation Result and Performance Analysis

The performance of the beamforming in smart antenna has exhibited through the
simulation, and simulation has been carried out in MATLAB. The performance of
the proposed algorithm has exercise to present bit error rate over different channels.
The performance has been evaluated for different number of transmitting antenna,
and its value is considered asM = 4,M = 8,M = 16. The outcomes of the result are
presented in Figs. 1, 2, and 3 using proposed algorithm and its counterpart algorithm.
The conclusion drawn from Figs. 1, 2, and 3 that bitrate is minimized with respect
to the noise ratio for different value of channels in smart antenna array through the
proposed algorithm as compare to its counterpart algorithms. Similarly, the perfor-
mance has been evaluated for calculating the average power transmitted and average
received SINR. The average transmitted power with respect to the number of receiver
has been presented in Fig. 4 through different algorithms. The outcomes of Fig. 4
show that IWOA–SCA provides better beamforming at the receiver site with less

Fig. 1 Bit rate with noise
ratio for M = 4 using
proposed algorithm and its
counterpart

Fig. 2 Bit rate with noise
ratio for M = 4 using
proposed algorithm and its
counterpart
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Fig. 3 Bit rate with noise
ratio for M = 16 using
IWOA and its competitor
algorithm

Fig. 4 Average transmitted
power with number of
receiver through different
algorithms

transmitted less power as compare to the other algorithms. The average received
SINR is plotted with number receiver through the different algorithms, and it has
been illustrated in Fig. 5. The conclusion drawn from Fig. 5 that SINR is less in
IWOA–SCA as compared to its competitor algorithms. Again, the performance has
been evaluated in terms of average power transmitted with respect to number of itera-
tions for beamforming through ULA and circular array elements, and it is elaborated
through Fig. 6. Figure 6 shows that power transmitted is less in ULA than circular
array elements and reduce the interference and enhance the system capability. The
receive power with number of iteration has been elaborated in Fig. 7. Figure 7 shows
that average power received is least in IWOA–SCA as compared to its counterpart
algorithms.



Hybrid Optimization Approach for Adaptive Beamforming … 583

Fig. 5 Average received
SINR with number of
receiver through different
algorithms

Fig. 6 Average transmitted
power with number of
iterations through for
beamforming for 20
elements

Fig. 7 Average receive
power with number of
iterations through for
beamforming for 20
elements
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6 Conclusions

The adaptive beamforming in smart antenna array has been carried out through
the hybridization of optimization algorithm. The paper designed the fitness func-
tion by considering different constraints in radiation patterns and optimized through
hybridization of IWOA and SCA algorithm to reduce the interferences and improve
the quality of service in the terms of bitrate, power transmitted, and SINR. The
simulation has been carried out through MATLAB to demonstrate the results, and
results show that the proposed algorithm is outperformed over other counterparts
algorithms.
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IoT for Fight Against COVID-19

Kanta Prasad Sharma , Kirti Walia, and Shaurya Gupta

Abstract An emerging technology Internet of things is the backbone for better
solution in medical science research, COVID infected sampling analysis, and device
integration process. 2020 may be a year of healing not only for our mother earth, but
formankind too. It is a year of change and practice to develop ourselves against adver-
sities. Due to the recent pandemic caused by COVID-19, many lives were affected.
COVID-19 has created an adverse effect on the economy, education, mental health,
and physical health of humans. It has beenwitnessed that despite lockdown, the death
rate has increased. From several statistics, it can be observed that populations with
less immunity have a higher mortality rate. This study has been performed to make a
checkpoint on the factors which may be responsible for determining immunity level
and based on that a prediction model may be prepared using amachine learning algo-
rithm. This proposed work employs an IoT application to collect real-time symptom
data from users to identify suspected coronavirus symptoms. IoT’s sensor-based
mechanism adopts for enhance capability of risk minimization specially in surgery
cases compilation for COVID-19 type pandemic.
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1 Introduction

The technology is very important to fight against various medical viruses like corona,
plugs, swine flu, etc., to secure human life. Internet of things is helpful for analysis
and alerting humans regardingmedical issues, so a human can immediate take action.
Now, medical science rapidly adopts the technological support for reshaping modern
healthcare centers, economical support.

The global challenges of the COVID-19 virus pandemic condition, these virus
series generate global health crisis. The disease has found similar symptoms like
fever; cough, and fatigue are recognized daily diagnosis process.

So, medical science needs an appropriate digital information system for COVID-
19 pandemic, which control by IoT for overcome physical data analytic and crucial
applications to fulfill higher efficiency requirements.

The current scenario of complete lockdown throughout the whole world has given
Mother Nature time to heal and reincarnate itself into a new form, but human life has
undergone various mental and physical illnesses. According to the statistics received
by August 08, 2020, the present COVID patient count is nearly 1.93 million, and the
total death count is 7.18 lacs. The whole world is slowly welcoming a new normal
in all aspects. The perspective of the whole world has changed a lot. The recent
statistics related to COVID-19 patients have proven that it is an RNA-based virus
that has a high-contamination rate than other contagious diseases [1–7]. Though the
vaccine is invented and many people are being immunized but still the possibility of
attaining complete accomplishment benchmark against COVID-19 is under scrutiny.
This paper focuses on the precise area of developing one’s immunity level to win
the battle again such kinds of diseases in a preventive manner, by enhancing the
individual immunity level [8, 9].

1.1 Concept of Immunity

Immunity can be defined as the layer of protection of our body against infectious
diseases, which in turn is quite capable to distinguish itself as foreign material and
fighting against it whenever the body is under any infection attack [10]. The base
mechanism is mainly concerned with disposing of foreign substances. The response
of immunity mainly depends on the antigen–antibody response. Immunity response
mainly depends upon two cells such as T cell and B cell [10].

1.2 Types of Immunity

Natural or Innate Immunity—It is an overall genetic characteristic like sex, age,
overall lifestyle, etc. Due to the presence of this natural immunity, all persons have
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a certain level of immunity against certain diseases [10, 11]. With age, the potential
of this immunity decreases. It may vary accordingly from an individual to another.
Community transmission takes place if the immunity isweakened among individuals.
Individual immunity depends upon certain characteristics like the health status of the
person, nutritional habits, personal hygiene, or genetic habits.

Acquired Immunity—Specific immunity acquired through the development of
antibodies inside human body [10]. Acquired immunity is immunity which is not
natural. It is learned with time, and it starts developing as and when a person’s
immune system comes across foreign invaders then recognizes oneself substances
which are called antigens. Therefore, the constituents of acquired immunity acquire
the finest means to attack every antigen, and thereby, it begins to cultivate retention
for that specific antigen. Acquired immunity is termed specific immunity, because
it modifies its attack to a specific antigen that has been beforehand encountered. Its
trademarks include the aptitude to acquire, familiarize recall.

1.2.1 Factors Accountable for Immunity Development

Certain habits may help in developing immunity within us. Those factors are as
follows:

• HandWashing—It is a good personal hygiene habit that helps to protect against
pathogens. This practice boosts immunity by maintaining personal hygiene.

• Sleep Cycle—Sufficient sleep reduces the level of stress hormone cortical, which
in turn increases natural immunity. Therefore, it is recommended to have a
minimum of 6–8 h of sleep.

• Nutritional Value—Maintaining a balanced diet with nutritional value in our
dailymeal with enough amounts ofminerals, vitamins, proteins, and carbohydrate
is very much recommended.

• Cortisol Level—The stress level in our day-to-day life is another reason for
abating our immunity. According to a report of the American Psychological
Association, 75% of Americans experience medium to high-level stress [12].

The above factors are very important to affect the immunity of a person. Below
is a figure to demonstrate different types of immunity (See Fig. 1).

1.3 World Statistics About Immunity Status

Though this research field is very novel, researches are effectively researching in this
area. From some studies, it has been established that a relationship exists between
the immunity and death rate by using the comorbidity factors. In the following figure
(See Fig. 2), we can observe

Along with geographical area, the death rate in COVID-19 varies by age and
gender also. In the following figure, this has been depicted (See Fig. 3) [13].
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Fig. 1 Types of immunity

Fig. 2 Region wise death rate and confirmed cases for COVID-19

The comorbidity in COVID-19 is very important since it creates a lot of impact on
theCOVID-19 death rate. It has been observed that the patientswith high comorbidity
are having a high-death rate (Figs. 4 and 5).

Emerging technology—Internet of things-based applications provide high-quality
outcomes, which becomes a new innovation and the best services especially for
complicated cases handle and control during pandemic scenario [13]. So, IoT
provides a new solution for medical science for doctors, surgeons, and patients,
see in Fig. 6.



IoT for Fight Against COVID-19 589

Fig. 3 Age-wise COVID-19 death rate

Fig. 4 Death in influenza [14]

Fig. 5 COVID-19 deaths by influenza [14]
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Fig. 6 IoT utilization in
medical science

2 Related Study

The crucial situation of COVID-19 has changed the world’s scenario, and from the
very beginning, people are involved in research related to various aspects of COVID-
19 which are affecting the whole world. One popular area in comorbidity field of
patients. Fromsome studies, it has been observed that the patients having diseases like
diabetes, COPD, or cancer are in more risk zone. Certain statistics and reports have
been published related to the comorbidity of COVID-19[1]. Scientists can establish
a relationship with comorbidity [1–5]. Researchers have discussed several issues
and factors related to immunity and how boosting immunity can help to protect
mankind against the fight of COVID-19 ([3, 4, 15]). Along with other effects of
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COVID on our daily lives, scientists are also concerned about our mental as well
as physical well-being. From a survey, it has been observed that the death rate in
COVID-19 is 1–3%, whereas the death rate in SARS or MERS is 10% and 35%,
respectively [16]. According to the severity of death, corona-related death is not so
severe but the contagiousness of the disease is much higher than others. The only
key to protest against such highly infectious diseases. It has been observed by recent
research, and those oncological patients are more prone to be affected in corona
[6]. According to the study, some diseases like diabetes, hypertension, or cancer are
very fatal for COVID-19. Another very interesting study performed by Soumier and
Sirigu revealed that oxytocin secretion can actually boost our immunity power, but
it is not a proofed study, and the research is still going on [7]. From another recent
study, it has also been revealed by Carminati and his co-researchers that people who
use BCG vaccine are immune to coronavirus more than others without the vaccine
[16–18]. There are certain studies related to immunity aspect related to COVID-19.
According to one study, it has been observed that many undocumented asymptotic
symptoms may lead to herd immunity [19]. In their study, Kissler and his team have
performed research on developing a mathematical model for assessing the lockdown
period which is according to them is needed to maintain for the year 2022 [19]. The
scientists have used deterministic model to get the assessment [20, 21]. From the
study of Milo Schield, it is very much clear from a study performed byMilo Schield,
that comorbidity has an impact upon coronavirus recovery rate [22]. It has been
observed that 80% of patients have a mild or moderate disease and 13.8% having
serious disease like high-blood pressure or any respiratory problem. According to
the study of Scientist Roman Welfel and his team, coronavirus is an acute form of
respiratory tract infection, and it solely depends upon individual immunity level,
the severity of the infection varies from an individual to another individual [23].
By several studies, a conclusion can be done that immunity is a big factor to fight
against highly contagious disease like corona and it is proofed that T cell which is
responsible to fight against this pandemic [19, 24]. T cell is the cells responsible to
identify and kill the pathogen and infected cells [21]. Most researchers in this field
have focused on comorbidity like high-blood pressure, sugar, or obesity, and these
are among the common comorbidity factors [25]. Among a lot of COVID cases, it
has been observed by a study performed in New York that within a group of 5000+
where 57% having high-blood pressure and 41.7% having the problem of obesity
[17]. So, from the studies of various researchers, one direction can be explored that
immunity has a relationship with the capacity of protection against COVID-19.

3 Proposed Methodology

The proposed methodology has been designed on the basis of a questioner prepared
and the statistical analysis based on received data. The statistical analysis has been
performed on a set of data mostly based on primary data collected through a
questioner and secondary data available in sites [1, 17].
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Fig. 7 IoT-based supply chain methodology

The proposed immunity data process using integrated IoT platform for supply
chain management application, which are security, safety and sustainability, data
portability, and predictability. IoT-based proposed method (seen Fig. 7) provides
transparency and data visualization like pandemic result, stock of medical equip-
ments, and real-time sample data collection and increases the transparency for
physical distribution.

In light of ordinary andmodern treatments ofCOVID-19 patients,whoneed a clas-
sical Ataxia-Telangiectasia trial to be better analysis of sampling dataset immunity
level [13]. The main steps to prepare our proposed framework were as follows:

Step1: Prepare a questioner on immunity level measurement
Step 2: Distribution of questioner through different distribution channels
Step 3: Sample data collection
Step4: Statistical analysis of that data
Step5: Prepare a machine learning model for prediction of the effect
Step6: Result analysis.

4 Data Collection and Sampling

The result has been produced both from primary as well as secondary data. The
prime source of primary data collection is questioner, whereas the secondary source
of data is dataset available on different sites [17]. The primary source of data has been
collected through survey done among xxx no. of Indian habitants, and the following
result has been witnessed in Table 1.

PerformanceEvaluation: To evaluate the performance on the learning algorithms
and process, that is based on accuracy, root mean square error, F-measure, and ROC
area. These measures can be analysis based on confusion conditions like.
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Table 1 Data analysis of survey performed considering immunity

Demographic data

Gender Male Female Transgender Not prefer to say

Age group

Area Metro Urban Semi-urban Rural

Questioner

Is the patient diabetic? Yes No

Has the patient high-blood pressure?

Does the patient have any critical illness? Yes No

Exercise habit

False Positive (FP):We consider number predicative instance as positive, but they
are actually negative.

False Negative (FN): The instances were classified predictive model as negative,
but they are actually represented positive.

TrueNegative (TN): The number of instances which classified predictive instance
as negative, and they are actually negative (Table 2).

The accuracy of a classifier is computed as the number of correctly classified
instances to the total number of instances. It is given by (Table 3):

Accuracy = TP+ TP+ TN

TP+ TN+ FP+ FN
(1)

Table 2 Confusing conditions

True positive (TP) False negative (FN)

False positive (FP) True negative (TN)

Table 3 Result performance

Techniques Accuracy (%) Root mean square
error (%)

F-measure (%) ROC area (%)

Support vector
machine (SVM)

80.95 26.54 93.0 93.9

Neural network 80.89 24.23 92.9 95.5

Naïve Bayes 80.58 30.99 90.6 94.2

K-nearest
neighbor (KNN)

80.89 28.06 92.9 93.9

Decision table 80.95 23.97 93.0 95.0

Decision stump 70.73 43.86 70.6 70.1

OneR 58.36 56.25 68.5 68.3

ZeroR 52.86 49.38 57.9 49.7
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True Rate = TP

TP+ FN
(2)

False Rate = FP

FP+ TN
(3)

5 Conclusion and Future Direction

This work reflects the relationship of immunity with COVID-19 disease and prob-
ability of protection from this highly contagious disease. IoT-based framework to
reduce the impact of communicable diseases there are many researchers working in
the comorbidity area and from their researchers a perfect conclusion can be drawn
that by increasing immunity we may be able to fight against this new pandemic.

Emerging technologies can provide solution for manual record keeping. For a
well-informed decision, IoT-based application will minimize the issues provide
precise outcomes. By using IoT, modern healthcare equipments provide effective
solution to save human life. In future, this technology will create innovation solution
for the excellent surgery, sampling data analysis, and the best treatment of the patient
to stay healthy and will used to any COVID-19 type pandemic.
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Abstract In the current epoch, the Internet of Things (IoT) can be reflected as an
important technological revolution related to evolution of smart cities, smart homes,
IoT-controlled factories, and IoT for logistics in seaports implementations. With the
existence of smart sensing systems in seaports becoming a reality today, different
sectors in seaports areworking toward a programmedmode. Some of the eye-opening
projects related to smart seaports in the IoT era can be found all over the globe. In
many of these new architecture implementations, even though the rapid development
of IoT enables us to inspire new research works, the challenges in IoT also grow
equally in terms of security. Encryption plays a key role in safeguarding IoT hardware
and the data from various sensors. The proposed work focuses on reality study on
various security issues emerging in the usage of IoT in seaports and suggestions
for handling the security issues. Highly secure algorithms need developed in IoT
encryption level standards are discussed here. Conclusions regarding the extension
of future research prospects in the IoT systems and high-level security in seaports
are guided in the final segment of the paper.
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1 Introduction

The growth of export and import services is probably glowing as a booming industry
because of the rapid progression in demand for logistics services, such as maritime
transport and seaport services. Such logistics require that the performance of shipping
and seaports is measured to replicate the level of overall economic development. In
fact, the impact of changes in financial activity and especially those of stock trade is
typically intensified in logistics services.

Recent developments necessitate improved protection of the port infrastructure.
Software systems that support critical operations are becoming increasingly prone
to cyber-attacks. Apart from protecting sensitive data, the overall control on the
operational aspects is essential. Innovative physical and cybersecurity mechanisms
must be created to prevent and respond to all potential threats in these areas. Port
authorities play a vital role in the international trade and economic development. The
need for protecting transport infrastructures is valued by most countries.

After the crisis in 2009, competing the position, many container carriage compa-
nies were incorporated vertically with port terminals, neighborhood logistic opera-
tors, and shipping agencies. Along with the need to remain competitive over other
modes of transportation, volumes of cargo also demand faster execution of regu-
lations and better synchronization of operations. Digitalization is reflected to be
important in streamlining administrative processes, allowing efficient management
of cargo flows through exchange of information on cargo, organization, and equip-
ment. Increased pressure on environmental capitals has already insisted on expressive
action to subsidize the maintenance of shipping environment. Though organizational
security and infrastructural flexibility represent balancing elements of a compre-
hensive risk management strategy, the two perceptions are different, but the vital
situation is to consider both. Security is the capability to prevent adverse situations
in the industry, while flexibility is the ability to reduce the magnitude and forceful
distraction on current works.

The IEEE standardized the things that relate to Internet of Thing (IoT) as a network
or its collection combined to form a layer where the physical devices and real-time
world share the data [1]. In recent years, IoT is created as a dominant platform
with increased number of sensors coupled with the developments in sensor industry.
The sensors and IoT platforms create a critical data transfer adapting the changing
environment transfer the data efficiently to the other devices connected with same
IoT platform. The growth of high-level sensor devices has spiked, and it is estimated
to maintain tremendous growth rates in the future. Most of the future occupied
government projects are based mainly on the IoT platform.

The usage of sensors is dominating in all kinds of industry sectors such as power
grid, designing smart buildings to monitor the thermal, and energy consumption or
dissipation in walls, even to transfer the data among smart buildings. The role of
sensor works out well in most revenue producing industry. Sensors are useful in the
seaports and marine services. Automated or smart seaports connect all the sensor
devices and control devices in a common platform with encrypted passcode with
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secure systems. Seaport IoT system consists of devices such as wireless devices, data
transfermodems, to communicate the port information securely into the common IoT
platform connected to the Internet. Seaport authorities have the required security-
related data which will prioritize the needs of the customers. It is the job of a port
authority to provide the required offers and services to the port customers in a fast and
precise way through IoT devices. Our research focuses on the following proposed
novel contributions.

• To design a smart seaport, the entire seaport IoT architecture is designed using
latest technology sensors such as ultrasound sensor, eddy current sensor, infrared
sensor, intrusion detection sensors, motion detection sensors, vibration alerting
sensors, and weight detection load cells.

• Those sensors are connected into a controlling platform for level conversions and
normalization of data. These data from IoT sensors accurately control the devices
in a faster way.

• Obstacle sensing is used for automatic-guided vehicles in seaports which suggest
the proper positioning of the vessel when it travels using high-beam lasers and
encoders.

• Another seaport job is moving the huge containers from one place to another
through heavy cranes.

• Automated IoT-controlled system provides the fast handling of such loads and
displace the same to the right place in ships using machine learning algorithms.

• Smart parking system, billing and code marking for the parcels, detection of
unknown vehicles, pedestrian tracking in seaports and anonymous roaming in
seaports and ships, security alerts and smart energy management systems are
some attractions of the proposed work.

2 Review of Literature

In 2014, Skarmeta et al. [2] delivered a hybrid algorithm that is integration ofAES and
ECC algorithms. Encryption using AES and ECC is enhanced for security purpose.
New challenges in IoT systems were also discussed. In 2013 [3], cipher text-based
system is developed to provide optimum security structure in IoT networks. Handling
the cipher-level inputs is the beginning for IoT security system development. This
worked out deeply for increasing the security of encryption keyswhich is a regular IP-
controlled security system despite developing an optimizedmodel. The novel system
is developed almost every year to dealwith security challenges in IoT.Hence, the level
of consistent growth in securing the data and connectivity keeps on strengthening
every year. Authors in [3] and [2] created a way for us to start investigating and
understanding the security traits of the IoT system and provide good idea on where
the research needs to be started.

In 2015, Xin [4] created a clear view in IoT cybersecurity systems. The users
of Internet are growing rapidly every year in an increasing scale. Millions of new
users enter the Internet world. The usage almost provides us the comfort, and users
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benefit in a high level; most of the unsecured platforms act as information gathering
networks. The Web sites grab your information such as name, register numbers,
email ids, passwords, personal information, and passwords. People use to provide
the information in the Internet platform easily and faster the data will spread over
the unsecure networks. The cybersecurity system creates a strong wall between the
hackers and the users to protect the data to be hacked by the unknown, but still,
the equivalent increase in the development of hackers and their ability to hack the
information beyond the cybersecurity also grows. Xin [4] discussed the challenges
in cybernetics and how to utilize the IoT devices properly from the hackers were
discussed in his research work which also motivated us to move the study toward the
cybersecurity as concern.

In 2018, authors [5] investigated a research study on efficient usages of IoT in
creating smart logistics. The increased level of imports and exports in India is obvi-
ously act as one of the economic strengths to the country. Implementing the smart
system everywhere becomes unavoidable and provides the customers the required
comfort on transactions, etc. Logistics is one of the rapid growing industry and
busier day and night for the import and export activities. Storing the large amount of
user data in the cloud also sometimes becomes overwhelming. Statistically logistics
industry generates more data day by day, and obviously, keeping the data safely in
the secured cloud is a major challenge. The authors [5] discussed about the smart
logistics system using smart connectivity. Every package is handled wirelessly in a
hustle-free manner.

In 2012, Zeng [6] states that IoT-based system and mainly discusses about the
impact of 4th-generation communication system in the Internet users. The research
work [6] focuses on 4G and the things of Internet, creation of impact and pitfalls in
data security, etc. The users got rapidly increased when the 4th-generation network
comes on the way because of the fast data rate, attractive benefits, and hustle-free
services everywhere. Peoples started using the network more and more for online
purchase, banking, advertising, cloud storage, video processing, and medical image
processing, uploading the information faster into the cloud. The growth in 3rd-
generation increased like a sudden burst to 4th generation because of the enormous
abilities present in it.

In 2011, authors [7] investigated more about hardware involved in things of
Internet. The success of IoT is based on the parameters like the security level,
processing speed, and data transfer rate, using the appropriate embedded hardware
which is never influenced by malfunctions. Authors [7] focus the research work
on investigating the hardware devices used for IoT, troubleshooting capabilities of
hardware when the hackers malfunction the security system also the reliability of
the hardware system for the prolonged working condition beyond the environmental
changes and disasters.Hardware suitable for IoTwill be based on proper device selec-
tion and weightage of the processor working on it. IoT transmitters and receivers are
well encrypted through qualified programmers and mutual dependency to provide
higher security. In his research, he found out that intelligent data transfer is possible
when the processor self-repair its issues coming over the cloud and avoiding stack
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to be overflowing. The management of processing the data in a pipelined manner or
parallel manner matters the speed.

In the year 2017, authors [1] conducted a study on cybersecurity risk levels in
maritime industry. As the study states that maritime industry is heavily exposed to
cybersecurity attacks, and risk management is not properly managed there. There
are so many different maritime vehicles like boats and ships which are less equipped
and handled by different operating background. The communication with the ship,
environmental changes, and disaster updating each and every information traveled
through various sensor nodes is connected with unique protocols. The study focuses
on security challenges faced by the industry and concludedwith a security encryption
scheme with improved optimization in the year 2017.

In 2018, authors [8] concluded the research work on fusion ports. Combining the
operations of one ormore seaport security systems through a common cloud to hybrid
the structure for high-level security is analyzed by the authors [8]. Cybersecurity is a
vital apprehension for the functioning of a modern economy. There is a crucial need
for progress accepting of microeconomic mechanism in the cybersecurity industry
and for consistent data upon which policy design can be based: this with reference
to transportation sector, where the goal of secure data communication can only be
achieved by a strong and continuous collaboration between public and private sector.
Every day, cybersecurity software demonstrates unsuccessful in stopping attacks.
Malware, malicious users, and embattled attacks create enormous risk. For industry,
government and consumers to appreciate cybersecurity success, theymust beginwith
a groundwork built on trusted hardware completing.

3 Design Methodologies Adopted

The nation’s growth depends on the reputed industries providing their contribu-
tion and support to build the overall economic growth of the country. The exports
and imports of various goods keep on increasing year on year, which created the
seaport services to the peak level of engagement. An IoT system helps the seaports
to communicate the information rapidly and precisely to avoid manual time lags.

The growth of IoT-enhanced systems creates easy access to things which connect
the people and devices through a customized platform connected with Internet.
Network providers act as an agent for connecting the things with the devices. The
enormous growth in IoT-enabled systems also created challenges in seaport sectors
to provide required security of user data that are stored in the cloud servers.

The growing challenges in security traits, hacking of information, illegal usage
of information enable the researcher to create more secure algorithms on encryp-
tions and decryptions. These created a demand for more hybrid algorithms on data
encryptions beyond the standard AES and DES schemes. The security is enhanced
by including random chippers and pattern-based chippers too. Focusing on tuning,
the encryption method provides the IoT system coming up with new modified
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versions. Security based on user typed text, face encryption technology, bio-inspired
encryption and tracking system, unique multi-modal biometrics are also being used.

3.1 The Data Encryption Standard (DES)

The data encryption method is a standardized model of creating mutually dependent
keys encrypted in a fixedmodel of steps. The number of iterations of key generation is
also fixed. Both the sides, sender or the user and the receiver or the server system keep
the unique private key. The further process is known as a symmetric key algorithm.

3.2 Advanced Encryption Standard (AES)

AES uses a single encryption key of varying lengths. The AES algorithm concen-
trates on a single block of data and re-encrypts it 10–14 times, depending on the key
length. When using an Internet-connected medical device, AES meets US Govern-
ment requirements for HIPAA data protection. AES also meets FINRA standards for
protecting financial records. AES is an efficient and elegant algorithmwhose strength
resides in its key length options. The longer the key length, the more exponentially
difficult it is to break the encryption.

When comparing both the algorithms DES and AES, it is evident that DES is less
secure than AES. In fact, DES encryption is a result of a 30-year-old effort by the
US Government to offer cryptographic security for all government communications.
The goal was to achieve both cryptographic security and standardization well known
to everyone. DES is the main impact for cryptography but has since been split by
researchers.

3.3 Triple Data Encryption Standard (3DES)

An interesting algorithm created after the analysis and pitfalls of AES and DES
algorithm is a type of computerized cryptography where each block of data receives
three passes of secure secret data. Enormous security comes from the larger key
length. Triple DES was also replaced by NIST, which adopted the well declared
algorithm called AES. Triple DES is now considered obsolete but is still used by
some IoT products worldwide because of its compatibility and flexibility. Triple DES
algorithm secures the data well and protects against brute force attacks. Brute force
attacks use formulated tools to find out various combinations of secured data until
the hacker cracks the key.
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3.4 RSA Encryption

As the study continues, another algorithm comes on the way in which initials RSA
come from the last names of three founders ofRSADataSecurity (Rivets, Shamir, and
Adelman). RSA encryption provides a public-key encryption technology licensed by
RSA Data Security, who also sells its accompanying development kits.

RSA encryption scheme is intelligent and allows users to send encrypted data
without having to share the code with the recipient. It is a public-key encryption, and
the public key can be shared openly. However, the data can only be decrypted by
another private key known by the end users. Each RSA user has the common public
key, but only, designated recipients are privy to the private key.

3.5 Twofish Encryption Algorithm

Twofish is another well-defined block cipher algorithm proposed by Counterpane
Labs over 20 years ago as a replacement for the AES. Because of the enormous
benefits and security, Twofish algorithm was a finalist for selection as the new NIST
advanced encryption standard. Twofish applies a block ciphering system based on a
single key of any length up to 256 bits. This encryption standard is more efficient
on computers with lower magnitude capacity of system processors and IoT device
smart cards. Twofish appears in many of the free encryption software products like
Vera Crypt.

3.6 Encrypting IoT Systems

The study enforced to declare a new systematicmethodwhich involves better security
challenges in Internet of Things system applicable in all industries. Development of
machine learning algorithms tangles the sparks on addingmore accuracy and hacking
free security protocol in IoTmodules.Machine learning algorithms aremoreuniquely
modeled, which analyze the inputs in the form of image, text, or an audio clip, or the
input will be a video sequence with different objects. The system model is divided
into training and testing. This is the method of considering numerous statistical
possibilities of a certain pattern of inputs with the comparative analysis of patterns,
features, style, color, and other objectives of the group which is in the global datasets.

The analysis of machine learning in a particular model considers glob-
ally connected data, collected records of environment, registered information of
customers in large scale, etc. The analysis is obviously complex and seems to be
a complex model in understanding. The source of information collected through
seaport IoT modules is from mobile devices, cloud information, etc. The seaport
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Fig. 1 Organization of the study

customers login daily to the authorized network provided by seaports and share the
information on common cloud.

The combination of ML-enhanced algorithms and hybrid encryption systems is
used tomake the encryptionmore precise and overcome the security pitfalls in seaport
networks. Another advantage persists in combining the ML algorithms to be used in
IoT modules is clarifying the unpredictable hacking challenges, information lost in
network, pretend the unconditional behavior of IoT modules during processing.

The deep understanding of ML protocols is required to overcome the similarity
issues in duplicating the encrypted data. Reliable system is demandable in seaport
networks to avoid the overwhelming problems of handling big data vector and fast
loading data during registrations. Encryption is doubled when algorithmically over
covered system presented in the IoT modules of seaports. The usage of cameras
in seaports is helpful to analyze the activities of the humans and loading/unloading
activities of the containers to find out the deviations quicker; henceforth, theMLalgo-
rithms play numerous roles in seaport IoT systems and provided double-encryption
security.

4 Tabulations

See Table 1.

5 Findings and Discussions

After the study of various algorithms related to IoT data encryption and selection of
data through ML process such as algorithm A, B, C, D, and E which area applied to
avoid the anomalies, it is evident that usage ofML in encryption for data security plays
an efficient role. ML algorithms are strategically evident in the case of generating
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Table 1 Comparison of various encryption algorithm performance on processing time

Research author(s) Encryption method Processing time in ms/MB
transmission

Pavithra G—2018 [8] AES 5.6

Amirhossein Safi—2017 [9] DES 5.8

Kedar Deshpande 2018 [10] Triple DES 6.3

Vidhya Vijayan, Eldo P Elias 2019
[11]

RSA 6.1

Thorat CG, Inamdar VS 2018 [12] TWOFISH 5.6

modifiedmodel which can double encrypt the data to provide security and focused on
creating such ML-combined algorithm to overcome the unpredictable behaviors of
overloaded data. The study hopefully paves a way to extend the research on covering
the formulated encryption algorithms with the highly secured ML prototypes to
form a double-encrypted scheme for IoT-connected modules in seaport systems.
The major challenge is unpredictable victims on processed data; hence, the middle-
level communication module needs higher security schemes than that of existing IoT
implementations.

6 Conclusion

The Internet of Things is growing with increasing pattern every year. It has spread
from the power grid to smart refrigerators at home, at industrial levels by monitoring
production line efficiency creating various smart systems. The devices communicate
with Internet will be encrypted because of the personal and business intelligence
data they transmit. IoT users are aware, and security managers focus on creating
nonvulnerable algorithms to safeguard the user info residing in the large cloud. The
protocols are framed in such a way that creates necessary security to confidential
information through levels of encryption. The study conducted here analyzes various
encryption algorithms such as AES, DES, Twofish, RSA, and Triple DES. The best
protection available right now is encryption. Algorithms and elegant mathematics-
basedmachine learning approaches are evident right now to provide required security.
As far as so many discussions on algorithms mentioned in Refs. [13–19], the study is
positively concluding that creating hybrid encryption schemes with the association
of ML algorithms provide more security in IoT systems at the seaport.
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7 Future Scope

In future, deep learning-based approaches will be implemented to improve the secu-
rity of data on the cloud. Testing of real-world data can be carried out for the
ports.
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Dynamic Load Balancing in Cloud
Network Through Sunflower
Optimization Algorithm and Sine–Cosine
Algorithm

U. K. Jena, Pradipta Kumar Das, M. R. Kabat, and Sanjay Kumar Kuanar

Abstract The objective of the paper is to scheduling of independent task dynami-
cally among the virtual machines (VMs) in the cloud network on the share resources.
Scheduling of task and allocating of the resources from the data center have been
performed through the several meta-heuristic algorithms and achieved encouraging
results.However, their performance evaluation is far basedon the ideal state andneeds
more improvement. Load balancing in necessary when some VMs are executing
more number of task and task need to wait in queue for processing at the same
time other VMs are free and not allocated any task or less number of tasks for execu-
tion. The problem under consideration is proposed sunflower optimization algorithm
with sine–cosine algorithm (SFOA-SCA) for improving the performance of load
balancing in cloud network. The experimental result illustrates that the projected
procedure is outstripping its opponent in the manner of throughput time, waiting
time, response time, execution time, and utilization energy during load balance of
task in cloud network.
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1 Introduction

Load balancing is a challenging task in the cloud computing which allows the user to
access service such as sharing of resource, database, software, and server on demand
basis [1]. In the cloud computing environment, user submitted request to taskmanager
for scheduling of task. The task manager provides a request to the scheduler for
scheduling the task and assigning to VMs for execution. Many scheduling algorithm
has been proposed by the researchers to resolve the load balancing issue in the cloud
network. Heuristic approach has been proposed for task scheduling and resource allo-
cation in cloud computing environment [1]. The author proposed bandwidth aware
division scheduling and BAR optimization for resource allocation. Dragonfly opti-
mization and constraint measure have been exercised for load balancing in cloud
computing [2]. Hybridization of firefly and improved multi-objective particle swarm
optimization (PSO) have been illustrated for energy-efficient load balancing [3]. The
author proposed a hybridization of meta-heuristic algorithm by modifying PSO with
Q-learning for dynamic load balancing in cloud computing [4]. The aim of hybridiza-
tion was to improve the throughput, energy utilization, and optimizing of waiting
time. An efficient version of binary PSO algorithm with low time complexity and
low cost for scheduling has been proposed to resolve the load balancing and resource
allocation in cloud environment [5]. Cloud task scheduling has been carried out
through the enhanced SFOA [6]. Whale optimization algorithm has been exercised
for cloud task scheduling with multi-objective optimization model [7]. The aim was
to improve the performance of a cloud system with a specified resource. Hybridiza-
tion of electro search with genetic algorithm has been proposed to resolve the task
scheduling in cloud computing [8]. Modified hennery gas solubility optimization
and oppositional based learning has been illustrated to resolve the task scheduling
in cloud network [9].

The objective of the paper is to generate an effective and efficient load balancing
in cloud network by distributing the task among all VMs equally. Load balancing is
carried out by designing the fitness function for VMs with considering four different
constraints. The overall fitness function evaluates before assigning any task to VMs
and generates the optimal VM through the integrated SFOA and SCA. SFOA algo-
rithm has been improved and integrated in the SCA to generate the best position of
VMs for assigning task to overcome the overloaded and under loaded VMs. Integra-
tion SFOA algorithm into SCA is to enhance the convergence speed and to provide
the better optimal solution in the search space and also avoid to trap at local optima.

The rest of the paper is illustrating as follows: The design of the fitness function for
load balancing is elaborated in Sect. 2. Sunflower algorithm is described in Sect. 3.
Section 4 described the sine–cosine algorithm and also algorithm for load balancing
in cloud computing network. Experiment setup and result analysis has been illustrated
in Sect. 5. Conclusion of the work is described in Sect. 6.
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2 Design of Fitness Function for Load Balancing

The main emphasize of the proposed technique for load balancing is to distribute the
task among all VMs in equal manner as to reduce the power consumption, migration
cost, and utilization of memory during the load balancing. The fitness function is
designed to evaluate the capability of VMs for executing the task with a minimum
makespan. ConsiderM number of PMs serves the resource pool in the cloud network
which is owned K number of resources and each PM consists of N number of VMs.
Let Pi and V Mi j signify the i th (1 ≤ i ≤ M) PM in the cloud and jth (0 ≤ j ≤ N )

VM in ith PM , respectively. Cik signifies the total capacity of k-type the resources
owned by the ith PM. D-dimensional vector is used to represent the request for VM
for executing the task and sharing of the resources. The fitness function is designed
based on the makespan, energy utilization, and power consumption and migration
cost andmemory usages. The first fitness function is designed based on theminimum
makespan. The execution time of the jth VM is Tj , and it is calculated based on the
decision variable Ui j .

Ui j =
{
1 , if Ti is assigned to VM j

0 if Ti is not assigned to VM j
(1)

Tj =
n∑

i=1

Ui j × TCi j (2)

where TCi j

where TCij is the i th (1 ≤ i ≤ n) task completion time in j th (1 ≤ j ≤ N ) VM and
TCi j is calculated as follows:

TCi j = Li

PS j
(3)

where Li is the length of the ith task and length of the task is defined in terms of
number of instructions (Millions of instruction) and PS j is the processing time of jth
VM in the cloud. The makespan (MS) is the maximum value of the execution time
of all virtual machines and mathematically defined as follows:

F1 = MS = Max(Tj ), 1 ≤ j ≤ m (4)

The second fitness function is designed based on the power consumption during
the load balance and it is determined by taking the absolute Euclidean distance all
dynamic PMs simultaneously. The smaller Euclidean distance indicates the better
load balancing and PM is turn off mode when there is no task executing in the related



612 U. K. Jena et al.

PM. The efficiency of power (E f ) of each active PM is calculated as follows:

Ei
f =

√√√√ k∑
j=1

(RU j − RUbest j )2 (5)

where RUi signifies the jth resource utilization and resource may be memory and
CPU, and RUbesti represents the best utilization of jth resource for power efficiency
in each PMs. The power efficiency of all PMs at time is calculated as follows:

Pt =
M∑
i=1

Ei
f (6)

The total power efficiency of the system within T is expressed as follows:

F2 =
T∑
t=0

Pt (7)

The third fitness function is designed based on the migration cost of VM, and it
is expanded when the quantity of movements increments. The better load balancing
provides the least movements of task from the loaded VMs to unloaded VMs. The
migration cost is calculated as follows:

F3 = 1

N

⎛
⎜⎜⎜⎝

N∑
i=1

Number of migration in VMi

N

⎞
⎟⎟⎟⎠ (8)

The fourth fitness function is designed based on the memory usages, and the
usages of the resources in VMs are memory and CPU. The computation of storage
usages in whole cloud arrangement is evaluated as follows:

F4 = 1

M ∗ N

⎡
⎢⎢⎣

M∑
i=1

N∑
j=1

1

2

⎛
⎜⎜⎝

CPUUtilizedi j
CPUi j

+memory utilizedi j
memoryi j

⎞
⎟⎟⎠

⎤
⎥⎥⎦ (9)

The overall fitness function is designed for load balancing in cloud network by
taking the weighted sum of the individual fitness function designed based on the
constraint evaluations. The fitness function for load balancing in cloud network is
expressed in Eq. 10.
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F = β1F1 + β2F2 + β3F3 + β4F4 (10)

3 Sunflower Optimization Algorithm

The sunflower optimization algorithm (SFOA) mimics the movements of the
sunflower to fascinate the solar radiation [10]. It generates the optimal solution
based on two principles such as pollination and movement. In the pollination phase,
sunflower liaises to harvest the pollen gamete. In movement phase, the sunflower
proceeds toward the best sunflower in a random manner which is considered as sun
here. Every optimization algorithm needs the proper balance between exploration
and exploitation to generate the better global optimal solution on the search space.
To explore this issue, basic SFOA has been improved by introducing a novel pollina-
tion operator that maintains the good balance between exploration and exploitation
capability. The procedure of improvement is explained bellow:

Initialization of Population: Population (P) is initialized for N sunflowers, and
each sunflower consists of M numbers. The population is initialized through as
follows:

P = {X1, X2, X3, . . . , XN } and each sunflower Xi = {
xi,1, xi,2, . . . , xi,M

}
and

xi, j is signified in the following manner:

xi, j = xmin + βi j (xmax − xmin) (11)

where βi j signifies the random number in the range of [0,1], xmax and xmin are the
upper and lower bound of the sunflower xi, j correspondingly and its value is set as
M and 1 correspondingly.

Pollination: In the pollination process, the classical SFOAselect pr×N sunflowers
from the population, where pr the pollination is rate, and then, update each nominated
sunflower as follows:

Xi (t + 1) = λi
(
Xi (t) − X j (t)

) + X j (t) (12)

where Xi (t) and X j (t) are the position of the sunflower i and j at iteration t , respec-
tively. p is the pollination rate, and λi is the random number within the range [0,1].
The pollination process is modified in the improved SFOA as follows:

Xi (t + 1) = α(t)Z + (1 − α(t))Y (13)

Z = X j (t) + rand (Xi (t) − X j (t)) (14)

Y = Xi (t) + δ(Xbest(t) − Xi (t)) (15)
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Xbest(t) = min( f (Xi )) where, 1 ≤ i ≤ N (16)

α(t) = αmax − t

T
(αmax − αmin) (17)

δ = 2 ×
(
1 − t

T

)
(18)

where α(t) is the control parameter which control the local and global pollination
ration and its value lies in 0 and 1, δ is the scaling factorwhich regulates the amplitude
of the searching direction (Xbest(t) − Xi (t)), Xbest(t) is the best position of the
sunflower found so far, and rand is the random number with in [−1,1]. T is the
maximum iteration and t is the current iteration. The value of αmax = 0.7 and
αmin = 0.3. The man motive of introducing novel pollination process is to improve
the exploration and exploitation capability simultaneously. In improve SFOA, at the
start of the iteration, it performs more on the global search and proceeds toward the
local search with the iterations. The local pollination process is carried out in Eq. 13
through the term Z which explores the exploitation process in the search algorithm
and the term Y introduced in Eq. 13 enhances the exploration process by global
pollination.

Position Update: The SOFA is very much sensitive on the pollination rate.
The high sensitivity does not guarantee to provide the better sunflower. In this
improvement, the pollination rate has been modified as follow:

pr = 0.5 ×
(
1 − t

T

)
(19)

The position is updated based on the selection of pr × N numbers of sunflowers
and updated their position as follows:

Xi (t + 1) = Xi (t) + λ
Xbest(t) − Xi (t)

‖Xbest(t) − Xi (t)‖ (20)

The position update is carried out to change the direction of the sunflower toward
the sun Xbest(t).

4 Sine and Cosine Algorithm (SCA)

It is a population-based meta-heuristic algorithm to generate the optimal solution in
the search space by generating the initial random solutions and allow them to proceed
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toward the most promising solution in the search space through the mathematical
function sine and cosine [11]. Nevertheless, the population-based algorithm concen-
trated on two phases such as exploration and exploitation to obtain the optimal
solution. The position is updated through the classical SCA as in the following
manner.

Xi (t + 1) =
{
Xi (t) + p1 × sin(p2) × ∣∣p3Pg

i − Xi (t)
∣∣ , p4 ≺ 0.5

Xi (t) + p1 × cos(p2) × ∣∣p3Pg
i − Xi (t)

∣∣ p4 ≥ 0.5 (21)

where p4 is the control parameter for selecting sine or cosine function to update the
position of the particles in the search space and the value of the control variable
lies within [0,1]. The parameters p1 and p2 select the direction of movement and
amplitude of the movement in the search space, respectively. The parameter p3 is
randomweights which determine the effect of the goal as the iteration proceeds. p4 is
used, the greedy strategy, to control the balance between exploration and exploitation
through the selection of sine or cosine function. The classical SCA agonizes from
slow convergence rate, more time taken to obtain the optimal solution, trapped at
local optima, and it proceed to engender the global optima based on the adaptive
and randomness control of the parameters. Therefore, it is unable to generate the
satisfactory solution in each time because of fine tuning the control parameters.
Hence, it is necessary to modify the classical SCA through Xbest(t) which is the best
position of SFOA and used the greedy strategy to update the position of the particle
based on the SOFA or modified SCA to avoid the slow convergence and trapped at
local optima in the search space. The modification of SCA as follows:

Xi (t + 1) =
{
Xbest(t) + p1 × sin(p2) × |p3Xbest(t) − Xi (t)| , p4 ≺ 0.5

Xbest(t) + p1 × cos(p2) × |p3Xbest(t) − Xi (t)| p4 ≥ 0.5
(22)

The parameter p3 is the random number lies in between [0,1] and p1 and p4 are
modified as follows:

p1 = μ

(
1 − t

T

)
(23)

where μ is positive constant and its value is set as 0.7.

p4 = 1 − t

T
(24)
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Algorithm 1: Pseudo code for SFOA-SCA for load balancing

Input: N is the Population; T is the maximum allowable iterations and initializes the population
Xi (1 ≤ i ≤ N ) using Eq. 33. Xmax and Xmin are the upper bound and lower bound of the search
space, respectively. Initialize the parameters of SFOA and SCA, N number of VMs, M number of
Tasks.
Output: Optimal Load balancing in cloud Network
Initialize the population through Eq. 11
While(t < T ).
1.Set the best position of sunflower as Xbest .
2.For i = 1 to N
3. Compute the fitness value of Xi .
4.End for
5.Xbest = minimum( f (Xi )).
6.For i=1 to N
7. (Xi )SFOA is the position updated through Eq. 20.
8. (Xi )SC A is the position updated through Eq. 22

9. If( f (
(
(Xi )SFOA

) ≺ f
(
(Xi )SC A

)
) Then

10. Xi =(Xi )SFOA
11. Else
12.Xi =(Xi )SC A
13. for End
14.while End
15.Return global best solution

5 Experiment Setup and Result Analysis

The load balancing in cloud network has been exercised through the CloudSim 4.0
simulator. The simulation has been carried out in the Desktop machine consists
of Intel Quard-core i7processor, 3.4 GHz CPU, 16 GB RAM, 1 TB HDD, and
Window 10 platform. The environment setup for carrying out the experiment has
been presented in Table 1.

The performance of the algorithm verified through the result discussion and result
of the load balancing has been exercised in terms of response time for task,makespan,
number of task migrated, resource utilization, throughput, and degree of imbal-
ance. The experiment has been conducted in real and simulation environment. The
outcomes of the experiment have been presented in Table 2. The outcomes of the
result reveal that the proposed algorithm outperforms over its counterpart algorithm
in different metrics. The performance of the proposed algorithm has been evaluated
in the terms of resource utilization during load balancing and its outcome has been
illustrated in Fig. 1. The outcomes of the Fig. 1 show that SFOA-SCA exploited the
maximumnumber of resources during the load balance as compared to its competitive
algorithms. The energy utilization during the load balance through the SFOA-SCA
with its counterpart algorithm has been presented in Fig. 2. The result of Fig. 2
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Table 1 Environment set for
load balancing

Type Number Parameters Value

Data center 2 Arch ×86

OS Linux

VM Monitor Xen

VM 10–100 Processor speed 9726MIPS

Memory 0.5 GB

Bandwidth 1 GB/s

Image size 10 GB

Number of PEs 1

VM Manager Xen

VM policy Time shared

Host 20 Processing element
power

10,000,00MIPS

Storage 4.0 TB

RAM 16.0 GB

Bandwidth 15 GB/s

Cores 6

Storage capacity 2 TB

Total number of
tasks

1000

Length of each task 1 MB–2 GB

Total file size as
task

50 GB

illustrates that the proposed algorithm uses minimum amount of energy as compare
to other algorithms. Makespan has been evaluated through SFOA-SCA, SFOA, and
SCA during the load balancing in the cloud network and it is illustrated through
Fig. 3. Figure 3 reveals that SFOA-SCA takes less time to execute the assigned tasks
in VMs as compared to other algorithms. Number of task migrated during the load
balance has been evaluated for maintaining the equilibrium of load balance in VMs,
and outcome of the result has been presented in Fig. 4.

Figure 4 shows that the number of task migrated among the VMs is least as
compared to its counterpart algorithms. Hence, the proposed algorithm outperformed
as compared to its counterpart algorithms. The response time of task has been
performed through the proposed algorithm along with its counterpart algorithms.
The response time of the algorithms for load balancing has been illustrated through
Fig. 5. Figure 5 shows that the performance of the algorithm in respect to the response
time is minimum as compared to other algorithms. Throughput of the load balancing
has been evaluated through the proposed algorithm, and it is presented throughFig. 6.

Figure 6 illustrated that the proposed algorithm provides the better throughput as
compared to other algorithms in its counterpart. Therefore, the proposed algorithm
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Fig. 1 Number of Tasks
with Resource utilization for
fixed number of VMs

Fig. 2 Number of Task with
Energy utilization during
load balancing for fixed
number of VMs

Fig. 3 Number of Tasks
executed with Makespan for
SFOA-SCA, SFOA and SCA
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Fig. 4 Number of task
versus Number of task
migrated during load balance
using SFOA-SCA, SFOA
and SCA

Fig. 5 Number of Task with
response time of VMs using
SFOA-SCA, SFOA and SCA

Fig. 6 Number of Task with
throughput using
SFOA-SCA, SFOA and SCA
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SFOA-SCA generates the better results in respect to the response time, throughput,
energy utilization, task migration, makespan, and resource utilization as compared
to other algorithms in its counterpart.

6 Conclusions

Load balancing of independent task in cloud computing presented in this paper has
been carried out using SFOA-SCA. Fitness function has been designed for assigning
the task into VMs by considering different constraints. Before assigning the task
into VMs, it evaluates the fitness value to check whether the tasks are overloaded or
under loaded inVMs. The overloaded taskwill havemigrated to under loadedVMs to
maintain the balance of load in VMs. The performance of the proposed algorithm has
evaluated through differentmetrics and also compared it with counterpart algorithms.
The conclusion revels from the analysis of the result that the proposed algorithm is
more effective and efficient for dynamic load balancing as compared to its counterpart
algorithms.
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Machine Learning Approach
to Exploratory Data Analysis on Global
Terrorism

Debabrata Dansana, Subhashree Sahoo, Faizan Ashraf,
Vivek Kumar Prasad, and Kalyan Das

Abstract This article provides an overview of the benefits and the limitations of
using exploratory data analysis for research questions surrounding explosion inci-
dents. Most importantly, it provides a starting place for those interested in learning
about this type of analysis and considerations that users should be aware of. Those
unfamiliarwith exploratory data analysismayfind the article helpful in understanding
what will be covered during their dissertation process. Terrorism is a term we use
to refer to violence and intimidation in the pursuit of political aims. Terrorism has
been around for about two centuries, but it did not gain much traction until the
1970s. Terrorism is defined as violent acts against innocent people committed to
making an impact on society or government. The underlying causes of terrorism are
usuallymotivated by injustice, revenge, oppression, retaliation, conflict, and hostility
borne out of inequality among countries. Furthermore, it is associated with religious
extremism and usually targets civilian populations to cause death or destruction. As
a result of these patterns in manifestation and potential consequences worldwide,
terrorism has become a pressing global issue that requires attention at multilateral
levels. In this article, we have tried to cover all the aspects of terrorist data analysis
using various machine learning algorithms like support vector machine and linear
regression. After analyzing the above datasets by the said model, we have figured
out which region is mainly affected by attacks and where the cases of terrorists have
been seen frequently. Here, we have tried to explain what it means to do this kind of
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research and provide some considerations for those who want to use this approach
for their work.

Keywords Terrorism · Support vector machine · Linear regression · Prediction ·
Data analysis

1 Introduction

Terrorism is defined as “the systematic use or threat of violence by an individual or
group to create fear (i.e., terror) to achieve a political, religious, or ideological goal.”
According to the “United States Code Title 18 Chapter 33, Section 233-2a,” this
is the definition. The United Nations defines Terrorism as “premeditated, politically
motivated violence perpetrated against non-combatant targets by sub-national groups
or clandestine agents.” Analyzing international crime data can lead us to understand
why this type of behavior happens. Terrorism is a term we use to refer to violence
and intimidation in the pursuit of political aims. Terrorism has been around for
about two centuries, but it did not gain much traction until the 1970s. Terrorism is
defined as violent acts against innocent people committed to making an impact on
society or government. The underlying causes of terrorism are usually motivated
by injustice, revenge, oppression, retaliation, conflict, and hostility borne out of
inequality among countries. Furthermore, it is associated with religious extremism
and usually targets civilian populations to cause death or destruction. As a result of
these patterns in manifestation and potential consequences worldwide, terrorism has
become a pressing global issue requiring multilateral attention. Terrorism is defined
as the deliberate and systematic murder, mayhem, and threatening of innocent people
to spread fear among adversaries or non-combatants. It is not a new phenomenon:
Terrorism had existed since 1835 when western European states sent mercenaries
intoAlgeria to help French landowners restore order after a long and bloody rebellion
by Algerian Muslims who wanted independence from France; however, it did not
come fully into its own until later in history [1].

The country that suffers from terrorism is less likely to have positive views toward
people who are Muslim. For the study, researchers surveyed nearly 500 Americans.
The team found that one-third of people with direct exposure to terrorism-related acts
and injuries report feeling more negative towardMuslims. More exposure to terrorist
violence was associated with more negative views. However, they found that direct
exposure was not significantly associated with more negative sentiments toward the
Muslim religion. On the other hand, people with indirect exposure were substantially
more likely to report holding unfavorable views of Islam, which was not directly
associatedwith their exposure to terrorism. The authors attributed this disparity to the
fact that direct exposure to terrorism was associated with increased negative views
about the United States, and indirect exposure was not. Lead author and political
scientist Michael A. Salter Assistant Professor of politics and international studies at
GeorgeWashingtonUniversity, said, “ourfindings show the effects of terrorismon the
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mental health of Americans.” The team also found that the more a person witnessed a
mass shooting, themore likely they held opposing views towardMuslims. Salter said,
“to people who say the United States is safer now, we can say the mental health of the
American people is the highest, and it has been since immediately following 9/11.”
“It might be difficult to separate one’s reaction to terrorism from the reaction to the
policies of the current political leadership,” Salter added. As for possible reasons for
people’s negative views, the researchers pointed to the media’s tendency to highlight
terrorism in certain areas, such as the media’s coverage of the Boston Marathon
bombings. Nowadays, terrorism is a global issue. Every country is making its plans
for dealing with it. United nations have also taken significant steps to deal with it.
The world is facing a new kind of disaster. It seems that terrorism will be a common
problem in the world. The countries which have suffered terrorism are Pakistan, Iraq,
Algeria, Iraq, Afghanistan, Yemen, Nigeria, Sudan, Israel, India, Iran, Kenya, Libya,
Sudan, Saudi Arabia, Palestine, Syria, Morocco, Indonesia, Egypt, Yemen, Kuwait,
Indonesia, Libya, Iran, Nigeria, Uganda, and the list of the above is too long and too
difficult to enumerate. When the number of terrorism acts has increased, the security
apparatus, intelligence, and police have faced a big challenge and taken a few steps
to control it. This problem is not only one of the countries; it has now become a
global problem. To know about the terrorist acts are essential. It is to prevent such
actions. You cannot kill all the terrorist acts, but you should know about them and
deal with them properly to prevent such an attack. There are various ways to prevent
terrorist acts. In this article, we will tell you about some of the ways that may help
in dealing with such actions. To keep an eye on any suspicious person [2].

2 Literature Review

Green Arther Sandag [3] study is aimed to conduct an exploratory data analysis
and predict terrorist activity in Indonesia using K-nearest neighbor and k-fold cross-
validation. In this research, data selection, data cleaning, and data reduction were
carried out, and the feature selection process aimed to find out the most influential
data attributes. Mullins [4] examines the culture and dynamics of terrorist organiza-
tions, the operation of such organizations in the United States, and terrorist tactics
and strategies. Other chapters consider weapons used by terrorists, counter-terrorist
options, victims of terrorism, hostage situations, and the future of terrorism [4]. In
his paper, Singer [5] illustrates how to use interpretable classification algorithms
to identify subgroups of terrorist incidents that share common characteristics and
result in mass fatalities. ARIMA [6] and SEIR [7] technique are used to analyze the
COVID-19 predictions and analysis in addition to that machine learning approach is
used in [8] to forecast social media. In addition to this methodological contribution,
from a practical perspective, exploring the factors identified in the patterns can lead
to prevention strategies, such as alteration of the physical or systemic environment.
We present three examples of terror attacks described by a design that resulted in
a high probability of mass casualties. In contrast, attacks that differ in just one of
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these characteristics resulted in far fewer casualties. We propose an exploration of
the differentiating characteristic to reduce the probability of mass-fatality terrorist
incidents. Pravallika [5] has described and predict the region and country of a terrorist
attack using machine learning approaches. The work has been carried out upon the
Global Terrorism Database (GTD), and an open database containing a list of terrorist
activities from 1970 to 2017.

The Global Terrorism Database (GTD) documents more than 200,000 interna-
tional and domestic terrorist attack worldwide since 1970. The GTD is a compilation
of terrorism information collected and organized from the world’s most extensive
collection of terrorism-related sources. Including the Federal Bureau of Investigation
(FBI), the National Counterterrorism Center (NCTC), the British Home Office, the
Israeli Ministry of Foreign Affairs, the U.S. State Department, and other agencies. A
summary of the data collection process is provided below: The GTD contains data
on all types of terrorist attacks: violent, nonviolent, and mass atrocities, including
hostage-taking, attempted, and thwarted Terrorism. The GTD is organized by year,
country, region, and type of terrorism involved.With details on various dimensions of
each episode, the GTD familiarizes analysts, policymakers, scholars, and journalists
with patterns of terrorism that can inform response and prevention strategies. Data
collected and contained include the following:

Country: The full name of each country.
Region: A country’s subdivision into geopolitical regions.
Year: Data are organized by year and include information on the country, region,

type of attack, and the date and time of each attack.

2.1 Primary and Secondary Data Sources

The primary data source for the GTD is the FBI’s National Database (NDB) of
Domestic and International Terrorism. The NDB contains detailed information on
all known and suspected terrorist incidents in the United States and abroad, regard-
less of the motive or number of victims. This database includes more than 30,000
cases or approximately 60,000 cases from 2003 to 2009. The GTD also uses data
compiled and coded by the FBI’s National Criminal Information Center (NCIC). The
NCIC contains numerous other reports on terrorism, including the NCIC database
of arrests and court convictions of terrorists. In addition, the NCIC contains infor-
mation on terrorism arrests and court convictions of foreign citizens and nationals.
For information on more than 30,000 people arrested in the United States, including
both domestic and foreign nationals, see the NCIC Terrorists and Terrorist Organi-
zations database. The GTD also includes additional data compiled and coded by the
Joint Terrorism Task Forces (JTTF). The JTTFs are federal, state, and local multi-
jurisdictional collaborative investigations. These law enforcement agencies identify
terrorism in progress and work together to disrupt and prosecute terrorists. The GTD
contains reports compiled and coded by JTTFs. See Terrorism in the United States
[1, 9].



Machine Learning Approach to Exploratory Data … 627

2.2 Data Quality

To assure the quality of the GTD, the FBI and the various JTTFs conduct ongoing
quality control procedures. Data that do not meet FBI and JTTF standards are
removed from the NDB. In addition, all the information included in the GTD is
coded by FBI and JTTF personnel. During coding, any inconsistencies or omis-
sions are flagged and subsequently investigated and corrected. If the records contain
evidence of significant errors, the documents are referred to the FBI’s Assistant
Director for Intelligence (ADBI).

In addition, the FBI also conducts internal audits of GTD records for compliance
with FBI procedures and standards. These audits are performed by designated groups
of FBI personnel who are familiar with the subject matter and can detect unusual or
erroneous information. Audits identify unnecessary deletions of records and records
that appear to be erroneously coded or entered, duplicate, and outdated or stale
records. If necessary, the FBI corrects the records. However, if the changes are
minor and not a significant source of error, the difference is allowed to stand as a
correction to the original document. Recent terrorist attacks that devastated many
forms of lives in the past. Some of the significant incidents took many lives and
all. This creates a global issue as well as it needs to stop. The leading causes of
terrorism are poverty, the conflict between states, and a lack of tolerance. The first
and most important method to stop terrorist acts is getting everyone involved and
working together to prevent them. The second most important method is to avoid
wars and stop the fights between countries that can cause terrorism. The third and
most important method is to treat terrorists as they are. They are not all good, and
they are not all bad; they are human. If a country can stop it, it should, and the world
should also stop if it cannot. There is no such thing. “War” in a broad sense means
“conflict over scarce resources,” and “war” in a more specific sense means “two
or more armed groups engaging in conflict.” There is no conflict; that is a subset
of war. The only wars that can be considered wars are officially recognized by the
U.N. and have international sanctions. The U.N. can be broken down into several
different categories, depending on how they are formally and legally defined in
international law. These include formal treaties, usually signed by several states, and
binding international law. These are relatively easy to define since they are generally
characterized by a set of binding rules, which can be enforced. The rules can be
codified in law or custom, but either way; these rules define the legal framework in
which the conflict takes place non-international law. These include unilateral acts
that are not formally binding, like treaties or declarations. These are harder to define
since they aremore difficult to enforce and thus not everyone considers them binding.
One can make a good argument that everything is non-international law since any act
by any government on another government or its citizens is non-international. While
definitions could be used to distinguish between actions, wars, and conflicts, none
of them help identify the borders between them. Some regions are greatly served
as the hot zone of terrorism. From these regions, significant people have joined the
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terrorist groups and participated in several terrorist attacks. In this part, some of the
major terrorist organizations are discussed in detail [4, 10].

3 Problem Statement

Here, we have tried to identify the major causes of terrorism and hot zones by
analyzing the global terrorism dataset using machine learning technique.

3.1 Proposed Work

Here are the various factors that we have considered for analyzing our dataset and
explain the results of these processes by a suitable graph.

Analyzing dataset while considering the timeframe

Given that dates sort the data, attacks on U.S. citizens seem rare in each date range.
But the terrorist act against the citizens of the U.S. has been increasingly in the
following year after this rare date range. By finding the date of the start of the
increase, the factors in increasing terrorist acts can be easily identified by taking into
account the changes and developments in the country after this date. For example,
we find the increase of terrorist acts in 2010 and the beginning of this increase in
2009. If we were to look at the factors of increasing terrorism from 2009 to 2010,
we could see that most of the factors that caused increasing terrorism were already
in place before 2009. But after the year 2010, the effect of this cause is seen in rising
terrorism. Using a linear regression model, we find the factors that were the leading
cause of terrorism in the years from 2005 to 2010: In the equation, y1, y2, y3, and
y4 are the values of variables: date, year, month, and day, respectively. The model
explains the year-by-year increases of the value of the y-axis up to the value of 3.16
from the base year, 2005, which illustrates an 80% increase in the value of the y-axis
(the year-by-year data are available from 2005 to 2010). When looking at the graph
in Fig. 1, it is possible to see that the increase in the value of the y-axis started at the
beginning of 2009 (2009.16), which means the value of the y-axis is increasing by
0.16 each year. The increase of terrorism acts from 2005 to 2010 can be explained by
the linear regression model. (y-axis shows the value of terrorism effects, the x-axis
shows the year, and y1–y4 are values of the model). Based on this model, we will
attempt to predict the potential impact of the event that will be considered an event
that could increase the values of y1, y2, y3, and y4, and the difference of y1–y4 can
measure the impact. In the model, the value of y1 (the variable that shows the effect
of factor 1) is a product of factors 1–4, so the value of y1 could be expected to be
the product of the factors. When factoring one increases by 0.1, factor 2 will be 1.0
minus 0.1, and factors 3 and 4 will be unchanged. Based on this model, the year of
2009.16 is the base year (a year without the increase of the factor), and then, the year
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Fig. 1 Mortality report for terrorist attack on U.S. in a certain timeframe

of 2009.25 is the predicted year (with the rise of the factor), and this is supposed to
have a different value than y4. Then, the differences of y1–y4 (the predicted value of
y1) are shown as x-axis on the graph in Fig. 1.

A simple linear regression function can be written as

yi = β0 + β1xi + εi , i = 1, 2, . . . , n

We can obtain n equations for n examples:

y1 = β0 + β1x1 + ε1y2 = β0 + β1x2 + ε2
...yn = β0 + β1xn + εn

If we add n equations together, we get

∑
yi = nβ0 + β1

∑
xi +

∑
εi
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Because for linear regression, the sum of the residuals is zero. We get

∑
yi = nβ0 + β1

∑
xi (1)

If we use the ordinary least squares method, which aims to minimize the sum of
the squared residuals. We define C to be the sum of the squared residuals:

C = (β0 + β1X1 − Y1)
2 + (β0 + β1X2 − Y2)

2 + · · · + (β0 + β1Xn − Yn)
2

3.2 Support Vector Machine

Support vector machine” (SVM) is a supervised machine learning algorithm that can
be used for both classification and regression challenges. However, it is mainly used
in classification problems. In the SVM algorithm, we plot each data item as a point
in n-dimensional space (where n is several features you have), with the value of each
element being the value of a particular coordinate. Then, we perform classification
by finding the hyperplane that differentiates the two classes very well and is close
to the points in the positive and negative classes. SVM is an efficient algorithm for
linear problems in which all the data are linearly separable, and the input dimensions
are less than the number of the features. As the dimension of the input data increases,
the probability of the existence of the non-linear relationship between the elements
and the classes becomes high. Since this problem can be very high-dimensional,
it is better to try non-linear classifiers such as the K-nearest neighbor algorithm,
decision tree, linear-discriminant analysis, Gaussian network, and other non-linear
algorithms. To use a support vector machine (SVM) represented in Table 1, you
should implement the training algorithm of the support vector machine, which is the
kernel trick. Here is a simple algorithm that performs the SVM training:

Table 1 SVM algorithm

Input: A given training data points D = (X1, Y1) …, (Xm,Ym) with m instances in d-dimensional
space
Output: A vector fv in the feature space (d + k) dimensional space

Step 1.Normalize each training instance as (x1-mean)…, (xm-mean) and (y1-mean)…,(ym-mean)
Step 2. Compute the kernel trick f: D - > Rn
Step 3. Create a function g: Rn - > R1
Step 4. Initialize all the parameters of SVM as: ξ, ξ∧2, β = 1
Step 5. Compute ui = g(xi) + ξβ(f(xi) - yi) for i = 1…, m
Step 6. If ui is negative for some i, remove that instance and update the parameters (ξ, ξ∧2, β)
Step 7. Train the SVM
Step 8. Generate the SVM classification rule as: f(xi) = + 1 if ui > 0; f(xi) = −1 if ui < 0
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Form of equation defining the decision surface separating the classes is a
hyperplane of the form:

wTx + b = 0.
– w is a weight vector.
– x is input vector.
– b is bias.
Allows us to write.
wTx + b ≥ 0 for di = + 1.
wTx + b < 0 for di = –1.
The easiest way is to make a recursive function. Something like this:

def bin (x, n):
if n == 0:

return []
else if x == −1:

return [−1] * (n − 1)
else:

return [bin (x − 1, n − 1) + [-−] + bin (x + 1, n − 1)]

4 Results and Discussion

4.1 Analyzing Dataset While Considering the Mortality Rate

In most acts of terrorism, the mortality rate and injuries were low, but a small number
of actions led to too many deaths and injuries. Here, we represent the data using the
scatter plot; wherein X-axis, we have taken the mortality rate. In Y-axis, we have
taken the injuries that happened during terrorism. This figure shows the number of
mortality and injuries that have increased over the years. Figure 2 shows the graph
of mortality versus injuries in particular years. We found that the number of deaths
had risen when the casualties were more than the deaths due to a specific cause. We
have discussed these trends in various sections with a focus on a particular reason.

The trends are compared between two periods before 2004 and after 2004. Before
the year 2004, period consists of the events that took place before 2004, then after the
year 2004, period consists of the events that took place after 2004. The mortality due
to terrorism rose from 0.00% to 3.3% from 1998 to 2007. The injuries also increased
from 1.50% to 17.5% during the same period. However, these injuries had risen from
the year 2001 onwards. Before the year 2001, the rate of injuries was 1.5%, and in
the years 2001–2003, it was 1.71–2.11%. We could observe a gradual increase in
the damages from 2001 to 2007. From 1998 to 2007, a total of 1732 terrorist acts
occurred; 817 of these were committed in the year 2001. The highest number of
terrorism-related deaths was reported in the year 2001 as compared to the following
years. The rate of terrorism-related mortality was found to be 3.35% in the year
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Fig. 2 Mortality and fatality report on the terrorist attack

2001. In the years after 2001, the mortality due to terrorism increased by ten times
compared to 2001.

4.2 Frequency of Terrorist Actions in Customized Region

Let us analyze the Middle East and North Africa. Figure 3 gives an overview of
the terrorist actions in a particular region for a specific period. We have taken the
years of attacks on the X-axis, and the Y-axis provides an overview of the frequency
of attacks in that period. How these terrorist attacks have been increasing in recent
years can be what we get from the diagram. There is a rise in the frequency of
attacks from the years 2004–2006. We also see a rise in the total number of terrorist
attacks in this particular region. This is again explained by the recent wave of terror
strikes that Islamic fundamentalist terrorist groups have made. We can also analyze
the geographical distribution of such terrorist attacks. The following figure also
shows this. We can see that most terrorist attacks have been made by fundamentalist
Muslim fundamentalist organizations, which is not surprising. But such events are
not restricted to this region only. Such events are even happening in some countries
of Europe. For instance, in the U.K. and France in which two bombs were made in
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Fig. 3 Frequency of terrorist attacks on the Middle East and south region

different locations. And in Germany, there were two very similar terrorist acts. And
then, there was a bombing in which a massive explosion took place in the area of
Dortmund in Germany. There was also a shooting in a mall in Germany, happening
in the same time frame. All these are terror attacks and are part of a more significant
wave of terror. If you go to the Wikipedia link, you will get additional information
regarding this particular terror wave. But the very reason for the lock is the U.S.
invasion of Iraq and the consequent surge of terror.

One interesting thing is that many countries in the Muslim world and the Middle
East are part of the axis of evil countries, Syria, Iran, Iraq, Algeria, Libya, Egypt,
Saudi Arabia, and Kuwait. In one of the terror attacks in the U.K., a car bomb was
made in Libya. Now, if you see the map below, you will know the location of these
countries. Let us compare this to the countries that have invaded Iraq and have since
beenmentioned as the countries of the axis of evil. It is not by chance that themajority
of these countries are the ones that have invaded Iraq. And for those who want to see
the reason for the terror attacks. During that period, most of the war was happening.
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Also, in the period in which we are in, most of the war is happening; the invasion of
Iraq was on. The map below depicts the area of the charge and the areas of the terror
attacks in Iraq, and the areas of the axis of evil countries. Let us compare the two
maps to see which country is closest to the location of a terror attack.

As you can see from the map, the closest country to the location of the Madrid
bombing and the bombing in London is Syria. As we already mentioned earlier, it is
in Syria that many terrorist organizations are located. So, suppose we conclude that
a lot of the terror attacks in the Middle East and Iraq are part of the axis of evil. In
that case, we can also figure that most of the terror attacks in the Middle East and
Iraq support the U.S. invasion and war in the Middle East and the subsequent surge
in terror. Another exciting thing is that many of the terror attacks planned in these
countries like Saudi Arabia, which is close to the location of a terror attack, have
also been thwarted.

4.3 Terrorist Attacks of a Particular Year and Their Locations

In this Fig. 4, we analyze the terrorist attacks data over a specific year worldwide. In
theX-axis,we have taken the years,while theY-axis gives an insight into themortality
rate due to these attacks. Here, we have compared our whole data worldwide to the
Middle East and North Africa terror attacks. As the pictures depicting all over the
world terrorism incidents are different. But from the Y-axis, it appears that there is
no significant variation in the incidents or mortality rate compared to other parts of
the world. To see the data’s interpretation and impact on the planet, we have taken
the values in the y-axis and converted them to percent, as shown in Fig. 5. In Fig. 5,
the y-axis values are in percentages and plotted for the years 1995–2016. As we can
see, the rate is highest in the Middle East, followed by North Africa and Africa.

Further, as we investigate the graph, we can say that the rate is less in all parts.
However, the rate has increased continuously over the years. It was important news
that the most significant attack had occurred in Bali, where 202 people had been
killed. And from this graph, we can say that if we continue to do the same way, we
may not have to face this type of incident of terrorism. It may give some clue how
this number of terror attacks in any other part of the world.

However, another vital point to be noted in this graph is that we can say that
the death toll is highest in countries that belong to the Middle East region as these
countries belong to the most religious countries in the world. In addition to that, they
are also one of the worst affected when it comes to terrorist attacks. Hence, it can be
noted that although they have a higher rate of mortality in the incidents, it is in terms
of percent than in other parts of the world. So, we can assume that most of the terror
attacks in these parts of the world do not spread terrorism. And hence, a big reason
for this could be that the deaths occurring in the terror attacks are generally from
their home country. It is evident from this graph that although terrorism is spreading
in many parts of the world, they do not spread terrorism as such. It does not get
spread to other parts of the world as we can see that it is mainly limited to specific
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Fig. 4 Comparison of the mortality rate of the south region and Middle East with the rest of the
world due to terrorist attack

countries in the Middle East and not more. As we look at this graph, we can see that
in many cases, this is being done in terms of spreading terror and not for any other
reasons. There are many cases when people are not afraid of terrorism, but still, they
are willing to get killed because of this. This can be because of the religious reasons
practiced in most of the countries in the Middle East. However, it is not the same for
other parts of the world. However, there are other factors that are spreading terrorism.
And we can see that the growth rate of this graph has been increasing over.

In this Fig. 5, we analyze the terrorist attacks for various reasons; data armed
assault and bombing/explosion are seen to be the cause of 77% of the deaths in
these attacks. Hostage, hostage tracking, and unarmed assault are the reasons, too.
This rate is why these attacks are used so many times in terrorist actions. This is
how dangerous weapons and explosives are to the world. In this figure, the rate of
the type of terrorism is the third highest in the world. This is because most terrorist
attacks use weapons to kill people. When most of the killings are made by weapons,
it is a terrifying issue. In this figure, the rate of the type of terrorism is the second
highest in the world. We have seen in the previous figure that the reasons for this
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Fig. 5 Pie chart showing medium of the terrorist attacks

action are armed assault and bombing/explosion. In this figure, the type of terrorism
is why civilians have died so much because these reasons caused many deaths and
caused many injuries to civilians. This is like the type of terrorism we cannot ignore
anymore, and it also gives us an idea of what is going on in the world now. This is
like the type of terrorism we cannot ignore anymore, and it also gives us an idea of
what is going on in the world now. The kind of terrorism I talk about is apparent in
this figure. From this figure, we can conclude that most of the terrorist actions are
done by Islamic militants. The reason that they do this kind of terrorism is because of
Islam. This is how the people are feeling about the terrorist attacks in their countries.
In this figure, we can see that the countries that suffer most are America and Britain.
This is because they have many people, and many people are in danger because of
the weapons and bomb attacks.

Figures 6, 7, and 8 show that in X-axis countries are given, and in Y-axis, it
shows that the number of people has killed in the terrorist attacks is showing. The
figure clearly shows that the death rate also varies according to the terrorist attack in
different countries.

Terrorist acts in the Middle East and northern Africa have been seen to have fatal
consequences. The Middle East and North Africa are seen to be places of severe
terrorist attacks. If you look at the graphics, Iraq, Afghanistan, and Pakistan are the
most broken countries. All of these countries are Muslim countries. In addition, even
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Fig. 6 Fatality rate of different countries in terrorist attacks over a decades

though there is a perception that Muslims are supporters of Terrorism, Muslims are
the most damaged by terrorist attacks.

4.4 Discussion

Furthermore, the United States (USA) is the most damaged country. This happens
because it is an important country, and it has been perceived as the leader of the wars
against terrorism. Furthermore, the USA was thought to be where the global fight
against terrorism was taking place. In addition, the Arab countries and other Muslim
countries were considered to be allies in the worldwide fight against terrorism.
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Fig. 7 Mortality rate of different countries in terrorist attacks (within home region terrorist cases)

However, ISIS managed to turn these allies into the enemy. After the destruction
caused by ISIS, the USA has left the most damaged country in the world. Therefore,
there is a global war against terrorism. It is a war where all the nations have lost their
citizens, resources, and land fight. There are several other reasons why the Middle
East and North Africa are the most damaged places by the war against terrorism.
For instance, the Middle East and North Africa were hit hard by ISIS because they
highly depended on Middle Eastern oil.

Additionally, these countries were under pressure to join the fight against ISIS.
Furthermore, due to security reasons, ISIS could take power in some regions of these
countries. There are different types of terrorist attacks that can be seen. In addition,
there are many terrorist acts in some of these countries. Terrorist acts can occur
because of several factors such as terrorism training, a lack of proper education, or
religious differences. In addition, terrorist acts can be seen in Syria, Iraq, Palestine,
Yemen, Libya, Egypt, Mali, Algeria, and Morocco. In addition, terrorist attacks can
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Fig. 8 Fatality rate of terrorists in different countries using some successful operation

be divided into two different categories. They are the acts that happened when some
terrorist was trained and those that occurred because of a lack of education.

5 Conclusion

This article gives you an overview of the causes of terrorism and the significant
zones or the hot zones of terrorism, why it is considered a danger for the people, and
what our motive to deal with it should be. Here, we tried to propose some solutions
for the issues. While considering all the aspects, we have attempted to analyze the
Global terrorism dataset using various features like we have tried to figure out the
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graph using different data analysis approach. Summing up all the things first part of
this article deals with the essential aspects of terrorism, significant causes, and all
the factors contributing to it, the second part deals with the different data analysis
approach using the dataset and the mathematical formulation behind it, and we have
concluded the article in the third part.

Future Work The above article presents an overview of analyzing the terrorist dataset with the
help of specific machine learning techniques. In the coming times, we plan to explore and train this
dataset using some neural network model and identify the hot zones about the attacks and what
is behind the curtains. We would like to see the dataset used with the help of different machine
learning models to observe how well they work and how accurate they can predict the occurrence
of attacks, location, targets, and so on.
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Intelligent Multiple Diseases Prediction
System Using Machine Learning
Algorithm

Sudheer Babu, Dodala Anil Kumar, and Kotha Siva Krishna

Abstract As a result of their surroundings and lifestyle choices, people nowadays
suffer from awide range of ailments. As a result, predicting illness at an early stage is
crucial. Doctors, on the other hand, struggle to make accurate diagnoses based solely
on symptoms. The most challenging task is predicting sickness properly. Machine
learning plays a key part in forecasting in order to complete this difficult task. To
tackle this challenge, machine learning plays a key role in illness prediction. Medical
research creates a vast amount of data every year. Early patient care has benefitted
from effective medical data analysis because of the rising quantity of data growth
in the medical and healthcare professions. In data mining, disease data is utilised
to identify hidden patterns in huge volumes of medical data. Based on the patient’s
symptoms, we created a broad disease prediction. Machine learning algorithms like
ANFIS andCNNare used to properly predict sickness (adaptive network-based fuzzy
inference system). The collection of illness symptoms is necessary for disease predic-
tion. For an accurate prognosis, this general illness prediction takes into account the
person’s lifestyle and medical history. When it comes to illness prediction, ANFIS
outperforms CNN by a wide margin (96.7%). ANFIS, on the other hand, does not
require asmuch timeormemory to train and test because it does not use theUCI repos-
itory dataset. There are several libraries and header files included with the Anaconda
(Jupyter) notebook that make Python programming more precise and accurate.
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1 Introduction

Classification algorithms, as opposed to individual classifiers, are extensively used
in the medical business to categorise data into various classes based on given criteria.
Diabetes occurswhen the body’s capacity to create insulin has been hindered, leading
to improper carbohydrate metabolism and elevated blood glucose levels. High blood
sugar levels are a symptom of diabetes, which is characterised by this. Elevated blood
sugar levels are accompanied by symptoms such as increased thirst, hunger and
frequent urination. Diabetic complications might arise if the disease is not properly
managed. Two of the most significant consequences are diabetic ketoacidosis and
nonketotic hyperosmolar coma [1]. Diabetes is a major health problem in which
the quantity of sugar in the body cannot be managed. Diabetes is influenced by a
number of factors, including height, weight, genetic factors, and insulin, but the sugar
concentration is the most important aspect to consider. Complications can only be
avoided if they are identified as soon as feasible [2].

An excessively high blood glucose level, often known as blood sugar, is indicative
of diabetes mellitus. We get our energy from glucose, a key component of carbo-
hydrates, which is found in our bloodstreams. Insulin, a hormone produced by the
pancreas, is responsible for regulating blood sugar levels. Glucose from meals is
absorbed and converted into energy by beta cells. There are times when the human
body does not create enough insulin, or there is no insulin at all in the human body.
It is still possible to control type 2 diabetes by early identification and diagnosis as
well as adequate medical treatment and easy lifestyle adjustments [3].

To save lives, doctors are increasingly relying on data mining tools to examine
medical databases to help them detect disease at an early stage. For generations,
doctors have depended on medical data to diagnose diabetes, which affects a huge
portion of the world’s population. Patients’ age, gender, symptoms, insulin levels,
blood pressure, blood glucose levels and weight are included in these databases,
which are updated on a regular basis [4]. Data mining techniques are used to extract
and use just themost relevant data to aid in correct diagnosis because of the vast quan-
tity of data available. It is possible to employ machine learning methods like decision
trees, Naïve Bayes and support vector machines to aid in the right identification of
disease-related data [5].

Specifically, this work focuses on theANFISmachine learning classification algo-
rithm’s UCI Diabetes Training Dataset, which was derived from the dataset. This
strategy was employed instead of analysing all of the diabetes-related features in the
dataset to find those that had the best chance of predicting the disease’s incidence.
For diabetic drug planning purposes, ANFIS is a more effective and trustworthy
approach than other methods, and the outcomes achieved for each algorithm are
evaluated by comparing accuracy measures.

For the rest of this essay, it is arranged as follows. Section 2 analyses other
literature surveys, Sect. 3 explains the recommended strategy, and Sect. 4 summarises
the findings. In this section, we summarise the study’s findings.
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2 Literature Survey

Data analysis and prediction of future behaviour using datasets are beneficial in a
variety of resources, including human health. Human resources are one of the most
important and everlasting components of this planet. As digital technology expands
in every sector, it is also expanding in medical facilities to detect and predict diseases
such as diabetes. A specific number of studies have been conducted by analysing and
predicting future diseases based on datasets provided by patient’s health records. We
discovered some of the best methods for prediction and analysis through additional
records and work on medical technology.

In Peek et al. [6], the WEKA data mining classification tool was judged to be
one of the best. J48 has a 74.28% accuracy rate on the data set for breast cancer,
whereas SMO has a 76.80% accuracy rate on the database of data about diabetes,
according to them. They used a selection approach on a variety of algorithms and
methodologies to improve the accuracy of different algorithms [7]. After feature
selection, they get 82.22 per cent for Decision Tree, 82.56 per cent for Logistic
Regression, 84.17 per cent for Random Forest, 84.24 per cent for Naïve Bayes and
84.85 per cent for Logistic Regression SVM. In [8], they used k-nearest neighbour
and a genetic algorithm to examine large data sets for the prediction of coronary
heart disease. They came to the conclusion that the provided method allows them to
anticipate diseases at an early stage and that it helps to the progress of medicine by
making it easier for physicians to assess and predict diseases. In [9], they developed
a cardiovascular disease prediction algorithm based on data from wearable devices.
Using the Logistic Regression Model, they were able to attain an accuracy of 87
per cent. Furthermore, measuring under the ROC curve results in an AUC value of
80%. They used ML classifiers to do a number of comparative evaluations for the
prediction of heart and hepatitis disorders in [10]. On the same database, they utilised
six different classifiers: LR, DT, NB, KNN, SVM and RF. After running the whole
algorithm on the same dataset, they discovered that the recommended technique
outperformed all other classifiers in terms of performance and prediction (Table 1).

Because chronic illnesses progress slowly, getting a thorough diagnosis and treat-
ment as soon as feasible is critical. As a result, it is critical to create a decision model
that can aid in the identification of chronic diseases and the prediction of patient
outcomes in the near term. In spite of the fact that there are several ways, the current
study concentrates on one. On machine learning prediction models used in CD diag-
nosis, emphasising the significance of this research, we conducted a complete review
of the literature on numerous state-of-the-art predictive models in this study, and our
main contribution is a model classification suggestion based on comparative model
analysis. The results of this review paper will be able to identify possible outcomes
that will improve the quality of patient data and the analysis of specific things asso-
ciated with machine learning algorithms in medical care when compared to standard
data analysis approaches, as compared to standard data analysis approaches. The
results of this review paper will be able to identify possible outcomes that will
improve the quality of patient data and the analysis of specific things associated
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Table 1 Related work on various approaches of analysis and predicting future diseases

Sl. no. References Techniques Drawbacks

1 [11] They show clinical factors that,
when paired with the right data
cleaning approach, increase the
accuracy of disease progression and
survival rate estimates in
Amyotrophic Lateral Sclerosis

However, experimental results show
that the proposed methods did not
perform well in terms of slope and
survival predictions

2 [12] In terms of accuracy, the Support
Vector Machine was shown to be the
most accurate in sickness prediction

In general, the Support Vector
Machine (SVM) outperforms the
Naïve Bayes (NB), the Random
Forest (RF) and the Simple Cart
(SC). As a result, the efficacy of the
suggested model is clearly
demonstrated to be insufficient for
future modes

3 [13] In this paper, two data mining
methods, Naïve Bayes and the J48
algorithm, are compared for
accuracy and performance on
training medical datasets

The conclusion derived from the J48
and Naïve Bayes evaluation results
was that Naïve Bayes results did not
satisfy the best accuracy of
prediction of analysis on the datasets

4 [14] It consists of a disease prediction
system that employs machine
learning and artificial neural
networks concepts

It does not provide complete data
functionalities from datasets

5 [15] A vast quantity of patient data is
analysed using data mining and
machine learning algorithms, which
results in the application of big data
technologies and tools

It concludes that we are unable to
predict all diseases at an early stage
using this predicted system and that
this system cannot be used in the
medical field for physicians to easily
analyse and predict disease

6 [16] This study presented a generic
illness prediction based on patient
symptoms using standard methods

It is difficult to analyse and extract
diabetes disease data

7 [17] This study offered broad illness
prediction based on patient
symptoms using KNN and CNN

Although KNN and CNN algorithms
are used to categorise patient data,
and they do not produce good
predictions for clinicians to be
satisfied

8 [18] This study focuses on the selection
of techniques and algorithms for
experimentation analysis using
multiple heart disease datasets

A decision tree has an accuracy of
82.22 per cent, a logistic regression
has an accuracy of 82.56 per cent, a
random forest has an accuracy of
84.17 per cent, a Naïve Bayes has an
accuracy of 84.24 per cent, and a
logistic regression SVM has an
accuracy of 84.85 per cent
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with machine learning algorithms in medical care when compared to standard data
analysis approaches.

3 Proposed Methodology

Identifying classification algorithms that will most reliably predict the existence of
diabetes in patients is the major objective of this article, which will allow for early
identification and treatment. Figure 1 depicts the model diagram for the proposed
work. It is possible to predict more than one disease at a time using a multi disease
model prediction. As a result, users do not need to navigate through a plethora of
models in order to predict diseases. It will save time, and by predicting multiple
diseases at once, the mortality rate may be reduced.

3.1 Preprocessing

Certain preprocessing techniques on the network inputs and targets may improve
the efficiency of neural network training. The network input processing functions
transform inputs into a network-friendly format. The data preparation procedure for
raw inputs is heavily influenced by the normalisation process. Without this normal-
isation, training the neural networks would have been incredibly slow. There are
several different types of data normalisation. It may be used to scale data for each

Fig. 1 Proposed system flowchart



646 S. Babu et al.

input feature in the same range of values, removing bias from one feature to the next
inside the neural network. Data normalisation can shorten training times by starting
each feature’s training on the same scale. A wide variety of sizes [19] can be used
for modelling applications that need a wide range of inputs.

Feature Selection.

Aprominent datamining approach isFeatureSelection, alsoknownasVariableSelec-
tion [20], for removing unnecessary and superfluous characteristics from any dataset
[21]. Thismethod also increases data understanding, provides for improved data visu-
alisation, decreases learning algorithm training time and improves prediction perfor-
mance. A rapid and efficient feature identification algorithm was utilised. The use of
symmetric uncertainty (SU) led to the identification of an optimal threshold value.
The least spanning tree was built when symmetric uncertainty (SU) was applied.
On the basis of the accuracy of categorization and the proportion of characteristics
included chosen, the results of the recommended algorithm were compared to those
of other algorithms such as FAST, FCBF, Relief and CFS, and it was determined that
Modified FAST was the best among them [22].

Classification.

CNN.

The Multilayer Perceptron (MLP) is a form of convolutional neural network (CNN)
that is a subclass of the convolutional neural network (CNN) (MLP). Their similari-
ties to neural networks include the following characteristics: weakening and biases
must be learned by neurons in order to work. There are several ways in which
each neuron receives information. Afterwards, if necessary, a dot product opera-
tion and a nonlinearity function are used. As a result, CNNs were initially utilised in
image processing for the purpose of transforming raw picture pixels into class scores.
Among CNN’s three major levels, there are three distinct sections. Layers include
a convolutional, a pooling; additionally, there is a completely linked layer with a
corrected linear activation function. We make use of convolution 1D layers, pooling
1D layers and other techniques and fully connected layers because our application is
focussed on assessing one-dimensional input. [23] In this case, CNN organises the
one-dimensional time series data sequentially.

In order to create an entirely new featuremap, the following procedure is followed:

hli f m = tanh(W f mxi : i + f − 1+ b) (1)

The filter hl is employed to each set of features f in the input data defined by {x1:
f , x2: f + 1, …, xn − f + 1} so as to generate a feature map as hl = [hl1, hl2,…,
hln − f + 1].

There is a so-called tmax function included in this fully linked layer, which esti-
mates the probability distribution for each class. As a result, the classes that make up
the CNN network’s final output will be computed by the fully connected layer (FC).
The CNN’s architecture is therefore INPUT-CONV-POOL-FC (Fig. 2).
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Fig. 2 CNN classification architecture

ANFIS.

Systems that use neuro-fuzzy inference and artificial neural networks can be divided
into two categories. There is fuzzy inference in the first situation, but not in the
second. Mamdani and Takagi–Sugeno fuzzy reasoning are two of the second types
of techniques that have been extensively studied as a way to integrate artificial neural
networks. Finally, Mamdani’s fuzzy set and Takagi–first-order Sugeno’s linear equa-
tions of input variables are at their final states after this rule. The Takagi–Sugeno
system, for example, is computationally efficient, adaptable to new rules, and has
the benefit of keeping output space continuity when paired with an artificial neural
network optimization strategy. ANFIS used the Takagi–Sugeno approach to build
and infer rules because of the reasons outlined above (Fig. 3).

Topalovic et al. [24] presented the ANFIS model as a kind of neuro-fuzzy infer-
ence system. The least square approach (LSE) and back propagation (BP) methods,
used by the ANFIS model, allow it to obtain the most accurate estimates of the
parameters contained in the membership functions and output. In order to show the

Fig. 3 ANFIS classification architecture
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fuzzy inference process, we use a model consisting of n Takagi–Sugeno rules, each
with two inputs and the first-order linear equation result.

4 Results and Discussion

The suggested technique is validated using data from the UCI Repository’s Diabetes
Dataset (UCI) [25]. The medical records of 768 female patients are included in this
collection. A set of symptoms reported by the user is put into the illness prediction
algorithms. On the platform, the symptoms may be chosen from a drop-down menu,
and the algorithms will analyse them on the backend. The user-selected symptoms
are then analysed by each algorithm, with the mean accuracy being the result. For
such methods, the result is then utilised as weights in the ensemble classifier. The
assessment measures employed are Accuracy, Specificity, Precision and Recall [26].

Accuracy is a metric that compares the number of true-positive (TP) and true-
negative (TN) test pictures to the total number of test photos.

Accuracy = TP+ TNTP+ TN+ FP+ FN (2)

(i) Precision refers to the estimate of genuine positives to the total value of true
positives and false positives. It is written as Eq. (3)

Precision = TP(TP+ FP) (3)

(ii) It is the estimation analysis of the true-positive rate to the total value of the
true-positive and false-negative rates, as previously stated. It is written as
Eq. (4).

Recall = TP(TP+ FN) (4)

(iii) Specificity: It compares the true-negative analysis to the total value of false
positives and true negatives. It is written as Eq. (5)

Specificity = TN(FP+ TN) (5)

True positives are denoted by the letters TP, true negatives by the letters TN,
while actual positives and negatives are denoted by the letters P and T, respectively.
A effective predictor will have a high sensitivity, low specificity and a high accuracy.

Table 2 shows the properties of diabetes dataset’s attributes. Preg, plas, pres, skin
and age are the five characteristics in the Diabetes dataset (Tables 3, 4, 5, 6 and 7).
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Table 2 displays the diabetes attributes dataset’s description

Sl. No. Attribute name Description

1 Preg The number of times a pregnant woman’s plasma glucose
concentration was measured was calculated as

2 Plas During a two-hour period, participants took part in an oral
glucose tolerance test

3 Pres Blood pressure in the diastole (mmHg)

4 Age Age(in years)

Table 3 Summarization of prediction techniques with performance for preg

Prediction techniques Accuracy (%) Precision (%) Recall (%) Specificity (%)

SVM [27] 0.69 0.67 0.62 0.60

KNN [28] 0.71 0.70 0.68 0.61

Decision Tree [29] 0.80 0.78 0.72 0.69

CNN [30] 0.89 0.87 0.83 0.70

Proposed ANFIS 0.97 0.95 0.94 0.92

Table 4 Summarization of prediction techniques with performance for plas

Prediction techniques Accuracy (%) Precision (%) Recall (%) Specificity (%)

SVM [27] 0.74 0.71 0.68 0.63

KNN [28] 0.75 0.72 0.66 0.60

Decision Tree [29] 0.76 0.74 0.69 0.61

CNN [30] 0.80 0.78 0.71 0.67

Proposed ANFIS 0.96 0.94 0.93 0.91

Table 5 Summarization of prediction techniques with performance for pres

Prediction techniques Accuracy (%) Precision (%) Recall (%) Specificity (%)

SVM [27] 0.76 0.73 0.70 0.67

KNN [28] 0.77 0.74 0.70 0.67

Decision Tree [29] 0.80 0.77 0.73 0.69

CNN [30] 0.84 0.80 0.78 0.75

Proposed ANFIS 0.95 0.94 0.93 0.92

Table 6 Summarization of prediction techniques with performance for age

Prediction techniques Accuracy (%) Precision (%) Recall (%) Specificity (%)

SVM [27] 0.66 0.63 0.60 0.58

KNN [28] 0.70 0.69 0.64 0.60

Decision Tree [29] 0.75 0.70 0.68 0.65

CNN [30] 0.80 0.77 0.74 0.70

Proposed ANFIS 0.95 0.93 0.92 0.91
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Table 7 Summarization of
CPU time test for all
classification algorithms

Prediction techniques Running time (ms)

SVM 5.63

KNN 3.75

Decision Tree 2.19

CNN 0.94

Proposed ANFIS 0.36

5 Conclusion

The great majority of the world’s population is affected by diabetes. Diabetes is a
disease that can only be controlled, not cured. Diabetes that is not well controlled can
cause complications that can lead to a range of other chronic conditions. As a result,
it is vital to have early identification, successful treatment and adequate diabetes
management. Diabetic nerve disorders can impact the heart and, as a result, the heart
rate. In this article, we employ UCI data (extracted from a variety of electric signals)
to accurately identify diabetes. This is the first study that we are aware of that uses
deep learning to identify diabetes using UCI data. The ANFIS classification system
has a 96.7 per cent accuracy,which is the highest accuracy in automated diabetes iden-
tification using UCI to date. For benchmark comparison with the proposed ANFIS
classification, explicit feature extraction and the usage of classical classifiers are
necessary. With the suggested approach, clinicians will be able to diagnose diabetes
more precisely. As mentioned in the Results section, a bigger input dataset than the
one utilised in this study can be fed into the suggested architecture to see whether
accuracy can be improved further.
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Detecting Brain Tumors in Medical
Image Technology Using Machine
Learning

Bhaskar Mekala and P. Kiran Kumar Reddy

Abstract With an expansion in the demand for automated medical imaging, the
field is getting importance, fast, reliable and efficient diagnosis which can provide
insight to the picture image better than human eyes. Brain tumor is the second
leading cause of cancer-related deaths in men age 20–40 and 5th leading cause
cancer among women in the same group. A diagnosis of tumor is a very important
part in its treatment. Identification of a tumor is very important part in its treatment.
To obtain the background, this paper covers noise elimination and image sharpening
and also morphological functions, erosion and dilation. Plotting contour and c-label
of the tumor and its boundary provides us identifying the size, shape and position
of the tumor, it helps the medical employee as well as the patient to understand the
seriousness of the tumor with the help of different labeling for different levels of
elevation.

Keywords Brain tumor ·Machine learning · CT image ·MRI scanners · Plotting
contour · Tumor detection

1 Introduction

The main impetus of this undertaking is to create a directforword climate where
clinical staff and patient can work in complete participation to accomplish better
outcomes. This directforword climate will assist the patient with having a sense of
safety as they will comprehend the therapy interaction decision, which will assist
the clinical staff with taking care of the circumstances in a request giving them more
opportunity to think and work.
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Abrain tumor [1, 2] is characterizedby an abnormal growthof cells inside themind
or a specific spinal column. A few growths can be harmful in this manner they should
be identified and relieved on schedule. The specific reason for cerebrum growths is
not clear nor is accurate arrangement of indications characterized; consequently,
individuals might be experiencing it without understanding the risk. Essential mind
growth can be either dangerous or harmless disease cells [3].

Cerebrum growth happened when the cells were separating and developing
strangely. It is having all the earmarks of being a strong mass when it determined to
have indicative clinical imaging methods. There are two kinds of cerebrum cancer
which is essential mind growth and metastatic brain cancer. Essential brain growth
is the condition when the cancer is shaped in the mind and would in general, remains
there while the metastatic brain cancer is the growth that is framed somewhere else
in the body and spread through the mind [4].

The indications of a tumor are influenced by the tumor’s location, size, and type of
the tumor and it occurswhen a tumor pushes the surrounding cells and exerts pressure
upon them. Besides, it is also occurring when the tumor blocks the fluid that flows
throughout the brain. The normal side effects are having cerebral pain, queasiness
and regurgitating and having issue in adjusting and strolling. Cerebrum growth can
be distinguished by the indicative imaging modalities, for example, CT output and
MRI. Both of the modalities enjoy benefits in distinguishing relying upon the area
type and the reason for assessment required. In this paper, we like to utilize the CT
pictures since it is difficult to look and gives out exact calcification and unfamiliar
mass area [4].

The CT image acquired from the CTmachine gives two-dimensional cross section
of brain. However, the image acquired did not extract the tumor from the image. Thus,
the image processing is needed to determine the severity of the tumor depends on
the size [4, 5].

Selecting CT images upon MRI images is as follows:

1. CT is much faster than MRI, making it the study of choice in cases of trauma
and other acute neurological emergencies. CT can be obtained at considerably
less cost than MRI.

2. CT image cost is less than MRI image.
3. CT is less sensitive to patient motion during the examination.
4. CT can be performed at no risk to the patient with implantable medical devices,

such as cardiac pacemakers, ferromagnetic vascular clips and nerve stimulators.
5. The imaging can be performed much more rapidly, so CT may be easier to

perform in claustrophobic or very heavy patients.

The focus of this project is CTbrain images tumor extraction and its representation
in simpler formsuch that it is understandable by everyone.Humans tend to understand
colored images better than black and white images; thus, we are using colors to make
the representation simpler enough to be understood by the patient along with the
medical staff. Contour plot and c-label of tumor and its boundary is programmed to
give 3D visualization from 2D image using different colors for different levels of
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intensity. A user-friendly GUI is also created which helps medical staff to attain the
above objective without getting into the code.

2 Literature Survey

This part surveys the current techniques dependent on brain tumor division. This part
additionally clarifies the benefits and restrictions of existing techniques.

As per one more author, Zeineldin team using the methodology using a deep
neural network framework [6] for automatic brain tumor segmentationwas developed
usingmagnetic resonance, fluid attenuation inversion to restore images and this paper
has some advantages; the CNN encoder part is responsible for spatial information
extraction then insert the resulting semantic map into the decoder section to obtain
a full-resolution probability map. But this paper has few limitations like, due to
the percentage of overlap between ground truth segmentation with prediction, the
developedmethod showed lower performance. In contrast, no false positives indicate
high specificity and sensitivity, which may not accurately reflect actual performance.

As per Zhou, Z., He, Z., Jia [1] followed the methodology set up 3D completely
convolution neural organization with atrous convolution trademark pyramid for cere-
brum cancer division through MRI pictures. Atrous convolution is an option for the
down examining layer. It expands the responsive field while keeps up with the spatial
element of element maps.

This paper has mostly focused a 3D completely associated conditional random
field is made as a post-preparing venture for the organization’s yield to get under-
lying division of both the looks and spatial consistency. Zhou and group examined
restrictions, and the fundamental impediment is the open field of four-progression
pyramid simply too enormous to even think about joining up with the foundation and
in this way the division of the non-upgrading center contrasted and different injuries
include a lower-DSC esteem. Since the non-improving center is commented on the
grounds that the excess a piece of the gross cancer center.

As per some more authors, Chen, S., Ding, C. and Liu presented a paper title
“Dual-force convolution neural networks for accurate brain tumor segmentation” [7]
actually it is the methodology for accurate brain tumor segmentation.

This paper has following advantages:
First advantage of this paper is themulti-layer perception (MLP)-basedmethod for

post-processing,whichmay refine the prediction results ofCNNsand further promote
the segmentation performance.And this advantage is comparedwith existingmethod,
and it is light and straightforward to use in practice.

Author Chen and team discussed about the limitations of this concept, and the
improvement is not significant and there is even subtle decline in dice score for
the enhancing tumor. We argue that this is often because the standard of the learnt
multi-level features is not optimal.

As per authors Narmatha, C., Eljack and group utilizing the procedure using paper
title “Carried out a fuzzy brain-storm optimization (FBSO) calculation for division
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and characterization of mind growths,” [4] this paper basically focusing on a 3D
completely associated conditional random field is developed as a post-preparing
venture for the organization’s yield to acquire primary division of both the appear-
ance and spatial consistency. It contains not many limitations; the FBSO strategy
did not think about the significant components, which devours just 93.85% of exact-
ness. Subsequently, the created strategy requires successful component extraction
procedures.

According to Ismail, S. A. A., Mohammed, A. and Hefny, using the methodology,
developed an enhanced technique using the residual network (ResNet) to classify the
tumors in brain [8]. And this paper mainly concentrates on the ResNet which allows
the training of extremely deep neural networks by shortcut connection concept;
therefore, solving the problem of degrading accuracy and vanishing gradient which
happened when models got deeper. This paper has few limitations: The method
achieved 99% of accuracy only by using 3064 MRI images, i.e., the tactic is unable
to handle vast amount of dataset for effective classification.

3 Limitations of Existing System

In the current arrangement of extraction of brain tumor, growth from CT images
cancer part is disguised from the CT sweep of the mind. The proposed arrangement
does likewise; advise the client about insights of cancer utilizing fundamental picture
handling procedures.

The strategies incorporate commotion evacuation and honing of the picture along-
side fundamental morphological capacities, disintegration and expansion, to get the
foundation. Deduction of foundation and its negative from various arrangements
of pictures brings about separated growth picture. The distinction in the proposed
arrangement with existing arrangement is plotting form and c-mark of the cancer
and limit which furnishes us with data identified with the growth that can help in
a superior perception in diagnosis cases. This cycle helps in recognizing the size,
shape and position of the cancer. It helps the clinical staff with welling the patient
to appreciate the sincerity of the development with the help of different concealing
stamping for different levels of tallness.

4 Problem Definition

This paper is identification of the brain tumor also the presence of a tumor through
combining numerous technique to offer a foolproof technique of tumor detection
in CT scan. The techniques applied are filtering, evaluation adjustment, negation of
a photograph, photograph subtraction, erosion, dilation, threshold and outlining of
the tumor. The cognizance of this challenge is CT mind pix’ tumor extraction and
its illustration in less complicated shape such that its miles comprehensible through
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everyone. Humans have a tendency to apprehend colored pix higher than black and
white pix, thus, we are the use of colorings to make the illustration less complicated
sufficient to be understood through the affected person in conjunctionwith the clinical
team of workers. The goal of these paintings is to deliver a few beneficial facts in
less complicated shape in the front of the users, specifically for the clinical team of
workers treating the affected person.

This paper considers CT image and bunch of rules as an approach to achieve
extricated photo of the growth. The resultant photo could fit for offer realities like
size, estimation and capacity of the cancer, plotting form and c-mark of the growth,
and its limit bears the cost of us with realistic related with the cancer which could
show gainful for different cases with a reason to offer a higher base for the group of
laborers to decide the relieving system. Plotting shapes f plot and c-mark plot of the
disease and its breaking point will supply smooth data to the clinical gathering of
workers on account of the truth people see pix higher with the assistance of various
colorings for first class levels of power giving 3D insight from 2D photograph.

5 Proposed Work

In this paper, consider the algorithm is a set of image processing fundamental proce-
dures [9, 10]. A set of noise-removal functions accompanied with morphological
operations that result in clear image of tumor after passing through high-pass filter is
the basic idea behind the proposed algorithm. The set of morphological operations
used will decide the clarity and quality of the tumor image.

A GUI is created in the Python offering the proposed application of extracting the
tumor from selected brain image and its visualization using contour plot. Without
having to deal with the code, medical staff can select the CT image and study the
extracted tumor along with its boundary from contour and c-label options. The GUI
also contains options for zoom-in, zoom-out, data cursor for coordinates and prints
the selected image.

Figure 1 shows the block diagram of proposed method for brain tumor detection
includes.

5.1 Dataset

Dataset is available in the Google which considers dataset from kaggle or BraTS
2017 preparing dataset is utilized in the proposed strategy for mind growth divi-
sion, which comprises of 210 HGG and 75 LGG cases, was explained physically
by one to four raters and all divisions were supported by master raters. For each
patient, a T1-weighted, a post-contrast T1-weighted, a T2-weighted and a FLAIR
MRI were provided [11]. The MRI originates from 19 institutions and was acquired
with different protocols, magnetic field strengths and MRI scanners. Each tumor
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Fig. 1 Block diagram of the
brain tumor detection

was segmented into edema, necrosis and non-enhancing tumor and active/enhancing
tumor.

5.2 Augmentation

Subsequent to gathering the pictures, information increase measure is gone through
like turn, level or vertical flipping and shear change. The organizations are signif-
icantly dependent on huge information to keep away from over fitting. In clinical
picture examination area, tragically production of bigger datasets is significant test.
To address this issue, information expansion strategy is done which works on the
quantity of tests in the preparation dataset.

5.3 Segmentation

Here, we developed one new model name of that model is conventional neural
network. In the wake of expanding the information, division is done by utilizing
3D-CNN. The 3D-CNN strategy pictures division which predicts every pixel’s class.
The 3D convolution is accomplished by convolving a 3D piece to the 3D shape
framed by stacking numerous bordering outlines together and by this development,
the element maps in the convolution layer are associated with various adjoining
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outlines in the past layer, so subsequently catching movement data. The element
maps in the slope x and inclination y channels are gotten by processing angles along
the level and vertical headings, individually or on every one of the seven info outlines,
and the pick stream x and select stream y channels contain the optical stream fields,
along the flat and vertical bearings, separately, figured from adjoining input outlines.

5.4 Brain Tumor Detection

This is the final step of above diagram, this step helps us to identify the size, shape and
position of the tumor. It helps the medical staff as well as the patient to understand
the seriousness of the tumor with the help of different color labeling for different
levels of elevation. A GUI for the contour of tumor and its boundary can provide
information to the medical staff on click of user choice buttons.

6 Result and Discussion

Finally, this paper focuses on result and discussion, and character of growth is a vital
part in its treatment. But previously having so many loop poles to identify the brain
tumor perfectly.

• Difficult to identify the size of the tumor.
• Trouble to recognize the shape of the tumor.
• Inconvenience to perceive the position of the tumor.
• Clinical staff hard to comprehend the earnestness of the patient.
• Patient and patient family members are likewise hard to comprehend the reality

of the patient.
• There could be no legitimate diverse shading naming for various degrees of rise.

To minimize the above limitations, this paper introduces contour plot and c-label
plot algorithm of tumor in CT images.

The following results showcase the outputs received after each step in the
algorithm. Basic pre-processing transformations include:

• Changing the picture to grayscale, as we need to discover form of the last picture
which deals with grayscale pictures.

• Applying low-pass filter, to remove any noise, if present, in the image.
• Applying high-pass filter, to obtain sharpened image with clear-defined bound-

aries.

Above diagrams show tumor having images and no tumor image, by using contour
plot and c-label plot algorithm used to provide 3D visualization from the 2D image
as shown in Fig. 2 with following advantages:
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Fig. 2 Last image not having tumor, a–f images are having tumor recognize the size, shape and
situation of the tumor
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• Simple to recognize the size of the tumor.
• Easy to recognize the shape of the tumor.
• Comfort to see the situation of the tumor.
• Clinical staff easy to comprehend the reality of the patient.
• Patient and patient family members are likewise easy to comprehend the reality

of the patient.
• There is unmistakable shading naming for various degrees of rise then, at that

point straightforward trouble of the growth.

7 Conclusion and Future Enhancement

Analyzing brain tumor using CT scan is considered as the most significant concept
for research and analysis. The proposed method is inputted with grayscale images of
brain that contain tumor, the image is processed through various stages of morpho-
logical operations like filtering, contra adjustment, erosion, dilation, etc., through
Python programming. Hence, tumor is outlined in the original image and clearly
demarcated. Contour plot and c-label plot are created to provide 3D visualization
from the 2D image and a GUI is also developed which enables the above application
with a user-friendly interface, possible extension of the presented work could use
more features. Also it would be beneficial to connect the system to cloud storage of
patient’s information in hospital. And the application can be extended to accessibility
and usability through mobile phones.
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Empirical Study on Method-level
Refactoring Using Machine Learning

Rasmita Panigrahi, Sanjay Kumar Kuanar, and Lov Kumar

Abstract Because of the importance of software refactoring for software code
quality and stability, this research primarily emphasizes whether refactoring can
be vital to identify probable software components for future refactoring. Modularity,
reusability, modifiability, maintainability, and service-oriented development may all
be improved with refactoring. This fact encourages academics to develop a new
and improved machine learning paradigm for restructuring OO software. We have
made a multi-purpose optimization effort to assess the OOP-based software systems
or components refactoring in this work. This research intends to exploit and opti-
mize OOP software metrics to examine code quality by performing refactoring. Our
objective is to develop a highly resilient and efficient ensemble computing model
for refactoring prediction at the method level into a machine learning framework
using software metrics as features. The focus is on applying enhanced state-of-art
data acquisition, data preprocessing, data imbalance resilient re-sampling, feature
extraction, and selection, followed by improved ensemble-based classification. This
work will also focus on the types of project work for different kinds of classification.

Keywords Method-level refactoring ·Machine learning · Software metrics

1 Introduction

For scientific, social, and business communities, exponential growth in software
computing technologies has opened up new opportunities to use them for improved
productivity andprocedural improvement in recent years.As a result, it has revitalized
human life for making more efficient decisions to lead a better life. Thus, software
systems have played a decisive role. Functionally, software systems can be defined
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as one of the critical inventions made so far to execute specific intended tasks to serve
varied applications, concerning everything from science and technology to the busi-
ness and financial sectors to the healthcare industry everything else besides. Unde-
niably, software systems can be stated as an unsubstitutable need for human life that
cannot be ignored due to irreplaceable significance tomodern human society’s needs.
As a result of the enormous demand for current socio-scientific requirements, the
software industry has expanded in scope, inviting enormously large-scale corporate
communities to investigate improved technologies for better and enhanced perfor-
mance. However, such demands are inevitably highly correlated to software design
and reliability.

With the emergence of software computing innovations, ensuring the system’s
reliability has become a challenging task for which industries and allied software
developers have been making vital efforts. Identifying software design, architecture,
probable fault conditions, maintainability, bug probability, smells, replication, etc.,
can prevent a software system frombecoming corrupted or failing during the software
development life cycle (SDLC). In such a case ensuring Quality of Service (QoS)
delivery with computationally efficient software development can be significant. To
examine the efficacy of software systems assessing the entire system’s refactoring
can be of great significance as it can avoid any fault or design issues in the future,
thus making the software system more efficient. When it comes to object-oriented
software, refactoring is the process ofmaking changes to a system’s internal structure
without affecting its functionality or performance. It means that the software system
will be transformed into clean code and design. Software system quality and mainte-
nance can be improved by implementing this technique. Refactoring can be done at
the method, class, or package level, depending on the situation. After each change,
the refactoring process performs step-by-step to ensure that everything continues to
run smoothly and efficiently. Our source code metrics need to be computed based on
class-level and method-level surveys to forecast the percentage of methods or classes
to be refactored in the machine learning framework. Using software, refactoring can
improve OOP’s internal structure while still retaining its external behavior and func-
tionality. Because code is constantly being modified to meet new requirements, the
source code deviates from its original plan structure. Finding bugs in software code
is difficult because the code becomes multifaceted, difficult to read and debug, and
even too difficult to improve upon as a result of this. Software refactoring strate-
gies let us remove odors that harm the program’s operation while making it more
comprehensible and extensible. The identification of code that requires refactoring
is a significant challenge in the context of refactoring. It increases the difficulty of
the task for the researchers.
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2 Literature Review

Refactoring in software engineering literature is primarily discussed in this part as
mentioned below. This section looks at the various approaches to quality measure-
ment that are currently available in the aspect-oriented system. Earlier methods
for evaluating the aspect system’s external quality attributes were examined in this
section. The following sections go into greater detail about the various efforts and
outcomes that have been achieved. Eunjong et al. [1] accompanied a systematic
review of the literature to detect software refactoring. The authors researched to
make refactoring detection as straightforward as possible for researchers and prac-
titioners. The primary aim of introducing refactoring methods, algorithms, and
models is to make the code easy and clean. In conducting a systematic literature
review, the researchers considered no hypotheses, and no data set was used in the
study. Therefore, multiple techniques can be combined and evaluated quantitatively
using the evaluation process proposed by the authors. Alexander et al. [2] concen-
trated their efforts on figuring out how the system’s internal quality attributes (cohe-
sion, coupling, complexity, inheritance, and size) were affected by the source metric.
The authors primarily used refactoring techniques, i.e., move method, inline method,
movefield, extract class, and in theirwork. In addition, 23 Java projects (open-source)
from GitHub with 29,303 refactoring operations were provided to the authors as part
of the experiment, which they had to complete during the investigation. Because of
this, the authors made a hypothesis: the refactors internal properties will impact it.

Dallal et al. [3] As the first step in this research, they conducted a systematic
literature review to identify and analyze existing findings on the impact of refac-
toring on software quality and ensure that the findings are consistent with each other.
According to the authors, the literature on bed smell code was primarily dominated
by empirical study articles (object-oriented code refactoring). When compiling and
analyzing their findings for their study on the impact of refactoring on software
quality, the authors used vote counting. The authors’ conclusions are as follows:

(1) Refactoring tools such as the MOVE method and the EXTRACT method are
used in most refactoring scenarios.

(2) The majority of refactoring tools are based on a specific quality characteristic
(complexity, cohesion, size, inheritance).

(3) Software quality indicators for indicating software quality are studied using
statistical techniques in a small number of studies.

(4) The articles related to empirical study are composed of data sets originating
from various locations and created using a variety of programming languages
of varying sizes.

Kodhai et al. [4, 5] proposed a new model (clone manager) to detect the clones
and matched its results with those of three other open-source java tools (Aries,
Refactoring Crawler, and Cedar) (Aries, Refactoring Crawler, and Cedar). Addi-
tionally, they provided a conceptual diagram of the model and an algorithm for three
refactoring tools that are currently available. Finally, they discovered the answer by
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counting the number of times the methods (pull-up, extract, and move) appeared in
different integrated development environments (IDEs). Kaur et al. [6] A conceptual
model diagram and algorithms for three currently available refactoring tools were
provided. Theyhavemade the software projects available for downloadbecause of the
data set collected from GitHub repository. It has been argued that low-maintenance
code, thorough reworking, and the influence of refactoring on the software main-
tainability index can all be combined. Vidal et al. [7] A method known as the brain
method was developed to consolidate intelligence about classes. This method stands
out for being long and complex, making it difficult for programmers to understand.

Nevertheless, this is a recommended system that suggests refactoring options and
enables the elimination of unpleasant odors by applying a search-based approach
based on simulated annealing. More than 60% of the errors were automatically
fixed when using open-source Java application projects as a benchmark. Thirty five
industrial programmers were polled, and they all agreed that Bandago’s refactoring
proposal outperformed the third-party refactoring tool in terms of usefulness.

Bavota et al. [8] A method book and a new approach have been developed to
eliminate the odors associated with feature envy in code writing. They used semantic
and structural dimensions to determine the degree of similarity between various
methods as their primary focus. In addition, the degree of cohesiveness, coupling,
and design length is often utilized to judge whether or not a strategy can be extracted.

Liu et al. [9] also discussed conflict-aware scheduling schemes and metrics-based
scheduling schemes used during software project development and proposed refac-
toring rules, referred to as heuristic rules. The multi-objective optimization (MOO)
model is what used to measure this metric. Three-step refactoring was discussed
by AnastasiosTsimakis and colleagues [10]. They created a tool that can detect the
refactoring detection pattern and alert the user. This tool can be used to identify
the eleven different types of refactoring patterns. The process of refactoring can be
accomplished through a variety of operations. The refactoring function is the most
popular among authors out of the various extract methods.

Silva et al. [11] looked at some Java projects on GitHub for refactoring tech-
niques and reasons given by the developers for refactoring their code. They should
then generate a list of 44 distinct motives for each of the 12 refactoring strategies.
They discovered that refactoring works better when requirements are changed than
when code smells are present. The authors concentrated on strategies for refactoring
extract methods because it is a versatile procedure. Finally, the author concluded that
refactoring tools depend on the developers’ interactive development environment.

Charalampidou et al. [12] highlighted the benefits of the extract method and
showed lengthy methods (smelly method) utilized for refactoring. The authors
present a methodology (supported by an apparatus) to extract source code fragments
that operate together to offer specified functionality; the authors present a method
(supported by an appliance). A contemporary and open-source environment have
been empirically validated. The open-source data (about 500 LoC per) received a
93%evaluation rate.Wen-mei LIU et al. [13] presented the extract approach for refac-
toring. They conducted some research and approved or disapproved of the extract
technique’s critical application in refactoring. Initially, the authors interviewed 25
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software developers. There was a 28% primary motive for extract method refac-
toring and a 16% to resolve the clones. They have got the conclusion that identifying
needs early in the software development process is critical. In this paper, Xu et al.
[10], the innovative framework that learns refactoring method criteria from open-
source software analyzed and evaluated the three primary techniques available today:
SEMI, J-Extract, and Deodorant. They discovered that their strategy was statistically
effective. For the only extract technique, they presented GEMS (generate-and-rank
recommender). It uses a probabilistic approach to count the scoring function.

Pandian et al. [14] discussed the significance of AI and its presentation in an
intelligent warehousing atmosphere. Kumar et al. [15] explored the possibility of
building tool support to assist software engineers in identifying methods and classes
that need refactoring. They have employed the least-squares support vector machines
(LSSVM) to achieve their results. Principal component analysis (PCA) as a feature
extraction technique. When dealing with unbalanced data, synthetic minority over-
sampling technique (SMOTE) comes in handy. They have gathered information from
the tera-PROMISE. The study’s primary objective was to determine the consequence
and association effect of SMOTE and PCA on the performance of LSSVM kernels.
They discovered that the value of AUC was 0.96.

In the paper, Vedurada et al. [16], the control field is primarily concerned with
the behavior of the classes, as the name suggests. Their primary focus was on the
CF algorithm, which was used to identify and crop them. They enlightened that
they would primarily replace classes with subclasses and states. Panigrahi et al.
[17] implemented a machine learning algorithm for refactoring methods at the
method level. To estimate accuracy and AUC, they used variants of Naive Bayes
classifiers such as multinomial, Bernoulli, and Gaussian classifiers, among others.
They have collected the data set from the tera-PROMISE data storage facility. This
study by Kumar et al. [18] aims to improve refactoring approaches. A machine
learning approach is used to anticipate the need for refactoring based on 25 source
code metrics. The authors also provide a method of testing the proposed system’s
performance using data from the tera-PROMISE repository. This work suggests ten
machine learning classifiers and three sampling approaches cope with imbalanced
data. For each sample strategy and classifier, the author used box plots to compare
the mean accuracy. On the class level, two clustering approaches (clustering with
a variable no. of classes and fixed number of classes) and one graph transforma-
tion approach are reviewed by Ismail [19]. The author used three different clus-
tering approaches [SLINK, CLINK, and WPGMA] and one adaptive K-ANN. This
is because the A-KNN technique reduces coupling between packages while boosting
package cohesiveness. An approach’s objectivity, level of refactoring, and support-
ability are evaluated against the approach’s complexity and validity. Vijayakumar
et al. [20] completed the systematic investigation of capsule neural networks in a
variety of applications. Liu et al. [21] have been experimentally demonstrated that
manually identifying code smell is a time-consuming task, and tools basing up on
deep learning for detecting code smells have been developed. First, the user must
choose the metrics used for prediction purposes, which can be difficult. Even if we
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decide, determining which one will be the best is a difficult task once again to accom-
plish. They proposed a DL-based approach that is simple to use and can easily detect
code smells. There is no need for human intervention in developing this tool, which
automatically detects long methods, large classes, and feature envy.

3 Literature Gap Analysis and Aim of Research

The above discussion reveals that refactoring analysis and detection systems can
be of paramount significance; however, automated AI-based strategy development
has been a hurdle for academic industries. Though a few efforts have been made to
perform code smell detection, maintainability detection, etc., its generalization as
a global solution remains questionable. Though not many efforts have been made
toward exploiting structural features to detect refactoring probability and malicious
entry identification in software systems, identifying the most significant structural
constructs of features has motivated scientific society. Object-oriented programming
(OOP)metrics are standard in OOP-based software systems. Still, minimal effort has
been made to segment the most powerful features of the software component that
can have a strong or significant impact on the refactoring classification or accuracy
of refactoring probability identification.

On the contrary, not all structural features can be crucial to perform refactoring
prediction or analysis. It motivates the research community to explore and exploit
different possible structural features such as OOP metrics for their respective signif-
icance toward refactoring prediction or analysis. Though a few efforts have been
made to use basic machine learning methods for refactoring analysis, their efficacy
as a globally acceptable solution remains suspicious. The reason behind such an
approach is the difference in classification accuracy. For example, logistic regres-
sion, K-NN, SVM, and ANN can have different accuracy even with the same data
(OOPmetrics features). Since this as motivation, ensemble computing methods have
been recommended; however, the selection of suitable base classifiers has always
been a challenge. It motivates authors to explore and achieve an optimal choice of
base classifiers and ensemble design. Unlike conventional ensemble models such
as boosting, AdaBoost, and random forest identifying optimal classification models
can be vital toward refactoring analysis and classification. Cross-project refactoring
prediction is a well-known research topic that entails developing a model from a
project database and then testing it on a database from a different project, among
other things. Specifically, machine learning and deep learning techniques are used
in conjunction with the proposed attribute selection phases to predict refactoring
at the method level. Projects have long been recognized as virtual repositories of
organizational knowledge and innovation, particularly in the public sector. It is the
creation and transfer of knowledge that takes place within a project that is known as
intra-project learning. Knowledge transfer is required in project-based organizations
(PBOs) for inter-project and intra-project activities to achieve success. Summarily,
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the following key factors can be the driving force or motivation behind the current
study.

1. Identification of key structural qualities (such OOP metrics) for refactoring
classification.

2. Recognizing most efficient features for refactoring analysis and classification.
3. Recognizing most optimal and robust ensemble model for refactoring classifi-

cation or prediction.
4. Recognizing the cross-project model for refactoring classification or prediction.
5. Recognizing the intra-project model for refactoring classification or prediction.

4 Research Methodology

Considering the significance of software refactoring for software code quality and
reliability, this research primarily emphasizes assessing whether refactoring can be
vital to identify probable software components for getting refactored in the future.
Refactoring can help software enrich modularity, reusability, modifiability, main-
tainability, and service-oriented development motivates the researcher to design a
novel and enhanced machine learning paradigm for refactoring the object-oriented
software program. With this motivation, we have made a multi-purpose optimiza-
tion effort to assess refactoring of the OOP-based software systems or components
in this research work. This research intends to exploit and optimize OOP software
metrics to examine code quality by performing refactoring, where the focus is made
on applying enhanced state-of-art data acquisition, data pre-processing, data imbal-
ance resilient re-sampling, feature extraction, and selection followed by enhanced
ensemble-based classification.

1. Issue 1: Machine learning algorithms commonly fail or provide unjustified
findings when used to classification data sets with an uneven class distribution.
Data sampling is a set of techniques for balancing or improving the distribution
of classes in a learning environment. Standard machine learningmethods can be
trained directly on the balanced data set without extra processing. This enables
a data preparation strategy to successfully solve the difficulty of unbalanced
classification, even when class distributions are extremely skewed. Various data
sampling strategies exist, eachwith its own benefits and drawbacks. The optimal
technique to solve all classification problems and apply all classificationmodels,
like choosing a prediction model, is different for everyone.

Solution: To implement the most efficient technique for handling data imbalance
for dimensionality reduction in high dimensional data. We plan to use several data
sampling techniques to solve the data imbalance issue for our proposed model. The
data sampling techniques that can be used are:

• SMOTE
• LSSVM
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• BLSMOTE
• SVSMOTE.

2. Issue 2: When it comes to machine learning and predictive modeling, feature
selection is extremely important. The dimensionality reduction strategy includes
a variety of measures, one of which is dimensionality reduction. Selection
of relevant characteristics for processing without any transformation is what
feature selection is primarily characterized as. It is also referred to as attribute
selection or variable selection in some circles. It aids in the selection of the most
appropriate features from among the many options available in RQ2 of Fig. 1.

The selection of features can be made either manually or automatically. Because
some features are expensive to obtain, narrowing down the list of available features
is beneficial. When features are transformed, the measurement units associated with
them are lost. However, when it comes to feature selection, measurement units are
maintained. As a result, the model’s accuracy improves as a result of it. It also
cuts down on time it takes for the model to become proficient. After that, it deletes
everything that is not necessary.

Solution: It is necessary to identify the most acceptable and statistically significant
OOP software metrics for method-wise refactoring prediction in large-scale OOP
software systems, as well as their statistical significance. The Wilcoxon rank-sum
test, significant predictor test, correlation test, principal component analysis test, and

Fig. 1 Proposed model for refactoring prediction
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other recursive feature extraction processes for large-scale object-oriented software
systems are examples of such tests.

3. Issue 3: Machine learning algorithms use various techniques to deal with large
amounts of complex data to make informed decisions. Creating a model begins
with training the machine learning algorithm on a training data set, and then
used to generate results. Predictions and results are checked for accuracy before
being presented to the audience. Then, the algorithm is re-trained over and over
again until it produces the desired output. If the prediction does not turn out
as expected, the process is repeated. This enables the machine learning algo-
rithm to learn independently and produce an optimal answer that will gradually
improve accuracy over time due to the learning process. The machine learning
algorithm is activated once the desired level of accuracy has been achieved using
the training data. In machine learning, ensemble methods combine several base
models to produce a single optimal predictive model. Ensemble approaches
integrate many machine learning techniques to reduce variance (bagging),
increase bias (boosting), and improve predictions (stacking). Deep learning
is a machine learning method based on artificial neural networks and repre-
sentation learning. In machine learning, it uses artificial neural networks and
representation learning.

Solution: Refactoring prediction models for big OOP software systems should be
implemented using machine learning. We are proposed to use optimized machine
learning classification algorithms and ensemble techniques for better prediction in
terms of accuracy, precision, recall, AUC, and F-measure. The following machine
learning algorithms can be implemented for refactoring prediction, and we have
already implemented some of the algorithms like Naïve Bays, LSTM, and CNN.
The rest of the algorithms we are going to use in our future work.

• Logistic Regression
• Naïve Bayes
• Stochastic gradient descent
• K-nearest neighbors
• Decision tree
• Random forest
• Support vector machine
• ELM based
• LSTM and CNN.

4. Issue 4: If there is enough data to train the model, software defect predic-
tion is effective for projects. However, innovative software projects and other
businesses do not face this issue. As long as we are using a single model for
training and testing, it is critical to transfer predictions between models without
losing any information. Cross-project refactoring is the term for this process. CP
refactoring transfer learning prediction performs a large-scale defect prediction.
Unfortunately, cross-project prediction becomes more difficult for real-world
applications.
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Solution: We aim to implement a machine learning-based refactoring prediction
model for large-scale OOP software systems with a cross-project learning mecha-
nism. We are proposed to use optimized machine learning classification algorithms
and ensemble techniques for better prediction in terms of accuracy, precision, recall,
AUC, and F-measure.

Issue 5: Only a few studies have looked into the knowledge transfer activities within
and between projects. On the one hand, face-to-face interactions in projects can
transfer knowledge, while IT-based interactions can transfer knowledge. On the other
hand, there are tools. Even though companies have allocated a significant amount
of resources to IT tools, it has been discovered that they are not always effectively
utilized, and people prefer to look for alternative solutions. Therefore, face-to-face
social interactions are used to gain knowledge.

Solution: Our future aim is to develop an OOP software refactoring predictionmodel
based on machine learning for large projects with the intra-project scheme. We are
proposed to use optimized machine learning classification algorithms and ensemble
techniques for better prediction in terms of accuracy, precision, recall, AUC, and
F-measure.

5 Conclusion

Wemake use of source meter for Java’s source code metrics. Machine learning algo-
rithms make use of the source code metrics as features or independent variables.
The source code measurements are fed into the machine learning algorithms, which
produce a binary class (refactoring or not). We have already conducted Wilcoxon
rank-sum test in some of our published papers. In the future, we will conduct a corre-
lator test, significant Correlated test, and other tests during the pre-processing stage
for feature extraction and selection purposes. We identify valuable metrics for refac-
toring prediction using metrics selection.We find a statistically significant difference
in performance between some classifiers and imbalance learning strategies. There-
fore, it is feasible to forecast method-level refactoring using source code metrics and
machine learning classifiers in individual, cross-project, and intra-project. We aim to
build a highly robust and efficient ensemble computing model for refactoring predic-
tion at the method level with software metrics as the machine learning framework
features.
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Abstract Agriculture has a captious part in maintaining a large population. It plays
a decisive role to forward our country’s economic development. Crop cultivation has
been the most prominent problem in recent days due to changes in weather patterns.
This has a significant impact on crop productivity, either directly or indirectly. As
a result, new technologies might be brought up for use in order to overcome this
problem and uplift crop output. In this research proposal, we have explored IoT by
choosing the smart farm and digital technology and explaining the management of
heterogeneous data for agriculture. We proposed an IoT-HELE-based smart farming
prediction and intelligent agriculture analytics model and a decision support system
that effectively predicts crop production by utilizing cutting-edge machine learning
and deep learning techniques. In this model, ensemble voting results in a more
efficient, sustainable, and profitable agriculture enterprise. The multi-source dataset
from the National Research Council (CNR), an ISTAT, and an IoT sensor will be
analyzed. This work is presented through a new innovative idea after a rigorous
literature review; presumably, it is valuable and increases the productivity of an
agricultural firm.
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1 Introduction

Everything in today’s society is connected via the Internet, cloud, and IoT, which are
used to implement innovative technologies in the social and productive sectors. We
may use modern technology to handle numerous challenges, such as trash reduction,
crop prediction, and production improvement, suggestions, and soil improvement,
by obtaining and analyzing varieties of data.

We have proposed to use the three separate datasets in this study: a scientific
dataset from the National Research Council (CNR), an ISTAT dataset, and an IoT
sensors dataset.

For improved data administration and analysis in industrial firms, data frommany
sources are required, for which the authors employed various techniques.

(1) Machine-generated (MG) data: Information gathered via sensors, drones, and
GPS.

(2) Process-mediated (PM) data: Information derived from business processes that
refer to corporate entities.

(3) Human-sourced (HS): Data previously only available in books is now virtually
completely digitalized.

From the historical data, extract the valuable informationwhich gives better design
and performance, for this, author used different tasks. We will use the dataset from
the repositories mentioned above (Fig. 1) for effective crop prediction using various
machine learning algorithms.

Task 1: The first task is to forecast future data (ISTAT dataset).
Task 2: Machine learning algorithms for missing data comparison (CNR).
Task3:UsingNN, linear, andpolynomial regressionmodels to reconstructmissing

data from monitoring stations (IoT sensor dataset).
Task 4: Using decision tree and KNN models to reconstruct missing data (IoT

sensor dataset).
Task 5: Sensor values are used to detect the defect monitoring stations (IoT sensor

dataset).

2 Literature Survey

Khaki et al. [1] used DL with CNNs and RNNs for prediction of crop yield based
on environmental parameters. This CNN-RNN model, along with RF, DFNN, and
LASSO predicted corn and soybean yield 0. Using historical data from 2016 to 2018
over thewhole CornBelt of thirteen states in theUnited States. As average yields, this
model had an RMSE of 9% and an RMSE of 8%. Yield performance, management,
weather, and soil were the four kinds of data examined. This strategy could be used to
solve other research challenges, such as predicting other crops using a hybrid system.
Agarwal et al. [2] SVM is a machine learning algorithm, whereas LSTM and RNN
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Fig. 1 IoT enabled data
collection and crop/yield
prediction mechanism

are deep learning algorithms. A Python-based system took input as climatic and soil
conditions of land to predict a proper yield. About 741 kB of datasets is collected
from kaggle. Prediction parameters used are temp—rainfall, pH, humidity, and area.
Selected crops are pea, pigeon pea wheat, sugarcane, green gram rice, maize, millet,
sugarcane, green gram, etc. Earlier applying ANN and RF algorithms, the accuracy
is calculated as 93%. Whereas, in a present model using LSTM, RNN, and SVM,
the accuracy is 97%.

Wang et al. [3] Meteorological and remote sensing data inputs were used to
test the model on LSTM networks. CNN was used to model static soil properties
in another division. The model was trained using detrended statistics yield data
acquired between 1982 and 2015, and it was then evaluated after a year. Results
show good performance with R2 + RMSE of 0.76 and 721 kg/ha. The goal is to
analyze the feasibility of DL-based yield prediction by long-term historical yield
data. Alibabaei et al. [4] used DL, LSTM, and GR units with their extensions, called
BLSTM and BGRU, to predict yields during end-of-the season. The expt. was tested
for vegetables like potatoes and tomato in a geographical location of Portugal. The
nonlinear interaction between irrigation, climatic data, and soil is implemented in
this model. With an MSE of 0.016–0.038, the water content and expected yield. The
BLSTM shows better performance than the other models with an R2 score ranges
0.97–0.99. The problem is the time of training of the model BLSTM is higher. Gong
et al. [5] suggested a TCN and RNN-based greenhouse crop yield prediction system.
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For the growth of vegetables such as tomatoes, multiple datasets acquired from
multiple places have been evaluated. The RMSEs between the predicted and actual
crop yields show that the proposed approach achieves better performance than both
traditional ML and classical DNN. Here, DNN-based methodology is proposed. The
factors used are carbon dioxide, temp., humidity, radiation, etc. Datasets are collected
from the UK, Newcastle agrowing site.

Khaki et al. [6] For the projected weather data, we used a DNN technique with an
RMSE of 12% of the average yield and 50% of the standard deviation. With good
weather data, the RMSE would be decreased to 11% of the average yield and 46%
of the standard deviation. This model outperforms more prominent LASSO, SNN,
and RT approaches, according to computational results. The datasets consist of 2268
exploratory hybrids planted in over 2247 locs between 2008 and 2016 across USA
and Canada. Eight soil variables and 72 meteorological variables were used in the
dataset. Bi et al. [7] Proposedmodel usedGD,GA,NN, andGA-assistedDL solution
method is applied for the crops prediction in twophases. Proposedmethod reduces the
RMSE by about 10%. Shahhosseini et al. [8] proposed a model, i.e., crop modeling
+ML which is a hybrid one for better predictions for corn yield prediction applied.
Five ML techniques (LR, LASSO, Light GBM, RF, and XGBoost) in line with
six ensemble models. Yield prediction RMSE can be reduced from 7 to 20% upon
applying simulation cropmodel variables (APSIM) toMLmodels as an input feature.
Author concluded that to improve more hydrological inputs are more essential and
weather information alone are not sufficient. Chu et al. [9] BBImodel is a new end-to-
end predictionmodel for summer andwinter rice yields that merges two BPNNswith
an autonomous RNN. The model’s RMSE for summer rice prediction (0.0044 and
0.0057) andwinter rice prediction (0.0074 and 0.0192) are shown in the experimental
data, with the layer in the network set to 06. Gopal et al. [10] The intrinsic relationship
betweenMLRandANN is investigated for effective rice crop prediction, and a hybrid
MLR-ANNmodel is developed backpropagation training algorithm for feed forward
artificial neural N/W. Both hybrid MLR-ANN and standard ANN computation times
were calculated. The results suggest that the proposed hybrid MLR-ANN model
outperforms traditional models in terms of accuracy.

2.1 Research Question

RQ#1: Can it be possible to design an efficient and robust machine learning model
assisted by IoT for smart farming and related intelligent agriculture decisions?

RQ#2: Can it be used to create a strong heterogeneous ensemble learning envi-
ronment (HELE) by leveraging the efficacy of various standalone machine learning
algorithms.

RQ#3: Can the maximum voting ensemble (MVE) and base trained ensemble
(BTE) paradigms be used to create a new HELE model?



State of the Art of Ensemble Learning … 679

RQ#4: Is it possible to create reliable heterogeneous ELE (HELE) machine
learning-based HELE-MVE and HELE-BTE models for smart farming prediction,
decision, and associated analytics systems?

RQ#5: Is it possible to adopt a multi-phase feature selection model to improve
the suggested IoT-HELE model for smart farming prediction, decision, and allied
analytics systems’ accuracy, dependability, scalability, and computing efficacy?

RQ#6: Can it be possible to design the ensemble learning algorithms to predict
crop and yield?

RQ#7: Is it possible to design the IoT-assisted model, which will use majority
voting for crop and yield prediction for smart agriculture?

RQ#8: Can it be possible to use the deep learning technique to predict crop
and yield prediction? If so, then which performance metrics will be effective for
measuring crop and yield prediction.

2.2 Research Significance

Some of the key research significances hypothesized in this research is given as
follows:

• Unlike classical efforts, in this research, heterogeneous datasets have been taken
into consideration, which can provide better insight and multiple decision vari-
ables to assist optimal smart farming prediction, decision, and allied analytics
systems. In significant existing efforts, a limited dataset has beenused,while in this
research, multiple IoT data collected from the benchmark and publically available
sources have been considered. It can make overall analytics more productive and
constructive to make a decision toward optimal smart farming and/or intelligent
agriculture.

• Toenhance overall performance in this research, efforts have beenmade to amplify
data preprocessing, data sampling (in case of possible data imbalance condition),
enhanced (multiple phased) feature extraction, and selection can play a decisive
role in strengthening overall computational efficacy and reliability of the outcome.

3 Flowchart Representation for IoT Enabled Data
Collection and Crop/yield Prediction

The IoT dataset is applied first, then inaccurate and missing values are eliminated,
filters were used to locate monitoring stations (Fig. 1), characteristics are selected
and combined, and lastly, the two machine learning sub-process blocks are executed,
and the results are returned. To recover missing data from monitoring stations for
the IoT sensor dataset, decision trees, polynomial models, and KNN models were
utilized. This problem is a continuation of the previous task, except that it employs



680 S. K. Apat et al.

additional machine learning techniques while maintaining all of the prior task’s
hypotheses. Using an IoT sensor dataset, identify defect monitoring stations based
on sensor values. The primary purpose of this work is to detect anomalies as fault
stations by the use of threshold values to cluster monitoring stations geographically
by frozen area, amplitude, and zinc attributes. Detect hardware faults with the use of
IoT datasets and group the entire dataset.

4 Roadmap for Crop and Yield Prediction

Rapid Miner Studio is a visual workflow design tool, will be used throughout this
exploration. Rapid Miner Studio is built in Java, and it will be used to manage large
amount of data from the preprocessing phases through the ML methods applied to
the data from the various sources (heterogeneous).

This software solution features a robust and user-friendly interface that enables
rapid replication, reuse, and customization of workflows (Table 1).

5 Proposed IoT-HELE-based Smart Farming Prediction
and Intelligent Agriculture Analytics Model

Figure 2 is called the smart farming prediction and intelligent agriculture analytics
model. This model is called a fivefold model. The purpose of the suggested model
is useful for decision-making tools for predicting crop yields and deciding which
crops to plant and what precaution measure to be taken during growth of the crop
in the specific season. Several machine learning approaches have been employed to
improve agricultural yield prediction research. Convolution neural networks (CNNs)
are the most commonly used deep learning approach, according to this supplemental
data, with LSTM and deep neural networks following closely behind (DNN).

Phase #1: We have collected the benchmark datasets from different sources like
CNR, ISTAT, KAGGLE, etc., (pertaining to smart farming, crop-yield production,
and plant assessment). Once the dataset was collected, we need to follow the data
preprocessing steps where significant test-(Wilkinson test), min–max normalization
outlier analysis will be performed. The most important is to identify the relevant
features from the heterogeneous dataset. Apart from these, we need to apply the algo-
rithms (rank sum test, principle component analysis, Pearson correlation analysis,
evolutionary computing-assisted feature selection).

Phase#2: Once the dataset is collected, need to follow the data preprocessing
steps where significant test-(Wilkinson test), min–max normalization outlier anal-
ysis will be carried out. The most important is to identify the relevant features from
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Table 1 Overall layout of crop and yield prediction

IoT-HELE machine learning-assisted prediction model for smart farming and intelligent
agriculture

Datasets Agriculture datasets containing CNR, ISTAT, KAGGLE, etc.,
(pertaining to smart farming, crop-yield production, and plant
assessment)

Preprocessing Significant test-(Wilkinson test)
Min–max normalization
Outlier analysis

Data sampling (if required) Random sampling
Up-sampling
Down-sampling

Feature selection Rank sum test
Principle component analysis
Pearson correlation analysis
Evolutionary computing-assisted feature selection

Machine learning • KNN
• K-means
• Expectation–maximization (EM)
• J48 pruned tree
• RefTree
• Decision trees (DT)
• LR
• LOGR
• NB
• SVM-Lin
• SVM-Poly
• SVM-RBF
• LS-SVM
• LS-SVM-Lin
• LS-SVM-Poly
• LS-SVM-RBF
• Multivariate-adaptive-regression-spline (MARS)
• ELM-Lin
• ELM-Poly
• ELM-RBF
• ANN-GD
• ANN-GDX
• ANN-RBF
• ANN-LM
Ensemble
• HELE-MVE
• HELE-BTE

Deep learning techniques • Long-short-term-memory (LSTM)
• Recurrent-neural-network (RNN)
• Deep neural network (DNN)
• DBN
• CNN
• DAE

Output • Predicted output/category/,etc., (based on data and intend)

(continued)
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Table 1 (continued)

IoT-HELE machine learning-assisted prediction model for smart farming and intelligent
agriculture

Performance parameters • Thus, the overall proposed model can be of considerable
significance to achieve optimal smart farming and/or intelligent
agriculture decisions

• Accuracy, precision, F-measure, F1-score, etc.

Fig. 2 Proposed model for smart farming prediction and intelligent agriculture analytics model

the heterogeneous dataset. Apart from these, also we need to perform the algo-
rithms (RankSumTest, PrincipleComponentAnalysis PearsonCorrelationAnalysis,
Evolutionary Computing-assisted feature selection) for feature selection.

Phase#3: Following the data preprocessing processes, we must use a machine
learning algorithm to do classification and regression. In this research, two different
HELE models, HELE-MVE and HELE-BTE have been applied. Different kinds of
machine learning approaches such as decision trees, regression techniques, neural
networks, advanced neural networks, enhanced pattern mining models SVM, and
SVR have been applied as base classifiers. Eventually, with such heterogeneity, the
final prediction outcome can bemore efficient and reliable. This approach can achieve
more computationally efficient, accurate, and constructive decisions towards optimal
smart farming and/or intelligent agriculture. The overall approach, which exploits the
MPO concept with an enhanced and computationally enriched model, can be vital in
achieving optimal smart farming and/or intelligent agriculture decisions. Thus, the
overall proposed model can be significant in achieving optimal smart farming and/or
intelligent agriculture decisions.
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5.1 Machine Learning Algorithms

A decision tree is a supervised machine learning technique that can be used to solve
classification and regression problems. Internal nodes represent dataset properties,
whereas branches represent decision rules, and each leaf node represents the conclu-
sion. There are two nodes in a decision tree: the decision node and the leaf node.
Decision nodes have multiple branches used to make decisions and, however, leaf
nodes are the outcome of those decisions and do not contain any further branches.
Based on the features of the given crop dataset decisions or the test are performed.
The KNN algorithm is a benchmark classifier that is frequently used to classify
more complex data. Despite its simplicity, KNN is a more powerful classifier that
is currently employed in the majority of applications. KNN was first used in 2006
to assign genes based on their expression profiles, but it is currently utilized in a
variety of sectors for categorization and produces excellent results. The output of
KNN classification is a class with related instances. The input given by us will be
classified based on vote (majority) of its neighborhoods, considering K-value being
assigned to the class.

5.2 Ensemble learning algorithm

This ensemble learning basically consolidates different ML algorithms. It is a hybrid
algorithm and with voting mechanism the best ensemble model can be considered.
This would increase categorization performance. Using more than one classifier,
the ensemble model produces a superior model. The ensemble model increases
the accuracy of categorization by producing several classifiers. By summing the
outcomes of their classification methodologies, the ensemble model leads to a
superior decision-making system.

5.3 Voting

Voting may be a measuring tool for choosing the best ensemble learning algorithms
among many alternatives.

5.4 Deep Learning

In addition to the machine learning algorithms proposed, we can also apply below
mentioned deep learning techniques such as:

• LSTM
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• RNN
• DNN
• DBN
• CNN
• DAE.

Further, with proper analysis and implementation of the ensemble learning model
(HELE) we can make our recommended system more efficient and robust.

5.5 Performance Measurement

Data were obtained from several IoT sensors and other sources such as CNR and
ISTAT, and then preprocessed using the sig test, min–max normalizations, and outlier
analysis. The rank sum test, correlation coefficient, and EV computing-assisted
features selection model were used for feature selection. The acquired data are then
used to run machine learning techniques such as regression and classification and
ensemble learning-applied boosting method to identify majority voting and perfor-
mance assessment. Parameters to be consider to evaluate amachine learning,model’s
performance are confusion matrix, accuracy, precision, recall, specificity, F1-score,
precision-recall or PR curve, receiver operating characteristics (ROC) curve. More
datasets can be supplied into the system to improve accuracy, and analysis can be
performed to guarantee that performance is improved.

6 Conclusion and Future Scope

In our proposed system, we provide an effective recommendation system for better
farming by analyzing the previous historical data collected from various sources
and live data collected from the different types of sensors. Other ML algorithms
and heterogeneous dataset and deep learning techniques may be integrated for better
predictions, performance, and user interface, instead of using only historical data
collected from very few sensors. After collecting real agricultural data from widely
used sensors for better accuracy and output, and efficient recommendation system
may be developed to help farmers increase their productivity with very low losses.
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A Road Map for Classification of Heart
Disease Using Machine Learning
Classifier
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Abstract Heart disease becomes one of the most influential diseases that cause a
large number of deaths every year around the world. A report by WHO shows in the
year 2016 nearly 17 million people gets died due to heart disease every year. The
death rate is increasing rapidly day-by-day and it is estimated byWHO that this death
ratio will reach the peak of 75 million by 2030. Despite the availability of modern
technology and health care system, prediction and diagnosis of heart disease are
still beyond the limitations. Currently, the clinical industries and diagnosis centers
have a huge of amount data for the diagnosis of heart disease patients. Machine
learning algorithms are more useful to find the hidden patterns, discover knowledge
from the dataset, and predict correct outcomes. This research proposed an efficient
machine learning-based classifier methodology that outperforms the existing similar
methodologies. To evaluate the proposed machine learning classifier, we have taken
data from the UCI repository. In this study, we have used ZeroR, bagging, M5, and
decision table classifier. The M5 classifier produced a good result compared to other
classifiers with 0.2726 mean absolute errors.
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1 Introduction

Heart disease is rapidly becoming one of the leading causes of death worldwide.
Nearly 17 million people die every year due to cardiovascular disease [1]. Since the
last three quarters, it has been noticed that the deaths from heart disease are mostly
found in the low and middle-income countries, now it is alarming in developed
counties. According to the Centers for Disease Control and Prevention, heart disease
is responsible for about a quarter of all deaths in the United States. Cardiovascular
disease is one of the main causes of death not only in the United States, but also
in many other nations throughout the world, affecting men and women of all ages,
races, and socioeconomic groups. Though the rapid development of technology and
the tremendous progress ofmedical science over theworld, preventing different types
of heart disease is yet to possible. The death rate of heart disease is increased by 35%
in Bangladesh between 1986 and 2006 [2]. The majority of people develop heart
disease in their early years of life [3]. In India, 50% of people are suffering from
heart disease before 50 years, whereas 25% of people are suffering the same before
40 years. Though heart disease is creating a catastrophic moment for both patients
and health authorities, still vital challenge is to predict and detect its presence in the
human body despite having different techniques [4].

Today a large number of medical data or records are available with us, but these
data are from different foundations. The datasets are required in-depth analysis by the
physicians. The raw datamight consist of some noise, inconsistency, and incomplete.
Before using these data in machine learning for disease prediction in-depth data,
preprocessing is required to fill the null values in the dataset. For identifying heart
disease in the human body, a correct methodical tool is required, and mining the
data for timely analysis of heart infection is a serious requirement. The physicians
maintain a huge set of patient records and store them. It helps the physician a great
hope for mining valued knowledge from these datasets. It is a challenging job for
predicting heart disease and it should be taken with most care. The heart disease
prediction algorithms should ensure the accuracy of the results and the generalization
of the algorithms should be high. That is why, to decrease the death rate and protect
every family from economic vulnerability, prediction of heart disease is an important
factor that will ultimately help policymakers to take appropriate steps anent heart
disease.

Machine learning is one of the useful instruments that help in a large number
of health technology datasets, it helps increasing access and analysis of healthcare
facilities. A classifier in machine learning is an algorithm that automatically catego-
rizes data into one or more sets of classes. Data mining techniques are used to extract
existing relationships and hidden patterns from a large data source using different
statistical analyses, database technology, andmachine learning [5].Machine learning
classifier and data mining techniques are mostly used for automatic diagnosis with
a satisfactory outperformance in the field of the healthcare industry to save patient
life. Machine learning algorithms help the stakeholders to take the right decision also
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help the physician to give the right decision to treat the patients. As a result, in our
research, we used machine learning classifier algorithms to predict heart disease.

2 Significance of the Study

The lifestyle of modern people has a significant impact on their lives. People all
over the world are suffering from heart-related ailments as a result of their modern
lifestyle, stress, habits, and some genetic factors, regardless of their age. The main
objective of this paper is to predict the presence of heart disease in the early stages of
the human body with high accuracy. This could help the physicians to take proactive
measures to control the lives of many people. The classification model is one of the
parts of machine learning techniques that help to find the presence of heart disease. In
this paper, ZeroR, bagging,M5, and decision table novel machine learning classifiers
are proposed for heart disease prediction. The proposed technique is also compared
with various existing machine learning classifiers. The primary goal of this study is
to improve forecast accuracy. For this research, a cardiac dataset is collected from the
UCI data repository. The dataset contains 303 records with 14 various features. The
outperformance of our proposed model shows better accuracy than the previously
proposed models.

The main contribution of this paper designs a heart disease prediction model that
predicts the presence of heart disease in humans as accurately as possible. It is also
called the coronary heart disease prediction model. The following step shows the
novelty of our model.

I. The heart disease dataset contains some null or missing values and that may
lead to reduce the performance of our model, hence using the feature selection
technique, the null values or missing values are skewed to reduce the number
of features, minimizing the dimensionality of the dataset and increasing the
interpretability.

II. Following the data preprocessing stage, a variety of machine learning tech-
niques are used to improve the testing rate and shorten the execution
time.

III. Finally, novel machine learning classifiers are evaluated on the training dataset
to predict the presence of heart disease in humans as much as accurately.

The rest of the paper is organized as follows: Sect. 3 describes the literature review,
Sect. 4 shows the background of the work, and Sect. 5 illustrates the proposed model
followed with a demonstration of the results and conclusion with feature scope in
Sects. 6 and 7, respectively.
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3 Literature Review

One of the world’s most significant and hazardous diseases is heart disease. It
becomes an important issue and common problem in the world. Thousands of people
died of heart disease every year. As a result, many scientists are attempting to fore-
cast the onset of cardiovascular illness. Cardiovascular illness has emerged as a
major concern in the field of clinical data analysis. Mohan et al. [6] proposed a
hybrid random forest with a linear model combining characteristics and many clas-
sification approaches. The model outperformed with an accuracy of 88.7%. Yadav
et al. [7] highlighted that heart disease mostly affects parts of the body such as the
pulmonary artery, enzaina, and atalata. Contraction or blockage of blood arteries in
the heart causes heart disease. The disease affects the human body tissues called
pericarditis and these tissues are closest to the heart. Machine learning algorithms
offer a method for identifying dataset attributes as well as the relationships between
them. Heart disease-related information is collected from the UCI repository for this
research that contains 1025 instances with 14 attributes. Pearson correlation, recur-
sive features elimination, and lasso regularization are utilized to choose features in
this study. Along with these few classification, algorithms named random tree, M5P,
and random forest ensemble methods were used after the feature selection of heart
patient’s dataset. The results of the proposed model produced 93.4%, 95.2%, 96.6%
for M5PT, RT, and REPT, respectively. Chowdhury et al. [8] suggested an approach
for heart disease prediction that aims to uncover relevant features using multiple
machine learning algorithms to increase the system’s accuracy. They gathered data
for the planned project by physically visiting various hospitals and healthcare enter-
prises in Bangladesh’s Sylhet district. The dataset consists of 564 instances with 18
attributes. Decision tree, Naive Bayes, support vector machine, and KNN classifica-
tion techniques were used to train the dataset. With a 91% accuracy level, the SVM
delivered the best results. Kausar et al. [9] described, nowadays, a huge amount of
biological data related to heart disease are collected from healthcare industries and
these collected data are in irregular form. As a result, locating valuable information
in a reasonable amount of time and at a reasonable cost is extremely challenging.
The irregular data will fail to accurate prediction of heart disease. To overcome such
a problem, we need dimensionality reduction feature methods to process the data.
They employed LLE as a feature selection approach on the Cleveland and Statlog
datasets and then applied decision tree, support vector machine, decision tree, and
NN classification methods following the feature selection process. With an AUC-
ROC value of 80% for training datasets, the random forest was found to be the best
classifier for the prediction of cardiovascular disease.

Salhi et al. [10] researched heart disease from the data analytics point of view. In
this research, data analytics techniques including neural network, SVM, and KNN
were used to identify the heart disease on a different size of dataset. The struc-
tured data were gathered from Algerians who conducted analyses at the Mohand
Amokrane EHS Hospital ex CNMS in Algiers, Algeria. The dataset contains a size
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of 1200 rows and 20 columns. The model was evaluated on the dataset with a prepro-
cessing phase by selecting the most relevant features with the help of a correlation
matrix. The neural network produced the outperformance with 93% of accuracy on
the proposed model. Amudhini et al. [11] proposed artificial neural network back-
propagation method, and the researcher suggested a system for predicting cardiac
illness. The training of the dataset was done by a backpropagation algorithm. The
performance of the model improved by reducing the number of neurons of the input
layer so that the size of the hidden layer is reduced. The model was produced with
95% accuracy. Vivekanandan et al. [12] discussed, data processing and analysis is
one of the challenging job on enormous data. In a given dataset, selecting critical
features from an enormous set of features is a challenging task, hence the feature
selection process is used for data preprocessing in classification problems. For the
proposed research, the medical dataset is collected from the UCI repository. The
dataset consists of 300 records and 13 attributes. Out of 13 attributes, only 9 critical
attributes were taken and the attributes are handled with a modified DE algorithm. To
perform feature selection for heart disease prediction, a modified differential evolu-
tion (DE) algorithmwas presented. The fuzzy AHP and feed-forward neural network
with the specified features are used to predict heart disease. The outperformance of
the proposed model was produced with an accuracy of 83%.

Pandian et al. [13] proposed an ensemble technique by combining Naïve Bayes
and random forest algorithms to improve the performance of classification algo-
rithms. A Cleveland hospital in the United States was used to test the proposed
ensemble technique. There are 337 records in the collection, each containing 13
characteristics. The dataset was evaluated with Gaussian Naïve Bayes algorithm
and random forest classifier, and the accuracy is produced with 87% for each. The
accuracy climbed to 89% when they merged both methods and employed a voting
classifier with correct weights. Sharmila et al. [14] suggested a nonlinear classifi-
cation technique for predicting heart disease accurately. The suggested system uses
big data tools including Hadoop Distributed File System (HDFS) and MapReduce,
as well as support vector machine, to predict heart disease using a small number
of variables. The suggested work used HDFS to investigate various data mining
strategies for storing massive data in multiple nodes and evaluating using SVM in
multiple nodes at the same time. The performance of the proposed model using SVM
produced an efficient accuracy of 82.35%, and when the SVMwas used in a parallel
fashion the accuracy increased to 85%.Anbuselvan et al. [15] analyzed various super-
vised learning models including K-nearest neighbors, Naïve Bayes, support vector
machine, decision tree, random forest, and XGBoost. A Cleveland heart dataset was
obtained from the UCI machine learning repository for examination of the methods.
There are 14 attributes and 303 instances in the dataset. Eighty percent of the data
was categorized as training and twenty percent as testing. Individual classifiers were
used to learn the training dataset. With an accuracy of 86.89%, the random forest
exceeded.

According to the results of the literature review, there are still certain difficulties
that need to be addressed.Choosing appropriate and effective regulations fromamong
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Table 1 Comparison between proposed model and the state of art

S. No. Author Year Model Machine learning
algorithms used

Accuracy (%)

1 Mohan et al. 2019 A linear model Hybrid random
forest

88.70

2 Yadav, D. C., et al. 2020 Heart disease
classification
model

Pearson correlation,
recursive features
elimination, and
lasso regularization

96.60

3 Chowdhury, M. N.
R.

2021 Heart disease
classification
model

Decision tree, Naive
Bayes, support
vector machine, and
KNN

91.00

4 Kausar, N., et al. 2020 Heart disease
prediction using
dimensionality
reduction feature
technique

Decision tree,
support vector
machine, decision
tree, and NN

80.00

5 Salhi, D. E., et al. 2020 Heart disease
prediction model

Neural network,
SVM, and KNN

93.00

6 Amudhini, V. P.,
et al.

2018 Artificial neural
network
backpropagation
model

Artificial neural
network

95.00

7 Vivekanandan, T.,
et al.

2017 E-healthcare
model

DE, neural network 83.00

8 Pandian, A., et al. 2018 An ensemble
technique

Naïve Bayes and
random forest

87.00

9 Sharmila, R., et al. 2018 Hadoop
distributed file
system (HDFS)
and map reduce

Support vector
machine

85.00

10 Anbuselvan, P.
et al.

2020 Supervised
learning models

K-nearest neighbors,
Naïve Bayes, support
vector machine, DT,
RF, and XGBoost

86.89

them is a difficult task. It has also been identified that to predict heart disease selecting
the best feature is very important (Table 1)

4 Methodology

The prediction of cardiac disease is one of the areas where machine learning can be
employed. To predict heart diseases correctly and more accurately, there are several
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Fig. 1 Detailed research questions with heart disease prediction model

questions raised from data collection to heart disease prediction. Figure 1 shows the
detailed research questions in each phase of the heart disease prediction model.

5 Research Questions and Their Solutions

RQ1 Can it be possible to monitor an accurate heart rate for an aged person?

Solution: Machine learning is a new approach that aids in disease prediction and
diagnosis.With the rapid advancement of technology and data, the healthcare domain
is one of the most significant study fields in the contemporary era. The enormous
amount of patient data is tough to manage. Big data analytics makes it easier to
manage this information. The data can be collected using various IoT sensors. The
researcher proposed an IoT-blockchain-based health monitoring system model [16]
through which the patient’s automatic heart rate can be calculated and the heart
condition can be predicted. The following step shows how themodel helps tomonitor
an accurate heart rate for an aged person.

I. The patient health data are collected from a wearable device and the data are
sent to blockchain for feature operations.

II. Classify heart rate based on health and age using the Bayesian network.
III. Predict the heart condition using a multilayer perception neural network.
IV. Send the feedback to the user for precaution.
V. An automated health monitoring system includes quantifying a patient’s heart-

beat rate values, different ways for collecting the heartbeat rate of the patient,
future prediction of heartbeat rate counting, and a proposed machine learning
method for heart disease classification.

Machine learning (ML) is used effectively in assisting the making of a decision
and prediction. The patient health data are collected from a wearable device and how
the data storing in blockchain for feature operations. Machine learning nowadays is
used in various areas of the IoT. Multiple studies give a glimpse into a prediction
of heart-related disease with the help of machine learning techniques. For the RQ1,
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we have proposed an automated health monitoring system including quantifying
patient’s heartbeat rate values, different ways for collecting the heartbeat rate of
the patient, future prediction of heartbeat rates counting, and a proposed machine
learning method for heart disease classification using Bayesian network.

RQ2 Can it be possible to detect heart issues at an earlier stage and intimating
the patient to improve their health using machine learning algorithms?

Solution: The healthcare business and researchers are confronted with difficult
concerns as a result of the aging population and challenges in accessing health care.
An unhealthy diet, physical inactivity, cigarette use, and alcohol consumption are the
leading causes of cardiovascular disease and stroke.Behavioral risk factorsmayaffect
those who have high blood pressure, high blood glucose, high blood lipids, and are
overweight or obese. Even in certain circumstances, the heart attack strikes without
warning. It is a challenging burden for doctors to keep track of their patients’ states
in real time, and it is one of the leading causes of mortality. To address these issues,
the authors suggested a framework based on several machine learning classifiers
for predicting heart disease utilizing primary risk factors [17]. K-nearest neighbor,
Naive Bayes, support vector machine, lasso, and ridge regression techniques were
proposed in this study. The suggested model was tested using data from the UCI
machine learning repository on Cleveland heart disease. Linear discriminant anal-
ysis and principal component analysis were utilized for data classification and feature
selection. The presence of cardiovascular disease can be detected with 92% accu-
racy using the support vector machine and 85% accuracy using the F1 algorithm.
Precision, accuracy, and sensitivity are used to assess the planned research work’s
outperformance.

RQ3 Can we calculate the accuracy of heart disease at an early stage by using
a novel optimization algorithm to minimize error, cost, using various
machine learning classification algorithms?

Solution: Analysis of data in the healthcare domain becomes a challenging job. Data
analysis is a critical component in confirming the diagnosis, fine-tuning the research
methodologies, and choosing relevant equipment based on the diseases’ require-
ments. Artificial intelligence and machine learning are used to examine current data
to make the best predictions possible. From test and training data, a prediction model
can be created using the classification method. Through a mix of mathematical tools
and computer-aided procedures, the testing and training data are screened by a clas-
sification algorithm, resulting in a newmodel capable of detailed data and containing
the same classes of data. We utilize the optimization technique to examine current
data and forecast ideal outcomes. Optimization algorithms offer the benefit of being
able to cope with complex nonlinear issues while remaining flexible and adaptable.
Optimization is the process of identifying a set of inputs to an objective function that
results in a maximum or minimal function evaluation. Many machine learning algo-
rithms, from fitting logistic regression models to training artificial neural networks,
are based on this difficult topic. To address this issue, we suggested a framework
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for predicting heart disease based on main risk variables and a variety of classifier
algorithms, includingNaive Bayes (NB), Bayesian optimizedsupport vectormachine
(BO-SVM), K-nearest neighbors (KNN), and salp swarm optimizedneural networks
(SSA-NN) [18]. A heart disease dataset was obtained from the UCImachine learning
repository to test the system.Different classifier approaches are proposed in thiswork,
including the use of a combination of ensemble-based machine learning algorithms
to identify redundant characteristics to improve the accuracy and quality of heart
disease classification.The suggested study’s goal is to determine the greatest accuracy
for predicting heart disease utilizing main risk variables and several classifier algo-
rithms such as Bayesian optimized support vector machine (BO-SVM), K-nearest
neighbors, and others (KNN). The BO-SVM model outperformed SVM (accuracy
= 93.3%, precision= 100%, sensitivity= 80%), followed by SSA-NN (accuracy=
86.7%, precision = 100%, sensitivity = 60%). The suggested framework’s results
show that a novel optimized algorithm can provide an effective healthcaremonitoring
system for early cardiovascular disease prediction.

RQ4 Can it be possible to improve the prediction of cardiovascular disease
using ensemble learning techniques by applying majority voting predic-
tion?

Solution: The heart is an essential organ in the human body on the off chance this
organ gets influenced, and then it equally influences the other fundamental pieces of
the body.Making the need for an effective prediction system a source of high demand
in treating affected patients. Ensemble methods are a type of machine learning that
combines numerous basic models to create a single most productive model [19].
When the best performance on a predictive modeling assignment is the most essen-
tial outcome, ensemble learning approaches are popular and the go-to strategy. To
analyze and improve the prediction of cardiovascular disease, an automated medical
diagnosis system can be developed. An ensemble can make better forecasts and
accomplishes better results than a single contributing model. Using an ensemble
reduces the spread or dispersion of predictions and model performance. Several
powerful techniques can be used, namely Max voting, averaging, weighted aver-
aging, bagging, and boosting. Voting is one of the simplest ensemble algorithms and
is very effective for heart disease diagnosis and prediction. This technique is used
for classification or regression problems. Initially, it helps to create two or more
sub-models. Each sub-model makes a prediction which is combined using majority
voting rules. It is also known as a meta-classifier because it uses majority vote to
combine different machine learning classifiers for categorization. Majority voting
aids in the prediction of final class labels by identifying the class label that has been
predicted the most frequently by classification models.

RQ5 How to identify the weakness of one or more classification algorithms
and use ensemble methods to boost their performance?



696 S. P. Patro et al.

Solution: Many researchers proposed various intelligent e-healthcare decision
support systems using various machine learning algorithms to improve the perfor-
mance of cardiovascular disease. These proposed systems help to identify the pres-
ence of cardiovascular disease in the human body at an early stage and in time.
But in those systems, a single classifier algorithm was used and the accuracy was
not satisfactory. To overcome the issue, we can implement a new technique called
hybrid ensemble machine learning algorithms by building a model for the predic-
tion and detection of CVD at an early stage in the human body [20]. The suggested
boosting ensemble learning algorithms will aid in the transformation of a group of
weak learners into strong learners, reducing training errors. In this kind of approach,
sample of data is selected randomly then fitted with the model and then trained
sequentially. In this process, each model tries to compensate for the weaknesses of
its predecessor.

RQ6 Can it be possible to use novel machine learning classifiers for heart
disease?

Solution: One of themost pressing difficulties and challenges in clinical data analysis
is the prediction of cardiovascular disease. Machine learning is critical for gener-
ating decisions and predictions based on the massive amounts of data generated by
hospitals and the healthcare industry. We suggest a narrative method for identifying
key aspects using machine learning algorithms, which improves the accuracy of
cardiovascular disease prediction. A prediction model is proposed that incorporates
a variety of characteristics and classification algorithms. In this study, we used the
ZeroR, bagging, M5-rules, and decision table algorithms to improve the quality of
heart disease classification by filtering out duplicate features. The findings reveal that
the suggested method outperforms the proposed method in terms of efficiency and
robustness in processing various types of data for heart disease classification when
applied to the heart disease dataset. The correlation coefficient, mean absolute error,
root mean squared error, relative absolute error, root relative squared error, and other
performance indicators are used to evaluate the output of various machine learning
classifiers.

5.1 Proposed Model for Heart Disease Prediction

This section contains our feature classification and selection system. The suggested
work explores the above-mentioned four algorithms and performs performance anal-
ysis to assist forecast the presence of heart disease more accurately. The main goal
of this study is to effectively and correctly predict if the patient suffers from heart
disease. The Heart disease dataset is provided to evaluate by the proposed model.
The data are provided into themodel and themodel predicts the probability of having
heart disease. Figure 2 shows the detailed process involved.
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Fig. 2 Proposed model for
heart disease prediction

Our proposed system contains four different feature selection-based algorithms
including ZeroR, bagging, M5-rules, and decision table algorithms. The training
dataset is produced using a binary class classification, features are taken from the
training set, and the model is tested using the best features.

5.2 Dataset and Attributes

The heart disease dataset for our proposed heart disease prediction algorithm was
obtained from the UCI data repository. The UCI machine learning repository has a
large and diverse collection of datasets, including datasets from a variety of areas.
The dataset contains 303 records with 14 medical features. The reason of choose
this dataset is, it has required no features and is mostly required for heart disease
prediction. It has fewer missing data and is commonly used in scientific research
[21].
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5.3 Data Preprocessing

The dataset contains few NaN values, as the NaN values cannot process and will
lead to reduced performance and accuracy, hence these values need to convert into
numerical values. In this process, mean of the attribute is calculated and the NaN
values are replaced by the mean.

5.4 Splitting

In our paper, the dataset is split into training and testing datasets. About 80% of the
data is taken for training and the other 20% is taken for testing.

5.5 Classification Task

Heart disease prediction can be viewed as a clustering or classification problem in the
context of machine learning. The issues can be decreased by classification because
the model is developed for a large set of presence and absence of data. The challenge
can be reduced to one classification study,which has a limited set of classes, including
the heart disease sample, for the known families. Clustering methods make it easier
to identify the correct class and improve performance accuracy. In this section, the
theoretical context for all of the methodologies employed in our research is offered.
For the comparative analysis, we have used four different algorithms. The popularity
of these algorithms was the primary factor in their selection [22].

5.6 Feature Selection

In the collected dataset, 14 attributes are available. Because these expression data
contain a variety of useless and repetitive features, the process of classifying heart
disease becomes increasingly difficult. If all of the data is used to classify heart
disease, the performance will be diminished and the accuracy will be compromised.
Hence, the feature selection approach can be applied for reducing the dataset size,
eliminating unwanted data, and improving the performance and accuracy.

The detail of the four different algorithms used, i.e., ZeroR, bagging, M5-rules,
decision table are explained in detail.
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5.6.1 ZeroR Classification Algorithm

It is based on the aim and disregards all predictors. It merely forecasts which category
will be in themajority. Thismethod is particularly beneficial for determining baseline
performance as a comparison point for the other classification methods. The output
is simply the most frequently identified classification for a given set of data. If we
say, 65% of data items have the classification, then ZeroR classification algorithm
identifies all the data items are having in it and the performance would be right as
65% of the time.

5.6.2 Bagging Classification Algorithm

It is a meta-estimator for ensembles. It uses a random subset of the original dataset
to fit the basic classifiers, and then aggregates their predictions to create a final
prediction. This type of meta-estimator is typically used to lower the variance of a
black-box estimator by removing randomness from the creation process and then
removing ensemble from the equation. On a randomly generated dataset, all the base
classifiers are trained parallel. Each base classifier’s training set is distinct from the
others. The original data is iterated in the training set those results, and the rest is
discarded. Moreover, in our proposed work, we applied tenfold cross-validation.

5.6.3 M5-Rules Classification Algorithms

It generates a decision list for regression problems using a separate and conquer. In
this approach, through each iteration, it constructs a newmodel tree and generates the
best leaf into a rule. For regression tasks, the M5 model tree, also known as the deci-
sion tree learner, is commonly used to predict numerical response variables. It helps
to predict continuous numerical attributes. In our proposed model for heart disease
prediction, we applied tenfold cross-validation on the dataset and using smoothed
liner models applied seven rules.

5.6.4 Decision Table Classification Algorithms

DT algorithms are a short visual representation for identifying which task to perform
based on the given condition. In these algorithms, output is a set of actions. The
information which is used in the decision table can be defined as a decision tree.
In this approach, the given decision interacts with a variable whose possible values
are listed among a set of alternative conditions. The specified operation specifies
whether the action is to be performed or not.
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Table 2 Classification report

Classifier Correlation
coefficient

Mean absolute
error

Root mean
squared error

Relative
absolute error
(%)

Root relative
squared error
(%)

ZeroR 0 0.496 0.498 100 100

Bagging 0.678 0.283 0.366 56.951 73.430

M5 0.665 0.272 0.373 54.844 74.913

Decision table 0.574 0.274 0.419 55.269 84.071

Fig. 3 Comparison with
different classified
algorithms
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0.6
0.8
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6 Experimental Analysis

After a set of analyses, the experimental results were obtained. In this work, we have
used test dataset of about 20% and the training dataset with 80%, including a total
of 100% data is utilized in this experiment. The dataset is classified according to the
patient’s heart characteristics in different structured data. Table 2 shows the different
accuracy from the test dataset.

From the above table, it shows that theM5 classifier mean absolute error produced
with 0.2726 and which is better compared to other classifiers that are used in our
model. The graphical representation graph is shown in Fig. 3.

7 Conclusion

Heart disease becomes oneof the crucial health problems all over the globe.A system-
atic and scientific prediction approach can reduce the loss of heart disease. Using a
variety of machine learning classifiers, we developed a method for predicting cardiac
disease. In our paper, we have used ZeroR, bagging, M5-rules, decision table classi-
fier. The result of our study shows that the mean absolute error for ZeroR, bagging,
M5-rules, and decision table are 0.496, 0.2831, 0.2726, and 0.2748, respectively.
Among the classifiers, we have identified that M5-rule produced the mean absolute
error with only 0.2726. The relative absolute error of 100% and root relative squared
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error of 100% were also achieved using the ZeroR classifier. As per the results we
approach our proposed model can be the best model for heart disease classification.
In our future work, we will be using the correlation between the different attributes
in the dataset.
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An Effective Optimization Method
for Encroacher Detection System Using
Deep Learning Technology

S. V. S. V. Prasad Sanaboina and K. Rajiv

Abstract Encroacher detection machine ought to obtain proper precise and adapt-
ableness to retribution attacks from encroacher. Encroacher detectionmachine distin-
guishes among the valid and criminal users and ought to be usedwith the primary line
of security to thwart encroachers and aberrations from inner in addition to outdoor
attackers. The encroacher detection machine is a critical asset to PC security, due
to the fact that attacker attempts to hide his/her identity, and release attacks through
intermediate hosts broadly called stepping stones encroacher. Secondly, converting
creation of generation and approachmakes it extra hard to come across attacks. These
cannot obtain by existing methods, those various community attacks are modeled via
way of means of using different types of traffic, that is, expensive and complex. The
initiate encroacher detection machine can consequently employ optimization algo-
rithms strategies in gadget studying to come across the unknown destiny assaults. In
the exploration, a brand-new version is initiate for detecting the future encroacher
attacks. Experimental result confirmed that the improved encroacher detectionmodel
mixed with deep notion network efficaciously improves the popularity price of
encroacher attacks and reduces the complexity of the network. The adequacy of
the start approach is set up contrary to current systems through method-of-method
for the utilization of following measurements, for example, Accuracy, Sensitivity,
Specificity, Precision, F-score, and Mathew’s connection coefficient.
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1 Introduction

Traditionally, encroacher is detected through authentication, encryption and decryp-
tion techniques, firewalls, etc. These are called first line protection in computer
protection in which it permits assessment of computer applications installed at the
host to detect the known vulnerabilities. After assessment, the susceptible computer
application is patchedwith the present-day patch code [1].However, attacker can pass
them effortlessly and primary line protection mechanism is not bendy and effective
sufficient to thwart different forms of attacks or encroachers [2, 3]. So, antivirus soft-
wares that act as the second one line of protection, which has a limitation, and it can
most effective hit upon attacks, whose segregations are gift in the database. Antivirus
softwares are restricted of their ability to deal with attacks that could affect in some
hours till their subsequent updates. However, the strong creation of encroacher detec-
tion system gathers records related to activities that violate security policies [4].
Encroacher detection system gathers records from a network system and examines to
decide the segments, which violate protection policies of PC and networks. Accuracy,
extensibility, and adaptability are the three important characteristics of encroacher
detection system (Fig. 1).

Encroacher detection systemneeds to gain good accuracy andflexibility to counter
attacks from intruders. Encroacher detection systems distinguish among the valid and
illegitimate users and need to be used with the primary line of protection to thwart
encroachers and aberrations from inner in addition to outside attackers.

Common Types of Cyber-Attacks

See Fig. 2.

5. The attacker extracts 
victim’s cookie, after 
whichheuseitforsession

2. The attacker injects a 
payload in the website’s 
database with malicious 
Jihl

Website

3. The attacker extracts 
victim’s cookie, after 
whichheuseitforsession

Attacker
1.Attacker discovers a 
website for having script 
injectionvulnerabilities

Website Visitor 

4.After script execution 
victim sends his cookie to 
the attacker. 

Fig. 1 How to attacker attack the website
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Fig. 2 Common types of cyber-attacks

2 Literature Survey

Manzoor andKumar [5] developed an intelligent system,which first performs feature
ranking based on information gain and correlation.

Then, feature reduction is carried out via way of means of combining ranks
obtained from each data benefit and correlation via way of means of utilizing a
singular approach to become aware of beneficial and vain features. These decreased
capabilities are then fed to a feed ahead neural network for schooling and trying out
on KDD99 dataset. In this study, preprocessing of KDD99 dataset is carried out to
normalize quantity of times of every elegance earlier than schooling. So, the machine
behaves intelligently to classify check data into assault and non-assault classes. The
intention of the function decreased machine is to gain identical diploma of overall
performance as an ordinarymachine. Themachine is examined on five specific check
datasets and each person and common outcomes of all datasets are reported, which
might be significant in comparison with the existing models.

Ali et al. [6] fostered a learning model for fast learning network (FLN) in light
of particle swarm optimization (PSO) for encroacher discovery. The created model
is applied to the issue of encroacher identification and approved dependent on the
renowned dataset KDD99. The createdmodel has been analyzed against awide scope
of meta-heuristic calculations for preparing ELM and FLN classifier. The PSO-FLN
has beated other learning approaches in the testing precision of the learning.

Kasongo and Sun [7] encouraged a feed forward deep neural network far-off
encroacher revelation system using a wrapper-based feature extraction unit 9WFEU.
The extraction procedure for the WFEU utilizes extra trees estimation to create
diminished ideal component vector. The ampleness of WFEU-FFDNN is pondered
subject to the UNSW-NB15 and the AWID encroacher revelation datasets. Also, the
WFEU-FFDNN is differentiated and standard AI computations; discretionary forest,
unsuspecting Bayes, decision tree, and k-nearest neighbor. The results suggested
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that the WFEU-FFDNN has more unmistakable revelation precision than existing
systems.

Xu et al. [8] fostered an original encroacher location framework that comprises a
repetitive neural organization with gated intermittent units, multi-facet insight, and
softmaxmodule. Trial on theKDD99 andNSL-KDDdatasets showed that the created
framework got better execution in encroacher discovery. Near tests showed that gated
intermittent units are more reasonable as a memory unit for encroacher recognition
framework than long momentary memory organization and demonstrated that it is
a viable disentanglement and improvement of long transient memory organization.
Subsequently, bidirectional gated repetitive units can arrive at the best exhibition
contrasted with distributed techniques.

Zhang et al. [9] fostered an encroacher recognition model based on worked on
hereditary calculation and profound conviction organization. Confronting various
kinds of assaults through different cycles of hereditary calculation is diminished by
adaptively choosing ideal number of stowed away layers and number of neurons
in each layer. In this way, the encroacher discovery model dependent on profound
conviction network accomplishes a higher recognition rate. Ultimately, the NSL-
KDD dataset is used to reenact and assess the model calculation. Test result showed
that the further developed encroacher locationmodel joinedwith profound conviction
network adequately further develops the acknowledgment paceof encroacher assaults
and diminishes the intricacy of the organization.

3 Initiate Work

In the exploration, a newmodel is initiated for detecting the future encroacher attacks,
i.e., “chicken swarm optimization algorithm”. Actually this concept not available in
machine learning; this is the new concept to detecting the future attacks. In the explo-
ration study, we are using ANN primarily-based totally encroacher detection which
is promising for reducing the number of false negative or false positive due to the
fact that ANN has the functionality of getting to know from real examples. Devel-
oped learningmodel for fast learning networks based on chicken swarm optimization
(CSO) has been initiated.

In the exploration study, NSL-KDDdataset is used for experimental investigation.
The most important task in this experimentation is the selection of dataset, because
system performance can be calculated by using the correctness of a dataset. The
effectiveness of the system is greater, when the more accurate data are selected. The
collection of datasets is based on four methodologies, namely simulated dataset,
tested dataset, sanitized dataset, and standard dataset. However, there are more
complications occurred in the first three methodologies. Hence, the designing of
simulated dataset is highly complex and challenging. Sanitized dataset is not safe to
use, where real traffic method is expensive. In addition, a various network attacks
are modeled by using different types of traffic, which is expensive and complex.



An Effective Optimization Method … 707

NSL-KDD dataset is used to overcome these difficulties and to validate the devel-
oped method in encroacher detection. There are three parts presented in NSL-KDD
dataset: whole dataset, half dataset, and 1/4 dataset, where the standard dataset is
randomized. The total of 65,535 samples are presented in the whole dataset, 32,767
samples are included in the half dataset, and 1/4 dataset contains 18,383 samples.
Four different attacks are available in the NSL-KDD dataset, which are described
below:

• Denial of Service Attack (DoS)

A service cannot be provided by the system, due to the increases of network traffic
usage or resources of system that is occurred by the results of this attack. The attack
types included in DoS are Apache2, Pod, Back, Worm, Teardrop and Process table,
Land, Edstrom, and Neptune and Smurf.

• User to Root Attack (U2R)

Once an ordinary account is achieved, U2R gets access to the root account. Types of
attacks presented in U2R are Load module, Sql attack, Rootkit, Ps, Buffer overflow,
Xterm, and Perl.

• Remote to Local Attack (R2L)

Auser account is obtained by sending a packet tomachine and detecting theweakness
in the network. A various types of attacks presented in R2L; Ftp_write, warez client,
Snmpguess, Named, Spy,Warezmaster, Guess Password, Sendmail, Xsnoop, HTTP
tunnel, Imap, Phf, Multichip, Xlock, and Snmpgetattack.

• Probe Attack

The network will be scanned for misuse by gathering information about the network
weaknesses. Nmap, Mscan, Satan, Saint, Ipsweep, and Portsweep are the attacks
presented in Probe attack.

Data Preprocessing

Due to some symbolic characteristics, the classifier cannot process the raw dataset.
Therefore, preprocessing is essential that eliminates non-numerical or symbolic char-
acteristics, because they do not play a major role in detecting encroacher. However,
this process generates overhead, which includes more training time, architecture
of the classifier is complicated, and memory and computing resources are wasted.
Therefore, non-numerical characteristics are eliminated from the raw dataset for
better performance of encroacher detection. In the exploration study, a preprocessing
technique; min–max normalization technique is used for data preprocessing.

Feature Selection

After information pre-handling, include determination is refined by utilizing changed
chickenmultitude improvement calculation for picking dynamic component esteems
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for encroacher grouping. The change chicken multitude enhancement deals with the
premise of nonlinear idleness weight. This calculation right off the bat utilizes the
variety factor in the chicken molecule position refreshing equation and afterward
presents the non-direct diminishingweight dependent on a parabola opening upwards
in the chicken area update recipe for working on the chicken area and the chicken
area. Consequently, the transformation chicken multitude advancement dependent
on nonlinear inactivity weight is simpler to get the worldwide ideal arrangement
(ideal element esteem) than unique chicken multitude enhancement calculation and
other streamlining calculations.

Classification

After obtaining the optimal feature values, classification is carried by support vector
machine or artificial neural network. The support vector machines, a supervised
machine learning algorithm, which are used for both classification and regression.
However, it is mostly applied in classification problems. In support vector machine,
every data itemare plotted as a point in n-dimensional space (where “n” is indicated as
number of features) with the value of each feature being the value of a particular coor-
dinate. Then, classification is performed by finding hyper-plane which differentiates
the classes.

The artificial neural network is a feed forwardneural network,which is constructed
in which every neural network is a feed forward neural network, which is constructed
in which every neuron of a layer is conned to next layer neurons. In this scenario,
we constructed three layer feed forward neural network. Input layer has n-neurons
that are equal to the number of input features. Output layer has five neurons, which
are equal to five output classes, i.e., Normal, DoS, U2R, R2L, and Probe.

Performance Evaluation

The effectiveness of the initiate method is validated against existing techniques by
using following metrics such as:

• Accuracy
• Sensitivity
• Specificity
• Precision
• F-score
• Mathew’s correlation coefficient.

4 Result and Discussion

To approve the created learning form PSO-FLN, substantial difference has been
finished with an alternate number of neurons inside the secret layer of FLN and
the first ELM. Advance the FLN boundaries to upgrade the IDS precision in
our work had been start various calculations including Genetic calculation (GA),
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Harmony Search Optimization, and Ameliorated Teaching Learning principally-
based absolutely improvement. Also, those same optimization algorithms adop-
tive primarily-based totally ELM to compare with PSO-FLN as proven. Results
confirmed that PSO-FLN almost outperformed different learning models irrespec-
tive of converting the number of neurons within side the hidden layer. And response,
that is, referred to as ID-6.

The encroacher detection machine is an important asset for PC security, because
the attacker tries to hide his/her identity and launches the attack through an
intermediate host that is widely known as a stepping stone encroacher.

But existing system having following loop poles to identify attacks perfectly.

• No Accuracy
• No Sensitivity
• No Specificity
• No Precision
• Difficult to identify F-score
• Not followed Mathew’s correlation coefficient
• No Adaptability.

These are the limitations while we follow the existing concept.
Encroacher detection machines are an important asset for PC security because

the attacker tries to hide his/her identity and launches attacks through intermediate
hosts that are widely known as stepping stone encroachers. Second, the creation
of conversion generation and methods makes it more difficult to encounter attacks.
These are not available with existing methods. Those various community attacks are
modeled by using different types of traffic, which is expensive and complicated.

The preliminary concept to apply encroacher detection in an attempt to deal with
misuses and networking attacks in computer was placed forth via way of means of
DorothyEDenning in 1987. The process is applied viaway ofmeans of an encroacher
detection system. Presently such systems are broadly to be hadwith variety, points out
the overall ineffectiveness and absence of sufficiency supplied via way of means of
the existing commercially to be had systems, this brings tomind the need for ongoing
exploration on more dynamic encroacher detection systems. In order to execute the
process of encroacher detection, there may be a want to identify ongoing or tried
encroachers or attacks at the system or network, this identity data encompass data
collection, conduct classification, data reducing, and finally reporting and response,
that is, referred to as ID [5].

5 Conclusion and Future Enhancement

The RNN-IDS model not just has a solid demonstrating capacity for encroacher
discovery, yet in addition has high exactness in both paired and multiclass grouping.
Contrasted and customary grouping strategies, like J48, guilelessBayesian, and irreg-
ular backwoods, the exhibition gets a higher exactness rate and location rate with
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low-bogus positive rate, particularly under the assignment of multiclass arrange-
ment on the NSL-KDD dataset. The model can viably work on both the exactness of
encroacher discovery and the capacity to perceive the encroacher type. Obviously,
later on investigation, we will in any case focus on decrease the preparation time
utilizing GPU speed increase, abstain from detonating and evaporating inclinations,
and study the grouping execution of LSTM, bidirectional RNNs calculation in the
field of encroacher location.
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