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Preface

Technical innovations in neuroimaging technology have allowed us to comprehend
better the molecular mechanisms governing neurological diseases and fundamental
responses in humans and animal model. It has led to the increasing popularity of
neuroimaging approaches in clinical practice and fundamental research. This book
Advances in Brain Imaging Techniques aims to provide a comprehensive picture of
contemporary discoveries in brain imaging and their technological improvements to
the structural, molecular, and functional knowledge of molecular systems linked
with the nervous system of humans and other closely related animals. Advanced
neuroimaging techniques offer a wide range of applications because they allow for a
precise understanding of the pathomechanisms of brain illnesses, the development of
the nervous system, and gain a better knowledge of the connectome in the brain and
spinal cord. Such knowledge is beneficial for the diagnosis and effective treatment of
physiological changes associated with many neurodegenerative diseases (ND).
Optical microscopy technologies with subcellular resolution, endogenous contrast
specificity, optical sectioning capabilities, high penetration depth, and spatiotempo-
ral activity of neurons, among others, are employed as a potent tool for in vivo
neuroimaging. Although multiple volumes have addressed various areas of neuro-
science, brain mechanism, and brain biology, we are unaware of any volume that
covers sophisticated neurological techniques, both optical and non-optical, in cog-
nition and neurological illnesses. We believe this book will be particularly beneficial
for the students and researchers interested in creating or implementing new neuro-
logical techniques to understand brain mechanisms better.

In Advances in Brain Imaging Techniques, we’ve gathered articles exploring the
various exciting aspects of advanced microscopy techniques and their aspects in
technology development as well as applications. Chapter 1 by Gladkova et al.
discusses the applications of optical coherence tomography (OCT), a rapidly
emerging imaging technique that allows real-time high-resolution imaging of tissues
to detect brain gliomas and evaluate white matter state in the brain. It introduces the
complexities and issues faced during brain tumor surgery and the potential applica-
tion of OCT to overcome the said issues. Chapter 2 by Gagan and Mazumder
explores the application of two-photon fluorescence lifetime imaging (TP-FLIM)
for brain studies. Current neuroimaging techniques fall short of meeting the
challenges offered by this complexly constructed organ in fully revealing a wide
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range of neurological phenomena. This chapter examines the relevance of TP-FLIM
of nicotinamide adenine dinucleotide (NADH), a ubiquitous endogenous
fluorophore responsible for cellular autofluorescence, as an indication of cellular
metabolic alterations associated with pathophysiological circumstances of diverse
illnesses such as cancer. Neurodegenerative disorders, age-related and otherwise, are
fast emerging as a major threat to the health of individuals. These disorders cannot be
detected at early stages, making it difficult to be treated and controlled at later stages
as the disease progresses. Chapter 3 by Kumari et al. discusses the application of
Raman spectroscopy and microscopy techniques for the detection and early diagno-
sis of neurodegenerative disorders, thereby making it a potential diagnostic tool for
similar diseases. The optical heterogeneity of brain tissues imposes a major limita-
tion for its study and visualization, which can be minimized through the multiphoton
fluorescence imaging technique. In Chap. 4, Bueno et al. touch the application of the
multiphoton fluorescence process in combination with adaptive optics for imaging
brain tissues using animal models such as a mouse, zebrafish, with special emphasis
on the drosophila brain imaging. The myelin sheath is a component of the myelin-
ated neurons. However, most of what we know about the myelin sheath, its structural
organization, and function using transmission electron microscopy images. It
provides much to be explored in the field to gain a comprehensive understanding
of this important structure of the nervous system. Chapter 5 by Piazza and
Hernandez discusses the latest imaging and spectroscopy techniques and also their
application in myelin sheath studies. Visualizing the brain connectome would help
us in understanding the wiring of the brain, which would further enhance our
knowledge of neuronal pathways, and the onset and progress of various diseases
associated with the brain and nervous system. In Chap. 6, Makkithaya et al. discuss
“Brainbow,” a novel technique that was developed to effectively visualize the brain
connectome through a combination of molecular biology and fluorescence micros-
copy. Photoacoustic imaging is a technique that is an amalgamation of two physical
methods, viz., laser absorption spectroscopy and ultrasound imaging. This fast-
emerging technique that finding its applications in many fields of biology.
Chapter 7 by Sunder et al. iterates the principle and application of photoacoustic
imaging to gain an insight into the in vivo brain activity, the peculiarities in the brain,
and the current state in persisting brain disorders. Photodynamic therapy is a cutting-
edge cancer treatment option, which has been used mostly to treat brain cancer.
However, recent research on the reactive oxygen species, particularly singlet oxygen
has revealed more prospects for the application of photodynamic therapy. Chapter 8
by Telenova et al. discusses the principle and applications of photodynamic therapy
in neurobiology for the treatment of diseases and disorders associated with the brain.
Magnetic resonance imaging (MRI) is a technique that is extensively used to
generate high-resolution images of the brain. This noninvasive technique that allows
the structural and functional evaluation of the brain. Chapter 9 by Kaur et al.
discusses the application of other advanced techniques such as diffusion-weighted
imaging, MR perfusion, and MR spectroscopy, with MRI to evaluate the brain’s
cytoarchitecture. Indirect cancer imaging methods are based on the regulation of
molecular indicators in tissue that are linked to cancer-specific changes from
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proteomic, genomic, and metabolomic perspectives. Chapter 10 by Peng et al.
provides an overview of current strategies for indirect cancer imaging using neuro-
degenerative disorders molecular markers control by various molecular spectros-
copy and imaging methods. Purohit and Roy, in Chap. 11, discuss the various
multimodal MRI strategies that enable us to monitor the progression of neurodegen-
erative diseases and disorders. Machine learning is commonly employed in visual
data imaging analysis, identification, and classification. Chapter 12 by Kistenev and
Vrazhnov provides an overview of the subject. It illustrates the application of
machine learning to diagnose brain disorders using MRI and optical imaging
modalities. The nervous system, our body’s command center, plays a critical role
in regulating and managing numerous physiological operations. However, the pre-
cise neuronal or cellular processes that control these functions remain unknown. It is
vital to identify them to comprehend the functional consequences of neuronal
circuits and their participation in various neurological illnesses. Smaller animal
models, like Drosophila, provide a wealth of genetic data for dissecting brain
circuitry. It aids in comprehending some neural circuits and their control in various
brain activities. Chapter 13 byMugudthi et al. discusses the techniques employed for
the brain mapping of Drosophila melanogaster, and its implications for mapping the
human brain. Alzheimer’s disease (AD) is a progressive and irreversible neurologi-
cal ailment in which memory and cognitive skills and the ability to complete even
simple activities, deteriorate with time. Although AD is primarily a memory prob-
lem, people with the disease also exhibit various behavioral and psychological
symptoms of dementia. It is crucial to study the small animal models to gain a
comprehensive understanding of the manifestation and progression of
AD. Chapter 14 by Bettagere et al. focuses on the behavioral phenotypes of AD
seen in rodents. It illustrates the various behavioral tests employed to detect the
non-cognitive symptoms of AD in rodent models.

We appreciate the authors’ contributions to this book, as well as their prompt
answers to the reviewers’ remarks. We are grateful to the reviewers for devoting their
time to providing insightful recommendations and comments on the chapters. We
also acknowledge our colleagues who helped us with this volume’s suggestions.
Selvakumar Rajendran and Bhavik Sawhney (Springer Nature Publishing) deserve
special thanks for their contributions to the book. More importantly, we wish our
readers a pleasant and productive browsing experience.

Manipal, Karnataka, India Nirmal Mazumder
Manipal, Karnataka, India Gireesh Gangadharan
Tomsk, Russia Yury V. Kistenev
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Optical Coherence Tomography in Brain
Gliomas Detection and Peritumoral White
Matter State Evaluation

1
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A. A. Moiseev, E. L. Bederina, S. S. Kuznetsov, I. A. Medyanik,
L. Ya. Kravets, G. V. Gelikonov, and P. A. Shilyagin

Abstract

Optical coherence tomography (OCT) is a rapidly emerging visualization method
providing real-time detailed information about the biological tissues structure
without any contrast agents based on the backscattered light detection. In this
chapter, we discuss the perspectives of application of OCT in brain glioma
surgery. The reader can get acquainted with the problems arising in brain tumor
surgery and the possibility of using OCT to solve them. The information about the
types of OCT data collected in neurosurgery, approaches for their assessment as
well as main features of OCT signal representative for different brain tissue types
are presented in the chapter. In addition to the perspectives of using OCT for
differentiating tumor and healthy brain tissues, we also demonstrate the possibil-
ity of using this technology to evaluate morphological features of white matter in
the perifocal area of the tumor and talk about the prospects of using machine
learning and artificial intelligence for classifying OCT images.
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1.1 Introduction

Malignant glial tumors represent the group of the widespread primary brain tumors
and amount up to 63% of all astrocytic neoplasms [1]. The key feature of gliomas is
their infiltrative growth into surrounding brain tissues, especially white matter,
causing difficulties in tumor/non-tumorous tissues differentiating. This group of
tumors is characterized by morphological and molecular heterogeneity, which is
important to take into account for defining the medical prognosis in such patients. It
is customary to divide astrocytic tumors into two groups based on the degree of
invasion and the growth rate. The first group represents slow-growing tumors
including pilocytic astrocytoma (Grade I) and diffuse astrocytoma (Grade II). Fast-
growing tumors form the second group that includes anaplastic astrocytoma (Grade
III) and glioblastoma (Grade IV) [2]. The attribution of tumor to the certain group is
reflected in the patient’s life expectancy. Thus, in the case of high-grade gliomas
(Grade III–IV) the average life expectancy is 25 months for anaplastic astrocytoma
and 14 months for glioblastoma [1]. If the low-grade glial tumors are concerned, the
life expectancy varies from 61.1 to 90 months according to different studies [3];
however, it is necessary to take into account the possibility of malignant transforma-
tion that appears in approximately 45% of cases [4, 5].

Treatment of brain gliomas usually includes several stages, while the resection of
the neoplasm plays an important role for achieving the positive outcome. First of all,
it allows decreasing the level of intracranial pressure and the degree of neurological
deficit due to removal of volume of tumorous tissue, stabilizing the patient’s state.
Moreover, it offers the possibility to establish the tumor phenotype that is essential
for choosing the treatment strategy. The necessity for high-quality resection of
gliomas is emphasized in a number of studies demonstrating a significant correlation
between the volume of tumor tissue removed and the life expectancy of patients [6–
10], especially when the low-grade astrocytomas are concerned as it allows reducing
the risk of malignant transformation [3].

As it was already mentioned, the key prognostic factor for patients in glioma
surgery is high-quality resection of brain neoplasm, that is, maximum removal of the
tumorous tissue accompanied with minimum risk of functionally significant regions
lesions [11–13]. However, the implementation of this task is associated with a
number of difficulties, due to the impossibility of maximum removal of the tumor
using a white-light microscope [8, 9, 14], which emphasizes the importance of
developing additional methods for intraoperative differentiation of tumor and normal
tissues.

Currently, intraoperative differentiation of brain tissues is performed using a
number of approaches:
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• registration of tissue metabolism (fluorescence diagnostics, laser spectroscopy),
• administration of contrast agents and registration of their accumulation in the

bloodstream of the tumor,
• registration of tissue density (ultrasound investigation).

The most effective intraoperative diagnostic methods during resection of brain
neoplasms are intraoperative magnetic resonance imaging (iMRI) and fluorescence.
However, these methods have several limitations. That way, a number of studies
emphasize the low sensitivity of fluorescence for low-grade gliomas [15, 16]. The
point is the subjectivity of assessment of fluorescence intensity performed by
neurosurgeon what may cause preservation of tumor regions characterized by low
fluorescence [17]. When iMRI is concerned, it is necessary to mention such
limitations as high cost, impossibility of integration with a microscope, the need to
use special surgical instruments and long learning curve [18].

The absence of an “ideal” intraoperative imaging technique contributes to con-
tinue the search for other effective methods, where optical coherence tomography
(OCT) can be emphasized. This method is characterized by a number of significant
advantages, including high resolution and no need to use contrast agents. Currently,
intraoperative OCT imaging in neurosurgery is available in the form of a special
microscope module [19, 20] or through usage of various optical probes [21, 22]. In
addition, it is necessary to highlight the multimodality of OCT (polarization sensi-
tivity, angiography, and elastography) and the possibility of using the method to
solve several groups of problems in neurosurgery (Fig. 1.1).

Currently, OCT allows solving several problems in the field of neurooncology:
(1) express biopsy and identification of the boundaries of tumor growth; (2) express
biopsy and vessel identification during stereotactic biopsy. Moreover, OCT may be
used for assessing the white matter damage in the perifocal area of the tumor. In

Fig. 1.1 Implementation of OCT in neurosurgery
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addition, the use of OCT for visualization of the nervous tissue is not limited to the
tasks of neurooncology. For example, this technology can be successfully used to
study the structural characteristics of peripheral nerves [23, 24]; however, the issues
of application of OCT in vascular and functional neurosurgery have been
underexplored.

1.2 Visual and Quantitative Evaluation of OCT Data Obtained
in Brain Tumors

Usually, the obtained initial OCT images are characterized by insufficient clarity and
ease of presentation of the information received, in particular, for people without
experience in “reading” images, which leads to the need for further processing.
Accordingly, initially OCT data is obtained as structural and angiographic pictures
(Fig. 1.2a); further, their quantitative evaluation can be performed based on estima-
tion of distributions of optical coefficients values (Fig. 1.2b). Visual representation
of the results of quantitative assessment is usually carried out by using en-face color-
coded maps (Fig. 1.2c).

Analysis of 2D structural images is a conventional method for OCT signal
analysis. The first works demonstrating the promise of using this method for
visualizing tumorous and non-tumorous brain tissues were published in the late
90s to early 2000s [25–27]. While the OCT technology developed, the
two-dimensional images quality improved, as well as the resolution did, which
made it possible to identify small structural details and determine the features of
the OCT signal characteristic of a particular type of tissue. For example, if differen-
tiation between tumor and normal white matter is concerned, OCT showed a high
sensitivity (82–85%) and specificity (92–94%) [21].

Undoubtedly, the use of the visual method for the analysis of OCT images has a
number of advantages and disadvantages. The main advantages of this approach
include high speed of image acquisition, the possibility of quick interpretation by a
surgeon, and the availability of use in the operating room both using an optical probe
or as part of an operating microscope module [19, 21]. However, this method also
has a number of limitations, including a relatively low contrast of OCT images,
subjectivity of the surgeon’s assessment due to the need to master the technique of
“reading” OCT images, passing the corresponding learning curve, as well as low
diagnostic accuracy relative to other approaches.

Among the structural images that can be obtained by the OCT method, an
important place is occupied by images of the microvasculature which is widely
used in fundamental research in the field of oncology and neuroscience [28–31]. At
the same time, the ability to visualize the microvasculature may be in demand in the
surgical treatment of brain tumors.

Quantitative assessment of OCT data is considered more objective in comparison
with visual evaluation of images and is performed by optical coefficients estima-
tion. The most widespread optical coefficient being used for OCT data analysis is the
attenuation coefficient [19, 32, 33], while if the device has functional extensions
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(e.g., polarization mode), it is possible to calculate other coefficients depending on
the signal processing methods [34]. The use of threshold values of optical
coefficients can increase the diagnostic accuracy of OCT for differentiation of the
tumor and white matter up to 100% [32, 34]. Despite the high accuracy and
objectivity of the approach, its use in the operating room looks unpromising due
to the impossibility of assessing the homogeneity of the received signal and the
unusual decision-making based on the “number” for the practicing surgeon.

The most illustrative and easy-to-understand way of presenting information is the
construction of color-coded maps based on the distribution of optical coefficient
values over the OCT image. This method allows combining the advantages of visual
and quantitative approaches to image analysis: the convenience of assessing the
resulting contrast image directly during the operation and the accuracy of the
quantitative approach [32, 34].

Separately, it is necessary to mention angiographic images, which can be used to
study the microvasculature of the cerebral cortex and various tumors. The use of this
modality can be both fundamental in the study of pathological changes that occur in
tumor tissue and applied. In particular, obtaining angiographic images can be used
during tumor removal, since a number of studies have established significant
differences in the microvasculature of these tissues [28, 35].

1.3 OCT Images of White Matter, Cortex, and Brain Tumors

To be able to use OCT in surgery of glial brain tumors or as a method of optical
biopsy, differences in the optical signal from the main types of tissues: cortex, white
matter, and tumor should be described. This is performed mostly using the example
of cross-polarization images obtained by our group in several experiments [21, 28,
34]. At the same time, the features that are described for images in co-polarization
are representative for traditional structural OCT images obtained in OCT devices
that do not have polarization sensitivity.

Tumor tissue is characterized by low-intense and slowly attenuating OCT signal
due to its heterogeneous structure and high cellular density (Fig. 1.3, a1–3, b1–3). It
is important to distinguish between tumor tissue with and without areas of necrosis
since the presence of necrosis significantly enhances the OCT signal. Tumor tissue
without the areas of necrosis and hemorrhage is characterized by a low-intensity
homogeneous OCT signal both in intensity and in the attenuation depth. At the same

Fig. 1.2 (continued) OCT angiographic picture; (b) quantitative analysis through calculation of
optical coefficients; (c) construction of color-coded optical maps based on distribution of optical
coefficients values. Scale bar—1 mm. (Adapted from: Giese et al. 2006, SPIE Digital Library
(licensed under the Creative Commons Attribution 4.0 International License); Yashin et al. 2019,
Nature Research (licensed under the Creative Commons Attribution 4.0 International License))
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time, the values of the attenuation coefficient are low, which is clearly visualized on
optical maps, where the tumor tissue is characterized by color palette from azure to
dark blue (Fig. 1.4, a1, a2, b1, b2). The presence of areas of necrosis increases the
values of the attenuation coefficient. In such cases, the acquired OCT signal is
inhomogeneous, both in intensity and in the attenuation depth, and areas that differ
in color palette from a tumor without necrosis appear on the optical maps (Fig. 1.4,
c1, c2). In addition, OCT allows the identification of a number of structural elements
(e.g., microcysts), which can be used to differentiate various types of tumors
(including low and high grade) (Fig. 1.3, a3).

White matter in OCT images is represented by a strip of a homogeneous intense
signal on the tissue surface with its uniform attenuation with depth both in co-
(Fig. 1.3, a4, b4) and cross-polarization (Fig. 1.3, b4). The results of the quantitative
processing of the OCT signal demonstrate high values of the attenuation coefficient,
which is reflected on the optical maps (Fig. 1.4, d1, d2) where the white matter is
represented by completely different color palette in comparison with tumor. These
features of the OCT signal are connected to the morphological characteristics of the
white matter, namely, the presence of a large number of nerve fibers covered with the
myelin sheath. Myelin is a set of layers of cell membranes of oligodendrocytes with
high scattering properties. Moreover, myelin, apparently, is capable of changing the
polarization properties of the probe radiation, and therefore is clearly visualized in
cross-polarization.

The cortex in in vivo OCT images, in comparison with the white matter, has a
less intense, heterogeneously and slowly attenuating OCT signal with the presence
of a specific vertical striation, which disappears in ex vivo images (Fig. 1.3, a5, b5).
The low intensity of the OCT signal in this situation is explained by the morpholog-
ical features of cortical area. Thus, gray matter includes neurons, glial cells, neuropil
(axons, dendrites, glial processes); the myelin fibers presented here do not have the
dense packing observed in the white matter. The optical maps are characterized by
the predominance of the same colors as for the tumor (Fig. 1.4, e1, e2). In this regard,
despite the presence of certain OCT criteria for differential diagnosis, the difference
between the cortex and the tumor can cause difficulties.

1.4 Identification of Tissue Type in Brain Gliomas Using OCT

1.4.1 Differentiation of Tumor and White Matter

As it was mentioned above, the differentiation of tumor tissue from normal white
matter plays an extremely important role for the implementation of high-quality
tumor resection, in particular, ensuring maximum removal of the tumor mass and
avoiding complications associated with damage to the pathways. For the possibility
of using OCT in clinical practice in order to solve this problem, it is necessary to
establish distinct criteria for OCT images specific for a particular type of tissue.

Criteria for white matter and tumor differentiation based on visual assessment of
two-dimensional OCT images were proposed in [21]. As a result of the study, the
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criteria that are most important for the qualitative differentiation of various types of
tumors and normal white matter were established. In this case, as the main criterion it
was proposed to use the intensity of the OCT signal in both polarizations, while the
homogeneity of the signal and the uniformity of signal attenuation along the lower
boundary in the co-polarization were established as additional criteria (Fig. 1.5).

The use of optical coefficients makes it possible to achieve higher OCT diagnos-
tic accuracy in the differentiation of tumors and white matter in comparison with
qualitative processing of OCT images. Moreover, as it was mentioned above, color-
coded maps allow better delineation between these tissue types due to more contrast
and easy-to-read images. The use of the attenuation coefficient to differentiate
between tumor tissue and normal white matter was first demonstrated by Kut et al.
[32]. They obtained the values of the attenuation coefficient for a number of normal
and tumor brain tissues: for normal white matter—6.2 � 0.8 mm� 1; for high
malignancy gliomas core—3.9 � 1.6 mm� 1; in the infiltration zone—
7.1 � 1.0 mm� 1; for low malignancy gliomas core—4.0 � 1.4 mm� 1; and in the
infiltration zone—2.7 � 1.0 mm� 1. At the same time, a threshold value of this
coefficient of 5.5 mm�1 was proposed, where high values of specificity and sensi-
tivity were obtained (100% and 92% for high-grade patients, 80% and 100% for
low-grade patients, respectively). Color-coded maps, built based on the distribution
of coefficient values, made it possible to visualize the areas of white matter, the
tumor, and the border zone.

However, the values of the attenuation coefficients may vary in different studies,
which, apparently, is due to the features of the OCT device used. Thus, in the study
[34], the values of the attenuation coefficient for the brain tissue were obtained,
which differ from those presented in the work of Kut et al. (Table 1.1). The proposed
threshold values for tumor/white matter differentiation in this study were higher than
in the study by Kut et al. (8.2 mm�1 for patients of all grades and 6.1 mm�1

Fig. 1.5 Examples of images from the training set for the second test: (a)—white matter, (b)—
tumor. The responder identifies tissue type using main criteria: white matter is characterized by high
intense signal in co- and cross-polarization unlike low intensity signal of tumorous tissue. In the
doubtful case, the additional criteria can be used. (Adapted with permission from Yashin et al. 2019,
Frontiers Media SA)
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specifically for low-grade patients); however, sensitivity and specificity values are
also reached almost 100% (sensitivity/specificity: 95.6%/81.3% for all grades and
sensitivity/specificity: 100%/100%, respectively, for low-grade).

Thus, the use of this approach for the white matter/tumor delineation must
necessarily pay attention to the features of the OCT device. Nevertheless, the first
works that show the possibility of using this method in vivo in the operating room
are published [36], which indicates the need to continue research in this area.
Almasian et al. [36] extracted the attenuation coefficient from both glioma tissue
and normal parenchyma of the brain during usual procedure of tumor resection and
obtained the results that were in the range of previously reported values indicating
the feasibility of this approach in brain gliomas surgery.

It is worth mentioning that OCT differentiation of the tumor and white matter can
cause difficulties in the presence of areas of necrosis in the tumor structure, which is
characterized by high scattering and therefore leads to a decrease in the diagnostic
accuracy of the method (Table 1.1). Foci of necrosis can be found during removal of
glioblastoma in its central region as a result of bipolar coagulation as well as during
re-resection after radiation therapy. At the same time, the damage to myelinated
fibers or edema may cause the decrease in the white matter scattering properties
[37]. Such changes are characteristic of the peritumoral area of malignant
astrocytomas.

Thus, OCT has a number of limitations, which, however, can be overcome with
the combined use of methods of intraoperative diagnostics and assessment of the
location of the tumor relative to functionally significant areas of the brain and its
presumptive nature according to MRI data. Accordingly, the reduced diagnostic
value of OCT will be observed in the following cases: (1) resection of glioblastoma
with significant edema in the peritumoral zone; (2) resection of continued tumor

Table 1.1 Optical coefficients difference between tumorous and non-tumorous tissue types

Coefficient
Me [Q1; Q3]a

p (versus
white
matter)b

p (versus
cortex)b

Attenuation mm�1

Normal tissue White matter (n ¼ 16) 8.5 [8.2; 9.3] – <0.0001

Cortex (n ¼ 16) 5.0 [3.2; 5.5] <0.0001 –

Tumor subtype
1 (T1) without
necrotic areas

Astrocytoma Grade I–III
(n ¼ 28)

3.0 [2.6; 3.5] <0.0001 <0.0001

Glioblastoma Grade IV
without necrotic areas
(n ¼ 16)

3.15 [2.6; 4.2] <0.0001 0.015

Tumor subtype
2 (T2) with necrotic
areas

Glioblastoma Grade IV
with necrotic areas
(n ¼ 28)

6.3 [5.4; 6.8] <0.0001 <0.001

Necrosis (n ¼ 19) 7.5 [5.3; 7.7] <0.001 <0.0001

Adapted from Yashin et al. (2019), Nature Research
a Me [Q1; Q3]: Me—median; [Q1; Q3]—25th and 75th percentiles values, respectively
b U-test Mann-Whitney
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growth after combined treatment. As in the case of fluorescence diagnostics, severe
bleeding in the area of the removed tumor leads to a significant decrease in the
information content of OCT [19]. During OCT scanning, blood and bipolar coagu-
lation areas should be removed from the scanned area.

Taking into account the possible variability of the obtained OCT images of the
white matter, depending on the degree of destruction or the severity of edema, along
with the use of the described criteria, it is advisable to collect OCT images of the
white matter in the control area (no doubt) and then compare the received OCT
images with it. In some cases, with a large spread of the tumor or in the case of
continued growth of the formation after combined treatment, such an image is
difficult to obtain. In this case, the previously indicated criteria can be used.

1.4.2 Differentiation of Tumor and Gray Matter

Currently, it is not possible to formulate clear criteria for the differentiation of the
tumor and the cortex by analogy with the existing criteria for white matter. Ex vivo
analysis of OCT images from the cortex and the tumor does not allow distinguishing
significant differences between them both in visual assessment and using optical
coefficients with building optical maps (Figs. 1.3 and 1.4).

At the same time, in vivo OCT images of the cerebral cortex, in addition to the
inhomogeneous slowly attenuating signal, have a vertical striation due to the pres-
ence of blood vessels. These signs can be considered specific to the normal cortex. In
the case of microstructural changes in the cortex (e.g., gliosis or post-radiation
changes), the obtained OCT signal changes: in co-polarization it becomes heteroge-
neous with the presence of areas of higher intensity, “vascular shadows” disappear,
and in cross-polarization, it becomes heterogeneous with the presence of areas of
high-intensity signal.

The tactics of OCT scanning to determine the border of tumor growth on the
cortex depends on the presence of visible invasion of the cortex by the tumor: (1) if it
is present, scanning is performed from the tumor towards the visually unchanged
cortex until an OCT signal characteristic of the normal cortex appears; (2) in the case
of its absence—OCT examination is carried out from the area of tumor invasion of
the cortex according to the data of preoperative MRI and the corresponding data of
neuronavigation.

1.5 OCT for Stereotactic Biopsy

Despite the fact that stereotactic biopsy is a standard method in the diagnosis of glial
brain tumors and intracerebral lymphomas, during the procedure it is possible to
obtain diagnostically uninformative samples (which amount can reach up to 24% in
the series described [38–40]). In this case, it becomes necessary to carry out a second
operation. An increase in the accuracy of the procedure is currently achieved by
obtaining a series of biopsies (thereby increasing the number of samples) [41, 42]
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and conducting an intraoperative express biopsy by a pathologist [40, 41, 43]. How-
ever, the described techniques have a number of significant disadvantages:
(1) intraoperative histopathological examination increases the time of the procedure,
requires additional financial costs and is not always available in the clinic [40, 44,
45]; (2) obtaining a series of biopsies increases the risk of intracerebral hemorrhage,
which is observed in 0.3–59.8% of cases [39, 46, 47] and is associated with a high
incidence of complications (0–16.1%) [40, 41, 48, 49] and deaths (3.9%) [39, 40, 48,
49].

Both of these problems—visualization of blood vessels in the biopsy area and
differentiation of tissue type—can be solved by OCT. Express optical biopsy
performed by OCT will escape the necessity to carry out intraoperative histopath-
ological examination of tissue and reduce the risk of development of intracerebral
hemorrhages. Thus, OCT can increase the accuracy and safety of stereotaxic biopsy;
minimize the risks of developing neurological deficit and death in the postoperative
period.

The OCT probe can be integrated into a standard biopsy needle (Fig. 1.6a, d, f) to
solve a number of problems: monitoring the movement of the needle towards the
target (Fig. 1.6a), detecting blood vessels in order to prevent bleeding (Fig. 1.6a–c),
as well as performing direct analysis of the tissue in the biopsy area (Fig. 1.6g, h).

A similar probe was proposed by a team of scientists led by Professor Robert
McLaughlin from The University of Adelaide (Australia) [50–53]. However, the
authors consider the use of OCT only to detect vessels in the area of sampling
(Fig. 1.6a).

1.6 Determination of Myelination State of White Matter
by OCT

The invasive nature of the growth of glial tumors is manifested in the penetration of
tumor cells into the surrounding tissue along the pathways (tracts) of the white
matter, meninges, and blood vessels [54, 55]. When a tumor develops and grows
near the nerve tracts, edema, displacement of myelin fibers and their destruction are
observed [56], which leads to functional disorders and, ultimately, to the
non-viability of this white matter area. Accordingly, in order to perform a better
tumor resection, it is necessary to remove the damaged non-viable white matter
infiltrated by tumor cells without harming healthy pathways.

The only method of intravital assessment of the structure of the pathways is
currently diffusion tensor MRI (DT-MRI). This technology makes it possible to
quantitatively and qualitatively assess the direction of diffusion of water molecules
in the human brain by calculating the fractional anisotropy coefficient and the
average diffusion coefficient, as well as to perform three-dimensional reconstruction
of commissural, associative, and projection pathways [57, 58]. DT-MRI is used in
the preoperative period for planning the surgery and can be used during surgery for
neuronavigation. However, this method has a number of limitations, such as insuffi-
cient resolution and the impossibility of assessing the state of the white matter in a
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specific area of interest to the neurosurgeon since due to changes in intracranial
pressure during tumor resection, brain structures can be displaced. Thus, it is
necessary to develop a method for intraoperative visualization of the white matter
to be able to assess its state in real time.

The white matter of the brain has a multicomponent structure, the main elements
of which (about 60%) are nerve fibers [59, 60]. Most of the nerve fibers (70–95% of
all fibers) are myelinated [61], which means that they are covered with a specific
myelin sheath, which increases the speed of nerve impulse conduction [62]. Myelin
is a two-layer membrane structure formed by the process of an oligodendrocyte that

Fig. 1.6 The OCT probes integrated into a standard biopsy needle (a, d, e, f) that may be used for
brain vessels identification (a–c) or direct analysis of the tissue in the biopsy area (g, h). (Figure (a)
is adapted from Ramakonar et al. 2018, American Association for the Advancement of Science
(licensed under the Creative Commons Attribution 4.0 International License))
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is repeatedly wounded around the axonal process of a neuron. This sheath is
characterized by a relatively low water content (about 40%), being rich in lipids
and proteins [63]. In studies of the attenuation of the OCT signal in brain tissues, it
was found that the degree of signal attenuation is characterized by inverse correlation
with the water content, while structures with a lower water content are characterized
by a rapid signal attenuation in OCT images [37, 64]. Thus, taking into account all of
the above, it can be assumed that the main structural component that affects the
attenuation of the OCT signal is the myelin sheath. Accordingly, based on the recorded
changes in the features of the OCT signal, it is possible to assess the preservation of
myelinated fibers, as well as their arrangement in the region of interest.

As mentioned above, structural OCT images from intact white matter in both
polarizations are characterized by the presence of a uniform high-intensity signal
rapidly attenuating in depth (Fig. 1.7, 1b, 1c). When the state of myelination of fibers
changes due to their destruction in the peritumoral zone (Fig. 1.7, 2b, 2c), the

Fig. 1.7 Structural OCT images of white matter in co- (1b, 2b) and cross-polarizations (1c, 2c)
with the corresponding histology in Luxol fast blue with cresyl violet (1a, 2a). Healthy white matter
is represented by a narrow strip of uniform high-intensity signal rapidly attenuating with depth.
Damaged white matter in the peritumoral area is characterized by severe destruction of myelin fibers
that causes low intensity of OCT signal in both polarizations, its heterogeneity and non-uniformity
of attenuation
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features of the received OCT signal change significantly. At the same time, there is a
decrease in the signal intensity in both polarizations, its heterogeneity and
non-uniformity of attenuation in depth. Thus, in terms of visual characteristics,
structural OCT images of damaged white matter are similar to images obtained
from tumor tissue.

However, as mentioned above, visual assessment of OCT data is subjective and
depends on the existing experience of “reading” two-dimensional OCT images. A
more objective assessment of the degree of myelination of white matter fibers can be
performed by calculating a number of optical coefficients based on three-
dimensional OCT data. The use of quantitative processing of OCT images
demonstrates a statistically significant difference between intact and damaged
peritumoral white matter in the values of the signal attenuation coefficient in co-
and cross-polarizations ( p > 0.0001), while the presence of damaged myelin fibers
manifests itself in a decrease in the values of these coefficients. The building of
optical maps based on the calculation of optical coefficients also allows noticing a
significant difference in images obtained from damaged and intact white matter
(Fig. 1.8).

1.7 Artificial Intelligence and Machine Learning Application
for OCT Images Classification

Recently, the use of machine learning and artificial intelligence methods has been
actively developing for the classification of the received OCT images in order to
obtain objective information about the type of tissue in the studied area in real time.
Since research in this area is still at an early stage, there is a need for works
demonstrating the methodological part of the selection of the necessary images,
their histological verification and quantitative processing [65], for further software
training. These works play an important role, demonstrating the possibility of using
the classifier algorithm directly during the operation.

With regard to visualization of brain tissue, works that demonstrate the methodo-
logical part of a set of images, their processing and histological assessment [65] for
subsequent use in training the classifier algorithm have been published, which can
subsequently be used for navigation directly during tumor resection.

Juarez-Chambi et al. in 2019 [22] published the work where they demonstrated
the application of artificial intelligence for automatic in situ detection of glioma
infiltration in real time. At the same time, a fundamentally different approach was
demonstrated, based not on the attenuation coefficient estimation, which requires a
high resolution of the OCT device and the use of calibration procedures, but on a
modeling approach to parametrize the information encoded in the shape of each
depth-dependent OCT intensity signal. This algorithm allowed precise differentia-
tion of tissue heavily infiltrated with tumor cells with high sensitivity (>90%) and
specificity (>82%). At the same time, the user is presented with a three-dimensional
color-coded map of the region of interest, which allows real-time neurosurgical
guidance.
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In addition, promising results have been shown in the application of machine
learning to differentiate tumor and necrosis from normal brain tissue [66]. In this
study, B-scan analysis was applied using principal component analysis (PCA) and
support vector machines (SVM), with the diagnostic accuracy of this method being
95.75% and 99.10% for differentiating tumor and normal brain tissue and necrosis
and brain tissue, respectively.

1.8 Conclusions

OCT allows multimodal assessment of brain tissue; however, of the currently
available functional extensions, the modes of polarization-sensitive (and cross-
polarization) OCT and OCT angiography are the best studied. This method has
demonstrated high diagnostic accuracy for tumor and white matter differentiation

Fig. 1.8 En-face color-coded maps and values for attenuation coefficient in co-polarization (Att
(co)), attenuation coefficient in cross-polarization (Att(cross)) for healthy (a) and damaged (b)
white matter. *Me [Q1; Q3]: Me—median value; Q1 and Q3 are the values of the 25th and 75th
percentile of the distribution
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using the criteria for visual assessment of OCT images and using methods of
quantitative analysis of OCT data.

OCT allows solving several problems simultaneously (determining the type of
tissue and the presence of a blood vessel in the scanned area) and can be used in
various neurosurgical procedures (removing a tumor or performing a stereotactic
biopsy).

The introduction into clinical practice of the latest modifications of OCT with the
creation of software with automatic determination of optical coefficients will signifi-
cantly improve tissue visualization and make it possible to differentiate the tumor
and white matter using quantitative criteria. In addition, the ability to visualize the
microvasculature will make it possible to assess the degree of microvascular prolif-
eration, which may indirectly indicate the degree of tumor malignancy.

For the widespread introduction of OCT into neurosurgical practice, it is neces-
sary to conduct additional studies in order to determine algorithms for verifying the
boundaries of tumor growth with the simultaneous use of OCT and existing methods
of intraoperative diagnostics (fluorescence diagnostics, neuronavigation, ultra-
sound). It is also necessary to conduct translational studies to identify the
possibilities of other OCT modalities in the field of neurosurgery.
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Abstract

Current understanding of the structure and functions of the brain is inadequate to
explain the complex neurobiological phenomenon associated with the pathophys-
iology of an organism. Hence, there is a scope for better understanding of the
morpho-functional features of the brain. On this note, present-day conventional
neuroimaging techniques fail to meet the challenges posed by this complex
structured organ to completely unveil the wide array of neurological phenome-
non. To make this possible, a novel imaging technique established by combining
principles of both two photon excitation and fluorescence lifetime imaging into
one system is called two photon fluorescence lifetime imaging microscopy
(TP-FLIM). This imaging modality has always been the choice of technique in
neurobiology research, as this avenue demands high spatial (~1 μm) and temporal
resolution (less than milliseconds). Here, the chapter mainly spotlights on the
importance of TP-FLIM of nicotinamide adenine dinucleotide (NADH), a ubiq-
uitous endogenous fluorophore responsible for cellular autofluorescence, and its
significance as an indicator of cellular metabolic changes associated with patho-
physiological conditions of various disorders. A brief information about the
instrumentation of TP-FLIM and fluorescence lifetime measurement methods
such as frequency domain and time domain are discussed. NAD+ biogenesis
pathway along with its reduced counterpart NADH’s autofluorescence property
has been illustrated. Chapter also highlights the application of this technique in
cancer diagnosis and in understanding the pathophysiology of neurodegenerative
diseases.
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2.1 Introduction

The brain is regarded as the most complex organ of any biological system, and it has
been quite a challenging task to completely study brain morphology owing to the
complex neuronal network between billions of neurons. As we fail to understand this
complexity it gets, even more, worse in case of studying brain disorders due to a lack
of reliable imaging techniques. Even though many techniques such as single photon
emission computed tomography (SPECT), functional magnetic resonance imaging
(fMRI), positron emission tomography (PET), and computerized tomography
(CT) were developed to diagnose brain disorders, none of them potentially proved
to be efficient [1, 2]. Therefore, it is need of the hour to develop one such reliable
imaging modality with greater imaging depth, higher spatial and temporal resolution.
Lifetime-based modalities have been established for deep tissue imaging only after
the advent of two photon fluorescence (TPF) microscopy. Two photon absorption is
an aberrant phenomenon in which two photons should interact with the molecule
almost at the same time, means anything less than 10�18 s will favour the two photon
excitation [2]. The advantages of using these mode-locked ultrashort laser pulses that
keep the average peak power low, in such a way it compresses the laser power into
small time packets so that photon density is high at a given time point. In parallel,
usage of objective lens with high numerical aperture (NA) concentrates the light in a
diffraction limited focal volume [3]. Cumulatively pulsed lasers and high NA
objective lens is crucial in creating the high photon flux at a small focal volume.
The reason behind the success of this technique lies in how efficiently one can
produce non-linear excitation to make this possible ultrashort laser sources in
combination with efficient scanning system is must.

Over the past three decades, fluorescence lifetime imaging microscopy (FLIM)
stood out as the most promising technique since it is sensitive to changes in tissue
microenvironment also independent of the concentration of fluorophore [4]. Fluores-
cence lifetime is the average time that any fluorophore spends in its excited state
before coming back to the ground state by emitting a photon [5, 6]. This feature is a
unique characteristic of endogenous fluorophores, which can be a precise reporter of
minute changes in tissue microvasculature [7–10]. As the lifetime of any fluorophore
is sensitive towards the microenvironment, it will be easy to analyse the physical
status of fluorescent molecules, whether it exists in the free or bound state. Hence-
forth, this property allows researchers to study tissues and cells in greater details. In
recent times, FLIM has exploited to study varied interactions between proteins as
well [11, 12].
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Every biological system has myriad endogenous fluorophores, which fluoresce
without the aid of any external probes. These fluorophores transition to a higher
energy excited state by absorbing the light of a suitable wavelength and emitting a
photon of energy lower than absorbed; this phenomenon is exhibited by intracellular
fluorophores termed as autofluorescence [13]. Metabolically active coenzymes such
as nicotinamide adenine dinucleotide (NADH) and flavin adenine dinucleotide
(FAD) fluorescence by absorbing a photon of suitable wavelength; nowadays studies
are focused on using these endogenous fluorophores for non-invasive, label-free
intravital imaging to monitor rate of cellular energy metabolism and physiological
status of the organisms [14, 15]. Technical advancements and commercial availabil-
ity of ultrafast lasers, fast electronics, and highly sensitive detectors made it possible
for the amalgamation of TPF microscopy with FLIM, resulting in emergence of a
novel optical imaging technique, which works on the principle of non-linear excita-
tion of fluorophores called two photon fluorescence lifetime microscopy (TP-FLIM)
[16]. In the grounds of neurobiology, TP-FLIM has advanced diagnostics
approaches in various neurodegenerative diseases. Furthermore, current understand-
ing of the complex morphology and pathophysiology of the brain has improved
significantly, allowing researchers to pinpoint the exact mechanism underlying the
illness. [14, 17, 18]. Moreover, the technique possibly sheds light on finding novel
treatment strategies for many disease conditions associated with neurology
[19]. Whereas this ideal bio-imaging approach has gained popularity because of its
outstanding intravital imaging potential, where it can efficiently produce images at
hundreds of micrometre depth into subcortical layers of the brain [8].

2.2 Instrumentation

Way back in 1931, Maria Goppert-Mayer predicted the phenomenon of two photon
absorption [20]. The milestone invention from Denk et al. has revolutionized across
scientific and biomedical optical imaging field with exceptional research finding
about the two photon excitation process that paves the way for establishment of TPF
microscopy. Study proved the feasibility of TPF microscopy by using
sub-picosecond pulse mode-locked lasers, which can generate ultrafast light pulses
[21]. Primary requisition of TPF microscopy is to generate high density photon flux
to the specimen to guarantee efficient absorption, and it is made possible by using
femtosecond pulsed laser excitation. Soon after, they successfully implemented two
photon excitation phenomenon to microscopy by integrating the advanced laser
scanning microscope with ultrashort pulsed laser (mode-locked laser). As this
specific type of laser produces pulses of near-infrared (NIR) light, having wave-
length around 720 nm, it generates high peak power with a pulse repetition rate of
80 MHz which is sufficient for two photon excitation with average power less than
25 mW, inducing very minimal photodamage to the living tissue [22] (as shown in
Fig. 2.1). This non-linear interactions are generated by high photon fluxes of about
1020–1030/(cm2 s) and delivering these high photon flux continuously without
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vaporizing it to the specimen was the major obstacle in making two photon micros-
copy feasible for in vivo imaging [3, 23].

Generally, there are three key components of TPF microscope: an ultrafast light
source, scanning microscope, and a detection system. Modern technology has made
it possible that lasers and detectors are commercially available; however, one can
also build customized TPF microscopes using above-mentioned components or even
the existing confocal microscopes can also be modified. For TP-FLIM measurement,
ultrashort pulsed laser with high repetition rate up to 80 MHz is required, as it
quantifies the fluorescence decay rate of a fluorophore on the timescale of
sub-nanoseconds to hundreds of nanoseconds [24]. Image acquisition is possible
only if fast electronics are working in tandem with efficient photon detectors.
Inclusion of scan lens and tube lens will be significant as it expands the beam
[25]. Addition of short pass filters and dichroic mirror, guides the reflected excitation
beam to objective lens [26]. The autofluorescence signal from the tissue specimen is
collected by the same objective lens, which then passes through the dichroic mirror
and emission filter before being recorded by the PMT. Usually, additional barrier
filters are used to weaken the signals to a greater extent. The fluorescence signals are
detected by photodetectors of the microscope. Some of the conventionally used
photodetectors are photomultiplier tube (PMT), charge-coupled device (CCD)
cameras, and avalanche photodiodes. However, PMT is most preferred because it
is relatively efficient and more sensitive in comparison with its peers [27].

Fig. 2.1 Schematic representation of TP-FLIM setup
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2.2.1 Fluorescence Lifetime Measurement

Ever since FLIM measurement found its way into optical imaging techniques, series
of experiments were carried out in combination with widefield microscopes, confo-
cal microscopes, and TPF microscopes. There are two dedicated detection methods
available exclusively to measure the fluorescence lifetime: frequency domain and
time domain [28]. In frequency domain detection method, specimens or samples are
excited to higher energy state with the aid of pulsed or modulated light. The
fluorescence signals from the sample will be of reduced modulation degree and
phase shift in comparison with that of excitation. These values are calculated and
used to draw the fluorescence decay profile. The changes associated with phase shift
and modulation degree are bound by fluorescence lifetime (τ) and frequency of
modulation (ω) [29, 30]. Hence, fluorescence lifetime can be calculated by means of
either the phase shift or modulation degree [31]. Frequency domain has some
disadvantages while imaging in vivo since fluorescence signal from the endogenous
fluorophores are usually weak. Time domain detection method works by recording
the fluorescence signal and reconstruct the decay curve. Lifetime of a respective
fluorophore can be measured by fitting the decay curve using single or multi-
exponential function [32]. The methods for determining fluorescence lifetime can
be divided into two categories from the standpoint of electronics: analogue
techniques and digital (photon counting) techniques [33–35]. Photon-counting
techniques, consider the fluorescence signal to be a random sequence of single
photon pulses. A histogram of the time intervals between the emission signals and
the excitation laser pulses is plotted by recording the number of photon pulses
arriving at a series of time channels. This histogram depicts the fluorescence
decay. To detect intensity in time domain, photon-counting techniques record the
density of photon pulses rather than their amplitude. As a result, accuracy of photon-
counting techniques raises without the interference of noise gain or electronic gain,
which ultimately results in a superior signal-to-noise ratio over analogue techniques
[31]. Time-correlated single photon counting (TCSPC) is a widespread photon-
counting technique that offers lifetime measurement at high time resolution and
wide dynamic range, which makes the modality popular for microscopy and spec-
troscopy applications [34, 35]. It is effective for analysing low-intensity signals with
a high repetition rate, like two photon excitation fluorescence of biological tissues. It
is specifically tailored for detecting endogenous autofluorescence with short flores-
cence lifetimes. Rapid technical advancements guided the development of TCSPC
into a single board integrated with all the components essential for recording the
fluorescence signals and obtaining fluorescence decay profile either through single
or multidimensional techniques [31]. With all the advanced features, TCSPC has
turned out to be a cutting-edge tool studying complex neurobiological phenomena
[29, 36].
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2.3 NADH Biogenesis

William Young and Sir Arthur Harden were the pioneers to illustrate NADH
autofluorescence during 1906 while working on alcoholic fermentation observed
something unusual and depicted as “conferment” [37]. Almost after three decades, a
German scientist, Otto Heinrich Warburg came up with the fact that the nicotinamide
part of NADH is acting as the site of oxidation and reduction reactions [38]. Later in
1950, tri- and diphosphopyridine nucleotide structure was elucidated by Kornberg
and Pricer [39]. The structure of NADH is having two ribose molecules attached by
phosphate group, whereas one is linked with adenine group and the other is
connected to nicotinamide group. NADH, a pyridine nucleotide, acts as an electron
donor in cellular metabolic pathway [40]. Majority of the dehydrogenases donates
hydrogen and electrons to NAD+ for producing NADH. Glycolysis results in
synthesis of two NADH, whereas the Krebs cycle yields six such molecules and
these electrons are carried to mitochondrial inner membrane to participate in electron
transport chain which finally fields ATP via oxidative phosphorylation [41]. Com-
plete understanding of the structure and function of NADH and its ability to monitor
the changes associated with cellular metabolism of the organism has gained the
attention of a wide array of researchers. Every living organism synthesizes the NAD+

by two means: de novo and salvage pathway. Dietary tryptophan acts as a starting
material for NAD+ biosynthesis through de novo pathway, whereas nicotinic acid,
nicotinamide, and nicotine riboside are the starting materials for the same through
salvage pathway [42].

2.3.1 NADH Biosynthesis Pathway

As already stated, aromatic amino acid tryptophan is the raw material, which yields
NAD in eight-step de novo pathway [43, 44]. In first step, conversion of tryptophan
to N-formyl kynurenine is facilitated by either of the two key enzymes: tryptophan
2,3-dioxygenase and indoleamine 2,3-dioxygenase [45]. In next stages, after four
consecutive enzymatic reactions 2-amino 3-carboxymunic acid semialdehyde
(ACMS) will be formed. Formation of unstable ACMS is regarded as branching
point of this pathway as it leads the pathway into two lineages, one heads towards the
formation of CO2, H2O, and ATP on complete oxidation of ACMS into
α-amino-β-muconate-ε-semialdehyde (AMS), another lineage leads to form
quinolinic acid, precursor of NAD+ through spontaneous cyclization of ACMS. In
subsequent stage, as the quinolinic acid gets converted into nicotinic acid mononu-
cleotide (NAMN) by quinolinic acid phosphoribosyl transferase (QPRT) [46]. Next,
pathway is connected with Preiss-Handler pathway and proceeds further to sequen-
tially yield nicotinic acid adenine dinucleotide (NAAD) and NAD+ catalysed by the
action of nicotinamide mononucleotide adenylyl transferases (NMNAT 1) and NAD
synthase, respectively [47] (as shown in Fig. 2.2).

In salvage pathway, mainly three precursors from which NAD+ will be
biosynthesized and they are: nicotinic acid, nicotinamide, and nicotinic riboside.
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Firstly, catalytic conversion of nicotinic acid along with alpha-D-5-phosphoribosyl-
1-pyrophosphate (PRPP) to nicotinic acid mononucleotide (NAMN) by nicotinic
acid phosphoribosyl transferase (NAPRT). Further subsequent catalytic activities of
nicotinamide mononucleotide adenylyl transferases (NMNAT) and nicotinic acid
synthase (NADS) yields NAD+. In second pathway, enzyme nicotinamide
phosphoribosyl transferase (NAMPT) converts nicotinamide into nicotinamide
mononucleotide (NMN) by adding PRPP, further nicotinamide mononucleotide
adenylyl transferase (NMNAT) ultimately gives rise to NAD+ by acting on NMN
[49]. Once NR crosses the membrane, it’s got phosphorylated by nicotinamide
riboside kinases (NMRK) 1 and 2, resulting in the formation of NMN, which finally
got fused with ATP by the activity of NMNAT to arrive at NAD. NAD+-dependent
enzymes such as sirtuins, NAD+ glycohydrolases, and PARPs have their own
significant roles in age-related pathologies and neurodegeneration [50]. Even there
are scientific evidence suggesting that elevating the expression levels of NAD+-
dependent histone deacetylases will eventually result in increased lifespan of an
individual [51].

Fig. 2.2 Overview of NAD+ biosynthesis via kynurenine, salvage, and Preiss-Handler pathways
represents NAD+ metabolism and its physiological function. (Figure is adopted with permission
from Ref. [48])
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2.4 NADH Autofluorescence and Lifetime

Biological system has many endogenous fluorophores which are collectively
accountable for tissues exhibiting fluorescence properties [52]. This naturally occur-
ring phenomenon, where light-tissue interactions eventually result in emitting fluo-
rescence is called autofluorescence. Several endogenous fluorophores are present in
living system namely, flavins, NAD(P)H, cytokeratin, collagen/elastin, porphyrin
derivatives, etc. [53]. The intricate association of intrinsic fluorophores with
morpho-functional status of the biological systems, influencing fluorescence signals,
stand out as an effective tool for monitoring biological substrate condition. Both
NADH and NADPH have identical autofluorescence hence, combined fluorescence
signal of NADH and NADPH is denoted as NAD(P)H [54, 55].

Existence of life is unimaginable without the presence of NADH; it plays a
crucial role in the cellular metabolism of various living systems starting from
microorganisms to humans. NAD is not only involved in energy production as a
coenzyme for most of the actively participating enzymes of cellular metabolism but
also serves as a co-substrate to enzymes such as sirtuins, poly (ADP-ribosyl)
polymerases, mono (ADP-ribosyl) transferases, and CD38 [48]. The reduced form
(NADH) is exhibiting autofluorescence, however, not the oxidized one (NAD+),
single photon excitation and emission peaks of NADH are around 340 and 470 nm,
respectively [4, 56]. Fluorophore has its signature lifetime, which is the average time
duration the molecule spends in excited state before emitting the photon [57]. As this
intrinsic autofluorescence signals emitted by the biological system refers to the
alterations in physiology during diseased state of the organisms, this will be the
effective tool in portraying morpho-functional status of the organism based on
variations in lifetime of a fluorophore. NADH exists in two forms, one is free
form and other is bound form. Whereas the free state is indicated by lifetime around
0.4–0.8 ns conversely, 1–5 ns lifetime suggests that NADH is in bound state with
proteins or enzymes [58–60]. The lifetime information obtained is significant
enough to predict the location to which the fluorophore is confined, for example in
case of NADH, free forms indicate that the fluorescence signals are from the
cytoplasmic region of the cell; on the contrary, the longer lifetime fractions of
NADH are from mitochondrial region, where these coenzymes actively take part
in oxidative phosphorylation as an electron carrier. Owing to its intricate association
with cellular metabolism, this has been used for real-time assessment of changes
associated with the metabolism under any pathophysiological conditions [59, 61,
62].

2.5 Applications

Changes associated with the cellular metabolism during oncogenesis is one of the
hallmarks of cancer. As NADH is the key coenzymes actively involved in cellular
metabolism, it can be used to monitor the changes in real time. It is well-known fact
that the metabolic changes are altered during the progression of glioma, so to analyse
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this metabolic activity certain parameters such as optical redox ratio, fluorescence
intensity of NADH and FAD were employed [15]. Parkinson’s disease (PD) is the
most prevalent age-associated neurodegenerative disease, globally more than 10 mil-
lion people living with PD [63]. A characterizing pathological condition associated
with PD is the loss of dopaminergic neurons in the region of substantia nigra of the
brain, which plays a central role in maintaining the body movements in more
coordinated and controlled manner [64, 65]. Chakraborty et al. worked on functional
mapping of cellular energetics in 1-methyl-4-phenylpyridinium (MPP+) treated PD
cell model with the aid of 2P-FLIM of intracellular endogenous fluorophores,
NADH and FAD. Cellular model of PD is developed by nerve growth factor
(NRF)-induced PC12 cells on treating with MPP+, which significantly mimics
pathological conditions associated with PD. Fluorescence lifetime images are instru-
mental in validating the effects of MPP+ on PC12 cells, as the average lifetime of
free NADH (τ1) decreased from 0.52 ns (control) to 0.45 ns on treatment with
1000 μM MPP+ (as shown in Fig. 2.3). The ratio of relative contributions of free
and protein-bound NADH significantly increased from 1 to 1.56 ns upon treatment
implies the redox variation brought about by the neurotoxin MPP+. Similar changes
are seen with FAD; however, the differences in FAD lifetime distribution among the
PD-induced cells were smaller when compared with that of NADH. Lower meta-
bolic activity of treated PC12 cells were inferred by the increase and decrease in ratio

Fig. 2.3 Micrographs show average lifetime of NADH of PC12 cells using pseudo colour mapping
that were (a) differentiated and untreated; and cells treated with (b) 50, (c) 100, (d) 250, (e) 500, (f)
1000 μM of MPP+. Colour bar represents the range of average fluorescence lifetime.
(Figure reproduced from Ref. [66] with kind permission from Springer Nature)
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of relative contribution of free to protein-bound NADH and FAD, respectively
[66]. Hence, NADH FLIM turns out to be a tool of choice for assessment of PD
progression.

TP-FLIM has been used for studying inhibitory effects of phytochemicals
namely, curcumin and cyclocurcumin on neurotoxicity in MPP+-induced PD-like
cell model. MPP+, a potent neurotoxin used to induce disease-like state in cell, which
can cross BBB (blood–brain barrier) and get congregated in mitochondria resulting
impaired cellular respiration [67]. Assessment of inhibitory effects of curcumin and
cyclocurcumin on neurotoxicity was done using MTT assay, ROS level, and
2P-FLIM of intracellular NADH. Primarily, untreated neuronal-like PC12 cells are
tested with varying concentrations (0.01, 0.1, 1, and 10 μM) of curcumin and
cyclocurcumin separately to verify whether these phytochemicals possess phyto-
toxic effects, as expected there were no significant changes in the cell viability.
Average lifetime value of free (τ1) NADH reduced from 0.52 ns (control) to 0.28 ns
upon treatment with 1 mM MPP+ and in case of protein-bound NADH lifetime
values was decreased to 1.4 ns from 2 ns (control). Subsequent treatment of PC12
cells with 10 μM curcumin and 10 μM cyclocurcumin has increased the lifetime
values to 0.32 and 0.48 ns, respectively, in case of τ1. The same treatment resulted in
the increased τ2 values 1.6–2.25 ns in comparison with MPP+ treatment (as shown in
Fig. 2.4). Positive outcome has also been recorded in case of reactive oxygen species
(ROS) measurements for the same plant-derived compounds. Cells tend to aggregate
due to toxicity induced by MPP+ when compared to uniformly distributed normal
PC12 cells. Ratio of relative lifetime components (a1/a2) value changes from 1 to
3.4 ns after MPP+ treatment alone, and this ratio is analogous to the NADH/NAD+

ratio, which can be a potential metabolic maker to decipher the cellular metabolic
changes [68].

Alzheimer’s disease (AD) is one among the most prevalent neurodegenerative
diseases haunting mankind at the later stages of life [69]. Regarded as the most
common cause of dementia, accounting for about 60–80% of cases. Gomez et al.

Fig. 2.4 Shows average NADH FLIM images of PC12 cells after various chemical treatment. (a)
Control cells, (b) cells treated only with 1 mM MPP+, (c) cells treated with combination of 1mM
MPP+ and 10 μM curcumin, and (d) combination of 1mMMPP+ and 10 μM cyclocurcumin. Colour
bar represents the range of average fluorescence lifetime. (Figure reproduced from Ref. [68] with
kind permission from Springer Nature)
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studied the alterations in cerebral energy metabolism associated with AD using
TP-FLIM of endogenous NADH in mouse model. According to the findings,
in vivo quantification of intrinsic autofluorescence signals are useful for identifying
changes brought by residence of Aβ plaques in mitochondrial cellular metabolism
and lipofuscin accumulation. The research outcome evaluates Aβ-associated
discrepancies in ROS congregation and plaque formation non-invasively. Metabolic
function is clearly affected in areas near plaques; however, it is ambiguous whether
changes in mitochondrial function and ROS formation are entirely due to amyloid β
[70, 71]. Norambuena and his colleagues used TP-FLIM of endogenous fluorophore
NADH to show that accumulation of amyloid β oligomers eventually leads to
disruption of lysosome to mitochondria signalling pathway [72, 73]. Study unveils
that insulin and amino acids activate mTORC1, which in turn regulate mitochondrial
DNA synthesis in nerve cells thus play a key role in stimulating the activity of
mitochondria. Results were evident in portrayal of the fact that intrinsic fluorescence
of NADH is co-localized specifically with mitochondria, and there is a significant
increase in the fluorescence lifetime from 0.3–0.8 to 1–6.5 ns after binding with
enzymes, which depicts increased production of energy by NADH. Lifetime images
also signify the enzyme-bound fraction of NADH (a2%) in mouse cortical neurons,
and human neurons were 63% and 67%, respectively, during starved condition.
Same fractions change to 59% and 64%, respectively, after supplementing with
amino acids and 59% and 64% upon insulin supplement. Spectrally inseparable
NADH and NADPH were discriminated by fluorescence lifetime to know their
relative contributions to overall measured lifetimes before and after the stimulation,
which were 63% and 37%, respectively. Study concludes that it is lysosomal
mTORC1, not the mitochondrial mTORC1, that regulates nutrient-mediated mito-
chondrial activity [73].

Α-synuclein (αS) aggregates, varied dopamine homeostasis, and rampant death of
dopaminergic neurons are hallmarks of PD [74], which is an age-associated, multi-
factorial disease. Currently, over 10 million people living with PD worldwide; men
are more prone to this disease than females. Hence, the need of the hour is to study
the exact role of aggregation products of αS and their toxicity inducing mechanisms.
Plotegher et al. showed that NADH fluorescence lifetime can be effectively used as
an endogenous reporter of protein aggregation or cellular oxidative stress, by
demonstrating the α-synuclein aggregation in HEK293 (human embryonic kidney)
cell models. Fluorescence lifetime and phasor plot histograms were constructed for
HEK293 cells transfected with empty vector, overexpressed αS, and preformed αS
fibrils. Phasor approach has been implemented to FLIM to measure free-to-bound
NADH ratio in accordance with αS overexpression and aggregation in HEK293
cells, also location-specific relative contributions of free and bound fractions of
NADH. NADH lifetime images clearly suggest the overexpression of αS by
increased protein-bound fraction of NADH (as shown in Fig. 2.5). αS oligomeriza-
tion and mitochondrial damage is indicated by decreased ratio of relative lifetime
components (NADH:NAD+) HEK293-αS overexpression and HEK293 cells with
seed shows some red or orange spots, signifies higher bound fractions of NADH and
decreased free: bound NADH ratio in comparison with that of control (HEK293 cells
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transfected with empty vector). The outcome indicates that the severe damage
caused to mitochondria by αS oligomers accumulation, elevates the oxidative stress
in HEK293-αS, which leads to the fluctuation in free to bound NADH ratio.[75].

2.6 Conclusion

Over the past two decades, TP-FLIM has established as one of the most sophisticated
optical imaging modality for intravital imaging by surpassing all disadvantages such
as photodamage, and light scattering while imaging in vivo. Deep tissue imaging
demands high temporal and spatial resolution to visualize the minute changes of
tissue microenvironment. The recent advancements in the field of neuroimaging
have made it feasible to assemble laser scanning microscopy, optic fibres, and fast
electronics like PMT detectors together to image even a single neuronal cell
non-invasively with enhanced depth penetration, reduced photo damage. Major
challenges posed while imaging brain, the most dynamic and complex organ of
living system got answered by fluorescence lifetime imaging of endogenous
fluorophore, NADH. Fluorescence lifetime values of free NADH (τ1) and protein-
bound NADH (τ2) increase and the ratio of relative lifetime components (NADH:
NAD+ or a1/a2) will decrease significantly, in case of altered cellular metabolism
during various pathological conditions such as cancer and neurodegenerative
diseases. Based on the lifetime measurement, Plotegher et al. [75] proved αS
overexpression induces PD. Norambuena et al. [73] illustrated the cross link that
exists between the mitochondrial dysfunction and AD. In this way, TP-FLIM has
strengthened our basic understandings of neurobiological phenomenon and in the
near future it will be the gold standards for analysing cellular metabolic changes in
relevance with the various pathophysiological condition. Commercial availability of

Fig. 2.5 (a) Fluorescence intensity images of human embryonic kidney 293 cells transfected with
empty vector (left panel), αS (middle panel) αS with seeding (right panel). (b) Fluorescence lifetime
images corresponding to the same region of interest of (a). (c) Shows the phasor plot histogram
represents lifetime distribution of every pixel in all six images. (Figure reproduced from Ref. [75]
with kind permission from Wiley Publications)
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lasers and high throughput signal detectors that have encouraged research commu-
nity to image intact brain tissue in their natural habitat reveal more information
which eventually ease the elucidation of structural and behavioural dynamicity of the
brain.
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Abstract

As human life expectancy has increased, age-related neurodegenerative disorders
(NDs) are emerging as one of the greatest health and social threats of the twenty-
first century. Most NDs manifest clinical symptoms at an advanced stage after the
disease onset, making it difficult to detect before irreversible degenerative
alterations in the brain occur. As a result, understanding the neural mechanisms
and early detection of ND are crucial for enhancing human health and quality of
life. Raman spectroscopy and microscopy techniques allow for label-free, video-
rate data acquisition without any sample preparation, making them a viable tool
for disease detection early on. Raman-based approaches can be employed in vivo
for early diagnosis of NDs as they are noninvasive. They require simple instru-
mentation and enable non-destructive sample analysis, which makes them useful
for real-time diagnosis. Here, we outline the various Raman spectroscopic and
microscopic techniques with a special focus on their application as a diagnostic
tool for neurodegenerative diseases.
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3.1 Introduction

The increasing prevalence of ND is partly due to the improved public health and
extension of life span [1–3]. The increase in older population and the socio-
economic constraints caused by ND makes the development of better diagnostic
and therapeutic strategies necessary [2]. Accurate and early diagnosis of NDs like
Alzheimer’s disease (AD) is extremely important for early treatment before irrevers-
ible damage to the pathological processes occurs [4, 5]. Currently, the lack of
complete understanding of the pathogenesis underlining many ND limits the devel-
opment of effective diagnostic techniques and treatment [2, 6]. Also, the clinical
symptoms of most of the ND appear years or decades after the early stage making
early detection and treatment challenging [2]. Histological examination of the brain
tissue conducted exclusively at the autopsy is the only possible confirmation of NDs
[5–7]. Past research shows that ND spreads in a structured manner across the brain
and accumulates in a prion-like form and is known to originate by the aggregation of
specific types of proteins. Several neurodegenerative diseases like AD, Parkinson’s
disease (PD), dementia with Lewy bodies (DLB), and multiple system atrophy
(MSA) are closely linked to accumulation of protein particles such as prion protein
(PrP), amyloid β (A-β) peptides, α-synuclein (αSyn), and tau. It has been
demonstrated that the injection of misfolded, aggregated neurodegeneration-related
proteins in asymptomatic animals caused the induction and spreading of prion-like
mechanisms within the brain [8, 9]. A better understanding of these diseases is
possible through elucidating their structure-function roles and/or analyzing their
pathological and physiological changes [2]. ND can also be diagnosed and treated
by understanding the nanomolar concentration changes in neurotransmitter levels in
the various regions of the brain [5, 7, 10, 11]. Effective diagnosis can be performed
by developing a rapid and sensitive sensor for the detection of neurotransmitter
levels in vivo through the skull [7, 12].

Imaging techniques like magnetic resonance imaging (MRI), perfusion imaging,
diffusion tensor imaging, and permeability imaging are advanced techniques that can
be used for diffusion diagnosis of the masses present in the brain, but as they are not
definitive enough in many cases they cannot be used for pathologic tissue diagnosis
[13]. Optical techniques can be effectively utilized to visualize and understand the
molecular composition and interactions [14–18]. Techniques like second harmonic
generation (SHG), optical coherence tomography (OCT), two-photon excited fluo-
rescence (TPEF), infrared microscopy (IR), third-harmonic generation (THG), and
confocal reflection (CR) imaging are label-free and considered reliable imaging tools
for neurological research [17, 19, 20]. Though SHG, OCT, THG, and CR show
morphological features, they are incapable of differential diagnosis as they do not
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show chemical contrast [17, 21]. On the other hand, IR microscopy provides
chemical contrast by probing molecular vibrations, but due to the long-wavelength
of infrared light, they have low spatial resolution and show strong water absorption
in biological specimens [14, 17, 22, 23]. Infrared spectroscopic methods like Fourier
transform infrared (FT-IR) spectroscopy are utilized to classify the AD brain tissues
[6, 24]. Since infrared penetration depth in tissue is small, infrared spectroscopy is
not used for the in vivo diagnosis of AD [6]. Fluorescence imaging dominates high-
resolution optical microscopy as it shows high sensitivity and generates large signals
by a sizable collection of fluorophores, but since it has a limited number of intrinsic
fluorophores it cannot be used for chemical selectivity [14, 15, 21]. Although
extrinsic fluorophores can be used to provide specific probes, they often give rise
to unwanted perturbations and their use for in vivo applications is limited due to the
need for tissue-specific labeling [14]. Photoacoustic imaging and confocal fluores-
cence microscopy, on the other hand, offer high sensitivity, specificity, and speed,
but they depend upon the specific absorption of dyes. The use of dyes can be toxic or
can cause uneven distribution among cells or tissues [17].

Spectroscopic and microscopic techniques based on the principle of Raman
scattering can be used for in vivo probing of biomolecules (i.e., proteins,
carbohydrates, lipids, nucleic acids) in complex matrices without sample preparation
[17, 25]. Raman scattered photons excited by a laser can be spatially correlated to
obtain images of biomolecular distributions [15]. Raman scattering effect was
discovered in 1928 and was first reported by the Indian physicist Chandrasekhara
Venkata Raman [6, 26, 27]. In the past few decades, it has become a promising tool
for clinical and laboratory uses owing to the advances in spontaneous and nonlinear
Raman techniques [15]. The inelastic scattering of monochromatic laser radiation is
the physical mechanism behind Raman scattering. The intensity of the weak Raman
signals from biomolecules can be improved by using intense excitation lasers and
sensitive detection schemes. When combined with complementary techniques like
rapid scanning microscopes they improve clinical diagnosis, by collecting images at
video rates, and when coupled with other multiphoton techniques the chemical
contrast is improved [17]. In recent years, Raman-based sensors are used to detect
and monitor demyelination, traumatic brain injuries (TBI), brain tumors, neurologi-
cal diseases like amyotrophic lateral sclerosis (ALS), etc. and hence serve as a
potential diagnostic tool for ND [25]. Table 3.1 summarizes the Raman fingerprint
of various molecules that are used in the diagnosis of ND.

Here, we discuss the various types of Raman spectroscopic and microscopic
techniques along with their applications in ND research, especially for investigating
the functional groups associated with ND.
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Table 3.1 Assignment of Raman fingerprint for molecules involved in neurodegenerative diseases

Raman shift (cm�1) Assignment References

607, 700, 1440, 1674 C27H46O, cholesterol (lipid) Czamara et al. (2015) [28], Krafft
et al. (2016) [17]

622, 1004, 1030,
1159, 1208, 1607

C9H11NO2, phenylalanine
(protein)

Krafft et al. (2016) [17],
Rzhevskii (2019) [29]

644, 830, 855, 1175,
1612

C9H11NO3, tyrosine (protein) Krafft et al. (2016) [17], Fonseca
et al. (2019) [30]

667, 757, 780, 1277 C5H6N2O2, thymine (nucleic
acids)

Krafft et al. (2016) [17]

680, 1490, 1580 C5H5N5O, guanine (nucleic acids) Krafft et al. (2016) [17]

716, 875 N(CH3)3 (lipid) Czamara et al. (2015) [28], Krafft
et al. (2016) [17]

727, 1490, 1580 C5H5N5, adenine (nucleic acids) Krafft et al. (2016) [17]

757, 1159, 1340,
1555, 1617

C11H12N2O2, tryptophan (protein) Thomas (1999) [31], Krafft et al.
(2016) [17]

785 PO4
3�, symmetric phosphodiester

stretch (nucleic acids)
Figueroa et al. (2018) [18]

815 O–P–O stretching (phosphate) Guo et al. (2019) [32]

898, 935 Peptide C–Cα (protein) Krafft et al. (2016) [17]

1084 Skeletal C–C vibrations (lipid) Czamara et al. (2015) [28],
Figueroa et al. (2018) [18]

1100 Nucleic acids Figueroa et al. (2018) [18]

1154 C–C stretching (lipid) Czamara et al. (2015) [28], Guo
et al. (2019) [32]

1422 CH2 (nucleic acid) Krafft et al. (2016) [17]

1452 CH2 bending (δCH2) vibration
modes

Fonseca et al. (2019) [30]

1658 Amide I (protein) Krafft et al. (2016) [17], Fonseca
et al. (2019) [30]

1660 C¼C (lipid) Czamara et al. (2015) [28], Krafft
et al. (2016) [17]

1740 C¼O (lipid) Czamara et al. (2015) [28], Krafft
et al. (2016) [17]

2845 CH2 symmetric stretch vibrations
(lipids)

Bégin et al. (2014) [33], Czamara
et al. (2015) [28]

2877 CH2 antisymmetric stretching
vibrations (lipids)

Czamara et al. (2015) [28],
Fonseca et al. (2019) [30]

2930 CH3 symmetric stretching (lipids) Czamara et al. (2015) [28],
Fonseca et al. (2019) [30]

2935 CH-stretch (proteins) Michael et al. (2014) [34]

3015 Stretching mode of ¼C–H (lipids) Freudiger et al. (2008) [21],
Czamara et al. (2015) [28]

3390 H2O Michael et al. (2014) [34]
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3.2 Raman Techniques

3.2.1 Raman Spectroscopy

Raman spectroscopy being a sensitive and label-free optical micro-spectroscopic
method, provides unique, specific fingerprint-like spectral information about the
structure and composition of macromolecules [4, 7, 35–38]. Raman spectroscopy
involves the sensitive and precise acquirement of spatially resolved and frequency-
resolved scattering of light that enables identification of the functional groups of
macromolecules which have indistinguishable structural features [36]. Raman spec-
troscopy does not use any external labels and hence is non-destructive to living
organisms [2, 17, 39, 40]. Owing to its simple instrumentation and capacity to reveal
molecular information, Raman spectroscopy is capable of being used for the in situ
evaluation of living tissues (as shown in Fig. 3.1a) [6, 12, 35, 38, 41]. Raman
spectroscopy provides the spectral fingerprint corresponding to the molecular and
biochemical composition of the biological sample. These spectral fingerprints are
obtained when light causes temporary changes in the bond’s polarizability and
results in the change of the vibrational frequency, which in turn results in a Raman
spectrum [35, 38]. It measures the inelastic light scattering by the intrinsic molecular
vibrations in the sample and can provide an accurate in vivo diagnosis of the diseases
[6, 38]. Optical fibers can collect and deliver light rapidly and can be incorporated
into cannulas, needles, endoscopes, and catheters facilitating the use of Raman
spectroscopy in vivo (as shown in Fig. 3.2a, b) [6, 29].

Raman spectroscopy is widely being researched for medical diagnostics
applications that use bio-fluids, cell, and tissue samples, and has gained much
interest as a biological sensing technique [4, 7, 12, 38]. It has been shown that
Raman spectroscopy can potentially be used as a selective diagnostic instrument for
AD detection and differentiation, and it successfully differentiates between the brain
tissues of healthy and AD patients [4, 6]. It has been demonstrated that using the
hollow-core photonic crystal fiber along with the Raman spectroscopy setup can
provide sharp and intense Raman signals of the major biomarker of AD, amyloid β
(1–42) peptide (Aβ42), thus enabling the development of a sensitive detection tool
for the early diagnosis of AD [42]. Similar to infrared spectroscopy, Raman spec-
troscopy gives details regarding the molecular vibrations, and also the near-IR light
which is used for the Raman excitation has a larger tissue penetration depth, i.e., of
the order of a few centimeters [6]. Hence, near-infrared Raman spectroscopy
promises to be used as an effective diagnostic technique to detect AD in vivo
[4, 38]. The major drawback of Raman spectroscopy is the inherently weak signals
obtained, limiting its use for clinical diagnosis [7, 11, 38]. However, surface-
enhanced Raman spectroscopy (SERS) overcome this problem and produce stronger
signals by using the optical properties of metal nanoparticles [7, 10, 38].

3 Types of Raman Scattering Techniques for Neurodegenerative Diseases 43



Fi
g
.3

.1
(a
)
S
et
up

fo
r
R
am

an
sp
ec
tr
os
co
pi
c
sy
st
em

(R
ep
ri
nt
ed

w
ith

pe
rm

is
si
on

fr
om

S
in
gh

et
al
.[
37
])
.(
b)

S
ch
em

at
ic
of

th
e
se
tu
p
fo
r
S
E
R
S
(R
ep
ri
nt
ed

w
ith

pe
rm

is
si
on

fr
om

T
ur
k
et
al
.[
43
])
.(
c)

S
ch
em

at
ic
of

th
e
C
A
R
S
m
ic
ro
sc
op

e
(R
ep
ri
nt
ed

w
ith

pe
rm

is
si
on

fr
om

E
va
ns

et
al
.[
13

])
.(
d)

E
xp

er
im

en
ta
ls
et
up

of
S
R
S

m
ic
ro
sc
op

y
(R
ep
ri
nt
ed

w
ith

pe
rm

is
si
on

fr
om

G
ol
re
ih
an

et
al
.[
44
])
.(
e)
S
ch
em

at
ic
of

th
e
hy

pe
rs
pe
ct
ra
lR

am
an

im
ag
in
g
sy
st
em

(R
ep
ri
nt
ed

w
ith

pe
rm

is
si
on

fr
om

G
ru
be
r
et
al
.[
45
])

44 S. Kumari et al.



Fig. 3.2 Raman image of a mouse brain tissue section: (a) “mosaic” optical image captured with
20� objective lens; (b) the “fingerprint” region for live HEK cells with the marked peaks at
1004 cm�1 assigned to phenylalanine (Phe) typical for proteins, and the resonantly enhanced
peaks at 1315, 1130, and 750 cm�1 in the cytochrome C (Reprinted with permission from Rzhevskii
[29]). (c) Full-scale label-free SERS imaging of mouse brain section using gold nanoparticles
(AuNPs) and black phosphorus-gold nano-sheets (BP-AuNSs) (Reprinted with permission from
Guo et al. [32]). CARS image of the brain with chemical selectivity. (d) Positive lipid contrast
image of CARS microscopy at 2845 cm�1. (e) Negative lipid contrast image of CARS microscopy
at 2955 cm�1 showing the cell bodies with positive contrast. (f) Corresponding H&E image
(Reprinted with permission from Evans et al. [13]). SRS imaging identified lipid ovoid deposition
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3.2.2 Surface-Enhanced Raman Spectroscopy (SERS)

Nano-metals such as gold nanoparticles interact with the incident light and enhance
the Raman signal in SERS [10, 12, 38, 46]. The enhancing effect is locally confined
to the molecules close to the gold nanoparticles and the SERS spectrum obtained
reflects majorly the contribution from these molecules (as shown in Fig. 3.1b)
[12, 38, 43]. SERS-based sensors have proven to be an excellent candidate for the
rapid detection of biological molecules and monitoring the neurotransmitters
associated with neurological disease using metal nanoparticles (as shown in
Fig. 3.2c) [7, 11, 12, 47, 48]. Detection of neurotransmitters is necessary for the
early diagnosis of neurodegenerative diseases. Recent studies have demonstrated
that when SERS is combined with spatially offset Raman spectroscopy (SORS), it
can be used for the sensitive and selective detection of neurotransmitters from within
the skull [5, 11].

Patients suffering from Parkinson’s disease (PD) lose more than 80% of their
dopamine-producing cells [5, 10, 12, 46, 49, 50]. SERS has been used as a high
throughput screening tool to detect the concentration of dopamine in the various
brain regions using bio-barcode assay such as DNA barcodes, and thus differentiate
between a healthy brain and a brain affected by PD [5, 10, 12]. SERS using gold
nanoparticles are shown to be a reliable technique for investigating the effect of
toxins on dopaminergic neurons in mice which in turn allows for the detection of PD
[10]. It has also been found that SERS can be used in the prevention and detection of
neurological diseases that involve abnormal changes in dopamine levels
[50]. Huntington’s disease (HD), another commonly found neurological disease
can be studied in both pre-manifest and manifest stages owing to its genetic basis.
The unavailability of easily accessible biomarkers that can track the progression of
the disease hinders the early diagnosis and treatment of HD [38, 47]. Analysis of
SERS spectra of the serum of HD patients showed substantial relationship with
disease progression [38, 46, 50]. SERS reveals that the serum molecules related to
protein misfolding and nucleotide catabolism are responsible for the advancement of
HD from the pre-manifest stage [38]. SERS is used for many in vivo and in vitro
biological applications but the metallic nanoparticles used for enhancing the sensi-
tivity can be toxic to the physiological environment [25, 51]. Silver nanoparticles
used on rats have been shown to alter the neurotransmitters and amino acids
[25, 48]. Thus, limiting the application of SERS for in vivo diagnosis [25].

Fig. 3.2 (continued) in human ALS patient samples. (g) SRS imaging of ventral root nerve fibers
from human ALS patients versus controls. Scale bar, 50 mm. (h) SRS imaging of dorsal root nerve
fibers from human ALS patients versus controls. Scale bar, 50 mm (Reprinted with permission from
Tian et al. [69]). (i) Hyperspectral Raman image of neuritic plaque (upper row) and neurofibrillary
tangle (lower row). White light image with the square indicating the Raman scan region of interest
(ROI) and Raman intensity image for β-sheets distribution (Reprinted with permission from
Michael et al. [36])
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3.2.3 Spontaneous Raman Microscopy

Spontaneous Raman scattering is an inelastic scattering of light and is becoming
widely popular in biomedical applications [15, 17, 52, 53]. When implemented as a
microscopic technique, Raman scattering gives images of molecular species at a
submicrometer resolution [17, 18]. Spontaneous Raman microscopy involves the
measurement of Raman spectra that is reflected by the molecular vibrations of
intrinsic molecules. Raman microscopy gives details of the molecular species and
structures in the tissues and cells through the molecular vibrations with a high spatial
resolution [54, 55]. Raman microscopy is being used for biomedical applications
since 1979 and also for imaging cytopathology and histopathology [15, 17]. In the
past few decades, Raman microscopy is widely used in biomedical applications
involving both in vitro and in vivo imaging [15]. High-resolution Raman micros-
copy can be used for imaging biological samples with a confocal microscope, but it
is necessary to use high laser powers as the Raman signal is intrinsically weak
[22]. Spontaneous Raman microscopy has shorter excitation wavelengths and thus
offers high spatial resolution [21]. It serves as a powerful biomedical diagnostic tool
and is used in applications like observing the distribution of biomolecules in the cells
and tissues, studying drug delivery, analyzing cancer biopsies and other tissues
[15, 17, 52, 53]. The data obtained from spontaneous Raman microscopy allows
for the distinction of malignant and normal cells and tissues, thus making it useful for
medical diagnostics [53]. Recent developments in spontaneous Raman microscopy
has shown to be capable of imaging amyloid plaques and neurofibrillary tangles,
thus being a promising tool in AD diagnosis [56].

Though spontaneous Raman microscopy is useful for the study of biological
samples, it cannot be used for high-speed imaging as it has an extremely small cross-
section [17, 18, 53]. Spontaneous Raman imaging cannot be effectively used for
real-time vibrational imaging of living cells and organisms as they have low signal
levels. To overcome this, coherent Raman scattering microscopy techniques have
been developed that offer higher sensitivity and better video-rate imaging [17, 18,
53, 57].

3.2.4 Coherent Anti-Stokes Raman Scattering (CARS) Microscopy

Nonlinear coherent microscopy has growing attention in recent times as it enables
three-dimensional imaging of microscopic objects present inside the living cells and
tissues [58]. Techniques that enhance the Raman signals by using nonlinear optics to
stimulate vibrations are called coherent Raman scattering techniques. There are two
major forms of coherent Raman scattering, coherent anti-Stokes Raman scattering
(CARS), and stimulated Raman scattering (SRS). CARS and SRS make use of
multiple lasers of different wavelengths to excite the sample [2, 58, 59]. CARS is
a third-order nonlinear optical method used for studying biological systems
(as shown in Fig. 3.1c) [14, 33, 57, 60–62]. It is a chemical contrast method, i.e.,
the energy difference of two excited photons is the same as the energy of one of the
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vibrational modes of the target system [57, 63]. A third photon investigates these
coherently exciting vibration modes and then the system comes back to the ground
state by emitting the CARS photons [63]. It provides real-time feedback about the
tissue state, which in turn helps to differentiate between healthy and diseased tissue
samples [13, 33, 60]. CARS microscopy is a highly responsive tool for vibrational
imaging and micro-spectroscopy and requires moderate power for excitation which
is bearable by most of the biological samples [21, 22, 64]. Hence, it is capable of in
situ detection of NDs without causing any photo-damage [13, 65]. CARS micros-
copy technique has been used to monitor demyelination and neurodegeneration with
high spatial resolution and signal-to-noise ratio. This was attained by recording the
CH2 vibration of myelin lipids in the live brain tissue of animals. In addition, the
critical role of microglia in chronic inflammatory neurodegeneration has also been
confirmed using CARS microscopy techniques (as shown in Fig. 3.2d–f) [13, 66].

AD involves lipidomic changes that may play a role in the disease progression
[2]. The lipids linked to amyloid plaque present in the human AD prefrontal cortex
samples can be imaged using CARSmicroscopy [2, 14]. The CARS intensity ratio of
symmetric to asymmetric stretching vibrations gives the lipid fluidity [2]. PD is
characterized by the presence of Lewy bodies whose chief constituent is α-synuclein
which plays a significant role in the formation of Lewy neuritis (Lewy pathologies)
[65]. The lack of complete study of the nature of these Lewy bodies necessitates the
requirement of methods to draw conclusions about the pathogenesis and progression
of PD [67]. CARS microscopy allows the identification of the lipids and proteins in
the brain cells and provides information about their chemical composition
[40, 68]. CARS signal of neurons from non-neurological samples showed lower
lipid and protein levels compared to the surrounding tissues and the Lewy bodies
show higher lipid and protein levels when analyzed through CARS microscopy.
Thus, CARS microscopy is considered a reliable method for the early detection of
PD [68]. CARS provides a higher sensitivity when compared to spontaneous Raman
microscopy, but the non-resonant background present in the signal causes difficulties
while interpreting the image and it also limits the detection sensitivity [21, 22,
64]. The dispersive CARS line shapes along with coherent image artifacts caused
by the interference of the resonant and non-resonant CARS signals is a difficulty that
arises from CARS microscopy and is inherently avoided in SRS microscopy
[58, 64].

3.2.5 Stimulated Raman Scattering (SRS) Microscopy

SRS is a powerful non-destructive third-order nonlinear optical process similar to
and developed as an alternative to CARS (as shown in Fig. 3.1d) [18, 56, 60, 61,
70]. SRS provides background-free chemical image contrasts as compared to CARS
measurement that can be readily interpreted [58]. Unlike CARS, SRS intrinsically
eliminates the non-resonant background contributions like that from water and does
not display spectral distortion that limits the sensitivity. It also provides images that
are free from the auto-fluorescence signal from the sample [2, 18, 58, 60, 61, 64,
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71]. It provides faster imaging speeds with background-free chemical contrast
images and directly detects the energy exchange that occurs between the chemical
bonds and has a strictly linear relationship with molecular concentration, which
facilitates quantitative image analysis [2, 18, 60, 61, 71]. SRS images on biological
samples are based on the intrinsic components such as DNA, lipids, and proteins and
are measured by the change in Stoke and pump intensities [56, 60, 70]. The
difference between normal and misfolded proteins can be obtained through the
SRS spectral shift, and this can be used for the detection of NDs [56]. Valuable
details about the activity of the drugs in the complicated disease prototypes can be
obtained by integrating biological imaging into the initial phases of the process of
drug discovery. SRS shows faster acquisition speeds with high resolution and
sensitivity while imaging cells and tissues [53, 60].

SRS is used in various biomedical applications including imaging brain tissues
based on lipid contrast. CH2 stretching vibration of lipids in the brain tissue, where
axons are surrounded with myelin sheath that is rich in lipid content produces a
strong stimulated Raman loss (SRL) signal [21]. SRS microscopy provides unbiased
precise information about the disease onset and progression of ALS [64]. SRS
microscopy has been used to investigate peripheral nerve degeneration in mice
with ALS as well as human postmortem tissue. It has been reported that peripheral
nerve degeneration is found to be among the first detectable pathological defects in
mouse models of ALS when imaged using SRS. The peripheral nerves are distin-
guished by the presence of myelin sheath with high lipid content which makes it
possible for SRS to identify them through intrinsic molecular vibration obtained
from the lipid molecules (as shown in Fig. 3.2g, h) [69].

3.2.6 Hyperspectral Raman Imaging

Hyperspectral Raman imaging is a label-free technique that combines spatial and
spectral data, in which vibrational frequency, object length, and width are examined
with great detail (as shown in Fig. 3.1e) [45, 72]. Hyperspectral refers to obtaining
spectral information at every pixel of the scan region and hyperspectral Raman
microscopic imaging can be used to instantaneously acquire either an extensive
spectral interval or the complete Raman spectrum at every image pixel
[36, 73]. Raman techniques like Raman spectroscopy, SERS, CARS, and SRS are
being used for hyperspectral imaging [36, 74, 75]. The hyperspectral Raman images
can be obtained by illuminating the object with a point-focused laser beam and
shifting the object under a static optical path [72]. The image can be acquired with a
point-focused laser beam to attain one pixel at a time or with a line-focused beam to
obtain one line at a time [72, 73]. Spectrum is attained from every point illuminated
by the line to form the complete spectrum. After every movement of the object by a
positioning stage beneath the line, a new spectrum is obtained. The spectrograph slit
functions as a spatial filter and the total stage translation distance governs the
observed object width. The observed object length is governed by the illumination
line size, number of detector pixels illuminated, and the transfer optics [72]. This
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technique does not require staining and can be performed on cryo-sections of unfixed
brain tissue. This drastically decreases the time consumed for the pathological
diagnosis of neurodegenerative diseases like AD [36].

The amyloid plaques in the human brain can be optically imaged using the
hyperspectral Raman technique [30]. Neuritic plaques and neurofibrillary tangles
are significant morphological conditions for the detection of AD. Hyperspectral
Raman imaging along with hierarchical cluster analysis can be used for the detection
of neuritic plaques and neurofibrillary tangles in label-free slices of human AD brain
tissue (as shown in Fig. 3.2i). Tissue components including lipids, β-sheets, water,
and proteins can be distinguished and quantified simultaneously using hyperspectral
Raman imaging. The Raman fingerprint of plaques and tangles vary from the
neighboring tissues. Lesions in pathological tissues distinguished by the storage of
macromolecules with distinct molecular features can be identified using
Hyperspectral Raman imaging [36].

3.3 Conclusions

Raman-based approaches have proven to be extremely beneficial in biomedical
diagnosis, particularly in the detection of NDs, which has been a growing concern
in the modern world. Raman spectroscopy has a high chemical specificity; however,
inherently weak signals are obtained which open up possibilities of using an
alternative method including SERS. Effective microscopy techniques are required
to distinguish between healthy and diseased cells or tissues. Raman-based micros-
copy techniques like CARS microscopy, SRS microscopy, and hyperspectral Raman
imaging provide precise data along with stain-free imaging. Table 3.2 shows a
comparison of the various Raman techniques. Raman spectroscopic techniques use
auto-fluorescence from the samples to obtain images. Hence, the quality of the
obtained images depends on the nature of the sample. In vivo diagnosis using
Raman techniques can potentially damage the sample due to long laser exposure
that depends on the excitation wavelengths. As a result, in vivo measurements must
be investigated using lower energy excitation wavelengths, which results in longer
integration times due to the weak effect. By decreasing the excitation power and
using setups with water immersion objectives, the damages to the samples can be
prevented. However, in vivo Raman spectroscopic techniques are currently only
employed in animal models; in humans, they are limited to ophthalmology, a thin
layer of skin, or in combination with endoscopy. When compared to many other
techniques, Raman-based techniques can provide high quality spectral information
regarding the pathology and disease progression of NDs if methods to implement
them under in vivo conditions in humans are improved.
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Drosophila Brain Advanced Multiphoton
Imaging 4
Juan M. Bueno, Yu-Shuo Liao, Francisco J. Ávila, Shiu-Feng Cheng,
and Shi-Wei Chu

Abstract

Multiphoton fluorescence microscopy is being widely used in neuroscience. The
optical heterogeneity of brain tissues imposes a major limitation that can be
minimized by means of this imaging technique, often in combination with
adaptive optics approaches. Animal models such as mouse, zebrafish, and Dro-
sophila are employed to study both brain structure and functional aspects. This
chapter presents a review on the different adaptive optics multiphoton devices
used to enhance the visualization of ex vivo/in vivo brain tissues, with a special
interest in Drosophila. Moreover, some new results on this topic are also
introduced and discussed.
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4.1 Introduction: Drosophila as an Animal Model for Brain
Analysis

Since 1910, Thomas Hunt Morgan started using Drosophila to study heredity and
confirmed the chromosome theory of inheritance [1], this animal model became
widely used. There are eight Nobel prizes awarded to researchers involved in
Drosophila studies [2]. In the field of neuroscience, Drosophila exhibits several
particular advantages, making it a model system of choice [3]. In the following
sections, we briefly introduce its advantages, in particular for brain imaging.

First, the brain of Drosophila is not only complicated enough [4] but small
enough (about 700 � 300 � 300 μm3 as estimated by Zheng et al. [5]) thus able
to be completely mapped by optical microscopy with sub-cellular resolution. Sec-
ond, its complete genome sequence was unraveled in 2000 [6]. It is estimated that
about 60% of genes are conserved between Drosophila and the human genome [7]
and 75% of human diseases have homologs in Drosophila [8]. As an example,
Alzheimer’s disease and Parkinson’s disease models have been found in Drosophila
[9, 10]. The similarity to humans and much-simplified structure makes Drosophila
an ideal model organism for whole-brain analysis.

In 2011, the combination of these two advantages led to a “common standardized
framework to produce a virtual fly brain” (Fig. 4.1) [11]. The open database
FlyCircuit was constructed [12]. This contained 16,000 single neurons with detailed
morphology through high-resolution confocal microscopy and optical clearing. The
number of neurons now in the database is about 50,000 (FlyCircuit 1.3) and will
soon expand to 90,000. Except for simple model animals like C. elegans, whose
302 neurons are all identified,Drosophila is the only model animal having more than
half of the total neurons in the brain (135,000) structurally and genetically registered,
with more than 10,000 drivers. The nearly whole-brain structure and genetic data-
base is the third advantage, offering a comprehensive connectivity map.

Fourth, Drosophila is the only model animal that has whole-brain electron
microscopy data with 8-nm 3D resolution [5]. Extensive efforts of automatic
image segmentation and recognition are ongoing [13], pushing forward establishing
the first whole-brain structural connectome with resolution better than synapses.

Fig. 4.1 A standardized framework of a virtual Drosophila brain. (a) Distribution of 41 putative
local processing units (LPUs), which are the main hubs for signal recognition and management. (b)
58 interregional fiber bundles that are the major pathway of signal propagation and exchange.
(Adapted with permission from Chiang et al. [11] # Elsevier)
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However, the high-resolution structural connectomes, based on either light or
electron microscopy, are not adequate to understand the brain. Like a computer, a
functional brain should be composed of both hardware and software. Structural
mapping provides hardware composition, but software, which may be defined as
“the rule and operating information used by the brain,” requires the study of
emergent properties of the pan-neuron/synapse functional connectivity across the
whole-brain [14]. The advantages of small brain size and the unique single-neuron
genetic database, together with the rapidly developing fluorescent proteins and
optogenetic tools, make Drosophila a unique model animal that nearly any specific
neuron in the whole-brain could be precisely labeled and manipulated. For example,
various genetically encoded indicators, including calcium, voltage, pH, neurotrans-
mitter, have been utilized in Drosophila [15], providing the potential to construct
functional connectomics maps via watching neurons in action across the whole-
brain.

4.2 Functional Multiphoton Microscopy
of the Drosophila Brain

When considering an imaging technique, there are typically four important
parameters to consider: contrast, resolution, penetration depth, and speed. A recent
review provides a detailed overview of multiphoton (MP) advantages in neurosci-
ence [14]. Here we focus on recent developments of MP microscopy techniques to
probe neural activities in Drosophila with genetically encoded fluorescent
indicators, which give functional contrast. The resolution of MP microscopy is
typically a sub-micrometer, which is more than adequate to capture cellular dynam-
ics. One of the main advantages of MP microscopy is its intrinsic optical sectioning
and improved penetration depth due to nonlinear and long-wavelength excitations,
respectively. Drosophila seems to be the best model animal to achieve whole-brain
in vivo imaging at cellular resolution with MP microscopy; nevertheless, this has not
been demonstrated in adult Drosophila until recently. The underlying mechanism
from the aberration of the trachea in this insect brain is introduced below.

The fourth parameter to take into account while MP imaging is speed. A strategy
to boost MP imaging speed up to a millisecond scale will also be discussed in Sect.
4.2.2. As described in Sect. 4.2.3, the combination of precise optogenetic stimulation
and high-speed MP volumetric microscopy demonstrate functional connectomics
establishment in the visual circuit of Drosophila.

4.2.1 Depth

The most common approach nowadays is to optically clear the sample to enhance
imaging depth in a biological structure [16]. Nevertheless, most of the clearing
reagents are not compatible with in vivo observations. Therefore, to achieve
in vivo functional imaging, the strong scattering/aberration of the brain is the main
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bottleneck. In a living, uncleared mouse brain, MP microscopy can easily penetrate
over 500 μm [17]. Since the thickness of a Drosophila brain is about 300 μm, this
should be straightforward to map the whole-brain. However, it has been found by
these authors that in a living Drosophila brain, MP imaging reaches only about
100 μm (Fig. 4.2a), and no literature shows deeper penetration.

To understand this limited MP imaging depth, the signal attenuation coefficient in
different treated Drosophila brain samples (i.e., in vivo and degas) was quantified
[18]. Apart from the scattering effects from neuron tissues, the densely distributed
and branched tracheal system caused strong aberration and scattering (mainly due to
the refractive index difference between air and tissue interface).

To reduce these effects, one plausible solution is to use long-wavelength excita-
tion. It has been shown that scattering and aberration attenuate fluorescence signals
with λ�2 and λ�0.9 dependencies, respectively [18]. High order nonlinear excitations

Fig. 4.2 Penetration comparison of two-photon, three-photon, and THG microscopies in a living
Drosophila brain. The advantage of the higher order optical nonlinear excitations in this type of
tissue can be qualitatively observed. (a) Two-photon excited GFP with 920-nm laser wavelength.
The fluorescence images become blurred at>100-μm depth. (b) Three-photon excited GFP with the
1300-nm laser wavelength, showing clear images all the way to the bottom of the brain. (c) THG
contrast reveals the distribution of the trachea across the whole-brain. (Figures have been reprinted
with permission from Hsu et al. [18] # The Optical Society)
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are required when using 1300 nm, together with the mature genetically labeled green
fluorescent proteins (GFP). Panels in Fig. 4.2b show that the enhancement in
penetration depth using three-photon excitation reaches the bottom of a living
Drosophila brain. In addition, Fig. 4.2c presents that third-harmonic generation
(THG), a complementary contrast of the three-photon excitation process, reveals
the trachea distribution within the Drosophila brain.

4.2.2 High-Speed Volumetric Imaging

With adequate imaging depth, whole-brain observation in Drosophila becomes
feasible. However, to study the emergent properties of a brain, it is necessary to
capture high-speed neural connection dynamics. The observables of brain function
include voltage changes during neuron firing action potentials and subsequent
calcium concentration variations. The voltage signal transduction is on the scale of
milliseconds, while calcium dynamics is sub-second level. In addition, the neuronal
connection inside a brain is three-dimensional, thus to capture these signals, not only
high-speed acquisition but also volumetric imaging are required. A representative
technique is light-sheet microscopy, which achieves 200 volumes/s and relies on
wide-field thin-layer excitation combined with wide-field detection [19]. Neverthe-
less, in a scattering tissue such as the Drosophila brain, its wide-field detection
degrades rapidly with imaging depth. As mentioned in the previous section, MP
imaging alleviates the depth issue, but is typically much slower. The state-of-the-art
MP microscopy reaches 3000 frames/s [20], via multifocal scanning, although it is
two-dimensional imaging. By combining axial extension techniques such as Bessel
beam volumetric MP microscopy reaches a 50 Hz imaging rate in the mouse brain
[21]. Nevertheless, the Bessel beam approach integrates the axial signals together in
one projection, thus losing the optical sectioning capability and being restricted to
sparsely labeled samples.

An interesting technical advance is to use high-speed axial scan devices [22] to
enable fast volumetric imaging in the living brain. One of the fastest z-scan devices
is the tunable acoustic gradient-index (TAG) lens [23]. The TAG lens is inertia-free
and provides axial scan at 100 kHz to MHz rate, enabling the 200 volume/s light-
sheet microscopy that we mentioned above. It has also been integrated with
two-photon microscopy [24], achieving a 10-Hz volumetric imaging rate with full
3D resolution.

High-speed volumetric MP images have been obtained by introducing a TAG
lens as an axial extension in a 2D MP high-speed scanning system [25]. Figure 4.3a
compares images acquired with conventional MP microscopy (left) and a TAG-lens-
based volumetric system (right). The former acquires only one optical section of a
Drosophila brain, while the latter collects the same XY field-of-view within the same
acquisition time (~0.5 s), but an XYZ volume of 320� 180� 120 μm3. Note that the
120 μm depth is the limit of MP microscopy penetration in the Drosophila brain (see
Sect. 4.2.1).
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To further push temporal resolution down to millisecond scale, a ribbon scan
mode has been proposed combining an XY line scan and a TAG lens (Fig. 4.3b)
[25]. This high-speed ribbon scanning technique has been used to explore the
mushroom body (MB), which is the olfactory learning and memory central
processing unit of Drosophila. Figure 4.3c presents an example of the structure of
a GCaMP-labeled MB. The subunits of MB (α1/α01, α2/α02, α3/α03, α1/α01, α2/α02)
are marked, whose colors represent their locations at different depths. Anatomically,
upstream neural signals should start from α1, then propagate to α3 and α2. The
ribbon scan technique overcomes the limitation of conventional 2D planar micros-
copy, achieving functional imaging of these subunits simultaneously. The solid
white line in Fig. 4.3c shows the location of our ribbon scan, which intersects with
all these subunits in 3D. Figure 4.3d shows the subunit response time after an
olfactory stimulus. Surprisingly, the result indicates that the neuronal firing of α1
is not the earliest event, contradicting the anatomical prediction. This result indicates
that it might be risky to understand the brain function only by structural imaging and
points out the importance of functional imaging.

Fig. 4.3 High-speed volumetric imaging of the Drosophila brain. (a) The olfactory circuit of
Drosophila: conventional MP imaging takes 0.5 s for an optical section and the whole 3D structure
of the circuit acquired using the same acquisition time (right). (b) The curve on top is the laser line
scanning trajectory. By applying a TAG lens as an axial extension, the ribbon scanning of the
bottom is obtained. (c) The MB and its subunits. The slash indicates two laterally overlapped
subunits that are axially separated. The white curve on the image is the trajectory of the ribbon scan
on the X–Y view. (d) The response time of each subunit after receiving an olfactory stimulus. ((a, b)
Reproduced with permission from AAPPS Bulletin. (c, d) Reprinted with permission from Hsu
et al. [25] # The Optical Society)
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The high-speed ribbon scanning technique was extended to 32 parallel ribbon
scans to improve the full volumetric imaging rate. This provided an imaged larger
region using the same exposure time [26]. The updated setup is depicted in Fig. 4.4.
A grating converts a single beam into 32 beamlets, and a galvo mirror scans 32 beam
spots into 32 lines. The TAG lens subsequently extends the 32 lines into 32 ribbons
in the XZ plane. MP signals from these 32 ribbons are simultaneously collected by a
32-channel PMT. Combined with a 20� objective, this system achieves 800
(x) � 200(y) � 360(z) μm3 volume imaging within millisecond temporal resolution.
This imaging rate and volume are enough to capture action potential dynamics in
both a living mouse brain slice and across the whole Drosophila brain.

4.2.3 Functional Connectome

In addition to the capability of high-speed observation, to fully understand the
neuronal interactions in a brain, it is necessary to perturb the system via precise
stimulation. With the aid of optogenetic tools, a 3D all-optical physiology (AOP)
platform to study the anterior visual pathway (AVP) ofDrosophila has been recently
developed [27]. Figure 4.5a shows the schematic design of the experimental system,
which contains a red beam for multipoint stimulation and an MP beam for volumet-
ric imaging. Figure 4.5b presents the concept of the connectome study of the AVP. A
single-photon point focus is used to precisely stimulate part of the upstream neurons
Intermediate-Lateral Anterior Optical Tubercle (AOTUil) that express CsChrimson

Fig. 4.4 32 Channel volumetric imaging MP microscope. The three key components are the
grating, the galvo mirror and the TAG lens. The former splits the laser into 32 beams, the galvo
mirror enables the system to scan in 2D plane and the TAG lens converts the 2D scanning system
into a volumetric one. For more details, see Tsai et al. [26]
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(purple color in Fig. 4.5b). Simultaneously, the MP TAG lens system achieves high-
speed volumetric recording of downstream neurons. The dendritic output of the
downstream neuron is a bulb (BU), which is a 3D structure that is composed of ~80
microglomeruli, each one 2 μm in diameter. Here BU is labeled with GCaMP6f
(green color in Fig. 4.5b) such that we can record the calcium dynamics. Conven-
tional 2D microscopy is not able to capture the response of all 3D-distributed
80 microglomeruli simultaneously, so volumetric imaging is necessary to unravel
the functional coding. The result is given in Fig. 4.5c highlights the functional
connectome mapping between AOTUil sub-compartments and BU microglomeruli.
The connection between AOTUil and BUs or BUa has been separately reported in
anatomical literature. Here we demonstrate that functionally, AOTUil directly links
to BUs and BUa simultaneously, manifesting again the necessity of functional
volumetric imaging.

Fig. 4.5 (a) Illustration of the 3D AOP platform (Reproduced from Huang et al. [27]). (b)
Structure of the AOTUil (upstream) and the BU (downstream) where red arrows indicate the
stimulation points and the blue cubic represents the recording area (Reproduced from Lee [28]).
(c) Stimulation on a different part of the AOTUil and functional response in the BU. The response of
the stimulation is color-coded based on their response intensity (Reproduced with permission from
Huang et al. [27] # Elsevier)
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4.3 Adaptive Optics Multiphoton Microscopy for 3D Imaging
Improvement

MPmicroscopy is an imaging tool capable of imaging through scattering and opaque
tissues [29]. Despite the fact that it is widely regarded as an effective tool for deep
tissue imaging, its inherent confocality might be seriously affected as depth location
increases (Fig. 4.6). In addition, scattering and optical aberrations created by the
tissue reduce MP efficiency, which leads to poor MP image quality [30].

Although the laser beam and the optics might present some aberrations in an MP
microscope, the most important contribution comes from the specimen itself. Then,
deep imaging within a sample, in particular the brain, is challenging because this
type of tissue presents random variations in the refractive index. Like many others,
this inhomogeneity causes wavefront distortions, which turn the ideal focal spot of
the microscope objective (i.e., diffraction-limited) into a distorted one (Fig. 4.7).

To mitigate such effects, the easier solution is to boost the incident power of the
pulsed laser beam used as an illumination source. However, this increases the risk of
tissue photodamage. An alternative is the use of adaptive optics (AO). Although
originally used in Astronomy [31] since Neil et al. [32] combined AO correction and
MP imaging for the first time, many authors have reported different, interesting, and
useful results. The procedure is based on modifying the wavefront of the excitation
beam to compensate for tissue-induced aberrations and recover diffraction-limited
conditions. Nowadays, this is the most common solution to enable deep MP imaging
within thick biological specimens, both ex vivo and in vivo.

Depending on how AO is implemented into the MP microscope, the approach is
usually classified into direct and indirect. The former requires a sensor to measure
the wavefront aberration (typically a Hartmann-Shack), and an adaptive element
(either a deformable mirror or a spatial-light modulator) for correction [33–35]. On
the other hand, indirect AO (non-direct or sensor-less) only involves the adaptive

Fig. 4.6 MP intensity decreases as a function of depth in a cleared mouse brain. For this particular
sample, the decrease at 100 μm was 38%. The reduction in contrast and resolution of MP images
can be easily observed. Images were recorded at Laboratorio de Óptica, Universidad de Murcia,
Spain. The sample was gently donated by Dr. Marta Agudo, Universidad de Murcia, Spain
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element. Figure 4.8 shows a simplified diagram of a typical AO-MP microscope.
The incoming wavefront is changed to improve the image according to a pre-defined
metric using different optimization algorithms (hill-climbing, genetic, stochastic,
etc.) [36–38]. Since these algorithms modify the different Zernike modes of the
wavefront, this is called modal wavefront sensor-less method. Another non-direct
approach, known as pupil segmentation, allows for the correction of the local
wavefront across different pupil subregions [39].

When the sample to be imaged is highly scattering, AO imaging is complicated
since Zernike modes might be insufficient to describe the wavefront distortions
[40]. To overcome this, an iterative MP adaptive compensation technique

Fig. 4.7 Example of two focal spots (i.e., Point Spread Functions, PSFs) where the negative effects
of the wavefront distortion are easily observed. (a) Diffraction-limited; (b) affected by aberrations

Fig. 4.8 Schematic of an AO-MP microscope. The most important components are shown
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(IMPACT) has been reported [41]. The essence of this wavefront engineering
technique is to split the segments of the deformable mirror and run parallel phase
modulation with each pixel at a unique frequency. The authors obtained super
penetration and acquired clear MP images from deeper locations within the samples
with reduced excitation laser power.

As most biological tissues, mammalian and Drosophila brains are not transparent
and present major challenges when imaged through MP microscopy. In spite of this,
to the best of our knowledge, Girkin and co-workers [42] reported the first AO-MP
images of the rat brain tissue in 2007. Since then, significant research efforts have
been devoted to developing AO-MP microscopes to image brain structures of animal
models at different depth locations (both ex vivo and in vivo), using either direct or
indirect AO procedures. As important as morphological imaging, AO correction also
enhances contrast and increases the brightness of functional images [43].

In direct AO schemes, the light used by the sensor must come from a “guide star”
within the sample (i.e., a point-like fluorescent source). This seems to be challenging
for non-transparent specimens since the amount of ballistic light reaching the sensor
might not be enough for an accurate assessment of the wavefront. Despite this, Tao
et al. [44] applied this technique to a fixed brain tissue slice where a dendrite and a
cell body of a neuron labeled with yellow fluorescent protein were tested as guide
stars. Although they only reported confocal imaging, the corrected images showed
signal increased (3�) and contrast improvement at depths of 70 μm. On the opposite,
Wang et al. [45, 46] combined a direct AO approach and a descanned laser-induced
guided start to acquire MP images of large volumes (>240 μm per side) of the
(transparent) brain of a living zebrafish embryo at a 14-ms update rate. In particular,
a membrane-labeled subset of neurons was readily observable via MP imaging. The
same method was extended to the (non-transparent) in vivo mouse brain, which
strongly scatters visible light [47]. An exogenous dye was injected into the mouse
cortex to generate the guide star signal. The method enabled MP imaging in the
anesthetized animal to determine spine geometry functional imaging at ~600 μm
below the pia mater. This imaging depth within the mouse brain was over-passed by
Liu et al. [48] using awake mice. They combined direct AO and a guide star fromMP
excitation of cyanine5.5-conjugated dextran within microvessels. MP images from
up to 800 μm below the pia in the parietal cortex of the awake mouse were acquired.
In particular, MP images of the cortex microvasculature, dendritic spines, and
thalamocortical axons were reported.

Although direct AO approaches have been shown to be robust and efficient, a
number of indirect AO procedures have been used to enhance MP imaging of deep
brain features and structures. Among the different indirect schemes, pupil segmen-
tation seems to be the most useful in MP neuro-imaging. This is a zonal-based
method where a spatial-light modulator divided into sub-areas is used. Although the
optical aberrations varied across the sample and increased in magnitude with depth,
Ji et al. [39] reported results on fixed mouse cortical slices illustrating the ability of
this AO technique to improve signal and resolution to depths of 400 μm. The
procedure was later applied with success in the living mouse cortex [45, 46]. The
correction of aberrations yields enhanced MP images down to 450 μm over fields of

4 Drosophila Brain Advanced Multiphoton Imaging 69



view of hundreds of μm. Moreover, a five-fold signal improvement for small
neuronal structures as well as an increment in signal-to-noise ratio during functional
Ca2+ imaging in single neurons. Submicrometer-sized spines deep within the mouse
brain were resolved through AO pupil segmentation combined with frequency
multiplexing. The correction was able to improve functional and structural imaging
of fine neuronal processes over a large volume [43, 45, 46]. Pupil segmentation and
MP comprehensive imaging have also been successful in characterizing the orienta-
tion tuning properties of thalamic boutons in the primary visual cortex of awake
mice [49].

Although many experiments reported improved MP images based on two-photon
excitation, three-photon microscopy also allowed deeper imaging in the in vivo
mouse brain [50]. The use of a 1675-nm laser beam, a deformable mirror, and an
iterative wavefront optimization (i.e., a sensor-less modal approach) were able to
provide in vivo three-photon imaging of neurons and vasculature (at 780-μm and
1-mm depth, respectively) [51]. More recently, combining a pupil-segmentation-
based AO module into a two- and three-photon fluorescence microscope has been
reported to achieve drastic improvements in image quality. Synaptic structures in the
mouse brain’s deep cortical and sub-cortical areas have been resolved, along with
somatosensory-evoked calcium responses in the mouse spinal cord at unprecedented
depths in vivo.

IMPACT has been shown to extend the penetration depth within the brain with
reduced photo damage, through aberration compensation and random scattering
suppression (i.e., full correction). In fixed mouse brain samples, an intensity
enhancement of 20� was obtained at 400-μm depth, which provided high-quality
three-dimensional images [41]. The benefit of using IMPACT has also been
demonstrated in awake mice [52]. MP images of in vivo neurons imaging of the
mouse cortex located at ~660 μm were successfully improved despite the unpredict-
able motions of the animal (Fig. 4.9). This technique was also used to perform
calcium imaging of the neocortex (dendrites and spines) through the intact skull of
adult mice and to image through the highly scattering white matter on the hippo-
campal surface (at a depth of ~650 μm) [53]. Later on, IMPACT was combined with
fast axial scanning (based on an optical phase-locked ultrasound lens) to obtain
in vivo volumetric dynamic imaging at large depth of microglial in mouse brain
cortex and mitochondrial network in mouse popliteal lymph node [54].

Another practical approach in strongly scattering samples is to use a coherence-
gated wavefront sensor based on phase-shifting interferometry [55]. The procedure
was able to correct for aberrations up to a depth >400 μm and improve both MP
images from rat brain slices [56].

Apart from these AO techniques, other schemes have been developed in order to
enhance MP neural imaging and understand brain functions at deep locations in
rodent models. These include differential-aberration imaging [57], electric-field PSF
assessment [58], large multi-pupil AO [59], aberration correction and divergence
control [60], and gradient-index (GRIN) lenses [61], among others.
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4.4 Adaptive Optics Procedure for Drosophila Brain Enhanced
Imaging

As stated above in this chapter, MP microscopy (with and without AO modules) is
being broadly used to visualize brain structures of mammal animal models (mainly
rodents). However, there is also an increasing interest in exploring the Drosophila
brain by means of MP techniques since it provides relevant information on neuronal
networks. Similar to mammal brains, Drosophila brain imaging also requires AO
procedures to enhance features at deep locations since scattering and aberrations
significantly limit the performance of the different imaging techniques used. In
particular, the trachea induces strong aberration and scattering degradation making
MP tools unable to reach locations deeper [62].

The amount of details that can be detected within the sample reduces with depth,
as shown in Fig. 4.10. Since segmentation methods allow local analysis and quanti-
fication of the structures, the application of the Canny edge segmentation method to
those images reveals a noticeable loss of details when using “regular” (i.e., non-AO)
MP imaging microscopy [63]. Although AO schemes have been reported to be
useful to enhance neural features, not many experiments dealing with Drosophila
brain imaging and AO-MP microscopy can be found in the literature.

A sensor-less AO wide-field fluorescence (not MP imaging) microscope was able
to get optical sections inside a living Drosophila brain (down to 50 μm) through the
compensation for specimen-induced aberrations, which were proved to be static
[64]. Instead of using a single aberration correction pattern for the whole field of
view (i.e., isoplanatic), Pozzi and co-authors [65] developed a sensor-less AO
method based on an anisoplanatic aberration correction approach. It was

Fig. 4.9 MP images of the mouse S1 cortex were acquired at ~656 μm under the dura. Images
acquired with AO system correction (a) and full AO correction (b). Scale bar: 5 μm. Yellow and
white arrows mark a spine on the apical dendrite and the soma of the layer five pyramidal cells.
(Adapted with permission from Kong and Cui [52] # The Optical Society)
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implemented in a confocal microscope and tested in fixed whole Drosophila brains
(150-μm thick). Results showed a dramatic improvement in resolution and sharpness
when compared to conventional isoplanatic adaptive optics (two-fold gain in
selected patches). Stimulated Emission Depletion (STED) imaging was also com-
bined with AO to allow performance improvement in thick tissue samples. In
particular, the implementation of two AO elements enabled enhanced 3D STED
images at depth in the Drosophila brain tissue [66].

Zheng et al. [67] demonstrated improved MP imaging in fixed Drosophila brain
lobes by means of a direct AO scheme (nonlinear guide star, deformable mirror, and
Hartmann-Shack sensor). The excitation laser power measured post objective was
~90 mW. They revealed that up to ~65 μm from the coverslip, the dominant
aberration was spherical and that the magnitude of the aberration progressively
increased with depth. In addition, the plane-to-plane correction increased both
contrast and resolution. The latter was improved 2� and 4� in lateral and axial
directions, respectively, providing the visualization of fine, actin-enclosed structures
that were not seen without AO.

The direct AO approach reported in [45, 46] was also used to image in vivo
structural YFP-labeled neurons 70 μm below the surface of the fruit fly brain.

Fig. 4.10 MP imaging of the Drosophila brain was acquired at two different depth locations (a, c).
Results of applying the Canny edge segmentation method (b, d). Imaged area: 180 � 180 μm2
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Despite the fact that the values of the aberration peak-to-valley found were as large
as 1.6 μm, AO was able to effectively increase the imaging performance [68].

More recently, Bueno et al. [69] reported a sensor-less AO-MP instrument to
improve images acquired at different depth locations within the fixed Drosophila
brain. A hill-climbing algorithm looked for the optimal spherical aberration for each
plane within the sample. Since this term is dominant in thick biological samples
[32, 36, 38], including the Drosophila brain [67], the correction of other Zernike
terms was not necessary.

Figure 4.11 shows two MP images of a fixed Drosophila brain acquired without
and with a broadband spectral filter. Both images are similar, which indicates that the
MP signal emitted by the specimen is associated with two-photon excitation fluores-
cence and collagen-based structures are not present in the brain. This occurs all along
with the entire thick sample.

Despite the fact that MP signal decreases up to 80% at deeper layers, the AO
procedure improved the quality of the TPEF images independently of the depth
location of the imaged plane (Fig. 4.12). Aberrations hardly affected shallower
locations, but the amount of aberration required to obtain the optimum image
increased with depth. At 120 μm inside the Drosophila brain, the MP signal
increased 60% when 0.6-μm of spherical aberration was compensated. Moreover,
AO-MP sectioning provided optimized visualization of trachea branching and a
number of brain structures (antennal lobe, protocerebral bridge, ellipsoidal body,
etc.).

It is well-known that the plane-by-plane manipulation of the spherical aberration
is a slow process in AO sensor-less algorithms. Then, an improved automatic
procedure combining fast tomographic MP imaging and AO was implemented
[70]. Since each tomography covered the entire Drosophila brain, the method used
the intensity profiles as a function of depth to get an “averaged” optimum spherical
aberration pattern. Although the image quality of planes close to the surface was
slightly reduced, better images were obtained from deeper planes due to an increase
in depth of focus. This compromise enabled the registration of enhanced volumetric
MP images. As an example, Fig. 4.13 compares the improvement in the visualization

Fig. 4.11 MP images acquire without (a) and with (b) a broadband spectral filter placed in front of
the detector unit. Right column shows the difference map (c). Depth location was arbitrarily chosen.
Imaged area: 270 � 270 μm2
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of brain structures (through the Canny edge segmentation method) obtained from
MP images recorded images at 115-μm depth before and after applying this AO
procedure.

4.5 Conclusions

Drosophila is an important animal model in neuroscience. High-quality microscopy
images are fundamental to visualizing neural connections, understanding functions,
and analyzing processes and activities. Since the brain presents a three-dimensional
circuit, imaging areas located at deep locations is highly desirable. MP imaging
has been reported as a powerful tool to explore its structure and has found a niche in
this research field during the last decade. However, although Drosophila brain

Fig. 4.13 Segmentation maps were obtained from MP images acquired before (a) and after SA
correction (b). Imaged area: 270� 270 μm2. The segmentation evidences the benefit of using AO in
the detection of spatial information at deeper locations within the Drosophila brain

Fig. 4.12 MP images of the Drosophila’s brain before (a) and after (b) aberration correction
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thickness is only about 200 μm, the non-homogeneity of the tissue reduces the
efficiency of MP techniques to get single-cell resolution at deep locations. In this
chapter, we have introduced the advantages of using AO to improve MP brain
imaging.

By correcting aberrations, AO-MP microscopy can recover near-diffraction-lim-
ited performance by restoring the PSF sharpness effectively across the sample depth
and demonstrating high-resolution imaging of neuronal structures. Among the
different AO schemes, sensor-less ones are broadly used. Instead of being directly
measured, the wavefront is inferred from the image variations.

The successful use of AO-MP has demonstrated its ability to improve the signal-
to-noise ratio and enhance resolution at deep locations within the brain tissue, which
led to the detection of fine brain features, otherwise invisible. Moreover, in vivo
experiments have shown that this technique is indispensable for accurately assessing
activity within deep cortex locations and recording activity from neurons in superfi-
cial cortical layers. This way of exploring detailed structural and functional informa-
tion may open up new opportunities for deep tissue neuro-imaging.
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Myelin Imaging 5
Valeria Piazza and Victor H. Hernandez

Abstract

Central myelin is an envelope composed of dozens of superimposed layers of the
plasma membrane of oligodendrocytes around the neural axons. This sheath
functions as an insulator that increases the efficiency and speed of the electrical
impulse. Several traditional staining methods have been available to observe
myelin in tissue sections for many years. However, most of what we know
about the structure and organization of myelin comes from transmission electron
microscopy images. Nowadays, specific molecular components of myelin can be
identified and visualized by fluorescence microscopy. Even though, their lipidic
nature is much more difficult to observe by this kind of microscopy technique. In
the last years, superresolution and other imaging techniques were developed and
applied to the study of myelin. Thanks to these and other advances in imaging that
are described in this chapter, new structural details as well as many of the fine
steps involved in myelination are now visually accessible.
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5.1 Myelin

Since the first observation of myelinated fibers by Leeuwenhoek in the eighteenth
century [1], until very recently, myelin has been envisaged as an isolating sheath for
the axons, which conferred them the ability of fast conduction. However, nowadays,
it is well known that myelin is a much more complex structure than initially
conceived. When myelin defects affect the nervous system, the relevance of these
complexities can be easily understood.

In the central nervous system, oligodendrocytes (OLCs) are the myelin-forming
cells. Myelin is actually an extension of the plasma membrane of these glial cells that
wraps around the axon. The lipid composition of myelin is different from other
biological membranes. It is rich in cholesterol which forms more than 40% of the
membrane and stabilizes the sheath, increasing its viscosity. Together with
galactosylceramide, and plasmalogen it constitutes more than 65% of the fat content;
the presence of organized functional lipid regions known as lipid rafts is another
trademark of this peculiar plasma membrane [2].

Even though transmission electron microscopy has clearly shown how myelin is
organized around the axon, the myelination process still lacks a clear understanding.
The process of myelination includes several events, going from generation of
oligodendrocyte progenitor cells (OPCs) in the neurogenic zones of the brain
[3, 4] to their differentiation, proliferation, and migration [5, 6]. Once the OLCs
contact the neuronal process, the myelin leading edge wraps around the axon and
insinuates underneath the previous layer, creating this way a sheath composed of one
hundred or more highly compacted superposed layers of the oligodendrocyte
membrane [7].

5.2 Traditional Methods: Electron Microscopy,
Immunohistochemistry, and Fluorescence Microscopy

Transmission electron microscopy images show a successive superposition of
electron-dense and light layers, the major dense line, and the intraperiod line,
respectively. This ultrastructural aspect reflects the high adhesion between
compacted intracellular and extracellular membrane surfaces. However, myelin
compaction is not uniform along the covered surface of the axon. As a result,
non-compact myelin channels are formed at the lateral edges of the myelinated
section, leaving nude regions named Ranvier nodes or simply nodes. These
paranodal channels are arranged in a spiral that appears as a series of loops when
sliced.

Improvements in tissue preparations have broadened the understanding of the
myelin structure. For example, samples for electron microscopy are traditionally
fixed with aldehydes and then dehydrated, stained, included in a resin, and sectioned
in ultra-thin slices. Nevertheless, this method could introduce artifacts that change
the intracellular volumes. An alternative is to avoid chemical processing and use
instead cryofixation by high-pressure freezing, thus immobilizing complex
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macromolecular assemblies in their native state in intact cells and tissues [8–
10]. This method allows also to generate 3D tomograms [11]. A modification to
this protocol is focused ion beam-scanning electron microscopy (FIB-SEM) which
makes possible the generation of 3D images of ultrastructural details of cells and
tissues [12]. This has allowed, for example, to describe pathologic changes in myelin
diseases [13].

The oldest system for generating myelin images is immunocytochemistry. Sev-
eral traditional staining methods are available for the visualization of myelin in tissue
sections: the Weil stain, the Pal-Weigert Method, Luxol fast blue, Baker’s acid
hematin method, Sudan Black B as well as silver staining, which is preferred when
thin processes need to be visualized. The Pal-Weigert stain [14, 15] and some of its
modification for paraffin embedded sections, known as the Weil stain [16, 17], are
based on the reduction of chrome salt to chromium dioxide at the white matter. The
dioxide then works as mordant for hematoxylin. The result is a reliable black stain of
myelin, useful especially for low resolution images, with blue nuclei and yellowish
background. Luxol fast blue is a phthalocyanine dye of sulfonated copper, soluble in
alcohol. When in contact with the tissue, the dye is attracted by the bases contained
in the phospholipids of myelin. The excess can be removed with 95% ethanol and a
subsequent wash in lithium carbonate and ethanol is performed until the gray matter
is colorless. With this protocol [18], myelin is stained blue-green and the neurons
become purple.

It is believed that hematin reacts with the phosphate radical of phospholipids in
the Baker’s acid hematin method [19]. After fixing the material with formalin-
calcium to preserve phospholipids, the sample is placed in a solution of calcium
chloride and dichromate, followed by staining in acid hematin. Myelin will be blue-
black with a brown-yellow background and bluish nuclei. The diazo-dye Sudan
black B [20] is not uniquely specific for phospholipids, but it is widely used for
membrane and myelin staining, conferring gray color to phospholipids and blue-
black to neutral fats. The silver staining method could in principle be applied to
frozen and embedded samples. Among the basic staining techniques, it is the one
that provides the best results when small caliber fibers need to be highlighted, and
with time some drawbacks of the technique, like the difficulty in controlling the level
and speed of staining and the background levels were improved with the addition of
a bleaching step [21–23] and an additional fixation [23]. When specificity and
resolution are the critical imaging parameters, classic optical microscopy provides
another solution: immunofluorescence. By putting together, the high specificity
conferred by antibody-mediated staining and the contrast and resolution provided
by fluorescence techniques, like epifluorescence and confocal microscopy, molecu-
lar components of myelin can be identified and visualized in the brain.

Perhaps the major paradox lies in the fact that a method that marks proteins is
used to highlight the presence of membranes made by over 70% lipids. The lipidic
nature of myelin represents a hurdle for the straightforward application of fluores-
cence techniques: the fluorescent lipophilic dyes available have technical limitations,
it is very difficult to stain specific phospholipids and many of the protocols for
immunofluorescence cannot preserve optimally the lipidic components of cells and
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tissues. Various examples can be cited: the loss of lipidic component is unavoidable
when using organic solvents like acetone or methanol for the fixation step which is
often necessary depending on the antibodies to use or the molecules to be stabilized;
clearing protocols, so important for implementing imaging in thicker samples, often
do not guarantee good preservation of the lipidic components of cells and tissues,
etc. As a consequence, central myelin may be revealed by specific staining of some
of its constituent proteins, as the oligodendrocyte pan-marker Olig-2 [24] or the
stage-dependent markers chondroitin sulfate proteoglycan 4 (NG2 or CSPG4) [25]
for oligodendrocyte-precursor cells (OPCs); 20,30-cyclic-nucleotide 3-
0-phosphodiesterase (CNPase) for pre- and myelinating oligodendrocytes [26], mye-
lin basic protein (MBP), proteolipid protein (PLP), myelin-associated glycoprotein
(MAG), and myelin oligodendrocyte glycoprotein (MOG), along with others such as
CNPase (cell body and myelin); and the mature somatic marker APC (or CC1) [27].

The possibility of visualizing myelin through its proteins opens the door to other
fluorescence techniques, like light sheet microscopy, superresolution approaches,
and combinations of both. The need of visualizing large portions of the brain could
be satisfied by means of light sheet microscopy, a technique that relies on the use of a
blade of excitation light to illuminate a thin, two-dimensional section of the entire
sample, this way reducing drastically the time needed to acquire images and at the
same time the photodamage caused by light in the regions not imaged (for a recent
review, see [28]). Superresolution approaches, on the other hand, allow to describe
the smallest image details that optical microscopy can handle; Werner et al. recently
wrote an introductory review of superresolution techniques in neurosciences
[29]. The brain, with its structures that are spatially heterogeneous as far as the
refractive index, depends on clearing protocols to become suitable for volumetric
imaging. However, as mentioned, the clearing processes used to prepare a large
sample for imaging are only partially compatible with myelin preservation. Rusch
and coworkers made a comparison among various clearing techniques to try to
define which one could work best to prepare an aged human brain for light sheet
microscopy [30]. While CLARITY and iDISCO resulted the best ones, specific
visualization of myelin signals associated to PLP and MBP remains the most
difficult task. Ryan and collaborators [31] provided a solution to the problem of
first-order defocusing in light sheet microscopy, which causes loss of co-planarity
between excitation and detection and affects the sharpness of the image. The authors
show that the problem, particularly important in the brain, can be solved with
Cleared tissue Digital Scanned Light-sheet Microscopy (C-DSLM), and
demonstrated the robustness of this method with brains that were only partially
cleared to preserve myelination and the associated fluorescence signal.

In 2019, the work of Gao, Asano, Upadhyayula et al. established a new scenario
for microscopy of large specimens conjugated to the visualization of subcellular
detail [32]. In this case, the superresolution was achieved by expanding the samples
in a controlled fashion while imaging via lattice light sheet microscopy allowed rapid
scanning with reduced photobleaching. This system, together with preliminary
expansion of the sample, proved useful to image myelin and observe a lack in
concentricity with axons that may be the structural cause in longitudinal changes
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in capacitance and impedance, which in turn may affect signal propagation; it also
revealed a certain heterogeneity in myelination patterns among neurons of the same
region. Among the superresolution applications for the study of myelin, the spatial
and functional relationship between PLP, mitochondria, and ER in the context of the
Pelizaeus-Merzbacher leukodystrophy was studied by means of SIM microscopy,
albeit in an in vitro mesenchymal cell system [33]; however, also structural alteration
of brain tissue can be detected with the same technique, as shown for the study of
myelinated axons architecture following optogenetic stimulation of striatal medium
spiny neurons [34]. Besides rodent models, fine measurements of axons and myelin
sheath diameters are possible also in human brain tissues, as performed with either
STORM or SOFI strategies [35]. STED microscopy has allowed to study the
interplay between MBP and the lipid constituents of myelin in cultured epithelial
cells and primary oligodendrocites [36].

5.3 Nonlinear Optics Solutions

Various types of nonlinear microscopy can circumvent the limitations of linear
optical microscopy, namely the limitation in depth penetration and the contrast
loss due to scattering tissues. Using the nonlinear signal confers several possible
advantages. Imaging of thick samples can be made without the need of a confocal
pinhole, increasing this way the signal-to-noise ratio and simplifying the setup
downsizing to in vivo applications. The wavelength used, typically around 800 nm
is barely absorbed in most tissues and also allows more penetration depth in tissue
sections. Finally, the high energies required for the phenomena are fulfilled only at
the focal volume, so undesired signal as well as photodamage are reduced out-of-
focus. In many cases, exogenous stains are not required since most of the nonlinear
interactions are specifically associated to certain biological molecules, for example,
second harmonic generation and collagen, third harmonic generation and lipids.

These techniques take advantage of the possibility of exciting electrons in the
imaged material by the simultaneous absorption of more than one photon, so that the
photons released at decay will have a higher energy than those used for excitation.
This is valid for two photon excitation fluorescence (TPEF), second harmonic
generation (SHG), and third harmonic generation (THG) microscopies although
the three are based on fundamentally different physical phenomena. Perhaps one
of the most relevant differences lies in the fact that two photons need to be
synchronously adsorbed in TPEF, with associated energy deposition in the
adsorbing atoms and consequent release of fluorescence at slightly less than half
the energy of the incident light, while the two or three photons that interact simulta-
neously in SHG and THG are upconverted and a single photon of exactly twice
(or thrice) the energy is generated via a virtual state and without energy deposition. A
slightly different situation is that of coherent anti-Stokes Raman scattering (CARS),
where multiple photons are employed to address the molecular vibrations of the
region under study and produce a coherent signal. Two simultaneous laser beams,
the pump and the Stokes, with selected intensities and wavelengths are used to excite
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molecules to a first virtual state and then populate vibrational levels of the ground
state, in a way that is specific to the chemical properties of the illuminated molecule.
A third laser beam (or alternatively the pump beam itself) elevates the molecules in
the illuminated region from the vibrational sub-states to a second, higher virtual
state, from which they relax to the ground state by releasing a detectable amount of
energy, the so-called anti-Stokes signal, which carries information about the bonds
probed (Fig. 5.1).

Two photon excitation fluorescence microscopy is perhaps the most popular
nonlinear technique so far. Its use to reveal myelin staining is derived from the use
of dyes that could selectively stain the lipid insulator since myelin itself doesn’t
provide intrinsic contrast for this technique. With this approach, it is possible to
follow the changes in intracellular calcium that characterize glial cells, as it has been
done in rat dissected optic nerve and spinal dorsal column axons [37]. TPEF is often
used in multimodal imaging modalities along with CARS or SHG to highlight
stained myelin sheaths or axons (see [38–42]) and could be used for microendoscopy
approaches [43] to longitudinally study the fate of myelin after spinal cord injury
ex vivo [44, 45].

Second harmonic generation (SHG) microscopy is used to observe
noncentrosymmetric molecular arrangements. Lipids and lipidic membranes are
not included among the few biological molecules that work as harmonophores for
this technique, despite some scant in vitro tests performed decades ago seemed to
indicate otherwise [46, 47]. Some effort has been made to image membranes with
SHG with the help of specific dyes [48, 49]; further refinements of dye design
including elimination of the TPEF contributions to the SHG signal [50] are a good
indication that dyes suitable for myelin-specific SHG imaging should be
available soon.

Recent findings in our lab have revealed another interesting aspect of this
nonlinear imaging approach applied to myelin. SHG was used to study the only
spontaneous animal model of H-ABC tubulinopathy, the taiep rat [51]. The rodent,
as well as the patients suffering from this leukodystrophy, presents serious
dysmyelination, deriving from a mutation in the tubulin beta 4A gene that causes
microtubule accumulation in oligodendrocytes. The phenomenon of harmonic gen-
eration is robust enough to reveal the tubulin signal in tissue sections and also shows
a very promising diagnostic potential since much stronger intensities are associated
with the oligodendrocytes of the mutant tissue, compared to the healthy correspon-
dent (unpublished, Fig.5.2).

Third harmonic generation (THG) microscopy is an imaging option for myelin,
with many advantages. The pros include those dependent on the physical phenome-
non, like the intrinsic optical sectioning capability, and those related to the sample,
like the fact that invasive manipulations, like embedding or staining, are not
required. The samples that are suitable for this type of observation are those that
present inhomogeneities due to a refractive index (RI) mismatch [52], as is the case
when imaging the interface between lipids and interstitial fluids. Visualizing
membranes is therefore a natural application for this technique, which could also
take advantage of the relatively simple use and modification of multiphoton optical
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setups to convert them in THG microscopes if a pulsed laser source with appropriate
wavelength is available.

Examples of the use of THG for the study of myelin include in vitro and in vivo
imaging of healthy and damaged CNS of mice and zebrafish [53], simultaneous
imaging of neurons, white-matter structures, and blood vessels [54], evaluation of
remyelination in axons regenerated after spinal cord injury [55], study of gray matter
myeloarchitecture from fixed tissue sections and directly on the exposed brain cortex
[56], visualization of oligodendrocytes in deeper layers of the cortex (up to 500 μm,
ex vivo) [57] and early myelin ensheathment in the Xenopus laevis model [58].

Fig. 5.2 Representative SHG micrographs from 10-month-old WT and tubulin mutant rats. (a)
Image from a section of the corpus callosum of a WT rat. (b) Image from a section of the corpus
callosum of a taiep rat. (c) Cerebellar folium from a WT rat. The only nonlinear signal detectable is
at the level of the Purkinje cells. (d) From a correspondent region of a taiep cerebellum, the folium
appears drastically different, with the signal from the central region, corresponding to the white
matter, emitting a much stronger signal. Brighter colors represent the highest signal intensity in the
calibration bars. Scale bars: (a, b) 30 μm, (c, d) 50 μm
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CARS microscopy is a technique which combines noninvasive, chemical speci-
ficity with high-resolution imaging for biological samples. Like other nonlinear
techniques, CARS takes advantage of the spatial and temporal control of the
illuminating photons, so that intrinsic optical sectioning and minimal thermal dam-
age are achieved when imaging. One major drawback, however, is the complexity
and cost of the laser systems which still hinders the widespread application of CARS
microscopy in most biomedical laboratories.

C–H bonds stretches display a strong CARS signal. For this reason, the majority
of research utilizing CARS microscopy for cell biology has examined lipids and
their dynamics (reviewed in [59]), allowing accurate imaging and quantification.
This represents an interesting advantage over conventional fluorescent microscopy,
where the lack of reliable lipid-specific markers makes it difficult to label lipids
without affecting their localization and function.

With CARS microscopy, myelinated axons from the spinal cord of guinea pigs
could be imaged and their g-ratio measured [60], with sharper contrast and less
photobleaching than images obtainable with stained tissue in TPEF [38]; with small
modifications in the setup corresponding to the implementation of SLAM-CARS,
resolution can be improved to subdiffraction levels and contrast enhanced, as shown
with myelinated axons in the mouse brainstem [61]. Other system that could be
interrogated include the auditory brainstem, as it was the case in a work aimed at
studying the main sensory issue of Fragile X syndrome [62]. The changes in lipids
caused by the inflammation consequent to spinal cord injury can be visualized by
CARS, allowing differentiation of myelin sheaths, myelin debris, and lipid
droplets [63].

5.4 Novel Solutions for Optical Microscopy

As mentioned before, the lipophilic chemical probes used for myelin staining are not
the most reliable, and this is particularly true when trying to image large volumes,
because of the inefficient diffusion and unspecific binding of the dyes. Besides the
development of the label-free techniques like THG and CARS, other solutions are
continuously tested and, in this section, we describe some recent, interesting findings
about old reagents and techniques.

The observation that glycerol removal from previously fixed and embedded
samples causes a significant enhancement of myelin autofluorescence brought
Costantini et al. to the elaboration of the MAGIC (Myelin Autofluorescence imaging
by Glycerol Induced Contrast enhancement) protocol [64]. The procedure includes a
first fixation step in paraformaldehyde, a subsequent embedding in glycerol and a
final removal of glycerol by extensive washing in saline solution. FLIM and even
more Raman spectroscopy analysis of MAGIC-treated samples point to a differential
interaction of glycerol with myelinated fibers, compared to the surrounding cells and
interstitial substance: glycerol has high affinity with myelinated fibers and remains
confined into the sheaths, causing the increased autofluorescence.
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The advantages of this method are its versatility: could be applied for the study of
different samples, with different techniques (e.g., OPF, TPEF) and compatible with
other staining systems, like immunofluorescence or the use of other lipophilic dyes
like FluoroMyelin Red (trademark). It is applied postmortem without the need for
specific preliminary treatment of the tissue, allowing for the analysis of stored fixed
tissues. The only possible drawback for the application of this protocol stems from
the long times involved in the MAGIC steps, which for a small brain like the rat’s
encompasses 5 weeks.

Another interesting finding has to do with Nile Red, a dye known for its affinity to
lipids and used extensively to mark intracellular lipids and membranes with red
fluorescence [65, 66].

Due to the solvatochromism of this dye, i.e., the tendency of shifting fluorescent
emission wavelength depending on the chemical environment, the dye can be used
as a reporter of myelin local perturbations which cause a change in polarity of the
sheaths [67]. This sensitivity is very important for early detection of myelin
disorders since it could be used to study physiochemical alteration of the insulator
prior to its structural change, like in the early phases of MS or other
leukodystrophies. This type of spectral analysis with the use of Nile Red cannot be
performed directly with true color images taken with a fluorescent microscope but
requires the capability to acquire multiwavelength data with good spectral resolution
and to analyze it with a dedicated software for the pseudo-color rendering of the
polarization states of myelin.

5.5 X-Rays

The limitations of the use of visible light to study myelin and other components of
the nervous system are evident at large scales. Studies addressing sizeable volumet-
ric portions of the brain are usually performed by serial sectioning of the sample,
which not only causes some de-structuration and distortion of the sample, i.e., the
cutting, profound modifications like clearing and staining but also extensive work
for the purpose of aligning the images from the sections to reconstruct the original
volume. While all these steps are necessary when looking for a signal with high
molecular specificity, studies that pursue the reconstruction of the cytoarchitecture of
brain regions may benefit from other technical approaches. In particular, thanks to
the technological advancements, the use of X-rays has been demonstrated as a
feasible complement to optical and electron microscopy when quantification and
high resolution are needed, compatible with the visualization of subcellular
structures [68], in analyses of brain tissues that could span from a single nerve
[69] to an entire brain [70, 71]. The potential of small-angle X-ray scattering
computed tomography can be exploited for the analysis of myelin [69, 72], revealing
the details of its molecular organization, like the relative abundance at each position
analyzed, the period and the thickness of the myelin sheaths in regions of the brain.
With hard X-rays, radiation with wavelengths below 0.2 and 0.1 nm is also possible
to perform tomography in phase contrast mode, which allows the efficient generation
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of series of images with large fields of view (FOV) and a resolution that exceeds that
of optical microscopy, in parallel to the possibility of penetrating entire tissues.
Modifications of the technique including the use of a crystal X-ray interferometer
and sample fixation in ethanol have shown to yield images of myelin with much
higher contrast with respect to formaldehyde-fixed tissues [73].
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Abstract

In the field of neuroscience, studying the intricate architecture of neuronal and
glial cells forming a network in the nervous system can be extremely useful to
understand the networking of neurons within the brain and other parts of the
nervous system. However, this is an extremely arduous task due to the complexity
of the brain and nerve tissue. To this end, optical techniques combined with
genetic labeling techniques can be used to obtain a visual representation of the
neurons in the tissue. Brainbow is one such strategy that uses Cre-lox recombi-
nation to stochastically express two to four fluorescent proteins in cells of the
same tissue. This expression is combinatorial and depends on the copy number of
the loxP sites present in each cell, thereby resulting in a myriad of colors and
hues, which are unique to each cell, making it easier to visually distinguish each
neuron within the complex arrangement of the tissue. This multicolor labeling
technique otherwise referred to as the “Brainbow” technique is briefly discussed
in the following chapter, along with the principle, techniques, and various
applications in the field of neuroscience.
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6.1 Introduction

The ability to visualize and make observations is one of the oldest and most powerful
methods for the brain to comprehend complex structures. Human beings possess a
complex and accurate visual system that processes the myriad visual stimuli received
intelligible to the brain. This perhaps is the reason for the preference of visualization
tools to study the complex and dynamic nature of biological systems. The ability to
visualize the minute cells and their morphological details began with the advent of
the microscope. Cells undergo various processes such as proliferation, differentia-
tion, growth, and maturation throughout the embryological stages and the life span
of the organism. For instance, the nerves and the nervous system develop in the
embryo at stages as early as the third week in the case of human embryos. These
nerves and neurons create and become an integral part of an intricate and complex
network wherein hundreds and thousands of nerve connections are formed, which
overlap with each other within a restricted space [1]. The task of visually
distinguishing the various pathways of the complex juxtaposed neurons and the
network organization of the glial cells precisely among the intricate networks is
humongous, and one which cannot be accomplished simply by using the staining
procedures used to visualize and distinguish cells under various microscopes [2, 3].

However, with the isolation of fluorescent proteins, these proteins have been
widely applied in microscopy for the visualization of biological tissues and labeling
the cells, and organelles [4]. Furthermore, the modifications made to the fluorescent
proteins allowed them to be utilized for genetic targeting, thereby labeling only
specific cell types or proteins which usually interact with each other [5]. In most
biological tissues, cells with similar functions are arranged together to form tissues.
This gives rise to a shared genetic expression of these cells when labeled with the
same color, making it difficult to distinguish one cell from another due to their shared
expression. The same problem becomes extremely challenging when faced with the
task of deciphering neurons from one another to visualize and map the
connectome [6].

Brain studies require the visualization of the morphology of multiple neurons in a
circuit to understand the neuronal pathways. Thus, the intention is to accentuate only
a certain set of neurons, while simultaneously distinguishing them from the rest of
the connectome. Several staining techniques were proposed [7, 8]. But none were
perhaps as effective as the brainbow technique. This technique is designed specifi-
cally to label cells with different fluorescent proteins like cyan (CFP), yellow (YFP),
or red fluorescent proteins (RFP), which express color based on the copy number of
specific genes present in the individual cells. This idea is somewhat of an artistic
method developed by neuroscientists to visualize the connectome in the brain. This
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was achieved by “allowing” individual neurons to create and express their special
mix of fluorescent protein paint, which when visualized under a microscope,
manifests as a rainbow-colored brain, or “Brainbow.” This technique thereby
separates individual neurons by color. These colors work as identification tags for
each cell. The principle and applications of the brainbow technique are further
discussed in the following sections.

6.2 Principle: Biology of Brainbow

Brainbow is a technique of color-coding neurons in the brain to analyze the brain
connectome. The neurons are tagged with a fluorescent protein and are allowed to
express a fluorescent color corresponding to the loxP sites present in them. The
concept of brainbow has been inspired by the fact that the primary colors red (R),
green (G), and blue (B) are combined in various ratios to form most colors we see
digitally and otherwise. Brainbow achieves the aim of color-coding each neuron by
the amalgamation of three or four differently colored fluorescent proteins (FPs) and
allowing them to be expressed differently in each cell. This differential expression
gives a distinct color to each neuron based on the genetic marker present in them
[9, 10]. These colors can be visualized under a light microscope.

The primary components to form a brainbow are the “Cre-recombinase” enzyme,
and the “Lox” sites present in the genome of the cells. Together, they are called the
“Cre-Lox” system. The “Cre recombinase” enzyme was discovered being produced
by the Cre gene in the P1 bacteriophage genome [11, 12]. It is known to identify the
loxP sites that flank specific genes and cause the deletion, inversion, or translocation
of the genes, depending on the position and orientation of the loxP sites, which are
34 bp long DNA sequences, with two palindrome recognition sites, separated by an
8 bp spacer, that gives directionality to the sequence. If the sites flank a gene in the
same orientation, the gene is excised by the Cre-recombinase, resulting in an
irreversible gene knockout. Whereas, if the loxP sites flanking the gene are in
opposing orientations, the Cre-recombinase causes gene reversible inversion. The
reversible nature of this process makes it impractical to be used for genetic manipu-
lation. Reversible gene translocation is mediated by the Cre-recombinase if the loxP
sites are present on separate DNA strands [13, 14]. The brainbow technique utilizes
this Cre-lox recombination principle to visualize the distinct morphology of each
neuron in the brain, while distinguishing them from each other as they wind their
way into the brain tissues, forming a part of the brain’s connectome. The brainbow
1.0 technique uses three fluorescent proteins that are arranged sequentially arranged
in a transgene, flanked by two pairs of the loxP recognition sites, which can be
identified by the Cre-recombinase enzyme. The enzyme causes the DNA excision,
depending on the spatial arrangement of the loxP sites, thereby causing the fluores-
cent proteins to express in different combinations of colors. This basic strategy can
be expanded by using over four fluorescent proteins that can flank about three pairs
of recognition sites.
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Brainbow 2.0 technique uses the DNA inversion ability of the Cre-recombinase
enzyme when the loxP sites flank the fluorescent proteins in opposing directions.
Here, the interspaced protein is flipped instead of being excised by the recombinase.
In this case, the FPs are arranged such that the inversion of the protein leads to the
expression of only one of the two FPs. A combination of inversion and excision of
the recognition sites by the recombinase enzyme can be used to employ four FPs,
thereby creating the possibility of many more colors, as seen in brainbow 2.1
[15]. The difference in the number and arrangement of the recognition sites and
the DNA excision or translocation caused by the recombinases are what causes the
fluorescent proteins to be expressed in different combinations and ratios in each cell,
thereby giving rise to a multitude of colors [16]. The palate of colors to be expressed
in the brainbow depends on the number of FPs used, along with the function of the
Cre-recombinase. A combinatorial function of excision and inversion would require
a larger number of FPs, and result in a larger palette of colors expressed, thereby
allowing for better differentiation among the neurons. This has resulted in up to
100 shades of different colors. These potential colors can give rise to a specific
barcode for each cell, thus making it easy to distinguish between very closely related
cells [16]. The intensity of colors expressed thereby depends on the copy number of
the fluorescent protein (XFP) genes. Insertion of multiple copies of the transgenic
cassette results in stochasticity and their synergistic expression thereby resulting in
the distinct colors seen as brainbow.

6.3 Techniques Used in Brainbow

Light microscopes have been a constant tool for the visualization of biological
structures, and deciphering cells of a tissue, to an entire organism. Light microscopes
along with fluorescence proteins have further enhanced the ability of these
microscopes to resolve fairly complex biological structures to a great extent. How-
ever, the ability of these microscopes to decipher cells in highly complex biological
structures such as nerve tissues has been hampered simply by the sheer complexity
of these structures [17]. This has given rise to the need for different techniques to
enhance the capacity of these microscopes to visualize the nervous system in its
entirety, which was made difficult by the complex arrangement of the nerve cells.

The advances in optical microscopy have made it possible to visualize complex
microscopic structures, with the use of fluorescent dyes. However, in the case of
complex biological tissues, it is important to obtain the spatiotemporal arrangement
of the cells and other components of the tissue. Confocal Laser Scanning Micros-
copy (CLSM) is therefore used to obtain the surface topography of biological tissues.
Most applications of confocal microscopy function on the principle of a pinhole for
the discrimination of height or girth of the sample. The pinhole is used to refocus
light on a specific area of the sample, thereby aiding in the formation of a clearer
image of the “optical section.” The stacking of many such images results in the
formation of a 3D image [18]. Recent advances in the field of microscopy have
opened new avenues, permitting the greater depth of imaging, and the usage of live
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samples, wherein a section of the tissue of interest is windowed [19]. Cook et al., in
their work, have developed a novel protocol to visualize the progenitor cells and
nerve cells of the hindbrain of the zebrafish in vivo (Fig. 6.1). The paper discussed
the application of brainbow fluorescent dye techniques and time-lapse confocal
microscopy for much clear visualization of the tissues undergoing various physio-
logical processes such as cell death (Fig. 6.2) [20].

6.4 Brain Tissue Optical Clearing

Confocal laser scanning microscopy is popularly used for the visualization of
complex tissues. The quality of the images generated can be augmented by certain
clearing agents [21]. The tissue clearing agents perform the dual tasks of enhancing
the expression of the fluorescent dyes as well as increasing the resolution of the

Fig. 6.1 In vivo brain expression of the hindbrain of the zebrafish as viewed under a confocal
microscope. In vivo brainbow expression in the hindbrain, shown in maximum intensity projections
representing 41 μm in sparsely labeled 51 hpf zebrafish (above), and 81 μm in 63.5 hpf zebrafish
(below). In both panels, the dorsal is up and the rostral is to the left. (Reproduced with permission
from Brockway et al. [49])
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images being generated. This approach is called optical tissue clearing [22]. The
optical clearing is a method where it reduces the tissue’s opacity, reduces scattering,
and makes it transparent, so it will be clear to see the biological sample. When light
illuminates through biological tissues, it is scattered and absorbed. Because of the

Fig. 6.2 Brainbow technique allows us to visualize physiological processes such as cell death. (a)
Depiction of the zebrafish hindbrain brainbow at 31 hpf. (b) Gradual apoptosis of the lavender-
colored cell (pointed) over a time. The image has been taken at a time interval of 30 min.
(Reproduced with permission from Brockway et al. [49])

100 K. N. Makkithaya et al.



light scattering, the biological tissues get opaque as the tissue is made up of water,
lipids, and proteins. The refractive index of these components is different. Since the
refractive indices mismatch, the light propagates at different speeds and angles,
causing opacity in the mammalian tissue. The optical clearing technique is effective
in removing the high refractive index components from the tissue [23]. Besides, this
approach provides better tissue heterogeneity, reduces tissue scattering, increases the
depth of light penetration, and makes the tissue transparent.

When brain tissue is incubated in a chemical bath, it tends to decrease its optical
scattering property. Due to this, the optical imaging depth and tissue transparency
increase. However, optical clearing provides transparency of the tissues, such that
every single neuron is traceable. When a neuron combines with any fluorescent
protein, the tissue gets labeled by color. To know the neuron’s brainbow (or) color,
the optical clearing technique will make the tissue transparent without tissue dam-
age. Ke et al. developed SeeDB, a tissue clearing agent which was used to enable
clearer visualization of brain tissue samples. Its ability to clear fixed brain tissue
samples without quenching or diluting the fluorescent proteins and dyes which are
used for color-coding neurons was reported. Ke et al. also conducted studies to
investigate the tissue clearing performed by SeeDB, and it was found that the
clearing agent did not compromise on the morphological integrity of the cells,
thereby keeping the neural circuit intact [24]. Another technique for the optical
clearing of formalin-fixed adult cortical tissue, called MASH (Multiscale Architec-
tonic Staining of Human Cortex) was proposed by Hildebrand et al. It was found to
be suitable for the cytoarchitectonic labeling of slightly thicker and larger cortical
brain samples for deep volume imaging using a combination of cytoplasmic dyes
and refractive index matching solutions. It was found that MASH reduced the cost
and time taken for imaging cytoarchitecture in thick samples [25]. SHANEL (small-
micelle-mediated human organ efficient clearing and labeling) is another technique
for the optical clearing of the brain tissue. Zhao et al. developed the technique based
on chemical tissue permeabilization and were successful in rendering adult human
brain tissues and kidneys transparent [26].

Despite the uses of the brainbow technique, the brightness of the fluorescent
proteins was found to be generally low. On investigation, it was found that the
stochastic and combinatorial expressions of the fluorescent proteins were effective
only at lower copy numbers of the genes, which was not always the case, thereby
resulting in low fluorescent protein expression levels [27]. In order to enhance the
expression of the fluorescent proteins (XFPs) forming brainbow, the tetracycline
activator system was used. The technique developed is now called Tetbow (Tetra-
cycline trans-activator brainbow) [28]. The Tetbow system employed the use of
tetracycline response element (TRE), instead of the CAG promoter which is com-
monly used in the case of Brainbow. This ensured higher expression levels of the
XFPs. Furthermore, spherical aberrations observed while viewing the connectome in
the microscope were overcome by the application of the optical clearing agents and
techniques. Additionally, Sakaguchi et al. also demonstrated that the use of the
unmodified XFPs, instead of modified membrane-bound XFPs, accomplished better
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expression levels compared to those obtained by the use of the CAG promoter
plasmids (Fig. 6.3).

Further investigation for the standardization of the Tetbow protocol revealed that
the technique is most effective when introduced employing in utero electroporation
at an optimum concentration of 0.25 μg/μL, which enabled better axon tracing.
Despite all the aforementioned advantages of the Tetbow staining technique, it is yet
to be developed and used to its full potential. Currently, the brainbow technique is
employed more frequently for various applications such as connectome mapping,
studies of developmental biology, and other physiological pathways effectively [28].

6.5 Applications

6.5.1 Connectome Mapping

A human brain houses a million networks. A connectome explains the structural
connections through nerve fibers (axons/physical wirings) between brain regions
that help us in navigating the human brain. Besides dyeing cells with a unique color,
the brainbow can spot and differentiate dendritic and neural processes. Hence, we
can visualize neural circuitry with immense intricacy. It provides detailed informa-
tion about the neurons and their connectivity, which helps in understanding the
neuronal interactions and their impact on behavior and function. The versatility of
this technique can be seen in its wide applications on various model organisms such
as a mouse, fruit fly, plants, and zebrafish [9, 16]. Human beings, however, cannot be
used for these manipulations for obvious ethical reasons.

Fig. 6.3 Labeling of neurons via Tetbow technique (a) L2/3 neurons labeled with
CAG-Turquoise2, EYFP, and tdTomato (1 or 0.25 μg/μL each). When each plasmid was introduced
at 0.25 μg/μL, the color variation was increased, however, the fluorescence levels were reduced.
Enhanced images are shown on the right. (b) CAG-tTA, TRE-Turquoise2, EYFP, and tdTomato
were introduced at 0.25 μg/μL each. In utero electroporation was performed at E15 and the mice
were analyzed at P21. (Reproduced with permission from Sakaguchi et al. [28])
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6.5.1.1 Mice
The brain of all mammals almost has the same connectome organization which
makes it easier to obtain insights about the human brain functioning from the data
obtained from the model mouse brain. It is rather simple to map an entire mouse
connectome than that of a human being. Brainbow is extensively used for retrograde
tracing in the mouse brain [29, 30]. Further, it can help distinguish adjacent axons
which help in mapping projections of a neuron at two levels in the same synaptic
circuit. For an instance, the brainbow was used to label the preganglionic neurons
with unique colors that aided the study of the relation between axons of postgangli-
onic neurons and their preganglionic innervations [27].

6.5.1.2 Drosophila
Brainbows’ multicolor labeling technique is combined with the genetic targeting
tools from Drosophila melanogaster commonly known as the fruit fly. In the
brainbow of drosophila (dBrainbow), endogenous fluorescence is replaced by the
use of antibody-labeled epitopes which help in tracing the finer processes of neurites
over long distances [31]. Genetic variants of fruit flies called Gal-4 lines use the
Gal-4/UAS (Upstream activation stream) to study the connectome (esp. the neural
interactions) through controlled expression of reporter line genes by specific cells
and tracing them using brainbow [32]. For instance, dBrainbow is used to study the
activity of motor neurons connecting suboesophageal ganglion to the proboscis’s
muscles that underlay its feeding behavior [33, 34]. Brainbow has also been used to
study and follow the cell lineages of multiple cells in the wing imaginal disc while
concurrently inhibiting the expression of UAS-regulated constructs in a subset of
labeled cells. This allowed distinct visualization of the mutant and normal cells
based on the differences in their expressions [35].

6.5.1.3 Zebrafish
Brainbow obtained of the zebrafish, known as “Zebrabow” was developed such that
it included Gal4-inducible transgenic cell lines and standardized parameters for the
diversity of the brainbow colors expressed [36]. This demonstrated that the color
profiles of the cell lineages remain constant even after cell division and growth,
thereby aiding in the effective tracking of the cell’s lineage. Other zebrabows have
been generated with transgenic cell lines modified specifically to follow cell migra-
tion, proliferation, and growth [37]. This is known to be useful for the study of
extensive axon branching in the somatosensory and visual nerves [38].

6.5.2 Developmental Biology

Cellular dynamics such as orderly proliferation, cellular migration, positioning, and
rearrangement carry a lot of biochemical and mechanical cues that help us trace its
lineage better. Conventional viral and fluorescent labeling methods can be used to
study the lineage of the cell from a single or a limited number of clones. Hence
clearly, cells having complex intermingled lineages obtained from multiple clones
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cannot be traced using these methods. Brainbow multicolor labeling method can be
targeted to specific cells and developmental stages using Cre-lox recombination [9].

6.5.3 Deciphering Neural Heterogenicity

During the development of the nervous system from the neural stem cells, the neural
progenitor cells progressively commit themselves to specific lineages and
populations which have more limited proliferation and differentiation potential
[39, 40]. This is achieved by symmetric and asymmetric divisions producing identi-
cal and non-identical sibling cells, respectively. This causes the production of a pool
of cells with multiple lineages, making the human brain heterogeneous in origin
[41]. Heterogeneity of the brain decides the shape and structure of brain tissues over
proliferation. Recent studies using machine learning have also found out that
heterogeneity helps in making learning (especially tasks with a temporal structure)
more stable and robust. Brainbow helps in labeling the cells of different lineages in
different hues and distinguishes them from neighboring neural cells. Advanced
versions of the brainbow also produce vivid images that depict the morphology of
each neural cell [42]. Information obtained from cell mapping using the brainbow
technique is used to understand the progression of a lineage and its impact on the
successive neural heterogeneity.

6.5.4 Lineage Tracing in Developing Embryos

In addition to its varied applications, brainbow is increasingly used as a multicolor
clonal analysis technique to study the contribution of each cardiomyocyte in the
morphogenesis of primitive embryonic heart to complex adult form. Brainbow is
used to study the cellular mechanisms of organ morphogenesis after birth/hatching.
This can be used to study the proliferative histories of cardiomyocytes as vertebrate
hearts progress from a simpler to complex adult form [37].

6.5.5 Neural Diseases and Disorders

In healthy aging, some neurons are lost, producing changes in brain connections. But
in neurodegenerative diseases, the loss of neurons is widespread, with simultaneous
loss of functionality and connections ultimately leading to the death of neurons. The
human brain is highly complex with intermingled networks, which makes it difficult
to trace the original part of the brain which excites a particular behavior. Hence, it is
important to understand the whole connectome to justify functions to structures and
find a better cure for diseases. With recent advancements like improved color
balance [31] color discrimination [43], it is easier to monitor the activity of each
neuron under certain developmental and genetically modified conditions. Brainbow
can help to label axons of each neuron with a different color, which makes it easier to
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trace the origin of the neuron. So, when a neuron undergoes degeneration, the
information obtained from the brainbow wiring diagrams of the nervous system
helps us in identifying the source and potential loss of function that may lead to
change in behavioral patterns and cognitive deficit. This helps to identify treatments
for diseases like Alzheimer’s and Parkinson’s [44] where the symptoms usually
manifest at later stages of the disease when it becomes almost incurable. Sometimes
viruses and bacteria can invade the nervous system, causing infections such as
encephalitis, meningitis, and brain TB. Viral vectors such as the West Nile virus
[43, 45, 46] pseudorabies virus [47] can be incorporated with specific brainbow
constructs to study the progression of the disease in model organisms (mice,
zebrafish, etc.). Thus, the model organism is infected with the viral vector, followed
by incubation of a specific nervous tissue for a defined period. This time is required
by the vectors to express the fluorescent proteins and stain the neurons. If the
incubation is done with fluorescent antibodies, the neurons are immuno-stained,
and the immune response of the model organism can be studied. Further, when the
cells are studied at an interval of days post-incubation, we can observe the percent-
age of target cells which are affected, which can help us find remedies and develop
potential therapeutics [48].

6.6 Conclusion

The possibilities of scientific inventions are endless. It is rather the contemplation of
the human brain which sees things in a different light. A myriad of labeling
techniques was used since the advent of the brainbow technique, but none could
produce a satisfactory detailed architecture of the human connectome. Over the
years, scientists have engineered various brainbow constructs which can visualize
neural circuitry at micro- and macroscopic levels in an artistic way, allowing the
amalgamation of visual observation via color and genomic analyses. The recent
advancements to the original brainbow constructs and techniques have improved our
ability to visualize the nervous systems significantly, eventually increasing their
practical applications. Brainbow is most effective when used to visualize a single
cell in a complex multicellular background. Hence, picturing the entire connectome
in high resolution at once is still a challenge.
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and Denis A. Vrazhnov

Abstract

Photoacoustic imaging (PAI) is a high-tech medical instrument which combines
laser absorption spectroscopy and ultrasound imaging, commonly used to assess
the function of the brain. It provides a contactless and diffraction-limited resolu-
tion visualization of tissues. In this chapter, various PAI experiments have been
described to learn the in vivo brain activity, the peculiarities in brain, and the
current state in persisting brain disorders. Each PAI method has shown excellent
results in specific studies. The chapter helps to assess and predict the importance
PAI in the clinical trials as well as medical field itself.

Keywords

Photoacoustic imaging · Cranial window · Neurodegenerative diseases · Ischemic
stroke · Spinal cord injury · Epilepsy · Brain tumors

7.1 Introduction

Photoacoustic imaging (PAI) combines optical and acoustic phenomena for tissue
analysis. When a laser pulse propagates through the biological tissue, a part of its
energy is absorbed by definite tissue molecular components which further causes
local periodical temperature variation and consequent thermoelastic expansion or
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compression. As a result, an ultrasonic wave, with an approximate range of
1–100 MHz, is generated. The wave produced can be detected on the tissue surface
by an ultrasound (US) transducer in the same manner as in conventional US imaging.
PAI sensitivity is defined by the incident laser fluence, imaging depth, wavelength,
absorption cross-section of a target molecule, and the US transducer efficiency
[1]. According to the configurations of acoustic detection and optical excitation
methods, the executions of PAI are classified into the following groups:

– photoacoustic computed tomography (PAT)
– optical-resolution photoacoustic microscopy (OR-PAM)
– acoustic-resolution photoacoustic microscopy (AR-PAM)
– photoacoustic remote sensing (PARS)
– volumetric photoacoustic microscopy (V-PAM)

7.1.1 Types of PA Instruments

PAT combines wide-field pulsed optical illumination and US multi-element-array
detector enabling a whole imaging plane acquisition but having quite low spatial
resolution of hundreds of micrometers and high penetration depth of several
centimeters [2–4]. Tight beam focusing improves spatial resolution, and the typical
ratio of the tomography depth to the spatial resolution in PAT is approximately
200 [5]. Oppositely to PAT, PAM combines focused both acoustic detection and
optical illumination that offers high spatial resolution from several micrometers to
tens of micrometers with comparatively small penetration from one to several
millimeters [6]. PAM mainly consists of two types of microscopy, the OR-PAM
and the AR-PAM.

The distinction between OR- and AR-PAM is the size of the focused laser spot on
the object [6, 7]. In OR-PAM, the optical focus is much firmer than the acoustic
focus although in AR-PAM, the acoustic focus is smaller than the optical
beamwidth. In both the cases, the axial resolution is defined acoustically. In
OR-PAM, the optically controlled lateral resolution is characteristically much better
than the axial resolution. The optical focusing can be either strong or weak,
depending on the desired spatial resolution and penetration. In contrast, in
AR-PAM, the axial resolution is normally better than the lateral resolution
[5, 8]. It was shown to provide up to 5 mm depth, 7 μm axial, and 30 μm lateral
resolutions [9]. PARS combines a pulsed sensing laser beam illumination and a US
wave detection on a body surface by a continuous wave probing beam reflected from
the air/body surface interface [10, 11]. This approach provides contactless
diffraction-limited resolution at distances of up to 2.5 cm to the body surface. The
latter is convenient for intraoperative applications [2–13]. When a two-dimensional
array of US detectors is placed on a spherical surface, a whole volume image can be
recorded without scanning, using a single laser pulse illumination [14, 15]. This
approach, called V-PAM is attractive for whole-brain animal neuroimaging
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[2]. Typical experimental implementations of PAI methods are explained further in
the next section (Fig. 7.1).

PAI has the following benefits compared to other imaging methods [16]:

1. In contrast to US imaging, PAI can distinguish molecular substances with the
same acoustic impedance by their unique absorption spectra.

2. Safer when compared to X-ray and other ionization imaging methods.
3. Compared with MRI, PAI has higher sensitivity and no contraindications.
4. Deeper penetration compared to conventional optical imaging due to backward

signal is an ultrasound, which undergoes less scattering than an optical wave.

7.2 Instrumentation

A specific engineering task for brain imaging with PAI is a wearable head-mounted
device that allows free movement of the animal under study and does not produce
discomfort, which might affect brain imaging results. Wang et al. proposed a
miniaturized head-mounted PAI (hmPAI) system for cortical layer hemodynamic
response studies in freely moving rats. Additionally, the system can provide front
and rear horizontal planes B-scan images via PA probe with a US transducer and

Fig. 7.1 Experimental setup of various types of PAI for different applications. (The figure was
adapted with permission from Ref. [2])
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fiber-based illumination. The scanning area is up to 8 by 6 mm with a lateral
resolution of 0.12 mm. It takes 56 min to obtain a full scan [17] (Fig. 7.2).

The direct, longitudinal in vivo studies of the brain activities require implantation
of chronic cranial windows (CCW) [18, 19]. The CCW are used in multiphoton
imaging, NIRS, EEG, and OR-PAM [20–26]. The OR-PAM CCW requires not only
optically but acoustically transparent. A soft, micro- and nanostructured, conductive
elastomer films constructed by depositing gold on nanometer thiol-functionalized
polydimethylsiloxane (PDMS) make a good mechanical match between neural
tissue and implant [27]. The thicknesses of the implants may cause severe acoustic
attenuation, so ultrathin (50 μm) PDMS films were fabricated [26]. The PDMS film
was fixed to the skull with cyanoacrylate glue, sterilized, and cleaned with ethanol.
The gap between the imaging probe and PDMS film was filled with a coupling
medium. Air bubbles on a cortical surface can affect visualization, so the space
between the dura and PDMS film was filled with saline. The comparison of the
maximum amplitude projection images of the proposed technology and glass-based
CCW shows that PDMS films are optically and acoustically transparent for
OR-PAM. It was mentioned that due to postoperative inflammation, CCW blurring
was observed.

Another CCW with a soft film made from polymethyl pentene polymer (PMP)
was reported [28]. An advantage of PMP is that it is less permeable to air compared
to PDMS. The disadvantage of soft polymer films is the possible degradation of the
penetration depth. For example, it was shown for multiphoton imaging at 800 nm
that initially tissues can be visualized up to the 600 μm depth, 400 μm after 6 months,
and only 200 μm after 1 year. The glass CCW shows no degradation after 6 months.
The benefits of glass CCW lead to the idea of using ultrasonic detectors with
optically transparent micro-ring resonators [29, 30]. The unresolved problems
were easy contamination, high cost, poor sensitivity, and low yield [31]. Further
development of the technique was done by Li et al. [32] by the invention of an
integrated transparent nanophotonic ultrasonic detector with a 5 μm thin UV-curable
PDMS protective film. It provides a tenfold increase in sensitivity (Fig. 7.3). A very
simple yet productive idea for hidden CCW based on skull removal and suturing the
incision on the scalp was suggested in [32]. The proposed technique can be used for

Fig. 7.2 Scheme of head-mounted system, including size, component, and assembly. (a, b) are y-
axis and x-axis linear motor holders, respectively, (c) transducer and fiber bundles holders, (d)
hmPAI system cross-sectional view. (The figure was adapted with permission from Ref. [17])
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ring-array PACT, photoacoustic mesoscopic, functional PACT, and ultrasound
imaging.

A procedure of thinning cranial bone up to 25 μm was found to be complicated
because it requires repetition over time and is applicable for small CCW sizes only
[33]. Alternative to the invasive CCW technique is various optical clearing agents
(OCA), which are capable of enhancing visualization quality by infiltrating studied
samples with high-refractive-index substances, which increases the induced acoustic
wave and the transmission of light. In the study [34], the following OCAs were
applied to mouse skulls two-photon imaging: collagenase, EDTA disodium, and
glycerol. The primary substance in the inorganic part of the skull was shown to be
calcium hydroxyapatite (CH), and collagen is dominant in the organic part. During
mouse aging, the quantity of collagen lowers while CH increases, so infant mice are
treated by collagenase and later by EDTA disodium for decalcification (Fig. 7.4).

The in vitro study of propylene glycol (PG) as OCA in application to the cranial
bone [35] shows a significant reduction (by 20–30%) of absorption and scattering.
Both in vivo and in vitro tests of various OCA compositions of EDTA, laurinol,
dimethyl sulfoxide, weak alkaline substances, EDTA, alcohol, sorbitol, glucose,
glycerol, and PG during USAF visualization were performed and discovered the
leading role of the laurinol the skull optical clearing in 25 min after application
[36]. OCAs are also applied to the head skin, i.e., glycerol–water solution can
increase lateral resolution and imaging depth of OR-PAM [37, 38]. It can be used
along with craniotomy with head skin covering the wound. Yang et al. show that
ultrasonic signal in PAI of cerebral microvasculature of intact skulls can be
improved 1.58-fold by application of complex OCA consisting of laurinol,
dimethylsulfoxide, sorbitol, alcohol, glucose, and sodium dodecyl benzene sulfonate
[39]. The acoustic wave distortion in the turbid skull can be corrected by computa-
tional techniques [40, 41]. Main problems are described below:

– Cranial bone is a dispersive barrier for the acoustic waves, which alters both
phase and amplitude. The magnitude of the acoustic waves is affected by the
attenuation of an acoustic signal, which is a result of scattering in skull tissue. The
phase of the acoustic wave is distorted because of the acoustic dispersion [42, 43].

Fig. 7.3 Procedure for creating the chronic cranial window. (The figure was adapted with
permission from Ref. [32])
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– The attenuation and dispersion depend on the density, porosity, and thickness of
the skull [43, 44].

– The received acoustic signal is broadened because acoustic wave amplitude is
reduced, and this process is frequency-dependent. Another broadening effect
occurs due to almost twice difference in propagation speed in the brain and
skull tissues [44, 45].

– Further, reverberations will be generated due to the reflection of acoustic waves
from the cranial bone interface. The longitudinal wave can transform into a
transverse one when it propagates from the brain to the cranial bone, not normal
to the last [46].

– Longitudinal to shear wave mode translation occurs when materials with different
acoustic impedances with an incident angle is produced as it gets encountered
with the wave [46, 47].

Manwar et al. studied ex vivo distorting an acoustic signal generated by Nd:YAG
tunable laser in the range 690–900 nm controlled by an internal OPO in the sheep
skull with three thicknesses: 0.7, 1.0, and 1.3 mm [41]. Brain tissue was modeled by
mimicking a phantom made from 8% gelatin water solution with 4% fiber in a
transparent acrylic cube without an upper side. The maximum thickness of cranial
bone was 0.7 mm to obtain feasible PAI visualization. Mohammadi et al. used a
vector space similarity model and ray-tracing modeling to correct acoustic
distortions in transcranial PA [47]. Other methods include ray- and wave-based
simulations [48]. The great potential has modern deep learning methods, which can
reconstruct images [49], but they are not applied to the cranial bone PA images yet.
Current computational methods lack accuracy and need improvement to be suitable
for in vivo imaging [47].

7.3 Photoacoustic Brain Disorders Imaging

PAI allows measuring deoxyhemoglobin (Hb), oxyhemoglobin (HbO2), oxygen
saturation (sO2), melanin, fat, water, nucleic acids, controlling oxygen metabolism
(MRO2), and blood flow when laser is absorbed by an individual molecule [50–
55]. These vital parameters determining tissue’s physiological status are essential in
neurodegenerative, tumor, and other brain disorders’ diagnosis. For example,
changes in Hb levels in an ischemic brain were established with PAI combined
with electrocorticography [56, 57]. On reperfusion, arterial oxygen reached the
baseline, whereas venous oxygen crossed the baseline.

7.3.1 Neurodegenerative Disease Studies

Neurodegenerative diseases are an emerging field for research. Alzheimer’s disease
(AD) being one of them is the most widely studied research topics. An accumulation
of misfolded amyloid β protein, called as amyloid plaques, is used as an AD
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biomarker. PAI showed that these plaques could be resolved by cranial opening, and
it can be used for AD animal models’ whole-brain studies [58]. Neuro-ferritin and
neuro-melanin control by PAI can be helpful for neurodegenerative disease detec-
tion. Recognizing endogenous chromophores can be beneficial for neurodegenera-
tive disease studies. Loss of neuro-melanin dopaminergic neurons in substantia nigra
can be used as a key biomarker of Parkinson’s disease (PD). Hence, these techniques
can be utilized for deep structure imaging like midbrain, basal ganglia, and hindbrain
nuclei which cannot be performed by other high-resolution optical neuroimaging
techniques [59].

7.3.2 Ischemic Stroke Studies

Stroke is the second most common cause of death worldwide [60]. A stroke is a
neurological dysfunction, which occurs when the blood flow in brain blood vessels
is reduced or stopped, causing hypoxia and brain cell necrosis. Transient ischemic
attack (TIA) produces stroke-like symptoms lasting for a few minutes up to 1 day.
About 10–15% of TIA patients experience a stroke within 3 months. A
photochemically initiated thrombosis was used to induce ischemia and study reper-
fusion (Fig. 7.5C) [61, 62]. The cerebral blood flow and somatosensory evoked
potentials were studied by functional photoacoustic microscopy (fPAM) combined
with micro-electrocorticography (μECoG) after a TIA during spontaneous reperfu-
sion recovering accompanied by local cerebral blood volume and hemoglobin
oxygen saturation [63, 64]. The μECoG-fPAM system was applied to analyze a
neurovascular function in the right hemisphere of the forelimb region of the primary
somatosensory cortex at pre- and post-ischemia. This fPAM system assesses the
changes in blood flow at both deep and superficial layers. μECoG-fPAM techniques
can be used for disease monitoring and neural activity recovery after the treatment
with diagnostic compounds and other disorders like epilepsy, migraine, involving
imbalance in neurovascular function.

In another case, recombinant tissue plasminogen activator (rtPA), the only drug
for thrombolytic therapy approved by the US FDA, was studied [65]. It was helpful
for acute ischemia in a narrow clinical therapeutic time window of 3–4.5 h. Conven-
tional MRI, computed tomography, positron emission tomography techniques fail to
monitor hemodynamic changes and cerebral blood flow in extreme depth whereas
fPAM allowed analyzing cerebral blood volume and hemoglobin oxygen saturation
in the ischemic region [66]. fPAM was combined with electrocorticography (ECoG)
to monitor neurovascular function. A neurovascular function before, during, and
after rtPA thrombolysis was assessed using the photothrombic ischemia (PTI) rat
model. ECoG-fPAM was applied to study this function by measuring the hemody-
namic responses in the bilateral primary somatosensory cortex. Major findings are:
(1) partial recovery from PTI on early rtPA infusion, (2) improvement of
neurovascular functions with rtPA treatment between 1 and 3 h after PTI, (3) delayed
rtPa infusion worsens the state. ECoG-fPAM showed improved cerebral blood
volume and brain symmetry index in the second findings. Improved physiological
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Fig. 7.5 (A) B-scan PA image of normal spinal cord tissue and injured tissue with or without
treatment. 3D PA image showing the white matter loss in normal spinal cord and in injured spinal
cord. Dashed lines signify white matter loss (The figure was adapted with permission from Ref.
[69]). (B) Optoacoustic (OA) images of the brain of tumor-bearing mice before and after
i.v. injection with multimodal probe. The post-injection images exhibited clear tumor visualization.
The OA images were overlapped with the MR image, displaying good co-localization among the
three modalities (The figure was adapted with permission from Ref. [78]). (C) Open-skull photo-
graph of the cerebral cortical surface. The blue dashed arrow denotes the location for
photothrombotic stroke; white double arrows indicate the ablated artery. In vivo optoacoustic
C-scan image of the resultant cortical region with the blood vessels on the surface obtained at
570 nm (The figure was adapted with permission from Ref. [59]). (D) Comparison of brightfield
histology with PARS H&E. (1, 3) White matter tissue including gliosis brightfield histology;
perivascular oligodendrocytes are designated by the black arrows. (2, 4) PARS H&E images of
nearby tissue sections showing perivascular oligodendrocytes, shown with black arrows (The figure
was adapted with permission from Ref. [13])
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brain functions in the second finding were also established, whereas the first finding
showed a saturation point [67].

7.3.3 Spinal Cord Injury Studies

Spinal cord injury progression comprises two phases, first is a primary injury, a
mechanical injury leading to loss or damage to the gray matter. In severe cases, the
primary injury is followed by secondary injury caused by multiple causative events
like oxidative stress, inflammation, explicitly leading to damage of white matter. PAI
was applied to analyze the structure and spectral characteristics of the normal rat
spinal cord. The rich white matter had two spectral peaks corresponding to CH2: the
first overtone at 1730 nm and the second at 1200 nm. The 1730 nm spectral peak had
a higher amplitude than the second [68]. The rat spinal cord was assessed with a
C-scan PAI to estimate the difference between gray matter and white matter under
1730 nm illumination and found that the white matter comprised abundant CH2

bonds in the myelinated axons (Fig. 7.5A).
Further, normal and injured spinal cord samples were used to assess the patho-

physiology and recovery of the injury after treatment with ferulic-acid-conjugated
glycol chitosan (FA-GC) by PA imaging. PA B-scan imaging of the spinal cords
showed that the dorsal surface of the saline treated spinal cord exhibited twice the
lower PA signal than that of the normal spinal cord due to a lower concentration of
CH2 molecules, implying a consecutive loss in WM myelination error in the injured
spinal cord. In contrast, FA-GC treated spinal cord showed no unexpected PA signal
on the dorsal plane, which led to the overall conclusion that FA-GC showed
recovery of white matter leading to maintenance of CH2 bonds [69]. On the
whole, the spinal cord PA imaging was used to assess WM physiology in a label-
free approach and using CH2 as the signaling molecules.

7.3.4 Epilepsy Studies

Epilepsy is a brain disorder met in 1% of the worldwide population according to the
World Health Organization (2009) [70]. Since the epileptic signal is concise,
conventional imaging techniques, such as functional PET, MRI, and single-photon
emission computed tomography have a low temporal resolution for fixation of
paroxysmal epileptiform events [51, 71, 72]. An acute epilepsy rat model was
studied using a real-time PAI system, having a spatial resolution of about 0.2 mm
[73]. The area induced by bicuculline methiodide injection seizure was successfully
identified using this system [74]. Hemodynamic changes are closely associated with
seizures [51]. A link between de-oxygenation level measured by 755 nm PAI and an
increasing the EEG spikes amplitude was established [75]. The vasodilation of small
blood vessels caused by epileptic seizures was studied by PAI [76].
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7.3.5 Brain Tumors Detection

The comprehensiveness of surgical resection is a crucial factor in brain tumors
treatment. A multiwavelength PARS system was used for cellular and nuclear
structure imaging in human tissue preparations without the stain [11, 77]. Forma-
lin-fixed paraffin-embedded (FFPE) brain tissue samples were analyzed by this
system [13]. Sample properties such as cellular composition, nuclear density, inter-
nuclear distance, and cellular organization were observed, allowing differentiation of
neoplastic or necrotic tissue from healthy tissue.

In the PARS images, the microvascular proliferation and tumor margins can be
detected as in H&E staining images (Fig. 7.5D). Glioma comprises of three varied
regions [79, 80]: the main glioma bulk, peritumoral zone including glioma cells and
endothelial cell proliferated and hyper-vascularized, area of perifocal edema
consisting of brain parenchyma, individual tumor cells, tumor-initiating cells and
precursor cells. The latter region is crucial for treatment. An extensive network of
blood vessels surrounds the glioma. It can be used to detect glioma margins during
surgery. A multiwavelength LED-based PAI was used to discover small blood vessel
structures [81]. The 1064 nm PAI channel provided visualization of deeper tumor
margins, and the 532 nm PAI channel was suitable for tumor margins visualization
closer to the surface. A combination of PAI and fluorescence molecular imaging
(FMI) had been used to detect glioma on cell level [80]. An animal glioma model
provoked by injection of human glioma cells, U87MG-Luc-mCherry was assessed
by a multi-spectral photoacoustic tomography system for imaging. FMI images were
collected ex vivo via frozen tissue sections and in vivo by a spectrum system.
IRDye800-HFn nanoparticles were used for tumor area contrasting via the tail
vein of tumor-bearing mouse. The authors stated that assessment of tumor morphol-
ogy by MRI was observed to be unclear leading to the application of PAI for better
morphology, depth, and spatial location of glioma (Fig. 7.5B). FMI was more
accurate than histology analysis. Mesenchymal stem cells (MSCs) are proven to
be useful against glioblastoma multiform identifying brain tumors [82]. A combina-
tion of MSCs from bone marrow and gold-coated superparamagnetic iron oxides
(SPIO) can be used as distinguishable agents in photoacoustic and magnetic-
resonance dual imaging [83]. The NIR region in SPIO nanoshells are the source of
surface plasmon resonance and strong magnetic resonance signals were generated by
SPIO nanocores penetrating the cranial bone. SPIO@Au-loaded MSCs injected into
the carotid artery (4 μg/mL) were safe for the cells and can be visualized in vivo by
this technique. In addition, gold nanoshells are used in photothermal ablation
therapy for cancer cell destruction.

7.4 Conclusion

PAI elucidates contrasting results between a healthy and unhealthy brain and
provides information on brain disorders, trauma effects, ischemic attacks, and
other neurodegenerative disease states. In this chapter, we touched on several
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brain disorders using photoacoustic techniques to assess different neurological
diseases. PAI measures and quantifies vital physiological parameters like
deoxyhemoglobin (HbR), oxyhemoglobin (HbO2), and oxygen saturation (sO2)
which determine the tissue’s physiological status as well as a precise diagnosis for
various neuro-disorders and tumors. Also, PAI is a label-free detection method that
provides image contrast due to the specific absorption by the targeted molecules.
Furthermore, integration of PAI with other techniques can also improve the future of
further studies.
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Abstract

Photodynamic therapy is a highly perspective tool for cancer treatment. The PDT
method has been used for more than 30 years to treat patients with brain cancer. In
recent years, the active study of reactive oxygen species and, in particular, the
properties of singlet oxygen have opened up new prospects for the use of PDT,
and also opened the veil of mystery of the mechanisms behind the action of this
method. In addition, the recent discovery of meningeal lymphatic vessels, the
properties of PDT to violate the integrity of the blood–brain barrier, and the
incompatibility of this with the purification of brain tissue, turned PDT into a
method of fighting not only cancer but also other neurodegenerative diseases.
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8.1 Introduction

Photodynamic therapy (PDT) is a minimally invasive therapeutic tool that combines
light irradiation and photosensitizer agents (porphyrins, chlorins, and many other
photodynamic dyes). The PDT is a technique developed to treat the ever-increasing
global incidence of cancer [1–4].

The PDT theory was created by Niels Finsen, winner of the 1903 Nobel Prize for
his discoveries in the treatment of cutaneous tuberculosis with light. Oscar Raab was
the first to use PDT, in 1898, by combining a light source with acridine dyes, which
caused a toxic reaction in the unicellular microorganism paramecium. Oscar Raab
then worked in the laboratory of Hermann von Tappeiner in Munich, who in 1904
discovered that the process depends on oxygen. Von Tappeiner was the first to
describe the phenomenon of oxygen-dependent photosensitization with the term
“photodynamic therapy.” He was also the first to apply PDT on people with skin
cancer using eosin as a photosensitizing agent. The physical properties of hemato-
porphyrin as a photosensitizer were first described in 1908. The biological activity of
hematoporphyrin was demonstrated several years later, in 1913, by the German
physician Meyer-Betz, who injected himself with 200 mg of hematoporphyrin and
remained sensitive to light for 2 months [5].

Until the 1960s of the last century, the primary mechanisms of photodynamic
reactions were the subject of heated discussions. Currently, we know that in the vast
majority of cases of PDT use, it is necessary to have a photosensitizer (PS).
Photosensitizers are agents capable of absorbing light of a specific wavelength and
converting it [6] and transferring it as useful energy to an oxygen molecule with the
formation of reactive oxygen species (ROS) include oxygen-based free radicals and
non-radical forms and electronically excited singlet oxygen [7] in target tissues
(tumors). The excitation of PS by light leads its electron to transition to the first
excited singlet state. The next intersystem intersection leads to a triplet state. PS in
the triplet state transfers energy to the triplet oxygen, which leads to the formation of
reactive singlet oxygen (1O2) [8].

There are two mechanisms of oxidation of biomolecules using photosensitizers.
Type I is a radical mechanism in which a photosensitizer transfers light energy
directly to biomolecules through electron/hydrogen transfer in direct contact
reactions, which leads to specific damage to biomolecules by initiating radical
chain reactions. In the type II mechanism, energy is transferred to molecular triplet
oxygen (3O2), which leads to the formation of excited singlet oxygen (1O2), which
can cause damage to membranes, proteins, and DNA [9].

Such parameters as the type and dose of photosensitizer, intensity of light used,
route of administration, type of tumor, and concentration of cytoplasmic oxygen
affect the effectiveness of PDT. The ideal photosensitizers should have an absorption
spectrum in the 650–800 nm range, rapid elimination rates. It also should be
pharmacologically inactive without light irradiation, selectively present in tumor
cells, and water soluble [10].

Photosensitizers can be divided into porphyrin photosensitizers and
non-porphyrin photosensitizers. First-generation PSs (such as hematoporphyrin)
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have been introduced for more than 40 years even though they have some
disadvantages, such as poor penetration into cancer cells, low elimination rates,
low chemical stability, causing skin hypersensitivity reactions, and a long half-
life [10].

To overcome most of these disadvantages, porphyrin-like photosensitizers of the
second generation (chlorin, bacteriochlorin, tetraazaporphyrin, tetrabenzoporphyrin,
phthalocyanine, and naphthalocyanine) have been developed. 5-Aminolevulinic
acid (ALPHA), methyl aminolevulinate (MAIL; Matrix), and Hexvix/Cysview are
precursors of protoporphyrin IX, which absorb light at 630 nm [10].

The newly developed third-generation photosensitizers are conjugates of second-
generation photosensitizers and biological target groups such as carbohydrates,
peptides, or antibodies. Such changes led to an increase in the selectivity of
photosensitizers and the minimization of undesirable effects [10].

Non-porphyrin photosensitizers include cyanines, chalcogenopyrylium dyes, and
phenothiazinium dyes.

The PDT method has been studied as an auxiliary for the treatment of cancer and
glioblastoma, in particular, for about 35 years, so it has the widest application in this
area. But currently, PDT has a much wider application. There are many vascular
effects of PDT to induce a thrombotic stroke model to study the neuroprotective
effects of pharmacological agents against stroke, many intriguing cerebrovascular
effects of 1O2, exciting results on the discovery of the blood–brain barrier caused by
PDT, and the effect of PDT on newly discovered meningeal lymphatic vessels.

Currently, PDF cancer treatment is based on the photodynamic effect (PDE),
which involves damage to photosensitized cells (by the mechanism of apoptosis and
damage to the endothelium of cancer cells) in the presence of light and oxygen. To
date, it is believed that singlet oxygen becomes a key agent for PDE [11] (Fig. 8.1).

However, PS the majority of times is a necessary element of PDT, absorbed by
both healthy and tumor tissues. One of the most important and complicated issues in
modern PDT is the prevention of PS accumulation in healthy tissues and the
prevention of corresponding undesirable effects. This problem can be solved by
encapsulating PS in polymer nanoparticles, in which the substance will be protected
from degradation by the physiological environment [12].

However, despite the already long history of PDT, there is a need for further
improvement of the PDT method due to existing limitations such as high internal
toxicity, prolonged hypersensitivity to intense light, low penetration of activating
light into tissues (630 nm), the low specificity of the photosensitizer to cancer cells,
and high cost of PSs administration [10].

But new opportunities in photodynamic cancer therapy have opened up with the
development of laser diodes with quantum dots (QD) (LDS) emitting with a center of
about 1268 nm, which coincides with the absorption band of NIR [2, 3] oxygen
molecules. One of the new directions is the activation of cell apoptosis by direct
photo-excitation with molecular oxygen.

To date, the idea of direct 1O2 activation has not been developed because direct
3O2 ! 1O2 transition in molecular form of oxygen is forbidden due to spin-orbital
selection rules. However, the selection rules governing intermolecular amplification
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changed after experimental studies of the solvent effect [3, 4]. The main contribution
to the intensity comes from two-molecular collisions of O2–O2, which mix states
through intermolecular exchange interaction, introducing allowed states into previ-
ously forbidden transitions, which enhances the transition 3O2 ! 1O2. In addition,
the action spectra of some cell cultures recorded in the spectral range from 310 to
860 nm and the results demonstrated for low-intensity laser therapy [13, 14] suggest
the transformation of cellular metabolism in response to low-power laser excitation
in spectral intervals corresponding to the absorption bands of molecular oxygen.
Formation of 1O2 was also demonstrated by direct photo-excitation at 1265 nm in
aerobic systems containing no pigments and in the condensed phase at 77 K at
1064 nm [15, 16]. It has recently been demonstrated that a laser with a wavelength of
1268 nm can provoke the death of cancer cells in an environment free of PSs
[17, 18]. However, it is still unclear whether oxygen activation is direct from the
laser or whether it is a more complex process in biosystems [13, 14].

This chapter is devoted to the study of PDT therapy for brain cancer, the
mechanisms underlying the method, as well as recent discoveries in the field of
PDT, which open up new possibilities for using the method both in preclinical
studies and in clinical practice.

8.2 Singlet Oxygen Generation in Living Cells

Even though the process of photoactivation of oxygen in the PS-free medium in
living cells remains extremely uncertain, the results of low-intensity laser therapy
[19, 20], modification of erythrocyte membrane proteins [21], and suppression of
cancer cell growth by photo-excitation in the NIR spectral range under PS-free
conditions [22] refer to a more likely direct photo-oxidation in media containing
molecular oxygen.

So, laser-induced 1O2 production in living cells in PS-free conditions was shown
on HaCaT and HeLa cell lines. 1O2 production was monitored with dihydroethidium
(DHE) which is specifically oxidized to dihydroxyethidium (DHOE) fluorescing at
585 nm by the superoxide anion [23].

Experiments conducted with HaCaT cells showed a substantial difference
between non-irradiated and irradiated by a 1268 nm laser pulse of 47.7 J/cm2 cells
causing an increase in dihydroxyethidium (DHOE, oxidized DHE) fluorescence
reaching a steady-state level after 8 min and continued post-termination of the
laser pulse. Also, a strong donor of O2–NaOCl (100 μM) induced a dramatic increase
in DHOE fluorescence. The pre-incubation of HaCaT cells for 10 min with
α-tocopherol (nonspecific ROS scavenger [24, 25]) diminished the laser-induced
fluorescence to near background levels. This suggests that the 1268 nm laser
irradiation photo-oxidizes triplet molecular oxygen inside the cell.

Furthermore, a laser pulse with a wavelength of 1268 nm caused O2-dependent
fluorescence in all taken cell lines with the most impressive effect observed in HeLa
cells, and no difference between HaCaT and PK. The fluorescence induced by the
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NIR laser demonstrated a strong dose dependence, not reaching saturation over time,
especially in HeLa cells [26].

In addition, PDT promotes the initiation of autophagy (or macroautophagy) in
tumor cells. This occurs due to the suppression of AKT-mTOR signaling and
increased regulation of the AMPK pathway [27]. PDT of early response genes by
hyperactivation of the survival pathway, leading to overexpression of anti-apoptotic
(BCL-2, survivin, BCL-XL) or autophagy-related proteins that cause resistance to
PDT. It has recently been found that tumor resistance to certain antitumor drugs,
such as cisplatin, oxaliplatin, carboplatin, doxorubicin, etoposide, rapamycin,
everolimus, alpelisib, pictilisib, and AZD8055, is associated with increased and
sustained activation of PI3K/mTOR signaling.

The International Committee on Cell Death postulates that the transformation of
the initial protective mechanism of autophagy into a lethal one is autophagy-
dependent cell death (ADCD). Using the term ADCD, it could be assumed that
photo-induced cell death is carried out through autophagy and its mechanisms,
whereas its pharmacological or genetic reduction will lead to lower mortality
independently of other mechanisms of regulated cell death (RCD). Autophagy is
characterized by massive vacuolization of the cytoplasm, which leads to the forma-
tion of an autophagosome with a double membrane that isolates cytoplasmic
components and organelles and delivers them to lysosomes. The fusion of
autophagosomes and lysosomes leads to the degradation of cytoplasmic components
by lysosomal hydrolases. In adult organisms, autophagy functions as a self-digestion
pathway that promotes cell survival in adverse conditions and as a quality control
mechanism by removing damaged organelles, toxic metabolites, or intracellular
pathogens. DAMPs indicate molecular patterns associated with damage; HSP, heat
shock proteins; HMGB1, high mobility group B1 protein; IL, interleukin;
ATP/MSU, sodium adenosine triphosphate/urate.

However, no studies have accurately established the autophagy process
(or ADCD) as a mechanism of photo-induced cell death although the results of
these studies show increased autophagic flow and point vacuoles. Therefore, before
attributing a direct role to autophagy in death, it is recommended to determine the
effectiveness status of the mechanism by a general inhibition of the autophagy
pathway using genetic approaches (knockdown or knockout based on siRNA,
shRNA, or CRISPR/Cas9). Other studies have shown that, depending on the stress
level, some elements of autophagic cell death may contribute to other cell death
programs, such as apoptosis or necrosis [28]. Necrosis, unlike apoptosis, is morpho-
logically characterized by vacuolization of the cytoplasm, swelling, and destruction
of the plasma membrane, which leads to an inflammatory reaction due to the release
of cellular contents. Necrosis is believed to be the result of pathological disorders,
such as depletion of adenosine triphosphate (ATP) to a level incompatible with cell
survival. The biochemistry of necrosis is characterized by the release of cytochrome
C and fragmentation of DNA oligonucleosomes.

ROS and singlet oxygen particularly can activate both ways of apoptosis. Apo-
ptosis is morphologically characterized by chromatin condensation, cleavage of
chromosomal DNA, rupture of membranes, and formation of apoptotic bodies
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without destruction of the plasma membrane. Usually, cells subject to apoptosis
secrete signaling molecules such as “find me” and “eat me,” which are necessary for
the removal of cellular residues by phagocytic cells. At the biochemical level, the
process of apoptosis is carried out due to the activation of caspases, which are
proteases of a highly conserved cysteine-dependent aspartate-specific family.

1O2 can activate p53 and/or c-Jun N-terminal kinase (JNK), which promotes
pro-apoptotic Bcl-2 proteins that inhibit the functions of anti-apoptotic proteins.
ROS also causes depolarization of the mitochondrial membrane and/or the opening
of Bax/Bak channels, which also leads to cell death. Transmembrane death
receptors, which include Fas, TRAIL-R1/2, and TNF-R1, can be activated by
ROS. Apoptosis mediated by death receptors energizes the involvement of the
FADD adapter protein and procaspase-8 or -10 to the cytoplasmic surface of the
receptor to form DISC. It leads to the activation of caspase-8/-10, which can directly
promote caspases-3/-6/-7 and trigger the external pathway of apoptosis [29].

PDT also induces immunological reactions since cells of the immune system
(macrophages, neutrophils, and dendritic cells) are attracted by the cell debris from
tumor cells at the site of PDT, and tumor cell antigens are exposed to the immune
system [7] (Fig. 8.2). Singlet oxygen has a distance of migration between 0.02 and
1.00 μm and a limited life span of 0.04–4.00 μs. As a result, PDT minimizes the risk
of damage to normal tissue, while simultaneously targeting tumor tissues containing
the photosensitizer [5, 13, 29]. Moreover, PDT can activate the immune system
through Damage-Associated Molecular Patterns (DAMPs) released by or exposed to
dying cells, which in turn stimulate both innate and adaptive immunity. The potential
of this fact is enormous, taking into account that common cancer therapies tend to be
immunosuppressive [30]. That mechanism could induce immunogenic cell death
(ICD). ICD is characterized by the emission of various DAMPs, such as ASP and
HMGB1. DAMPs function as adjuvants that promote the activation of antigen-
presenting cells by absorbing dying cancer cells and cross-presenting antigenic
peptides to CD8+ T cells, one of the main elements of antitumor immune
responses [31].

8.3 PDT of Brain Tumors

PDT continues to be investigated as an adjunct therapy for the treatment of glioblas-
toma (GBM) for about 35 years [32–36]. In 1980, Perria et al. [19] conducted the
first PDT study using Photofrin® as a photosensitizer (5 mg/kg, luminous flux
720–2400 J/cm2) on eight patients with anaplastic astrocytoma and GBM. Later,
in 2005, Kaneko [37] and Stylli et al. [20] repeated PDT using Photofrin® (5 mg/kg,
luminous flux 70–240 J/cm2) and added a combination of radiochemotherapy in
145 patients with GBM. They reported an MST of 14.9 months for patients with
initial GBM and 13.5 months for patients with relapse. In 2006, Muller et al.
[21] used the PDT method on 112 patients with GBM (Photofrin® (2 mg/kg,
luminous flux 20 J/cm2) and showed an average survival time (AST) of 11 months
for the PDT group and 8 months for the control group. In the same year, Kostron
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et al. [3] performed PDT using another sensitizer—Foscan® (0.15 mg/kg, absorption
wavelength 652 nm, 20 J/cm2) for patients with recurrent GB and reported that AST
was 9 months for the PDT group compared to patients who did not receive treatment.
In 2007, Stepp et al. [22] the prodrug 5-aminolevulinic acid (5-ALA, 20 mg/kg) was
used for photodynamic diagnostics (PDD) of GBM. For PDD, specific 5-ALA
fluorescence was monitored in the ultraviolet range 3–6 h after the introduction of
per os (Fig. 8.3). This group also used PDT for GBM patients (635 nm laser with
100, 150, and 200 J/cm2) and demonstrated MST of 6 months for the PDT group
compared to the control group.

The most successful and promising results were demonstrated in the work of
Eljamel [39] in 2010, who performed PDT in 27 patients with GBM using
Photofrin®, 2 mg/kg, luminous flux of 100 J/cm2. They achieved an MMSE score
of 53 weeks in the PDT group and 24 weeks in the control group, i.e., survival
increased by 1.5 years.

8.4 PDT and the Blood–Brain Barrier (BBB) Permeability

Another aptitude that PDT could help in brain cancer treatment is its effect on the
blood–brain barrier (BBB) permeability. BBB is an integral part of the health of the
central nervous system (CNS). BBB is semi-permeable, controlling the penetration
of various agents from the blood into the brain, protecting the central nervous system
from toxic substances and pathogens. On the other hand, the same semiconductor
properties of the BBB limit the delivery of medications to brain tissues and the
central nervous system as a whole, which creates a gap in the successful therapy of
CNS diseases. The effects exerted on the 1O2 vessel during PDT may become a
potential method of delivering therapeutic substances to the brain and the local
tumor environment due to an increase in the permeability of the BBB to pharmaco-
logical agents. This explains the increased interest in the methods of BBB discovery
in recent decades [39].

It has been found that PDT can effectively increase BBB permeability in specific
areas. Hirschberg et al. using a quartz fiber with a flat end of 400 microns, transmit-
ting light of 635 nm, and a stereotactic procedure, it is shown that PDT using ALA
causes the opening of the BBB without any damage to brain tissue. Several other
authors demonstrate PDT-mediated BBB discovery for macrophage migration from
the blood to the brain, using these immune cells and as a transport system of gold
nanoparticles through the BBB. Gold nanoparticles have great prospects for PDT
[10]. It has also been demonstrated that the degree of increased BBB permeability
has a direct dependence on the doses of the photosensitizer [40–43]. It is shown that
the optimal laser doses (when using a powerful red continuous-wave LED with
λ¼ 635 nm), which induced the opening of the BBB, was 10–15 J/cm2. At the same
time, it was shown that a further increase in the light dose to 40 J/cm2 was not
accompanied by more significant changes in the BBB. Hirschberg et al. using
stereotactic PDT in healthy rats (632 nm + a high dose of 5-ALA 125 mg/kg,
intravenously), an increase in BBB permeability for low-molecular gadolinium
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Fig. 8.3 The fluorescence-guided resection of GBM in the patient: (a) magnetic resonance
imaging (MRI) of GBT (arrowed); (b) preparation of surgical area; (c) the surface of brain after
craniotomy; (d) specific fluorescence of 5-ALA in ultraviolet 3–6 h after 5-ALA administration per
os; (e, f) PDT of GBM, where (e)—MRI of GBM and (f)—schematic illustration of post-surgical
PDT of GBM. Panels (a)–(d) presented with the permission of Herbert Stepp, University Hospital
of Munich, Germany. (The figure is reproduced with permission from [38])
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was achieved 2 h after light exposure and restoration of normal BBB permeability
after 72 h at the lowest flow level of 9 J/cm2 [40]. High doses of radiation (17 and
26 J/cm2) were accompanied by a longer restoration of the normal structure and
function of the BBB (2 weeks) and serious damage to brain tissue (necrosis,
hemorrhage).

BBB permeability after PDT is different under other PSs. Thus, compared variety
of PSs for PDT-induced BBB opening for Evans Blue complex, GalZnPc gives a
stronger increase in the BBB permeability than 5-ALA, AlPcS, and ZnPc (GalZnPc/
AlPcS: 29.54 � 0.02 vs. 18.64 � 0.03, p < 0.001 for 2.5 J/cm2;
31.8 � 0.03 vs. 20.37 � 0.08, p < 0.001 for 5 J/cm2;
33.93 � 0.05 vs. 23.18 � 0.07, p < 0.001 for 10 J/cm2; GalZnPc/ZnPc:
29.54 � 0.02 vs. 12.55 � 0.05, p < 0.001 for 2.5 J/cm2;
31.8 � 0.03 vs. 14.12 � 0.01, p < 0.001 for 5 J/cm2;
33.93 � 0.05 vs. 15.44 � 0.05, p < 0.001 for 10 J/cm2; GalZnPc/5-ALA:
29.54 � 0.02 vs. 1.18 � 0.02, p < 0.001 for 2.5 J/cm2;
31.8 � 0.03 vs. 1.09 � 0.02, p < 0.001 for 5 J/cm2;
33.93 � 0.05 vs. 8.97 � 0.05, p < 0.001 for 10 J/cm2) [44].

Up to now, the mechanisms responsible for the PDT-induced opening of the BBB
remain poorly understood. In some studies, it was assumed that PDT exposure leads
to an increase in the gaps between vascular endothelial cells, acting on the cytoskel-
eton depolarization of microtubules and rounding cells [19, 20, 36]. In other studies,
it was assumed that singlet oxygen formed as a result of PDT causes a violation of
the endothelial regulation of vascular relaxation, which reduces vascular resistance
to oxidative stress. This leads to a decrease in the influx and release of calcium from
the intracellular storage [28, 45].

It is demonstrated that photoactivation of the Bengal Rose photosensitizer by
light contributed to significant ultrastructural damage to endothelial cells. The
damage was accompanied by swelling of the mitochondria with the destruction
and adhesion of the cristae, the development of necrosis, degranulation of mast
cells, loss of calcium with the appearance of precipitation of the mitochondria
(normally localized in the sarcolemma). Photoactivation of the Bengal rose leads
not only to the formation of 1O2 but also to the synthesis of super anion, hydroxyl
radical, hydrogen peroxide, which causes oxidative stress and vascular endothelial
dysfunction [28].

8.5 PDT-Induced Opening of the BBB and the Meningeal
Lymphatic System

It has been shown that after PDT-induced BBB opening, the purification of brain
tissues through meningeal lymphatic vessels increases. The main function of the
lymphatic system is the outflow of fluid. However, the situation with the brain is
different.

For more than 200 years, scientists have believed that the structures of the
lymphatic system are absent inside the central nervous system. However, later
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meningeal lymphatic vessels of the brain were discovered, which broke the dogma.
And today, the literature is full of reports on the interrelation of the process of the
brain and the work of the lymphatic system of the head and neck.

It has been shown that any opening of the BBB is accompanied by an increase in
the diameter of the meningeal lymphatic vessels and the accumulation of cerebro-
spinal fluid in cisterna magna. Moreover, the increase in diameter and accumulation
of fluid is proportional to the degree of opening of the BBB. Thus, 30 min after PDT
of BBB opening for FITC-dextran, ex vivo (confocal data) and in vivo (fluorescence
microscopy) experiments indicated the presence of a dye inside meningeal lymphatic
vessels labeled with specific antibodies to lymphatic vessels (LYVE-1)
(Fig. 8.4) [46].

8.6 PDT for Preclinical Study of Stroke

PDT, in addition to all of the above, can also be used to create models of diseases
such as stroke. Stroke is a disease that affects the blood vessels of the brain. Despite
the fact that stroke leads in the number of deaths due to its fault, which is a socio-
economic problem, we still do not have enough medicines and therapies aimed at
treating and eliminating the consequences of a cerebrovascular catastrophe [47–
50]. The creation and use of stroke models on laboratory animals in recent years has
made it possible to better understand the nature of stroke [51].

Fig. 8.4 Fluorescent microscopy of the brain clearing from the FITC-dextran through the menin-
geal lymphatic vessels after PDT-induced BBB opening. Before PDT-induced BBB opening: (a)
meningeal lymphatic vessels marked by specific lymphatic antibodies (LYVE-1—green color, blue
lines delineate the boundaries of the lymphatic vessel); (b) FITC-dextran presence inside the
Sagittal sinus (the main cerebral vein), but not in the meningeal lymphatic vessel after its intrave-
nous injection; (c) merged pictures of (a) and (b). After PDT-opening of the BBB: (d) the same as in
(a); (e) FITC-dextran presence inside the Sagittal sinus and in the meningeal lymphatic vessel
(arrowed) after its extravasation from the cerebral vessels into the brain parenchyma; (f) merged
pictures of (d) and (e) [46]
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The use of PDT provokes the occurrence of stroke by photoactivation and
intravenously administered photosensitizer or photosensitive dye. The most popular
of them for the stroke model is Bengal pink—disodium
tetrachlorotetraiodofluorescein with an absorption peak at 562 nm. In addition to
Bengali pink, erythrosin B is also used, but it is less effective in the same concentra-
tion [50]. The Bengal rose to circulate in the bloodstream binds to the organelles of
endothelial cells. The stained endothelium is irradiated with a source of “cold” light
(green light at 562 nm from a filtered xenon arc lamp or at 532 nm second-harmonic
generation from an Nd:YAG laser) and transmits light energy to an oxygen molecule
(Fig. 8.5). Oxygen (O2) in this case passes into excited singlet oxygen (1O2), as in
classical PDT. Singlet oxygen, in turn, interacts with the brain endothelium,
peroxidizing lipids, and proteins, which causes damage to the endothelium (the
process occurs within 40 min) and specifically stimulates platelet adhesion and
aggregation with the formation of a thrombus, which causes local occlusion of pial
vessels and acute stroke [50–53].

The photothrombotic stroke model does not require surgical intervention, such as
trepanation or direct blood injection, and is a noninvasive method where only
intravenous injection of a photosensitizer and light illumination of the intact skull
is required. The model is well reproducible, all parameters are easily changed and
controlled [54, 55]. Although the mortality rate is less than 10%, photothrombotic
stroke causes prolonged sensorimotor disorders [55–58].

Fig. 8.5 The inducing of thrombotic stroke in rats. The rat underwent general anesthesia and
intravenous injection of Rose Bengal. Then rat is exposed to a “cold” light source (wavelength
532 nm, second harmonic of Nd:YAG laser radiation). Rapidly, the endothelial damage and
specifically stimulates platelet adhesion and aggregation with thrombus formation. (The figure
was reproduced with permission from [28])
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This model is used to study anti-stroke neuroprotective drugs, such as diazepam,
a calcium channel blocker [59], memantine, an antagonist of the N-methyl-D-aspar-
tate receptor [60], leptin, an inhibitor of protein kinase activated by adenosine
monophosphate 50 [61], melatonin, a pineal gland hormone that controls sleep and
reduces the expression of matrix metalloproteinase 9, responsible for the opening of
the BBB [62].

8.7 Enhancement of Light Delivery to the Brain

The correct determination of the glioma radiation dose during PDT depends, in
addition to the initially supplied power, also on the depth of light penetration into the
biological tissue [63]. The key to the therapeutic application of therapeutic
diagnostics is the assessment of the ability of laser radiation to penetrate the brain
based on knowledge about optical properties in a wide spectral range [63]. In the
visible/infrared range, the depth of light penetration into healthy brain tissue is well
characterized [64–70]. For glioma, in particular, the absorption and scattering
coefficients and the scattering anisotropy coefficient were measured in vitro in the
range of 350–1100 nm for human gliomas of II degree [65, 71] and in the range of
400–800 nm for gliomas of III degrees [71]; absorption, scattering, and reduced
scattering coefficients, as well as the depth of light penetration, were obtained in the
range of 350–1300 nm [66, 68] for malignant human gliomas and in the range of
350–1000 nm for glioblastoma and oligodendroglioma [61]; the depth of light
penetration was estimated in a narrow range of 610–710 nm for human astrocytomas
of I–II and III degrees and glioblastoma [72]. Diffuse reflection spectra of human
glioma in vivo were measured in the range of 400–800 nm [66].

An estimate of the penetration depth of laser radiation into the healthy and
malignant brain tissue (δ) in healthy rats and rats with a C6 model glioblastoma
(7, 10, and 30 days), defined as a depth for which intensity of a light beam is
attenuated in 2.7-fold, has been performed using equation written in the diffusion
approximation δ ¼ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3μa μaþμ0sð Þðp , where μ0s is the reduced scattering coefficient, μa is

the absorption coefficient (see Fig. 8.6) [63].
The penetration depth varies significantly depending on the wavelength of the

probing light. For healthy tissue, the maximum penetration depth is approximately
1.0 � 0.2 mm, for the spectral range of 1000–1300 nm. In the areas of the water
absorption band with a maximum of 1450 nm and the hemoglobin absorption band
with a maximum of 420 nm, the penetration depth is significantly reduced to
0.4–0.5 mm [63].

Light attenuation caused by the skull in laboratory animals can be reduced by the
open-skull glass window and the thinned-skull cranial window techniques. The
associated inflammatory response and the complexities in surgical procedures
related to these two techniques are mitigated in the skull optical clearing window
technique [73].
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Skull optical clearing window is a derivative of the tissue optical clearing
technique [74–76]. Strong scattering in the mouse skull is produced by its structural
heterogeneity. The skull consists of two layers of compact bone sandwiching a layer
of spongy bone with all layers containing an inorganic matrix and an organic matrix.
The main component of the inorganic matrix is calcium hydroxyapatite. Collagen is
the main component in an organic matrix. As the laboratory animal grows older, the
ratio of inorganic matrix to organic matrix increases. For example, for the infantile
mice (<P20), collagenase can be used to dissolve collagenous fiber; for the elder
mice (>P20), EDTA disodium can be used to chelate calcium ions (decalcification).
In addition, glycerol is used to match the refractive index [73].

The process of optical cleansing of the skull window is carried out in two stages:
the first is the cleansing of the outer layer of the skull, the second is the selection of
the refractive index. Because the composition and thickness of the skull bones
change with age, different methods of optical cleaning are selected for mice of
different age groups. So, for mice aged P15-P20, an intact skull is topically treated
with 10% collagenase for 5–10 min. The reagent is replaced by 10% disodium
EDTA for mice aged P21–P30. As mice age, the thickness of their skulls increases.
In mice older than P30, the skull is thinned to about 100 μm before optical purifica-
tion and treatment of 10% EDTA disodium for 5–10 min [73].

Head optics, describing the contribution of various layers of the head, such as the
scalp, skull, dura mater, gray and white matter, to light attenuation and optical
clearing of the tissues, are discussed in Ref. [77]. All these data are of great
importance for the efficient delivery of light to the tags in the brain and for the
effective action of PDT.

Fig. 8.6 The light
penetration depth into the
healthy brain tissues and
7–10-30 days after glioma
cells implantation. The solid
line corresponds to the
averaged experimental data
and the vertical lines show the
standard deviation values.
(The figure was reproduced
with permission from [63])
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8.8 Conclusion and Perspectives

PDT is definitively less invasive compared to surgery, and more precise than
chemotherapy and, finally, as opposed to radiotherapy, may be repeated several
times. Despite the wide application of the PDT method in today’s clinical practice, it
is extremely necessary to do further detailed investigations for the understanding of
the fundamental mechanisms of PDT effect and action.

It is not yet clear how to explain the direct generation of 1O2, since the rules of
spin-orbit selection prevent the direct 3O2 ! 1O2 transition in molecular oxygen. In
addition, the physiological effects of directly generated 1O2 are also poorly
understood.

The cerebrovascular effects of 1O2 are the highly perspective for the urgent
medical application of PDT, but using it in clinical practice as well strongly needs
optimization and adaptation due to negative complications such as perivascular
edema, constriction of brain vessels, thrombosis, small cerebral hemorrhages.

Another application of the effects caused by 1O2 is the stroke model. However,
even though this model has been used for more than 30 years to conduct preclinical
studies of the neuroprotective effects of pharmacological agents and medications to
mitigate the effects of stroke, the mechanisms of action of 1O2 on vascular damage
are unclear.

The newly discovered effects of PDT on BBB permeability open novel strategies
for drug-brain delivery, especially for the post-surgical treatment of GBM.

Recent discoveries of connection between BBB opening and activation of lym-
phatic clearing also open a door to prospective application for PDT treatment of a
variety of diseases such as Alzheimer’s, stroke, and so on.

So, despite the already long-term use of PDT, there are still mysteries about the
mechanisms, and there are all new possibilities for using the method, which will
require further study.

Funding This work was supported by RF Governmental Grant No. 075-15-2019-1885, Grant
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Abstract

Magnetic Resonance Imaging (MRI) uses the principle of nuclear magnetic
resonance to generate high-resolution images of brain. Due to abundance of
water in human body, current MR imaging is based on proton imaging. MRI
enables non-invasive structural as well as functional evaluation of brain paren-
chyma. T1WI provide detailed structural evaluation of brain. Advanced
sequences such as Diffusion Weighted Imaging (DWI), MR Perfusion, MR
Spectroscopy, Diffusion Tensor Imaging and functional MRI enable the evalua-
tion of metabolic, haemodynamic and cytoarchitecture of brain parenchyma in a
non-invasive manner. This book chapter aims to provide insight into basic and
various advanced MRI sequences along with its potential applications in
neuroimaging.
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9.1 Introduction

The fine spatial resolution and non-invasiveness of Magnetic Resonance Imaging
(MRI) makes it an integral component of the algorithm for evaluating patients with
any neurological disease. Nowadays, MRI is not just limited to provide the
anatomical details of tissues. Many advanced MRI sequences are being introduced
to provide information about the cytoarchitecture, metabolic, haemodynamic and
functional status of tissues to investigate the disease at molecular level.

9.2 Basic Principle

MRI is used to generate high-resolution images of human body. MRI is established
on the principle of nuclear magnetic resonance (NMR). The two fundamental
principles of NMR are as follows:

• Atoms with odd number of protons or neutrons have a spin.
• A moving electric charge generates a magnetic field.

Human body has many atoms such as 1H, 13C, 19F, 23Na and 31P that can be used
for MR imaging.

Currently, MR is primarily based on proton imaging. Hydrogen atom has only
single proton, so one H+ ion ¼ one proton. Hydrogen ions are present in abundance
in human body as water. So, out of all nuclei H+ ion gives most intense signal on MR
imaging (Fig. 9.1).

To localize from where the signal is coming from human body, three additional
magnetic fields are superimposed on the principal magnetic field in X, Y and Z axes.
These are called gradient fields which vary in strength with varying location. Slice
selection gradient is used to select the slice and is sent at the time of Radiation
Frequency (RF) pulse. Phase encoding gradient is turned on briefly after slice
selection gradient. Frequency encoding/read out gradient is sent at the time of signal
reception.

TR (Time to Repeat)—Time period between two RF pulses.
TE (Time to Echo)—Time gap between the start of RF pulse and reception of signal.

Varying combinations of TR and TE are used to generate different MR images.

T1-weighted images—Short TR and short TE.
T2-weighted images—Long TR and long TE.
Proton density images—Long TR and short TE.
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Fig. 9.1 Generation of magnetic resonance signal
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9.3 Various MR Sequences

9.3.1 T1 Weighted Images (T1WI)

Short Repetition Time (TR) and short Time to Echo (TE) generate T1WI. Fluid
appears dark and fat appears bright on T1WI (Fig. 9.2a). T1WI best depict the normal
anatomy of brain parenchyma. Grey matter appears intermediate in signal intensity,
while white matter appears hyperintense as compared to grey matter. Gadolinium
decreases T1 of the tissues and appear bright on T1WI. So, post-contrast images can
be used for depiction of vascular changes. In various pathologies such as tumours
and inflammation, breakdown of blood–brain barrier can lead to leakage of contrast
into the brain parenchyma causing its enhancement and thus localization of pathol-
ogy on post-contrast T1WI.

9.3.2 T2 Weighted Images (T2WI)

Long TR and long TE generate T2WI. Fluid appears bright and fat appears dark on
T2WI. Grey matter appears intermediate signal intensity, while white matter appears
hypointense as compared to grey matter (Fig. 9.2). As most pathologies are
associated with cerebral oedema, i.e. increased signal on T2WI, they are more easily
picked up on T2WI.

9.3.3 Fluid Attenuation Inversion Recovery (FLAIR) Sequence

FLAIR is a special inversion recovery sequence which supresses the cerebrospinal
fluid (CSF) (Fig. 9.2). So, it enables us to detect cerebral oedema without glaring
high signal from CSF particularly in periventricular regions and in periphery near

Fig. 9.2 Axial MRI of brain at level of lateral ventricles showing cerebrospinal fluid as dark signal
on T1WI (a), bright on T2WI (b) and suppression on FLAIR (c) images
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sulcal spaces. FLAIR sequence is very useful in evaluating various diseases of
central nervous system such as infarction, demyelination and subarachnoid
haemorrhage in trauma patients [1–3]. Post-contrast FLAIR images have been
used for evaluating leptomeningeal diseases as early meningitis as it enables us to
detect which even subtle meningeal enhancement [4].

9.3.4 Diffusion Weighted Imaging (DWI)

DWI is based on the principle of measuring Brownian, i.e. random motion of water
molecules in each voxel of tissue. Since microarchitecture of cerebral tissues affect
the Brownian motion of water molecules, it may be used to study the cellular
integrity. Any pathology such as inflammation or mass lesion restricts the free
motion of water molecules in tissues causing bright signal on DWI.

However, few tissues which are bright on T2WI,appear bright on DWI without
any apparent reduced water diffusion. This is specified as T2 shine through. Misin-
terpretation of T2 shine through for true restricted diffusion can be avoided by using
Apparent Diffusion Coefficient (ADC) maps. These ADC images demonstrate actual
diffusion values of tissues. Any pathology appears dark on ADC images.

DWI plays a major role in evaluating the following diseases [5–7]:

1. Diagnosis of early stroke, distinguishing acute from chronic stroke and stroke
mimics—the vasogenic oedema in acute stroke restricts the free motion of water
molecules in affected brain tissue, thus appearing bright on DWI images and dark
on ADC maps (Fig. 9.3).

2. Differentiating epidermoid cyst from arachnoid cyst—both the lesions will
appear hyperintense on T2WI. Epidermoid cyst shows diffusion restriction on
DWI/ADC as compared to arachnoid cyst which does not show diffusion
restriction.

3. Assessment of active demyelinating lesions as in multiple sclerosis which will
show restricted diffusion as compared to the chronic plaques.

4. Grading of diffuse gliomas and meningiomas—extent of tumour cellularity is
used for quantitative assessment with DWI. Glioma grade is inversely related
with ADC values [8]. Higher the tumour grade—more the cellularity, more the
diffusion restriction and lower the ADC values.

9.3.5 Susceptibility Weighted Imaging (SWI)

Compounds having paramagnetic, diamagnetic and ferromagnetic properties distort
the local magnetic field altering the phase of local tissues and thus resulting in
change of signal [9]. SWI aids in detecting structures that have separate susceptibil-
ity in comparison to the surrounding structures like deoxygenated blood, ferritin,
haemosiderin and calcium [10]. Calcium can be easily picked up on SWI images
which may not be visible on routine images.
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SWI is also known as high-resolution blood oxygen level-dependent (BOLD)
venography. Paramagnetic deoxyhaemoglobin in veins cause shift in resonant fre-
quency between venous channels and the surrounding brain parenchyma thus aiding
in detecting various vascular malformations such as deep venous anomaly.

It is exquisitely sensitive in detecting small haemorrhagic contusions in traumatic
brain injury. Identification of small haemorrhages along with their location provides
valuable information concerning the mechanism of injury and prognosis of the
patient [11].

SWI has the ability to detect minute bleeds within the infarct thus precluding the
use of revascularization therapies in case of early haemorrhagic transformation of
infarct [12] (Fig. 9.4).

9.3.6 MR Perfusion Imaging

MR perfusion imaging enables us to non-invasively measure cerebral perfusion
through assessment of multiple haemodynamic parameters such as cerebral blood

Fig. 9.3 Axial MRI of brain showing area of altered signal intensity involving right frontal lobe
and left parietal lobe. It appears hyperintense on T2WI (a) and FLAIR (b) images. The area shows
restriction on DWI (c) and ADC (d) images consistent with acute infarct
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volume, cerebral blood flow and mean transit time. Exogenous tracer method
involving the use of paramagnetic contrast material may be used or magnetically
labelled blood may be used as endogenous tracer material [13].

9.3.6.1 Dynamic Susceptibility Contrast (DSC) MR Perfusion
It is the most frequently used technique for MR perfusion study. It uses the regional
susceptibility-induced signal loss due to paramagnetic contrast material (such as
gadolinium) on T2 or T2* WI. Gadolinium containing contrast medium is injected
intravenously and rapid repeat sequences of brain are acquired during the first pass of
the contrast. Signal in each voxel represents the intrinsic tissue T2/T2* signal
attenuated by susceptibility induced signal loss proportional to the amount of
contrast in the vessels [14, 15].

After image acquisition, signal intensity-time curve is generated from area of
interest and various parameters such regional cerebral blood volume, cerebral blood
flow and mean transit time can be calculated. Also, we can use these values to
generate coloured maps of area of interest.

Fig. 9.4 Axial MRI of brain showing area of altered signal intensity involving right parietal lobe. It
is hypointense on T1WI (a), and hyperintense on T2WI (b) consistent with infarct. Foci of blooming
seen in it in right parasagittal location on SWI (c) and appearing bright on phase images (d)
indicating haemorrhagic transformation
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9.3.6.2 Dynamic Contrast Enhanced (DCE) MR Perfusion
DCE MR perfusion calculates cerebral perfusion parameters by assessing T1

shortening effects of gadolinium. Gadolinium-based contrast media is injected
intravenously and repeated T1WI are obtained. The most frequently calculated
parameter is k-trans, i.e. measure of capillary permeability.

9.3.6.3 Arterial Spin Labelling (ASL)
It does not require use of any exogenous contrast medium. Water molecules in
incoming blood are magnetically tagged using a radiofrequency pulse which
saturates the water protons. Labelled or tagged images and control images are
obtained in which the signal from static tissues is identical but of inflowing blood
is different. Subtraction of labelled and control images removes the signal from static
tissues and the remaining signal measures perfusion which is proportional to cerebral
blood flow (CBF).

Compared to other methods, ASL has very low signal-to-noise ratio but is very
useful in paediatric patients or patients with impaired renal function who require
serial follow-ups [16].

9.3.6.4 Uses
• In acute stroke, perfusion-diffusion mismatch can help in identifying ischaemic

penumbra, i.e. surrounding viable ischaemic tissue which is at risk of infarction
[17, 18]. Area with reduced cerebral blood volume and cerebral blood flow and
increased mean transit time represents the infarcted core as well as the reversible
surrounding ischaemic tissue, whereas the area with diffusion restriction
represents irreversibly infarcted core.

• Cerebral blood volume maps help us to assess neovascularity within the tumour
that correlates well with tumour grade and malignant histology and to localize
tumour area expected to yield positive results on stereotactic biopsy. It can enable
us to differentiate radiation necrosis from recurrent tumour.

• While evaluating patients with migraine headaches, during the aura, patients
show decreased cerebral blood flow and blood volume as compared to post-
aural state.

• Its role is being evaluated in dementia patients. Alzheimer’s disease patients have
shown decreased cerebral blood volume in the temporal and parietal lobes. The
results are consistent with findings of single-photon emission computerized
tomography (SPECT) studies in these patients [19, 20].

9.3.7 Magnetic Resonance Spectroscopy (MRS)

1H-MRS is an advanced non-invasive imaging tool which provides information
about biochemical composition of tissue being imaged. The main metabolites of
brain parenchyma include N-acetyl aspartate (NAA), Choline (Cho) and Creatine
(Cr) which show peaks at different parts per million (ppm) (Fig. 9.5). The metabolic
changes precede the anatomical changes during the development of disease as well
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as during response to treatment. So, MRS is a highly sensitive tool to assess these
changes at an early stage (Table 9.1).

9.3.8 Diffusion Tensor Imaging (DTI)

DTI is utilized to map and characterize three-dimensional diffusion of water
molecules as a function of spatial localization [37, 38]. Diffusion of water in
biological tissues is produced by random thermal fluctuations and is hindered by
cellular structures and cell membranes. Thus, it leads to anisotropy, i.e. varying
magnitude in different directions.

In cerebral white matter, diffusion of water is relatively less restricted in the
direction parallel to fibre orientation, while it is exceedingly impeded in the direction
perpendicular to the white matter. Major diffusion eigenvector is presumed to be
parallel to the orientation of white matter tracts in homogenous white matter
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Fig. 9.5 MR spectroscopy image of normal brain parenchyma showing N-acetyl aspartate (NAA)
peak at 2.01 ppm, Choline peak at 3.20 ppm and Creatine peak at 3.03 ppm

9 Advanced Magnetic Resonance Imaging (MRI) of Brain 155



[39]. Tractography algorithms are used to generate estimates of the white matter
trajectories in human brain.

Tractography methods are applied primarily to generate reconstructions of the
major projection pathways, i.e. corticospinal tract, corona radiata, commissural
pathways (corpus callosum and anterior commissure) and also association pathways
such as arcuate fasciculus, uncinate fasciculus and inferior longitudinal fasciculus
[40–44] (Fig. 9.6). Any pathology causing change in tissue microarchitecture alters
the anisotropy, thus making DTI a highly efficient tool for indicating the effects of
disease on tissue microarchitecture (Fig. 9.7). DTI has a high sensitivity but low
specificity which poses a unique challenge to its applications in neurology.

9.3.8.1 Uses
1. Brain tumours—The customary clinical application of DTI is characterization of

white matter tracts in persons with brain tumours. DTI maps and tractography
help to localize white matter fibre tracts involved in critical functions such as
vision, language and motion [44–46]. This information enables the neurosurgeon
to plan the surgery accordingly minimizing damage to these critical tracts such as
corticospinal tracts [47].

2. Stroke—Diagnosis and characterization of acute ischaemic lesions can be done in
the brain parenchyma. During acute phase of the disease, the mean diffusivity
significantly reduces in the lesion [48]. After few days (5–7 days), the mean
diffusivity normalizes and significantly increases in chronic phase when

Table 9.1 Magnetic resonance spectroscopy peaks

Metabolite Peaks at Significance

NAA (N-acetyl
aspartate)

2.01 ppma Recognized as neuronal marker as it is predominantly found in
neurons, axons and dendrites in the central nervous
system [21].
Elevated in Canavan’s Disease [22].

Choline 3.20 ppm Elevated in gliomas and in active demyelination [23].
Low levels in hepatic encephalopathy [24].

Lactate 1.31 ppm Not detectable under normal conditions in brain parenchyma.
Elevated in acute hypoxia, ischaemic injury, in brain tumours or
mitochondrial diseases [25–30].

Myo-inositol 3.5–
3.6 ppm

Reduced in hepatic encephalopathy [31].
Elevated in Alzheimer’s dementia and demyelinating diseases
[32, 33].

Creatine 3.03 ppm Involved in energy metabolism.
Glial cells have higher concentration than neurons [34].
Higher levels of creatine in cerebellum as compared to
supratentorial brain parenchyma.

Glutamate and
glutamine

2.2–
2.4 ppm

Most abundant amino acid in brain.
Glutamate is the dominant neurotransmitter.
Glutamate is elevated in multiple sclerosis plaques [35].
Elevated glutamine is found in hepatic encephalopathy and
Reye’s syndrome [31, 36].

appm: parts per million
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encephalomalacia ensues. Fractional anisotropy increases during the acute phase
and decrease below the baseline level during chronic phase [49–51].

3. Demyelination—Parallel organization of white matter fibres forms the ground for
diffusion anisotropy and myelin modulates the degree of anisotropy [52]. Any

Fig. 9.6 Diffusion
tractography image showing
anteroposterior fibres as
green, transverse fibres as red
and craniocaudal fibres as
blue in color

Fig. 9.7 Diffusion tractography image of brain showing destruction of left middle cerebellar
peduncle by the mass lesion in left cerebellar hemisphere
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disease process causing dysmyelination or demyelination will cause increased
radial diffusivity and decrease in anisotropy. This has been particularly seen in
relapsing-remitting multiple sclerosis, periventricular frontal white matter in early
Alzheimer’s disease, in periventricular white matter in hydrocephalus, in
extratemporal white matter in temporal lobe epilepsy, in genu of corpus callosum
in cocaine addicts and in the corpus callosum of patients with autism [53–58].

9.3.9 Functional MRI (fMRI)

fMRI as a technique is used to obtain functional imaging by visualizing alterations in
blood flow in cerebral cortex in response to stimuli or actions (Fig. 9.8).

In this technique, the patient is instructed to perform a particular task. In response
to the task, there is an increase in regional cortical activity which increases the
oxygen requirement of the activated cortex leading to drop in oxyhaemoglobin
concentration and an increase in deoxyhaemoglobin concentration. Following a
delay of 2–6 s, there is an increase in cerebral blood flow (CBF) thus washing
away deoxyhaemoglobin. This rebound in tissue oxygenation is measured [59, 60].

fMRI utilizes the difference in paramagnetic properties of oxyhaemoglobin and
deoxyhaemoglobin. Deoxygenated haemoglobin is basically paramagnetic causing

Fig. 9.8 Functional MRI showing activation of corresponding motor cortex with movement of
right index finger
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local dephasing of protons and thus reducing the signal returned from surrounding
tissues. Heavy T2* weighted sequences are used for imaging in fMRI.

This imaging technique is used to look for the extent of involvement of eloquent
areas (such as those involved in speech or motor function) by the tumour for
presurgical planning.

9.4 Conclusion

Today MRI is not just limited to providing the anatomical details. Advanced MRI
sequences also enable us to evaluate the metabolic and functional status of tissues at
molecular level in a non-invasive manner. Use of advanced MRI techniques forms
an essential component of diagnostic algorithm of neurological diseases both for
diagnosis and assessment of response to treatment before anatomical changes set in.

Declaration All the figures described in the text have been obtained by the authors at their
institute.
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Indirect Imaging 10
Yan Peng, Chenjun Shi, Yury V. Kistenev, Denis A. Vrazhnov,
and Olga P. Cherkasova

Abstract

Methods of the indirect imaging of cancers are based on the control of molecular
biomarkers in tissue associated with cancer-specific variations from proteomic,
genomic, and metabolomic aspects. Basic knowledge about current techniques
for indirect cancer imaging is presented in this chapter.

Keywords

Immunohistochemistry · Flow cytometry · Enzyme-linked immunosorbent assay ·
Next-generation sequencing · Atomic force microscopy · Nuclear magnetic
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10.1 Introduction

In the last part, we have introduced direct imaging methods. These methods can
identify different tissue samples and effectively differentiate cancerous tissues.
However, besides the effective spatial division of the cancerous area, during cancer
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research or diagnosis/treatment, sometimes other information needs to be focused
on, such as cancer biomarkers. The research on cancer biomarkers helps to study the
interactions between proteins, gene expression, pharmacokinetics in the treatment
process, etc. This information is helpful for cancer diagnosis, treatment, and prog-
nosis. Direct imaging cannot provide information on tissue samples such as
biomarkers expression. Therefore, indirect imaging methods are proposed for
identifying these biomarkers.

Targeting identification of different kinds of biomarkers, currently, there are three
kinds of technologies, as shown in Fig. 10.1, namely Genomic Technologies,
Proteomic Technologies, and Metabolomic Technologies [1]. Genomic technologies
explore the differences in overall or gene fragment expression in DNA sequences
between tumor cells and normal cells and use next-generation sequencing (NGS)
technologies. Proteomic technologies study the specific protein expression in cancer,
and the commonly used methods are immunohistochemistry (IHC), enzyme-linked
immunosorbent assay (ELISA), flow cytometry (FC), etc. Metabolomic
technologies recognize and diagnose cancer by studying the metabolites of cancer
cells. The main methods are nuclear magnetic resonance, chromatography/mass
spectrometry, and spectroscopy. In addition, another popular technology: atomic
force microscopy, is currently reported to realize the detection of DNA mutations in
cancer tissues.

In this part, we will introduce indirect imaging techniques targeting cancer
biomarkers, their basic principles, and their pros and cons.

Fig. 10.1 Current technologies for indirect imaging of cancer biomarkers
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10.2 Immunohistochemistry (IHC)

IHC utilizes monoclonal and polyclonal antibodies to detect specific antigens in
tissue sections, widely used to diagnose cancers [2]. Using the staining method
combined with IHC reaction, tissue imaging with biomarker distribution can be
realized, thereby recognizing a specific cancerous area [3].

The conventional method of Hematoxylin and eosin (H&E) stain can label
the nucleus of each cell in the tissue so that the cancer area can be identified by
the distribution of cells (cells distribute more densely in the cancerous area). The
limitation of this approach is that the stain label is the same for any cell, and therefore
it cannot distinguish different cancers. For IHC stain, due to its feature of antibody
reaction, it can label the specific cells, so that particular target imaging antigens can
be realized. Reference [4] describes a method to analyze biomarkers in tumor
neurospheres (NS) produced from glioma tissue of patients and animals (see
Fig. 10.2). Embedding the NS in paraffin blocks was used. This technology makes
it possible to store samples for a long time and preserves the 3D structure of tumor
tissues.

Based on the specific response of antibodies to cancer markers, these works based
on IHC have achieved an accurate division of cancerous tissue regions with high
specificity. However, IHC lacks an effective quantitative analysis method, so it can
only perform tissue imaging but cannot provide a quantitative analysis of
biomarkers.

10.3 Flow Cytometry

Flow cytometry (FC) is the technology used for counting a population of cells. These
cells are labeled with fluorescent markers and then injected into the instrument. The
channels were designed ideally to pass a single cell each time to be counted through

Fig. 10.2 The immunohistochemistry of paraffin-embedded glioma NS stained for biomarker: (a)
ATRX; (b) Ki67; (c) OLIG2. The positive cells are pointed by red arrows. (Cited from Ref. [4])
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the fluorescent markers. This technique can be combined with antibodies to quantify
specific cancer cells/proteins in cancer diagnosis. Application of FC for prognosis in
patients with neuroblastoma and medulloblastoma are presented in [5]. Detection of
synaptic proteins in microglia by FC under homeostasis and in various mouse
models of brain disease is demonstrated in [6]. FC has a high specificity and can
confirm lymphoma diagnosis in brain biopsies significantly faster than immunohis-
tochemistry [7]. The multicolor FC was used to measure the surface markers of
glioblastoma stem-like cells CD133, CD44, CD15, CD36, and ITGA6. Glioblas-
toma patients with an enrichment of the molecular signature CD44+/CD133+/
ITGA6+/CD36+ had a significantly worse survival outcome [8].

FC can provide a high-throughput rapid analysis to distinguish and count cancer
cells from normal cells, which is of great value for cancer early diagnosis and
prognosis. However, limitations are that the machines are costly, and the training
needed to use them properly is extensive [9].

10.4 Enzyme-Linked Immunosorbent Assay (ELISA)

ELISA is also a technology based on the reaction of antibodies and antigens. In
ELISA, the antibody is also bonded with an enzyme, and the enzymatic substrate is
used to estimate the quantity of the antigen in a sample. This process is demonstrated
in Fig. 10.3.

ELISA is now a mature technology used for cancer detection. Many commercial
ELISA kits target various cancer markers, including Alpha-fetoprotein (AFP),
β-2microglobulin (B2M), CA15-3, CA19-9, etc. These ELISA kits can be used to
screen and early detect cancer, the prognosis for cancers or effectiveness of the
treatment, and detect recurrent cancer.

It has been shown that the determination of some proteins by ELISA, such as
Vascular Endothelial Growth Factor and angiogenesis-associated proteins, matrix
metalloproteinases, and extracellular matrix proteins, is helpful for the diagnosis and
prognosis of glioma, especially with unclear biopsy results [11].

Overall, ELISA has a simple processing, high specificity, and high sensitivity.
The limitations are high cost for labeling and antibody design, short storage time
because of the protein inside the ELISA, and false results associated with possible
cross-reactions [12].

10.5 Next-Generation Sequencing (NGS)

Cancer is often caused by somatic mutations [13]; therefore, genomic technology
can diagnose early cancer. NGS is a method of simultaneously sequencing millions
of DNA (or complementary DNA) fragments. NGS represents various sequencing
techniques with different ways to realize. Still, the basic principle is the same:
breaking the gene into random fragments, and then other platforms use different
analysis methods for reconstruction and sequencing. Compared with the traditional
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Sanger sequencing using capillary electrophoresis, the massively parallel sequenc-
ing of NGS has dramatically improved the efficiency and cost, so it has been used in
clinical laboratories to test various tumor mutations [14].

In the current research, the oncogenes of different cancers have been discovered
through NGS. Here we enumerated the related research works, as shown in
Table 10.1. These works demonstrate the promise of NGS technology in cancer
research:

Coating
Antigen is adsorbed onto well in
ELISA plate in coating buffer

Blocking

A buffer containing unrelated protein is
used to block free sites in the wells

Detection

Enzyme conjugated detection antibody
binds antigen

Readout

Key

Analyte/
Antigen

Enzyme

Directly conjugated
primary antibody

Conjugated
secondary antibody

Capture
antibody

Substrate is catalyzed by enzyme to
generate colored readout

Remove buffer and wash plate

Remove buffer and wash plate

Remove buffer and wash plate

Fig. 10.3 The specific
process of ELISA. (Cited
from Ref. [10])
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1. For some cancers that have DNA mutations at an early stage, this technology is
expected to achieve cancer early diagnosis.

2. In the process of targeted therapy with mutation inhibitors, NGS can monitor the
effectiveness of the treatment.

NGS technology enables efficient and accurate detection of new and rare somatic
mutations, discovers many novel genetic aberrations and related potential therapeu-
tic targets, therefore has the advantage of designing personalized cancer treatment
based on the test results [15]. But for current NGS platforms, some limitations also
exist. For example, the mutation discovered could result from technical variations
(different sequencing methods) instead of tumor heterogeneity [16]. Also, gene
mutations found in cancer may be caused by other non-cancer factors, such as a
normal phenotype of aging [17]. These factors can lead to misdiagnosis of cancer
and have a severe impact.

10.6 Atomic Force Microscopy

Atomic force microscopy (AFM) can scan samples with nanometer resolution. It is
more than 1000 times better than the optical diffraction limit. The AFM consists of a
cantilever with a tip as the probe, which is used for scanning the samples (see
Fig. 10.4). When the tip is scanning a sample surface, it exhibits a force between the
tip and the sample, deflecting the cantilever. This force can be attributed to molecular
forces such as van der Waals forces and chemical bonding. The photodiode receives
the light reflected by the cantilever, which amplifies the change of the cantilever’s
bending caused by force. Therefore, AFM has the ability of molecular identification.

Currently, AFM is mainly used as direct imaging: the structural difference such as
density or elasticity between cancer cells and normal cells will lead to different
intensities of mechanical force between tips and cells. But based on the molecular

Table 10.1 Cancer research works based on NGS

Samples Targets Results Reference

121 glioma biopsy
samples

Glioma-tailored 20-gene
panel

The targeted NGS panel
allows gliomas
classification

[18]

106 glioma patients
(grade II: 19 cases,
grade III: 23 cases,
grade IV: 64 cases)

Glioma-tailored 48-gene
NGS panel

NGS panel for detecting
1p/19q codeletion and
gene mutations on a single
platform was created for
molecular classifications of
glioblastomas

[19]

126 paraffin-
embedded glioma
tissues

The ion AmpliSeq, a
custom primer panel
including 468 amplicons
covering the crucial genes,
was used.

NGS technologies provide
more accurate diagnosis
and classification of glioma

[20]
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identification ability and high-resolution imaging ability, AFM can also be used for
the indirect detection of cancers. For example, the tip can be combined with different
aptamers to realize genomic identification. A hybrid binding domain-tethered tip
designed by Koo et al. exhibits special forces to miRNAs, whose expression level
will be altered in pathological conditions, including cancer [21]. Apart from genomic
changes, AFM can also detect cancer-associated proteins when the tip is combined
with a specific antibody, and the protein will interact with the tip targetly [22]. On
the other side, AFM can be combined with different electromagnetic spectroscopies
such as infrared spectroscopy to identify different biomarker molecules based on the
resonance between tips and molecular vibration/rotation modes.

Overall, AFM advantages are 3D imaging, non-destructive, nanometer-scale
resolution, and high specificity in cancer research. But currently, some limitations
hinder its application for actual usage: time-consuming; tip can be damaged if
sample’s thickness changes significantly at different points; water in tissue samples
affects the final signal, causing a noise.

10.7 Nuclear Magnetic Resonance (NMR)

Many cancers are associated with specific metabolites, and these small molecules
can also be used as cancer biomarkers. The analysis of metabolites in clinics is often
performed using nuclear magnetic resonance spectroscopy (NMR spectroscopy).
NMR spectroscopy is sensitive to molecules’ chemical shifts, reflecting the atomic
groups’ composition within the molecule. Figure 10.5 shows the current routine
cancer analysis process based on NMR spectroscopy, including sample collection,
data analysis, pattern recognition, and verification [23].

Fig. 10.4 The scheme of an
AFM. (Cited from OverlordQ
at the Wikipedia project)
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Fig. 10.5 Tumor metabolism studies by NMR spectroscopy. (Cited from Ref. [23])
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Detection of cancer biomarkers in body fluids is vital for non-invasive diagnostics.
NMR was used to measure the profile of metabolites in 60 plasma samples from
patients with glioma [24]. For comparison, the blood plasma of 28 healthy volunteers
was measured. The authors concluded that the following metabolic pathways are
disrupted in glioma: taurine/hypotaurine, D-glutamine/D-glutamate, alanine/aspartate/
glutamate, glycine/serine/threonine, and pyruvate metabolism [25]. Plasma levels of
tyrosine and phenylalanine were elevated in glioblastoma.

Some researchers have also tried to perform in vivo studies based on NMR.
Figure 10.6 shows the changes in the treatment of brain tumors injected with
pyruvate by Day et al. It was found that the tumor lactate signal was diminished
after treatment [26].

NMR studies in glioma patients showed that the level of 2-hydroxyglutarate
(2HG), currently recognized glioma biomarkers, is increased with tumor progression
and falls in response to therapy [27, 28]. It was shown that detection of 2HG and
glutamate by NMR spectroscopy resulted in the diagnosis of IDH1 mutant glioma
with a sensitivity of 72% and specificity of 96% [29]. NMR spectroscopy makes it
possible to determine the degree of glioma malignancy by the ratio of several
metabolites. A relatively high concentration of N-acetyl aspartate (NAA), low levels
of choline (Cho), and the absence of lactate (Lac) and lipids have been shown to be
characteristic of low-grade glioma. With the progression of tumor growth, there is a
decrease in the level of NAA and myo-inositol and an increase of Cho, Lac, and
lipids [30]. While the Cho/NAA ratio quantitatively correlated with the percentage
of tumor infiltration in biopsy samples [31]. The same ratio made it possible to detect
proliferative remnants of glioma in the resection margin [31].

Therefore, detailed molecular information provided by NMR spectroscopy
allows the comprehensive studies of cancer metabolites. The drawbacks are:

1. Body water limits the detection sensitivity of metabolites contained in tissues in
submillimolar and to a large extent of micromolar concentration [32].

2. The measurements are conducted in a high magnetic field, and ferromagnetic
objects should be removed from a test environment.

Fig. 10.6 13C chemical shift images (a) of the brain in a C6 glioma-bearing rat before (top) and
96 h after radiotherapy (bottom): T1-weighted proton images (b); pyruvate (c); lactate (d). (Cited
from Ref. [24])
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3. The usage of enhancer during the biopsy will remain in the body, which may be
harmful.

4. The complexity of NMR equipment limits real-time imaging during surgery.

10.8 Chromatography/Mass Spectrometry

Chromatography is a laboratory technique for mixture components separation. The
chromatography has different chromatographic columns, which serve as the channel
to let fluid pass through. The columns were specially designed so that different
molecules have different affinities to the columns. They pass through the column at
different speeds, and the mixture is separated into individual components. The
chromatography can be divided into liquid and gas chromatography.

Mass spectrometry is a method for studying the composition of samples, which is
based on the ionization of components and the measurement of the ratio of the
charge of ions to their mass for quantitative determination. It consists of an ion
source, a mass analyzer, and a detector. The ion source provides electron beams that
can ionize the test sample. According to their mass-to-charge ratio, the mass analyzer
separates the ions (fragments from an ionized sample). Then the separated ions are
identified by the detector (i.e., an electron multiplier). Detailed molecule information
can be obtained by analyzing these ions.

These two techniques are usually combined as liquid/gas chromatography-mass
spectrometry (GC-MS/LC-MS) in cancer research. Chromatography-mass spec-
trometry can detect a wide range of molecules, even those with the same molecular
structures (such as enantiomers). Take gliomas as an example, the IDH1 and IDH2
mutations make cells metabolize 2-hydroxyglutarate (2HG), an enantiomer, and
only D-2-hydroxyglutarate has a relation with the gliomas [33]. After a series of
derivative processing, the 2HG in human brain tissues can be separated and
identified through GC-MS, as shown in Fig. 10.7 [34]. The quantitative

Fig. 10.7 GC separation of derivatized 2HG enantiomers isolated from cell lysates (a); the mass
spectrum of substances having a retention time of 21.8 and 21.9 min. (b) It is identical to the mass
spectrum of derivatized 2HG standard, the structural formula of which is shown in the inset on the
right. (Cited from Ref. [34])
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determination of enantiomers of 2HG in blood serum and cerebrospinal fluid using
gas/liquid chromatography-tandemmass spectrometry was demonstrated in [35–37].

Liquid chromatography and ion spectra mass spectrometry (SWATH-MS) were
used for proteomic analysis of blood plasma and brain tissues of 14 glioblastoma
patients. It has been shown that tumor size is significantly positively correlated with
the concentration of a number of proteins in the blood, namely C-reactive protein,
alpha-2-glycoprotein, and C9 complement component [38].

Urinary biomarkers of glioma have been detected using LC-MS/MS analysis
[39–41]. It was identified 27 urinary proteins whose concentration changed after
surgery to remove the tumor. Six proteins provided the best accuracy in diagnosing
glioma, namely alpha-2-glycoprotein and alpha-1-antichymotrypsin, galectin-1 and
calreticulin, malate dehydrogenase, and thrombospondin-4.

Blood plasma from patients with glioma was analyzed by LC-QQQ-MS
[42]. Five important metabolites were obtained, the concentrations of which differed
significantly between samples of low- and high-grade gliomas. These include uracil,
lactate, cystamine, arginine, and ornithine. The most significant changes were
observed in the metabolic pathways associated with the development of glioma,
namely the metabolism of amino acids, nucleotides, and carbohydrates
[43, 44]. When studying the blood plasma of 159 patients with glioblastoma, it
was shown that high levels of arginine and methionine in the blood of patients are
associated with the increased probability of 2-year overall survival. The metabolite
kynurenate was reduced that chance [45].

Blood serum and tumor tissues from glioma patients were analyzed using
GC-time of flight mass spectrometry to differentiate glioma grades [46]. Tissue
samples from glioblastoma multiforms (GBMs) patients have higher phenylalanine
levels compared to oligodendrogliomas. On the contrary, concentrations of
2-hydroxyglutaric acid, 4-aminobutyric acid, creatinine, ribitol, and myo-inositol
were increased in oligodendrogliomas compared to GBM. It was demonstrated
serum cysteine concentration was higher in GBMs. Serum lysine and
2-oxoisocaproic acid concentration were higher in oligodendrogliomas [46]. It has
been shown that radiation treatment at GBMs decreased the concentration of several
metabolites in the blood serum [47].

The excellent separation ability of the chromatography ensures that there are
almost no interfering substances during the measurement, and combined with mass
spectrometry, it can achieve the detection limit in nanogram order. Such high
sensitivity makes chromatography-mass spectrometry an effective tool in analyzing
cancer metabolites. However, this technique is mainly used in research rather than
clinical diagnosis because of three shortages:

1. A time-consuming analysis: the separation processing usually takes more than
30 min.

2. A requirement of a high-skill operator during the test because of the complicated
processing protocol.

3. A specialized test process needs to be developed for purification and separation
for different biomarkers, which takes time and costs.
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10.9 Spectroscopy Using Electromagnetic Waves

Many molecules have vibration modes in the infrared band. Combined with the
advantages of low photon energy (non-destructive), good penetration ability, and
spectral fingerprinting ability, infrared spectroscopy can be used to identify these
molecules. The infrared range can be divided into far-infrared (10–400 cm�1),
mid-infrared (400–4000 cm�1), and near-infrared (4000–12,800 cm�1). For exam-
ple, the bending/stretching frequencies of chemical bonds of molecules are located in
the mid-infrared band (see Table 10.2) [48]. The molar absorptivity in the near-IR
region is quite small, resulting in poor sensitivity. Therefore, most studies in
biomedical research based on infrared spectroscopy used mid-infrared spectroscopy.

Figure 10.8 demonstrates a mid-infrared spectrum of the human blood serum
sample. By analyzing absorption peaks, we can recognize vibration modes of
specific substances and identify biomarkers molecules. Bellisola et al. summarized
the vibrational frequencies for some functional groups frequently seen within the
infrared band, as listed in Table 10.2 [49]. While most cancer metabolites are small
organic molecules with these functional groups, infrared spectroscopy can effec-
tively identify these molecules.

Attenuated total reflectance Fourier-transform infrared (ATR-FTIR) spectroscopy
of blood serum allows brain cancer diagnosis with 81.0% sensitivity and 80.0%
specificity [50, 51]. It was demonstrated that ATR-FTIR spectroscopy combined
with machine learning allows discriminating cancer patients from controls and
differentiating specific tumor types [52, 53]. ATR-FTIR spectroscopy was
established to identify both small and low-grade gliomas [54]. The serums of
177 patients with low-grade or high-grade glioma were measured by ATR-FTIR
spectroscopy coupled with supervised learning methods and machine learning
algorithms. Cancer patients with tiny tumor volumes (0.2 cm3) were identified
correctly with sensitivities and specificities better than 88%.

At a lower frequency of infrared band (below 600 cm�1), there’s a gap between
infrared and microwave, namely the “terahertz gap” (1011–1013 Hz). Terahertz
waves exhibit similar advantages to infrared waves: non-invasive and high-
penetrative. Compared with infrared spectroscopy, THz spectroscopy detects the
collective behavior of molecules [55, 56]. Therefore, THz spectroscopy can differ-
entiate substances with different molecular structures and polymorph and chiral
substances, even those with the same elements and molecular bonds. For example,
terahertz spectroscopy can also identify the 2HG mentioned above in the GC-MS
test. As shown in Fig. 10.9, Chen et al. test S-2HG (L-2HG) and R-2HG (D-2HG)
and showed that they have different characteristic peaks [57]. However, because
THz spectroscopy detects the collective behavior of molecules, we cannot infer the
molecular structure of unknown substances from its terahertz spectrum—for differ-
ent molecules, the same function group may have different frequencies.

For both infrared and terahertz spectroscopy, one limitation that hinders their
applications in clinical usage is the influence of water existence, just like the NMR
spectroscopy. The strong water signal covers the useful spectral information from
target biomarkers, making these characteristic peaks hard to be recognized.
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Table 10.2 A summary of the vibrational frequencies for some functional groups frequently seen
within the infrared band

Wavenumber
(cm�1) Functional group Vibrational mode Typical component

3500–2500 X–H stretching
vibrations (where X
is C, O, or N)

~3300 N–H ν(N–H) Amide A: peptide,
protein

~3100 N–H ν(N–H) Amide B: peptide,
protein

2957 C–CH3 νas(CH3)

2920 –(CH2)n– νas(CH2)

2872 C–CH3 νs(CH3) Lipids

2851 –(CH2)n– νs(CH2)

2000–1500 Fundamental stretching vibrations of double bonds (e.g., C¼O, C¼C, C¼N)

~1740 –CH2–COOR ν(C¼O) Phospholipid esters

~1655 O¼C–N–H 80% ν(CO), 20%
ν(CN)

Amide I peptide, protein

~1645 H–O–H γ(HOH) Water

~1545 O¼C–N–H 60% ν(N–H), 30%
ν(C–N), 10% ν(C–C)

Amide II peptide,
protein

1500–600 The “fingerprinting region”: many overlapped vibrations

~1450 –(CH3)n– δas(CH3) Lipid, protein

–(CH2)n– δas(CH3)

~1395 –(CH3)n– δs(CH3) Lipid, protein

–(CH2)n– δs(CH3)

–O–C¼O ν(C¼O)

~1380 C–CH3 γs(CH3) Phospholipid, fatty acid,
triglyceride

1400–1200 O¼C–N–H, CH3 γ(N–H), ν(C–N),
γ(C¼O), ν(C–C) and
ν(CH3)

Amide III peptide,
protein, collagen

1245–1230 RO–PO2
�
––OR νas(PO2

�) DNA, RNA,
phospholipid,
phosphorylated protein

~1170 R–COO–R0 νas(C–O) Ester

1160–1120 C–O, C–O–H ν(C–O) RNA ribose

~1150 ν(CO), γ(COH) Carbohydrates

~1095 RO–PO2
�
–OR νs(PO2

�) DNA, RNA,
phospholipid,
phosphorylated protein

~1084

~1070

~1078 C–C ν(CC) Glycogen

~1060 C–O ν(CO) DNA and RNA ribose

~1050

~1015

~1050 C–O–P ν(COP) Phosphate ester

(continued)
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Raman spectroscopy is another technique used in cancer research. Raman spec-
troscopy profiles molecules’ vibrational motion that arises from an inelastic scatter-
ing, even depending on nuclear vibrations, which change a molecule’s polarizability
as it vibrates/rotates [58]. The water signal from Raman spectroscopy is weak, and
therefore the water won’t be the problem during the Raman test for tissue samples.

Many molecular biomarkers can also be recognized by Raman spectroscopy, such
as proteins, nucleic acids, lipids, and carbohydrates [59]. It allows differentiating
cancerous tissues from normal tissues using the characteristics of cancer
metabolisms by Raman spectroscopy.

Machine learning techniques can distinguish glioma tissues from normal brain
tissues with high sensitivity, specificity, and accuracy [60]. Visible resonance
Raman spectroscopy was used to identify glioma margins and grades. The vibra-
tional band assigned to carotenoids, tryptophan, amide I–amide III, and lipids are
observed in the Raman spectra (see Fig. 10.10).

The limitation of Raman spectroscopy is that the weak Raman signal leads to low
sensitivity and long acquisition times and makes it unsuitable for real-time imaging.

Table 10.2 (continued)

Wavenumber
(cm�1) Functional group Vibrational mode Typical component

~1028 C–O–H def(CHO) Glycogen

~965 PO3
2� ν(PO3

2�) DNA and RNA ribose

~950 P–O ν(PO3
2�) Phosphorylated protein

~920 C–O–P ν(COP) Phosphorylated protein

Abbreviation: ν, stretching; δ, bending; γ, wagging, twisting, and rocking; def, deformation; as,
antisymmetric; s, symmetric

Fig. 10.8 ATR-FTIR spectrum of human blood serum. Spectral regions that correspond to known
biomolecules are highlighted in color. (Cited from Ref. [50])
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Therefore, cancer biomarkers can be recognized through different electromag-
netic spectroscopies using resonances between electromagnetic waves and molecule
vibrations/rotations. Current spectroscopy techniques used in cancer research mainly
are infrared, terahertz, and Raman spectroscopy. These spectroscopy techniques
provide effective non-invasive methods for cancer metabolomic analysis.
Table 10.3 summarizes the advantages and limitations of several indirect imaging
methods.

10.10 Summary

We introduced various techniques used in the indirect imaging of cancers, providing
detailed information on tissue cancer-specific changes. These techniques analyze
cancer-specific variations from proteomic, genomic, and metabolomic aspects. We
hope that readers can get the basic knowledge about current techniques for indirect
cancer imaging through this chapter.
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Fig. 10.10 Visible resonance Raman spectra: healthy human brain tissue (a); normal control tissue
(b); human brain glioma tumors of grade I (c), grade II (d), grade II–III (e), grade III (f), grade III–
IV (g), and grade IV (h). Insets are the raw spectra [60]
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Multimodal Noninvasive Imaging
Strategies for Clinically Monitoring
Degenerative Disorders of the Brain

11

Pratik Purohit and Prasun K. Roy

Abstract

Magnetic resonance imaging (MRI) is a valuable tool in a clinical environment
for noninvasive monitoring and assessment of neurodegenerative disorders,
an umbrella term for diseases causing neural degeneration. Different MRI
modalities provide information about underlying neuropathology from different
perspectives. Structural MRI (sMRI) is sensitive towards anatomical alterations
and assesses neural degeneration-induced tissue atrophy. In addition to volumet-
ric and cortical thickness variations, several quantitative assessments and grading
systems are available to calculate disease severity using MRI scans. Furthermore,
functional MRI (fMRI) indirectly measures neurotransmission in the functional
brain networks and shows differential regional activation in the neurodegenera-
tive brain. In contrast, diffusion tensor imaging (DTI) furnishes the mapping of
white matter tracts and anatomical connectivity in the brain networks by measur-
ing aqueous diffusion along the tract scaffold. On the other hand, arterial spin
labeling (ASL) is a vascular perfusion MRI technique and safe substitute for
invasive FDG-PET that needs vein catheter resection with radioactive tracer
administration. Like fMRI, the signals from DTI and ASL show differential
anatomical and perfusion patterns in neurodegenerative diseases. Large-scale
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clinical trials are now enabling precise quantification, making sMRI, fMRI, DTI,
and ASL much more reliable in clinical settings.

Keywords

Neuroimaging of dementia · Neurodegenerative disease · Alzheimer’s disease ·
Vascular dementia · Mild cognitive impairment · Lewy body disease ·
Frontotemporal dementia · MRI · Diffusion tensor imaging · fMRI · Arterial spin
labeling

11.1 Introduction

The brain is the most critical organ in the human body. Therefore, any disease related
to it can become potentially life-threatening, making clinical monitoring of such
disorders extremely important. From a ready clinical office perspective, a physician
can often diagnose the disease by neurobehavioral assessment. Standard functional
and cognitive examinations are available for this purpose, which do not need the
more involved diagnostic methods as brain imaging. For example, Montreal Cogni-
tive Assessment Test was developed to identify mild cognitive impairment. Other
screening tools in the same category are Mini-Mental State Examination Extended,
St. Louis University Mental Status Examination, and the likewise. These assessment
techniques are generally helpful in identifying the possibility of neurological
disorders in the patient.

Nevertheless, there may be appreciable chances of misidentification and
misclassification, depending upon the type of test, clinician’s bias, etc. [1]. Therefore,
in a clinical setting, one cannot rely only on behavioral or psychological tests only.
Therefore, several neuroimaging techniques are required to make decisions about
recognizing the disease and planning the treatment. Imaging the brain at different
times during the medication duration also helps monitor the disease progression and
assess the effectiveness of the clinical intervention. In addition, the accurate detec-
tion of neurodegenerative disorders is possible using different neuroimaging
paradigms, which may furnish meticulous diagnostic signals which may not mani-
fest at the gross cognitive and behavioral variations when one administers the
psychological test batteries at the primary stage of the disease.

11.2 Common Noninvasive Neuroimaging Modalities

In neurodegenerative disorders, the patient progressively loses functional neural
tissue in the brain, resulting in cognitive and motor impairment. Some noteworthy
examples of such disorders are Frontotemporal Dementia (Pick’s Disease),
Alzheimer’s disease, Dementia with Lewy bodies, Parkinson’s disease, Vascular
Dementia, Progressive Supranuclear Palsy, Posterior Cortical Atrophy, and
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Amyotrophic Lateral Sclerosis. In general, people above mid-age are more suscepti-
ble, seriously affecting their quality of life. One of the significant hurdles to prevent
disease progression is early detection before clinical symptoms are visible, that
generally happens in pathologically later stages of the disease when disease-
modifying therapies are not much effective. This hurdle can be overcome by
in vivo observation of the brain using various noninvasive neuroimaging techniques.
Neurodegenerative disorders are readily visible as deformations in the brain anatomy
in Structural Magnetic Resonance Imaging (sMRI) (Fig. 11.1).

Anatomical imaging of the brain detects the physical changes, but it has
limitations to capture the alterations in the neuropathology or neurophysiology of
the brain. Therefore, imaging the brain from different perspectives gives better
insight into the state of brain pathology. Accordingly, other magnetic resonance
imaging modalities like diffusion-weighted, perfusion-weighted, and functional
MRI are emerging tools apart from standard structural MRI. Diffusion-weighted
Imaging (DWI) estimates the directionally varying or anisotropic diffusion of water
molecules at the different spatial locations in the brain. The diffusion of water
molecules in gray matter is more isotropic than diffusion in white matter. Therefore,
white matter tracts can be visualized using diffusion-weighted MRI scanning after
applying different tractography image-analysis algorithms. This enables quantifying
neuronal connectivity, which may get damaged under neurodegenerative disorders.
Underlying neuropathology alters the diffusion properties of the affected brain
region which can be measured using diffusion-weighted imaging.

Similarly, perfusion-weighted Imaging (PWI) gives a different perspective and
estimates vascular status or blood perfusion in tissue which can be analyzed to get
different parameters about the blood flow like blood volume, mean transit time,
perfusion rate, etc. Abnormal blood perfusion in the particular brain region indicates
towards altered functionality. In contrast, Functional Magnetic Resonance Imaging

Fig. 11.1 Clip-art schema showing the contraction of cortical areas in the Alzheimer’s disease-
affected brain (right) compared to normal brain (left) [in Public Domain]
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(fMRI) indirectly measures hemoglobin’s oxygenation level in specific brain tissue
by utilizing the difference in magnetic resonance properties of the oxygenated and
de-oxygenated hemoglobin. Altered default mode network connectivity can also be
mapped using fMRI. Neuroimaging analysis enables one to have important clues to:

1. Diagnosis of a disorder
2. Therapy Monitoring regarding clinical efficacy
3. Planning of corrective modification of treatment
4. Prognosis of the susceptibility of the patient to a disease condition
5. Rehabilitation performance of different interventions

We shall now elucidate how the successive noninvasive imaging modalities
(sMRI, fMRI, DTI, ASL) can be utilized for investigating neurodegenerative
disorders.

11.3 Characterizing Neurodegeneration Using Noninvasive
Imaging

Structural MRI is a fundamental modality of the magnetic resonance imaging
paradigm with widespread clinical availability, enabling in vivo anatomical investi-
gation of the brain tissues. It can be performed using the various pulse sequences: T1

relaxation weighted, T2 relaxation weighted, Proton Density, FLAIR (Fluid-
attenuated Inversion Recovery), etc. Each pulse sequence has its clinical signifi-
cance. Structural MRI helps preliminary study about the cause of underlying
symptoms, whether it is due to reasons other than neurodegeneration or not, like
hemorrhage or space-occupying lesions, like tumors. Initially, neural degeneration
can be assessed by cerebral or region-wise atrophy or volume loss due to neuronal
damage. Alteration of brain regions needs to be scanned and analyzed across the
three planes (coronal, sagittal, and axial) (Fig. 11.2).

11.3.1 Volumetry

Since common neurodegenerative disorders primarily affect certain brain regions,
volumetric MRI scans have the potential to reveal the pathological condition. Many
brain areas in the Limbic System, such as the entorhinal cortex and hippocampus,
lose their volume due to neurons death in Alzheimer’s disease or dementia [2, 3]. Hip-
pocampal volume loss starts before behavioral and cognitive symptoms [4]. Simi-
larly, volumetric loss of the Precuneus region of the cerebrum is a good indicator of
the early onset of Alzheimer’s disease [5]. Volumetric analysis requires T1 weighted
MRI scans of the patient, and to extract the region of interest, several automated and
manual tools are available like SPM (Statistical Parametric Mapping) and FSL
(FMRI-brain Software Library). Volumetric variations are an indicator of the change
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in the shape of a particular brain region (Fig. 11.3). Thus, shape analysis is another
tool for the identification and monitoring of neurodegenerative disorders. Subre-
gional alteration in a brain region varies, depending upon the type of neurodegenera-
tive disorder. For example, hippocampal shape analysis in different diseases reveals
sub-structural variations [6]. These sub-structural variations could help classify
neurodegenerative disorders more accurately.

Fig. 11.3 The 3D extraction of the thalamus from T1 MRI scan for volumetric analysis

Fig. 11.2 T1 weighted MRI scan of the human brain shown in sagittal, coronal, and axial views
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11.3.2 Cortical Thickness

Cortical thickness is also a helpful parameter for assessing disease progression.
Analysis of structural MRI scans can evaluate cortical thickness. Neurodegenerative
disorders such as Alzheimer’s disease reduce cortical thickness in parietal, frontal,
and orbitofrontal lobes [7]. Cortical thinning patterns vary across different neurode-
generative disorders like in Alzheimer’s disease and Frontotemporal dementia
[8]. Since cortical thinning correlates with the disease intensity, it can quantify
disease severity [9].

11.3.3 Specific Signature Changes in Different Disorders

Degeneration of neural tissue affects normal brain functions, manifesting in the
behavioral symptoms after disease progresses to a certain level. Volume measure-
ment, shape analysis, and cortical thickness assessment are some ways to estimate
the extent of neuronal damage. Neurodegenerative disorders have some differences
in cognitive and behavioral symptoms due to variations in the brain regions getting
affected. For instance, Parkinson’s disease reduces the volume of substantia nigra
pars compacta (thus affecting movement or walking), while Alzheimer’s disease
predominantly affects the hippocampus and entorhinal cortex (hence affecting
memory). Although some of the disorders may involve some common regions,
though not other areas, nevertheless these specific regional atrophy patterns vary
among different diseases and are vital clues that can help in diagnosis and prognosis.

In a T1 weighted MRI scan, Alzheimer’s disease-based atrophy is observable in
the medial parietal and temporal lobe [10]. However, in Pick’s disease, atrophy in
the anterior temporal lobe is a sign of the pathology; however, the patient’s age at
disease onset decreases accuracy in structural MRI [11]. On the other hand, preser-
vation of the temporal lobe structures is an imaging marker in the case of Dementia
with Lewy bodies, as detectable in the structural MRI [12]. To contrast, progressive
supranuclear palsy has characteristic predominant atrophy in the midbrain compared
to the pons [13]. In comparison, Huntington’s disease mainly affects putamen and
caudate in the early stage [14].

11.4 Quantitative Parameters for Clinical Evaluation by
Imaging

Structural imaging of the brain helps to estimate the level of the disease process.
Moreover, in a clinical setting, it is advisable to have some quantitative parameters
that quantify the disease severity, so as to monitor disease progression conveniently.
For this purpose, parameters and scoring systems are devised to help clinicians
assess the current disease intensity quantitatively. However, most of them are
exclusively for a particular disorder. Some of the measurement parameters are:
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11.4.1 Ratio of Midbrain to Pons Area

Degeneration of the midbrain compared to the pons region in Progressive
Supranuclear Palsy is measurable by a T1-weighted MRI scan in terms of the ratio
between the area of the midbrain to the pons [15]. This ratio can be measured on
midsaggital T1 MRI slice by manually drawing the midbrain and pons boundary on
the computer, then calculating the area. In Progressive Supranuclear Palsy, the ratio
is lower than either normal subjects or patients of Multiple System Atrophy and
Parkinson’s disease. For Progressive Supranuclear Palsy-affected the brain, this ratio
is less than 0.16, while for normal, Multiple System Atrophy and Parkinson’s
Disease patients, the ratio is more than 0.16. Another way is to find the ratio of the
minor axis of the midbrain to the pons, in which case the ratio is less than 0.52 in the
case of Progressive Supranuclear Palsy [16].

11.4.2 Magnetic Resonance Parkinsonism Index (MRPI)

MRPI improves the classification accuracy of the midbrain to pons area ratio. MRPI
can differentiate between Progressive Supranuclear Palsy and Parkinson’s disease
patient or normal subject [17, 18]. The T1 MRI scan of the subject is needed to
calculate MRPI using the following formula:

MRPI ¼ Ponsarea
Midbrainarea

� Middle Cerebellar Pedunclewidth
Superior Cerebellar Pedunclewidth

The width of the Middle Cerebellar Peduncle can be calculated in the sagittal
plane, while a coronal section is needed in the case of the Superior Cerebellar
Peduncle. The Midsagittal section is required for calculating the area of the midbrain
and pons. The value of MRPI > 13.27 strongly indicates that the subject will
develop Progressive Supranuclear Palsy.

11.4.3 Modified Parkinsonism Index

Recently, there has been proposed modifications in MRPI score to improve its
accuracy further [19]. This incorporates the width of the frontal horn and third
ventricle, as follows:

MRPInew ¼ MRPI � Width of the third ventricle
Left to right frontal horn width

If MRPInew > 2.18 for a subject, then there is significantly increased probability
of Progressive Supranuclear Palsy occurring, when compared to normal subjects.
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11.4.4 Ratio of Intercaudate Distance to Inner Table Width

This ratio is used to assess Huntington’s disease in which the caudate nuclei region
degenerates [20]. A radiologist calculates the intercaudate distance and the inner
table width on the axial plane of the T1 MRI scan where the ACPC (anterior
commissure–posterior commissure) line passes. The normal range of this ratio lies
between 0.09 to 0.12, which increases in the case of Huntington’s disease.

11.4.5 Anterior Ventricle–Intercaudate Ratio

Another similar index is the ratio between frontal horn width and intercaudate
distance, whose normal values are 2.2–2.6.

11.5 Grading System for Evaluating Neural Degeneration Using
Structural Imaging

In the above section, the various quantitative parameters need the time-consuming
procedure of accurate measurement and accurate computations to calculate the
indices from the T1 MRI scan. This high-resource procedure is difficult to implement
in a busy outdoor clinic where many patients demand attention from the medical
professional in a short time frame. To circumvent this difficulty, non-parametric
methods have been developed, where a clinician need not compute parameters, but
can rapidly visually glance at an MRI image and quantitatively estimate the under-
lying disease condition using a scoring system. Some of the scoring systems are as
follows:

11.5.1 Fazekas Scale

White matter hyperintensities are the bright patches in white matter, visible in T2

weighted or FLAIR-protocol MRI scans. White matter hyperintensities may appear
with aging, but they are potential indicators of vascular dementia, including stroke or
cognitive impairment. Depending upon the region where they occur, hyperintensities
lie in three categories: (1) deep white matter hyperintensities, (2) periventricular
hyperintensities, and (3) subcortical hyperintensities. The Fazekas scale grades the
periventricular white matter and deep white matter hyperintensities depending upon
the shape and size of the lesion [21, 22].

For periventricular white matter:

0—No hyperintensity signal
1—Thin line
2—Smooth halo
3—Asymmetric hyperintensities extending into deep white matter

190 P. Purohit and P. K. Roy



For deep white matter:

0—No hyperintensity signal
1—Punctate foci
2—Beginning of overlap
3—Large overlapping areas

11.5.2 Global Cortical Atrophy (GCA) Scale

The GCA scale quantitatively assesses cerebral atrophy in the brain’s degenerative
diseases [23]. FLAIR MRI scan is needed to rate atrophy based on the sulci and
ventricular enlargement in 13 brain regions. Sulcus and ventricular enlargement is
considered in the frontal, parieto-occipital, and temporal lobe of both hemispheres,
including ventricular enlargement in the third ventricle. The four-point GCA scale
defines the acuteness of the atrophy. An average value of this scale for 13 brain
regions gives an overall rating for the brain:
GCA Scale 0—Normal condition
GCA Scale 1—Slight sulci or ventricular widening
GCA Scale 2—Volume loss of gyri or moderate ventricular dilation
GCA Scale 3—Knife-blade atrophy of gyri, with sulci thickness greater than gyri

11.5.3 Scheltens’s Scale or Medial Temporal Lobe Atrophy
(MTA) Score

The MTA score is helpful to classify Alzheimer’s patients from other patients [24]. It
is also applicable in the case of MCI (Mild Cognitive Impairment). This scoring
system rates hippocampus atrophy based on the width of the choroid fissure, the
width of the lateral ventricle’s temporal horn, and the length of the hippocampus
[25]. These measurements must be made on the T1-weighted MRI coronal section
through the hippocampus at the level of the anterior pons and along the brainstem’s
axis [26]. The scoring system based on the measurements is as follows:

MTA Score 0—No CSF around the hippocampus
MTA Score 1—Mild dilation of the choroidal fissure
MTA Score 2—Moderate dilation of the choroidal fissure with mild loss of hippo-

campus length and mild temporal horn enlargement
MTA Score 3—Marked enlargement of the choroidal fissure with moderate hippo-

campus length decrement and moderate temporal horn enlargement
MTA Score 4—Marked enlargement of the choroidal fissure with severe hippocam-

pal atrophy and temporal horn enlargement

For patients older than 75 years, a score greater than two is abnormal, while it is
greater than three for others.
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For subjects older than 75 years, a score greater than two is abnormal, while for
subjects younger than 75 years, a score greater than three is abnormal.

11.5.4 Posterior Atrophy Score

The Posterior Atrophy Score or Koedam score rates parietal atrophy to assess the
possibility of early-onset Alzheimer’s disease and dementia [26]. It is beneficial in
the case of younger Alzheimer’s disease patients where sometimes medial temporal
lobe atrophy scores are normal. Therefore, the Koedam score can accurately assess
the situation. This score requires an MRI scan in three planes (coronal, sagittal, and
axial) to inspect the various brain structures visually. Evaluated brain regions are:
1. Sagittal section: Posterior cingulate sulcus, parieto-occipital sulcus,

precuneus gyrus
2. Coronal section: Posterior cingulate sulcus, parietal gyrus
3. Axial section: Posterior cingulate sulcus, parietal lobes

Based on the visual observation, the parietal atrophy is graded as given below:
Grade 0—Close sulci, no gyral atrophy
Grade 1—Mild sulcal dilation, mild gyral atrophy
Grade 2—Substantial sulcal widening, substantial gyral atrophy
Grade 3—Marked sulcal widening, knife-blade gyral atrophy

11.6 Functional Mapping (fMRI)

The fMRI procedure indirectly measures the neuronal activity in the brain based on
the measuring change in hemoglobin oxygenation level in the tissue. The fMRI
methodology uses a blood oxygenation-level-dependent (BOLD) signal as contrast,
proportional to oxygenated hemoglobin flowing into brain tissue in response to
metabolic demand of the neural activity. fMRI can be performed in two ways:

(A) Task-Based Condition
(a) Event-design analysis
(b) Block-design analysis

(B) Resting-State Condition
Task-based fMRI gives information about the brain regions active during a
given cognitive task performed by the subject during scanning. Here, the task is
presented continuously for an extended time interval (time-block), so as to
continue cognitive engagement, and various task conditions are presented
alternating in time-sequence. Block-design surpasses in terms of robustness,
producing higher blood-oxygen-level-dependent (BOLD) signal, which
produces higher statistical power. In contrast, during an event-related design,
the investigator presents discrete and short-duration events, so that the time-gap
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and order is randomized. Event-related design can identify transient variations
in the BOLD signal and enable a proper analysis of a patient’s personalized or
idiosyncratic response to the stimulus, and the findings are less affected by head
motion. Stimulations used in task-based studies are light, sound, touch, or
warmth.

On the other hand, as the name suggests, resting-state fMRI provides information
about active brain regions during rest or no task conditions. The brain activity has
specific signatures even when a person is physically and mentally idle [27]. Any
abnormal brain activity from an average level is a potential imaging marker for the
possible underlying neurocognitive disorder [28–30]. The mathematical analysis of
the resting-state fMRI along the temporal dimension shows the probabilistic con-
nectivity between active brain regions, also known as the functional connectivity
analysis, which is the basis for constructing resting-state brain network such as
“Default Mode Network” (DMN). Default mode network is a large-scale “idling”
network of the brain during the wakeful state, but not focused on performing any
cognitive task [31]. Neurodegenerative disorders lead to neuronal dysfunction and
affect the connectivity of the resting-state brain networks [32]. Functional atrophy
patterns in the brain networks may vary with different neurodegenerative disorders.
In Alzheimer’s disease, the DMN has differential connectivity compared to the
control subjects. It can be used for the classification of the Alzheimer’s disease
subject vis-a-vis the normal one [28, 33]. Resting-state neuronal network analysis
indicates the possibility of the compensatory increase in the functional connectivity
of the middle temporal lobe under mild cognitive impairment [34]. In addition,
hyperactivity of the hippocampus and altered DMN correlates with the misfolded
protein dynamics: amyloid deposition and tau accumulation [35–37]. Functional
connectivity alterations of the DMN represent corresponding cognitive function
impairment even in neurodevelopmental diseases such as autism [29].

Indeed, fMRI has the capability to provide much useful insight into the pathology
of neural degeneration. However, its use in a rapid clinical context is minimal due to
limitations like the low signal-to-noise ratio. In addition, the BOLD signal is an
indirect measure of neuronal activity with an ambiguous accuracy [38].

11.7 Diffusion Tensor Imaging (DTI) and Neural Fiber
Connectivity

Diffusion MRI encodes water diffusion displacement in terms of the image. The
tensorial version, namely DTI, is a variant of diffusion MRI and is used to construct
visualization of the white matter tracts and neural fiber connectivity. An important
parameter is anisotropy or pointedness of the aqueous diffusion ellipdoid along the
nerve fiber direction. More the neural fiber density, more the diffusion’s anisotropy
or pointedness since it is these packed fibers that provide the scaffold of water
diffusion [39]. Color coding thus gives a map of the white matter fiber health
(Fig. 11.4). White matter volume varies with aging, and its lesions influence
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cognitive capabilities. Neurodegenerative diseases affect white matter integrity,
which declines as the disease progresses [40].

Alzheimer’s disease progression manifests as the changes in the diffusion
parameters of white matter such as fractional anisotropy, mean diffusivity, and radial
diffusivity [41, 42]. These white tract alterations coincide with amyloid-beta plaque
formation and tau tangle accumulation in the early phase of Alzheimer’s disease
[43, 44]. Another neurodegenerative disease, amyotrophic lateral sclerosis,
decreases the apparent diffusion coefficient in the bilateral centrum semiovale and
frontoparietal lobe white matter. In addition, fractional anisotropy diminishes in the
various brain regions, including the corpus callosum, cerebral peduncle, and frontal
lobe deep white matter. These diffusion indices can classify amyotrophic lateral
sclerosis patients from normal subjects [45].

Tractography based on the DTI assumes single fiber orientation in a given voxel.
However, fiber may be crossing, touching, or diverting since the size of the voxel
(in millimeters) is much higher than the diameter of the neural fiber (in micrometers)
[46]. Due to this disadvantage of the DTI, recent methodologies of diffusion MRI
acquisition techniques and fiber tracking algorithms have been developed which
consider the possibility of the multidirectional fibers in a single voxel, thereby these
procedures reduce the error in the fiber tracking. Further, the HARDI (High Angular
Resolution Diffusion Imaging) method provides diffusion MRI scans with more
diffusion directions and b-values which help to identify crossing fibers in a single
voxel [47].

Indeed, higher order diffusion tensor at a voxel, instead of a second-order tensor
(conventional DTI), could estimate multiple diffusion directions that correspond to

Fig. 11.4 Visualization of white matter tracts obtained after analyzing diffusion-weighted MRI.
(These are anisotropy maps, whereby the color intensity is proportional to the fractional anisotropy
which is an estimate of neural fiber density)
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the possibility of different or varying orientations of neural tracts in a particular
voxel. Higher order tensor requires diffusion MRI signal from multiple directions
obtained by HARDI protocol [47]. Multiple tractography methods are available to
estimate white matter pathways utilizing HARDI scans, such as diffusion spectrum
imaging or Q-space imaging which relate the diffusion-MR signal and water
molecules displacement. Generally, Q-ball imaging based on Funk Radon transform
has more advantages than Q-space imaging [48]. These methods have the potential
to overcome the limitations of conventional DTI which is based on a fixed single
diffusion ellipsoid in a voxel [49, 50].

Nevertheless, DTI is helpful for clinicians to investigate dementia effects due to
structural space-occupying lesions, as brain tumor, stroke hematoma, parasitic
granuloma, and the like. DTI is a valuable tool for the in vivo study of neurodegen-
erative disorders in the research ecosystem. However, routine use of DTI biomarkers
in the clinical context requires a quantitative and accurate relationship between the
disease severity and white matter tract indices, the details of such interaction are now
emerging from laboratory studies.

11.8 Vascular Dynamics: Arterial Spin Labeling

Arterial spin labeling (ASL) is an MRI technique for measuring blood perfusion,
namely serum transport through tissue capillary bed. ASL is entirely noninvasive
and does not need any intravenous tracer to be injected. Actually, ASL generates the
contrast by magnetic tagging the arterial blood. Since tissue metabolism and cerebral
capillary blood perfusion vary in synchrony, ASL can be a safer substitute for
glucose metabolism measurement using injected fluoro-deoxy glucose, FDG, in a
PET (positron emission tomography) scanner [51]. Neurodegenerative disorders
generally show differential patterns of perfusion. In frontotemporal Dementia,
ASL reveals a reduction of blood perfusion in the right frontal cortex compared to
normal subjects. This reduction in perfusion correlates with cognitive deficits. When
compared to Alzheimer’s disease patients, frontotemporal dementia subjects have an
elevated level of blood perfusion in the parietal cortex and posterior cingulate [52].

It has also been observed that ASL can reduce radiation exposure as well as
provide similar clinical significance compared to PET. Nevertheless, for various
neurodegenerative diseases, large-scale multi-country/multi-continent clinical trials
are needed for rigorous standardization and validation for ASL-based clinical
markers. Some of these trials are being initiated.

11.9 Dementia Imaging Matrix Parameters

Accurate identification of the neurodegenerative diseases manifesting as dementia is
crucial for planning clinical intervention. Regional atrophy evaluation using MRI
scans is standard clinical practice for this purpose. Crucial anatomical signs of the
different neurodegenerative dementias are:
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(a) Pick’s disease (Frontotemporal Lobar Degeneration, FTLD): Asymmetrical
frontal lobe and temporal pole atrophy.

(b) Vascular dementia: White matter lesions, lacunar infarcts, and infarcts in the
regions responsible for cognitive skills.

(c) Alzheimer’s disease: Parietal and medial temporal cortex atrophy.
(d) Lewy bodies dementia: No specific atrophy.
(e) Mixed dementia: Hippocampus atrophy, frontal and temporal lobe. Lacunes,

Leukoaraiosis, and latent micro bleeding.

We construct Table 11.1 to summarize the different anatomical locations of
various atrophies under assorted dementias. The different lobes of the brain are
arranged as per their location along the neurodevelopment axis, while the various
dementia types as per the intensity of vascular damage, with vascular dementia
having the highest vascular damage (angiopathic axis); this dementia being often a
post-stroke complication. The numerical values are the gradation of the intensity of
atrophy. Table 11.1 shows the atrophy levels of different dementias when
enumerated along the neurodevelopmental axis and the angiopathic axis, thus
forming a matrix parametric representation.

11.10 Emerging Technique of Neuroimaging Genomics to Assess
Brain Disorders

Numerous diseases of the human body have a genetic basis, and expressions and
mutations of genes are critical factors in the disease initiation or progression.
Imaging the brain aims to capture the current physiological or anatomical state.
Therefore, identifying imaging features for the corresponding genetic traits helps
may be a noninvasive correlate that can bypass invasive and time-consuming
biopsies and also provide molecular insights into the disease mechanism. Neuroim-
aging genomics combines neuroimaging and genetic data to find the gene
expression-modulated imaging characteristics in normal and diseased brains. For
example, in neuroproliferative disoderts as Glioblastoma, the definitive relationship
observed between T1-weighted MRI scans and gene expression microarray data does
indeed highlight the interlinking between targeted gene expression levels and
MRI-derived characteristics such as the ratio of contrast-enhancing and necrotic
tumor volume [53, 54]. Another study demonstrates that cortical thickness and
surface area are genetically independent (i.e., statistically uncorrelated) in a normal
brain [55]. In addition to finding the influence of a targeted gene in question, the
discipline of neuroimaging genomics is a promising technique to explore the influ-
ence of gene networks on brain organization [56].

Neuroimaging genomics analysis can reveal genes associated with neural degen-
eration due to underlying disorders, which may ultimately help to understand
disease-inducing mechanisms and refine treatment strategy. In the case of
Alzheimer’s disease, several Single Nucleotide Polymorphisms (rs2137962,
rs1498853, rs288503, rs288496) are associated with focused neurodegeneration in
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the hippocampi gyrus, parahippocampal gyrus, and left temporal gyrus [57]. Diffu-
sion MRI-based white matter connectivity and genetic data analysis reveal that the
SPON1 gene variant (at rs2618516) affects the white matter integrity in dementia
[58]. Similarly, neuroimaging integrated with genomics highlight the potential genes
(MAPT, GRN, C9orf72, etc.) associated with frontotemporal dementia [59].

Although neuroimaging genomics looks very promising, it is still evolving and
limited to research purposes. However, these research outcomes can help refine our
understanding of gene aberration, biochemical dysfunction, and its consequent drug
targets, in neurodegenerative disorders, and consequently affect the treatment
strategies. Further advancements in neuroimaging genomics may go a long way to
usher in personalized medicine in neurodegenerative disorders, for helping clinicians
to tailor individual drugs and treatment schedules. The multidimensional nature of
neuroimaging and genetic data requires the development of computationally effi-
cient and novel algorithms. Large-scale imaging genomics datasets such as ADNI
(Alzheimer’s Disease Neuroimaging Initiative), UK Biobank, and ENIGMA
(Enhancing Neuro Imaging Genetics through Meta-Analysis) consortium have
unparalleled potentials for helping researchers worldwide to accelerate
advancements in the frontier field of neuroimaging genomics.

11.11 Conclusion

Every imaging modality has its clinical advantage, and multimodal imaging can
offer a combination of such benefits compared to the single modality. Multimodal
imaging captures disease pathology more insightfully as it involves various patho-
logical variables and thus improves diagnostic accuracy. However, the methodology
to estimate disease becomes complex because of the higher number of variables. One
way is to choose more imaging markers for a particular neurodegenerative disease:
either positive or negative. Multimodal imaging does not give redundant information
but instead provides complementarily neuroimaging markers, thus improving iden-
tification and monitoring accuracy. For example, in the case of Alzheimer’s disease,
integration of structural MRI, fMRI, and ASL scans more effectively predict con-
version from mild cognitive impairment to dementia.

Therefore, multimodal imaging should be incorporated into a clinical setting to
help clinicians identify the underlying disease and plan efficient diagnosis. However,
there is a need to devise a clinical protocol to select the combination of the modalities
from given signs or symptoms. In the case of sequential imaging (for instance,
successively taking sMRI, fMRI, and DTI image acquisitions in one scanning
session of 30–40 min), a given image modality should be chosen based on its
availability and cost. A scanner that supports parallel imaging, such as integrated
fMRI-DTI, needs only a single session for both modalities, and it is cost-effective.
Apart from optimization proper permutation of which modalities can be combined to
give a maximal diagnostic performance, the prospects of implementing multimodal
imaging biomarkers for neurodegenerative disorders is now making seminal prog-
ress through multi-center multi-country investigations.

198 P. Purohit and P. K. Roy



References

1. Ranson JM, Kuźma E, Hamilton W et al (2019) Predictors of dementia misclassification when
using brief cognitive assessments. Neurol Clin Pract 9:109–117. https://doi.org/10.1212/CPJ.
0000000000000566

2. Du AT, Schuff N, Amend D et al (2001) Magnetic resonance imaging of the entorhinal cortex
and hippocampus in mild cognitive impairment and Alzheimer’s disease. J Neurol Neurosurg
Psychiatry 71:441–447. https://doi.org/10.1136/JNNP.71.4.441

3. Mosconi L (2013) Glucose metabolism in normal aging and Alzheimer’s disease: methodolog-
ical and physiological considerations for PET studies. Clin Transl Imaging 1:217–233. https://
doi.org/10.1007/S40336-013-0026-Y

4. Ridha BH, Barnes J, Bartlett JW et al (2006) Tracking atrophy progression in familial
Alzheimer’s disease: a serial MRI study. Lancet Neurol 5:828–834. https://doi.org/10.1016/
S1474-4422(06)70550-6

5. Karas G, Scheltens P, Rombouts S et al (2007) Precuneus atrophy in early-onset Alzheimer’s
disease: a morphometric structural MRI study. Neuroradiology 49:967–976. https://doi.org/10.
1007/S00234-007-0269-2

6. Lindberg O, Walterfang M, Looi JCL et al (2012) Hippocampal shape analysis in Alzheimer’s
disease and frontotemporal lobar degeneration subtypes. J Alzheimers Dis 30:355–365. https://
doi.org/10.3233/JAD-2012-112210

7. Lerch JP, Pruessner JC, Zijdenbos A et al (2005) Focal decline of cortical thickness in
Alzheimer’s disease identified by computational neuroanatomy. Cereb Cortex 15:995–1001.
https://doi.org/10.1093/CERCOR/BHH200

8. Du AT, Schuff N, Kramer JH et al (2007) Different regional patterns of cortical thinning in
Alzheimer’s disease and frontotemporal dementia. Brain 130:1159–1166. https://doi.org/10.
1093/BRAIN/AWM016

9. Im K, Lee JM, Seo SW et al (2008) Variations in cortical thickness with dementia severity in
Alzheimer’s disease. Neurosci Lett 436:227–231. https://doi.org/10.1016/J.NEULET.2008.
03.032

10. McKhann GM, Knopman DS, Chertkow H et al (2011) The diagnosis of dementia due to
Alzheimer’s disease: recommendations from the National Institute on Aging-Alzheimer’s
Association workgroups on diagnostic guidelines for Alzheimer’s disease. Alzheimers Dement
7:263–269. https://doi.org/10.1016/J.JALZ.2011.03.005

11. Rascovsky K, Hodges JR, Knopman D et al (2011) Sensitivity of revised diagnostic criteria for
the behavioural variant of frontotemporal dementia. Brain 134:2456–2477. https://doi.org/10.
1093/BRAIN/AWR179

12. McKeith IG, Boeve BF, DIckson DW et al (2017) Diagnosis and management of dementia with
Lewy bodies. Neurology 89:88–100. https://doi.org/10.1212/WNL.0000000000004058

13. Höglinger GU, Respondek G, Stamelou M et al (2017) Clinical diagnosis of progressive
supranuclear palsy: the movement disorder society criteria. Mov Disord 32:853–864. https://
doi.org/10.1002/MDS.26987

14. Tan B, Shishegar R, Poudel GR et al (2021) Cortical morphometry and neural dysfunction in
Huntington’s disease: a review. Eur J Neurol 28:1406–1419. https://doi.org/10.1111/ENE.
14648

15. Oba H, Yagishita A, Terada H et al (2005) New and reliable MRI diagnosis for progressive
supranuclear palsy. Neurology 64:2050–2055. https://doi.org/10.1212/01.WNL.0000165960.
04422.D0

16. Massey LA, Jager HR, Paviour DC et al (2013) The midbrain to pons ratio. Neurology 80:
1856–1861. https://doi.org/10.1212/WNL.0B013E318292A2D2

17. Morelli M, Arabia G, Novellino F et al (2011) MRI measurements predict PSP in unclassifiable
parkinsonisms. Neurology 77:1042–1047. https://doi.org/10.1212/WNL.0B013E31822E55D0

18. Morelli M, Arabia G, Salsone M et al (2011) Accuracy of magnetic resonance parkinsonism
index for differentiation of progressive supranuclear palsy from probable or possible Parkinson
disease. Mov Disord 26:527–533. https://doi.org/10.1002/MDS.23529

11 Multimodal Noninvasive Imaging Strategies for Clinically. . . 199

https://doi.org/10.1212/CPJ.0000000000000566
https://doi.org/10.1212/CPJ.0000000000000566
https://doi.org/10.1136/JNNP.71.4.441
https://doi.org/10.1007/S40336-013-0026-Y
https://doi.org/10.1007/S40336-013-0026-Y
https://doi.org/10.1016/S1474-4422(06)70550-6
https://doi.org/10.1016/S1474-4422(06)70550-6
https://doi.org/10.1007/S00234-007-0269-2
https://doi.org/10.1007/S00234-007-0269-2
https://doi.org/10.3233/JAD-2012-112210
https://doi.org/10.3233/JAD-2012-112210
https://doi.org/10.1093/CERCOR/BHH200
https://doi.org/10.1093/BRAIN/AWM016
https://doi.org/10.1093/BRAIN/AWM016
https://doi.org/10.1016/J.NEULET.2008.03.032
https://doi.org/10.1016/J.NEULET.2008.03.032
https://doi.org/10.1016/J.JALZ.2011.03.005
https://doi.org/10.1093/BRAIN/AWR179
https://doi.org/10.1093/BRAIN/AWR179
https://doi.org/10.1212/WNL.0000000000004058
https://doi.org/10.1002/MDS.26987
https://doi.org/10.1002/MDS.26987
https://doi.org/10.1111/ENE.14648
https://doi.org/10.1111/ENE.14648
https://doi.org/10.1212/01.WNL.0000165960.04422.D0
https://doi.org/10.1212/01.WNL.0000165960.04422.D0
https://doi.org/10.1212/WNL.0B013E318292A2D2
https://doi.org/10.1212/WNL.0B013E31822E55D0
https://doi.org/10.1002/MDS.23529


19. Quattrone A, Morelli M, Nigro S et al (2018) A new MR imaging index for differentiation of
progressive supranuclear palsy-parkinsonism from Parkinson’s disease. Parkinsonism Relat
Disord 54:3–8. https://doi.org/10.1016/J.PARKRELDIS.2018.07.016

20. Ho VB, Chuang HS, Rovira MJ, Koo B (1995) Juvenile Huntington disease: CT and MR
features. Am J Neuroradiol 16:1405–1412

21. Fazekas F, Chawluk JB, Alavi A et al (2012) MR signal abnormalities at 1.5 T in Alzheimer’s
dementia and normal aging. Am J Roentgenol 149:351–356. https://doi.org/10.2214/AJR.149.
2.351

22. Kim KW, MacFall JR, Payne ME (2008) Classification of white matter lesions on magnetic
resonance imaging in elderly persons. Biol Psychiatry 64:273–280. https://doi.org/10.1016/J.
BIOPSYCH.2008.03.024

23. Pasquier F, Leys D, Weerts JGE et al (1996) Inter- and intraobserver reproducibility of cerebral
atrophy assessment on MRI scans with hemispheric infarcts. Eur Neurol 36:268–272. https://
doi.org/10.1159/000117270

24. Scheltens P, Launer LJ, Barkhof F et al (1995) Visual assessment of medial temporal lobe
atrophy on magnetic resonance imaging: interobserver reliability. J Neurol 242:557–560.
https://doi.org/10.1007/BF00868807

25. Wahlund LO, Julin P, Johansson SE, Scheltens P (2000) Visual rating and volumetry of the
medial temporal lobe on magnetic resonance imaging in dementia: a comparative study. J
Neurol Neurosurg Psychiatry 69:630–635. https://doi.org/10.1136/JNNP.69.5.630

26. Scheltens P, Kuiper M, Ch Wolters E et al (1992) Atrophy of medial temporal lobes on MRI in
“probable” Alzheimer’s disease and normal ageing: diagnostic value and neuropsychological
correlates. J Neurol Neurosurg Psychiatry 55:967–972. https://doi.org/10.1136/JNNP.55.
10.967

27. Ingvar DH (1979) “Hyperfrontal” distribution of the cerebral grey matter flow in resting
wakefulness; on the functional anatomy of the conscious state. Acta Neurol Scand 60:12–25.
https://doi.org/10.1111/J.1600-0404.1979.TB02947.X

28. Hojjati SH, Ebrahimzadeh A, Babajani-Feremi A (2019) Identification of the early stage of
Alzheimer’s disease using structural MRI and resting-state fMRI. Front Neurol 10:904. https://
doi.org/10.3389/FNEUR.2019.00904/BIBTEX

29. Paul S, Arora A, Midha R et al (2021) Autistic traits and individual brain differences: functional
network efficiency reflects attentional and social impairments, structural nodal efficiencies
index systemising and theory-of-mind skills. Mol Autism 12:1–18. https://doi.org/10.1186/
S13229-020-00377-8

30. Skudlarski P, Jagannathan K, Anderson K et al (2010) Brain connectivity is not only lower but
different in schizophrenia: a combined anatomical and functional approach. Biol Psychiatry 68:
61–69. https://doi.org/10.1016/J.BIOPSYCH.2010.03.035

31. Raichle ME, MacLeod AM, Snyder AZ et al (2001) A default mode of brain function. Proc Natl
Acad Sci U S A 98:676–682. https://doi.org/10.1073/PNAS.98.2.676

32. Hohenfeld C, Werner CJ, Reetz K (2018) Resting-state connectivity in neurodegenerative
disorders: is there potential for an imaging biomarker? Neuroimage Clin 18:849–870. https://
doi.org/10.1016/J.NICL.2018.03.013

33. Greicius MD, Srivastava G, Reiss AL, Menon V (2004) Default-mode network activity
distinguishes Alzheimer’s disease from healthy aging: evidence from functional MRI. Proc
Natl Acad Sci 101:4637–4642. https://doi.org/10.1073/PNAS.0308627101

34. Das SR, Pluta J, Mancuso L et al (2013) Increased functional connectivity within medial
temporal lobe in mild cognitive impairment. Hippocampus 23:1–6. https://doi.org/10.1002/
HIPO.22051

35. Huijbers XW, Schultz AP, Papp KV et al (2019) Tau accumulation in clinically normal older
adults is associated with hippocampal hyperactivity. J Neurosci 39:548–556. https://doi.org/10.
1523/JNEUROSCI.1397-18.2018

36. Leal SL, Landau SM, Bell RK, Jagust WJ (2017) Hippocampal activation is associated with
longitudinal amyloid accumulation and cognitive decline. Elife 6. https://doi.org/10.7554/
ELIFE.22978

200 P. Purohit and P. K. Roy

https://doi.org/10.1016/J.PARKRELDIS.2018.07.016
https://doi.org/10.2214/AJR.149.2.351
https://doi.org/10.2214/AJR.149.2.351
https://doi.org/10.1016/J.BIOPSYCH.2008.03.024
https://doi.org/10.1016/J.BIOPSYCH.2008.03.024
https://doi.org/10.1159/000117270
https://doi.org/10.1159/000117270
https://doi.org/10.1007/BF00868807
https://doi.org/10.1136/JNNP.69.5.630
https://doi.org/10.1136/JNNP.55.10.967
https://doi.org/10.1136/JNNP.55.10.967
https://doi.org/10.1111/J.1600-0404.1979.TB02947.X
https://doi.org/10.3389/FNEUR.2019.00904/BIBTEX
https://doi.org/10.3389/FNEUR.2019.00904/BIBTEX
https://doi.org/10.1186/S13229-020-00377-8
https://doi.org/10.1186/S13229-020-00377-8
https://doi.org/10.1016/J.BIOPSYCH.2010.03.035
https://doi.org/10.1073/PNAS.98.2.676
https://doi.org/10.1016/J.NICL.2018.03.013
https://doi.org/10.1016/J.NICL.2018.03.013
https://doi.org/10.1073/PNAS.0308627101
https://doi.org/10.1002/HIPO.22051
https://doi.org/10.1002/HIPO.22051
https://doi.org/10.1523/JNEUROSCI.1397-18.2018
https://doi.org/10.1523/JNEUROSCI.1397-18.2018
https://doi.org/10.7554/ELIFE.22978
https://doi.org/10.7554/ELIFE.22978


37. Sperling RA, LaViolette PS, O’Keefe K et al (2009) Amyloid deposition is associated with
impaired default network function in older persons without dementia. Neuron 63:178–188.
https://doi.org/10.1016/J.NEURON.2009.07.003

38. Bandettini PA (2009) Functional MRI limitations and aspirations, pp 15–38. https://doi.org/10.
1007/978-3-540-68044-4_2

39. Nagy Z, Lindstrom K, Westerburg H (2005) Diffusion tensor imaging on teenagers, born at
term with moderate hypoxic-ischemic encephalopathy. Pediatr Res 58:936–940. https://doi.org/
10.1203/01.pdr.0000186516.85702.61

40. Filley CM, Fields RD (2016) White matter and cognition: making the connection. J
Neurophysiol 116:2093–2104. https://doi.org/10.1152/JN.00221.2016/ASSET/IMAGES/
LARGE/Z9K0111638630003.JPEG

41. Acosta-Cabronero J, Nestor PJ (2014) Diffusion tensor imaging in Alzheimer’s disease:
insights into the limbic-diencephalic network and methodological considerations. Front
Aging Neurosci 6:266. https://doi.org/10.3389/FNAGI.2014.00266/ABSTRACT

42. Mayo CD, Garcia-Barrera MA, Mazerolle EL et al (2019) Relationship between DTI metrics
and cognitive function in Alzheimer’s disease. Front Aging Neurosci 11:436. https://doi.org/10.
3389/FNAGI.2018.00436/BIBTEX

43. Jacobs HIL, Hedden T, Schultz AP et al (2018) Structural tract alterations predict downstream
tau accumulation in amyloid-positive older individuals. Nat Neurosci 21:424–431. https://doi.
org/10.1038/s41593-018-0070-z

44. Song Z, Farrell ME, Chen X, Park DC (2018) Longitudinal accrual of neocortical amyloid
burden is associated with microstructural changes of the fornix in cognitively normal adults.
Neurobiol Aging 68:114–122. https://doi.org/10.1016/J.NEUROBIOLAGING.2018.02.021

45. Tang M, Chen X, Zhou Q et al (2015) Quantitative assessment of amyotrophic lateral sclerosis
with diffusion tensor imaging in 3.0T magnetic resonance. Int J Clin Exp Med 8:8295

46. O’Donnell LJ, Westin CF (2011) An introduction to diffusion tensor image analysis. Neurosurg
Clin N Am 22:185–196. https://doi.org/10.1016/J.NEC.2010.12.004

47. Tuch DS, Reese TG, Wiegell MR et al (2002) High angular resolution diffusion imaging reveals
intravoxel white matter fiber heterogeneity. Magn Reson Med 48:577–582. https://doi.org/10.
1002/MRM.10268

48. Tuch DS (2004) Q-ball imaging. Magn Reson Med 52:1358–1372. https://doi.org/10.1002/
MRM.20279

49. Fernandez-Miranda JC, Pathak S, Engh J et al (2012) High-definition fiber Tractography of the
human Brain neuroanatomical validation and neurosurgical applications. Neurosurgery 71:430–
453. https://doi.org/10.1227/NEU.0B013E3182592FAA

50. Tournier JD, Yeh CH, Calamante F et al (2008) Resolving crossing fibres using constrained
spherical deconvolution: validation using diffusion-weighted imaging phantom data.
NeuroImage 42:617–625. https://doi.org/10.1016/J.NEUROIMAGE.2008.05.002

51. Anazodo UC, Finger E, Kwan BYM et al (2018) Using simultaneous PET/MRI to compare the
accuracy of diagnosing frontotemporal dementia by arterial spin labelling MRI and FDG-PET.
Neuroimage Clin 17:405–414. https://doi.org/10.1016/J.NICL.2017.10.033

52. Du AT, Jahng GH, Hayasaka S et al (2006) Hypoperfusion in frontotemporal dementia and
Alzheimer disease by arterial spin labeling MRI. Neurology 67:1215–1220. https://doi.org/10.
1212/01.WNL.0000238163.71349.78

53. Diehn M, Nardini C, Wang DS et al (2008) Identification of noninvasive imaging surrogates for
brain tumor gene-expression modules. Proc Natl Acad Sci 105:5213–5218. https://doi.org/10.
1073/PNAS.0801279105

54. Zinn PO, Majadan B, Sathyan P et al (2011) Radiogenomic mapping of edema/cellular invasion
MRI-phenotypes in glioblastoma multiforme. PLoS One 6:e25451. https://doi.org/10.1371/
JOURNAL.PONE.002545

55. Panizzon MS, Fennema-Notestine C, Eyler LT et al (2009) Distinct genetic influences on
cortical surface area and cortical thickness. Cereb Cortex 19:2728–2735. https://doi.org/10.
1093/CERCOR/BHP026

11 Multimodal Noninvasive Imaging Strategies for Clinically. . . 201

https://doi.org/10.1016/J.NEURON.2009.07.003
https://doi.org/10.1007/978-3-540-68044-4_2
https://doi.org/10.1007/978-3-540-68044-4_2
https://doi.org/10.1203/01.pdr.0000186516.85702.61
https://doi.org/10.1203/01.pdr.0000186516.85702.61
https://doi.org/10.1152/JN.00221.2016/ASSET/IMAGES/LARGE/Z9K0111638630003.JPEG
https://doi.org/10.1152/JN.00221.2016/ASSET/IMAGES/LARGE/Z9K0111638630003.JPEG
https://doi.org/10.3389/FNAGI.2014.00266/ABSTRACT
https://doi.org/10.3389/FNAGI.2018.00436/BIBTEX
https://doi.org/10.3389/FNAGI.2018.00436/BIBTEX
https://doi.org/10.1038/s41593-018-0070-z
https://doi.org/10.1038/s41593-018-0070-z
https://doi.org/10.1016/J.NEUROBIOLAGING.2018.02.021
https://doi.org/10.1016/J.NEC.2010.12.004
https://doi.org/10.1002/MRM.10268
https://doi.org/10.1002/MRM.10268
https://doi.org/10.1002/MRM.20279
https://doi.org/10.1002/MRM.20279
https://doi.org/10.1227/NEU.0B013E3182592FAA
https://doi.org/10.1016/J.NEUROIMAGE.2008.05.002
https://doi.org/10.1016/J.NICL.2017.10.033
https://doi.org/10.1212/01.WNL.0000238163.71349.78
https://doi.org/10.1212/01.WNL.0000238163.71349.78
https://doi.org/10.1073/PNAS.0801279105
https://doi.org/10.1073/PNAS.0801279105
https://doi.org/10.1371/JOURNAL.PONE.002545
https://doi.org/10.1371/JOURNAL.PONE.002545
https://doi.org/10.1093/CERCOR/BHP026
https://doi.org/10.1093/CERCOR/BHP026


56. Paul S, Mukherjee S, Bhattacharyya S (2019) Network organization of co-opetitive genetic
influences on morphologies of the human cerebral cortex. J Neural Eng 16:026028. https://doi.
org/10.1088/1741-2552/AAFF85

57. Moon SW, Dinov ID, Kim J et al (2015) Structural neuroimaging genetics interactions in
Alzheimer’s disease. J Alzheimers Dis 48:1051–1063. https://doi.org/10.3233/JAD-150335

58. Jahanshad N, Rajagopalan P, Hua X et al (2013) Genome-wide scan of healthy human
connectome discovers SPON1 gene variant influencing dementia severity. Proc Natl Acad Sci
USA 110:4768–4773. https://doi.org/10.1073/PNAS.1216206110/-/DCSUPPLEMENTAL

59. Häkkinen S, Chu SA, Lee SE (2020) Neuroimaging in genetic frontotemporal dementia and
amyotrophic lateral sclerosis. Neurobiol Dis 145:105063. https://doi.org/10.1016/J.NBD.2020.
105063

202 P. Purohit and P. K. Roy

https://doi.org/10.1088/1741-2552/AAFF85
https://doi.org/10.1088/1741-2552/AAFF85
https://doi.org/10.3233/JAD-150335
https://doi.org/10.1073/PNAS.1216206110/-/DCSUPPLEMENTAL
https://doi.org/10.1016/J.NBD.2020.105063
https://doi.org/10.1016/J.NBD.2020.105063


Machine Learning Approach in Brain
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Abstract

Machine learning is widely used in visual data image analysis, recognition, and
classification. This chapter gives an introduction to this field and describes how
machine learning can be used in brain disorders diagnostics based on MRI and
optical imaging modalities.

Keywords

Machine learning · MRI · Brain optical imaging · Brain tumors · Disorders of
consciousness · Autism spectrum disorder · Alzheimer’s disease · Parkinson’s
disease · Multiple sclerosis

12.1 Introduction

Brain imaging helps achieve two goals: understanding brain functioning more
deeply and extracting specific features from experimental data, which allows dis-
criminating one brain state from another. The first breakthrough in brain imaging is
connected with the analysis of voxels and parametric spatial mapping technique,
allowing group analysis of brain structure and its functionality [1, 2]. The evident
drawback is an inability to catch an individual human’s brain state. A machine
learning (ML) concept gives this issue a fundamental solution. The latter is
associated with the so-called classification problem, solved by supervised ML
methods.

In total, there are four branches of ML. Supervised ML allows making a decision
about the belonging of a patient to one of the preliminarily determined classes.
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Supervised ML means that algorithms are trained on participants with established
belonging to these classes. A typical workflow for ML-based classification of brain
imaging data is shown in Fig. 12.1. Unsupervised ML algorithms allow us to make
conclusions about the presence of possible classes with unknown origins in unla-
beled data. Semi-supervised learning uses the benefits of both approaches mentioned
above. It is useful when the volume of the training dataset is small [3]. Reinforcement
learning uses a system of rewards and penalties to find an optimal solution for the
given machine learning problem. The design of such a system varies and depends on
the task.

Despite the achieved ML benefits, the following pitfalls exist in MP applications
[1]:

1. The best ML method does not exist. You can find the most optimal method for
specific data, but this method can fail in another situation.

2. Overfitting. A created data that fits the information well should have a necessary
level of generalization. An illustration of the overfitting is shown in Fig. 12.2. In a
small-volume dataset, we do not have enough information about the actual
boundary between groups, and this uncertainty decreases when additional data
appear. An appropriate split of dataset on training and testing samples and cross-
validation methods is needed to evaluate this model performance correctly.

3. Participants’ labeling relatively belongs to a specific class. Usually, it is
conducted at the stage of a disease’s evident clinical manifestations. A focus on
imaging patterns in early pre-clinical brain states is preferable [1].

Fig. 12.1 Typical workflow
for ML-based classification of
brain imaging data
[4]. (Reprinted under Elsevier
license no. 5161970366985)

204 Y. V. Kistenev and D. A. Vrazhnov



4. A majority of ML methods are “black-boxes.” Typical ML effectiveness criteria
like the ROC-AUC confusion matrix give practically nothing about brain func-
tionality disorder. A knowledge of informative features that affect brain state
signatures is needed [1]. Deep learning networks, having a lot of free parameters,
are good examples.

5. Data heterogeneity.When dealing with a very complicated biological system like
the brain, it is tough to find a set of informative characteristics that characterize its
current stage and functioning perfectly. As a rule, multiple concurrent features
sets can be extracted from experimental data. High-dimensional data models and
data fusion methods suit heterogeneous data analysis [5]. But the study of high-
dimensional data is closely related to the “curse of dimensionality” problem
[6]. The latter’s essence is associated with the exponential growth of the volume
of data needed for the classifier training, when the feature vector’s dimension
increases linearly. According to the central limit theorem, it is due to tending to
zero the difference between two random vectors when their dimension is
increased [7]. Data fusion can be conducted at three levels: merging the data
itself, obtained by various experimental methods, combining informative features
from different datasets, and merging various predictive models. All three levels
are closely related to the stages of the ML pipeline.

12.2 Brain Optical Imaging

Brain optical imaging is a functional visualization tool that allows noninvasive
imaging of hemodynamics and metabolism in the brain, studying its structure and
function in vivo, especially in the animal brain [8].

The major limitation of brain optical imaging is connected with the effects of light
scattering, causing image aberrations and penetration depth to decrease. A model-
based technique for sensorless adaptive optics aberration corrections based on
machine learning has been developed [9]. Similar aberrations are associated with
an unknown phase function. This model mimics the acquisition of scanning micro-
scope two-photon image, taking into account free parameters related to the sample’s
aberration. Machine learning uses preliminarily defined associations between

Fig. 12.2 An illustration of the overfitting [4]. (Reprinted under Elsevier license
no. 5161970366985)
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randomly generated phase patterns and image aberrations. Twenty pairs of spatial
light modulator (SLM) phase aberrations and reciprocal two-photon images were
recorded in total by photon counting. The recording frame rate was 30 Hz. The sum
of the first ten Zernike modes allows to compute probing phase modulations. The
corresponding coefficients are calculated from a uniform random distribution in the
[�1, 1] interval. The fluorescent beads images and the relations of numerically
simulated and experimental data are shown in Fig. 12.3.

The rows in Fig. 12.3 correspond to different examples of an aberration sample.
The first column contains probing modulation on SLM. The second column displays
photon counting images with the point spread function (PSF). The third column
preprocessed demonstrates images prepared for model fitting. The optimized model
simulation results are given in the fourth column. The size of the image is
40 � 40 μm [9].

Near Infra-Red (NIR) light penetrates a biological tissue more actively than being
visible due to light scattering and absorbance properties at longer wavelengths. The
effective tissue penetration depth is about 1–2 cm because of a transparency window
at wavelengths ranging from 650 to 950 nm. The second transparency window lies
between 1000 and 1350 nm (Fig. 12.4) [10, 11]. The penetration depth depends on
the photon propagation regime, from the (quasi)ballistic (typically �1 mm in soft
tissue) to the diffusive regimes (typically �10 mm in soft tissue), up to the dissipa-
tion limit (~10 cm in soft tissue) [12]. Optical tissue clearing based on diffusion of

Fig. 12.3 Correspondence between computationally generated and experimentally measured.
(Taken from [9])
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special agents into tissue, which cause temporal reducing its scattering and absorp-
tion properties, allows increasing depth of optical waves tissue penetration [13].

Neural activity can be studied by the neurovascular coupling (NVC) approach.
The latter uses the spatial and temporal correlation between neural activity and
hemodynamic responses [14]. The following are NVC optical methods:
(a) intrinsic signal optical imaging, (b) functional near-infrared spectroscopy
( fNIRS) [15], (c) diffuse correlation spectroscopy (DCS) [16]. The latter specificity
is using speckle images of diffusely reflected light in tissue to analyze the motions of
red blood cells with high temporal resolution (up to 100 Hz) and large penetration
depth (up to ~1.5 cm). This approach uses a modification of the Beer-Lambert law,
taking light scattering into account, to get correct estimations of relative oxygenation
levels [17].

Neurons have a complicated spatial structure: the length of the axon (up to a few
millimeters) is far larger than its diameter (1 μm) [18, 19]. Therefore, a neuron’s
conventional 3D optical imaging is impossible. Several direct hardware-oriented
solutions were proposed. For example, the spinning disk scanning technique allows
block-face serial microscopy tomography to acquire images of a mouse brain with a
resolution of 0.7 � 0.7 � 5 μm and reduce imaging time up to several hours
[20]. Structured illumination microscopy (SIM), using a high-speed micro-mirror
device with a voxel size of 0.32 � 0.32 � 2 μm, was created, providing a mouse
whole-brain imaging in 77 h [21]. A deep learning big data processing has the
potential to overcome this limitation of optical devices [22]. The combination of
automatic histological sectioning and optical microscopy leads to a new hardware-
oriented approach [23], for example, whole-brain imaging by deep-learning-based
fluorescence micro-optical sectioning tomography (DL-fMOST) [24]. A comparison
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of maximum intensity projections (MIP) of mouse brain coronal sections acquired
by the created method and the SIM is shown in Fig. 12.5 [24].

Optical coherence tomography is an optical method of real-time visualization of
tissue structure with a spatial resolution of several micrometers. OCT was shown to
differentiate tumorous and healthy brain tissues [25–27]. A machine learning tech-
nique was developed to separate brain malignant tumorous from healthy tissues
[28]. The total number of the brain cancer tissue samples B-scans was 14.336. A
machine learning pipeline included texture features extraction from B-scans, princi-
pal component analysis for noise and dimensionality reduction, and a support vector
machine for the classification. The optimal texture parameters were computed by a
grid search procedure. The example of the application of the algorithm for a
threshold accuracy of 90% is shown in Fig. 12.6. Histology was used as a reference

Fig. 12.5 DL-fMOST imaging of a Thy1-GFP M line mouse brain. (a–c) 200-μm-thick images of
different coronal sections (2 mm interval) reconstructed by SIM and a deep-learning network
prediction. Arrows at the top right corner indicate the locations of the coronal sections. (d) Enlarged
views of the white rectangles in (c). The wide-field image is shown for comparison [24]
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method. The authors reported the minimization of the metastases risk by using the
developed approach and optimizing the tumor resection.

The ex vivo estimation of extravasation into the brain can be performed
employing transcardial perfusion. Still, its efficiency can be significantly decreased
by the influence of the pathological remodeling process, particularly in tumor
vasculature. This problem was solved by combining 3D imaging, machine learning,
and optical clearing methods [29]. The authors created two effective machine
learning algorithms, providing a measurable characteristic of both blood vessels’
structure of a tumor and compound extravasation patterns. It is a new semiautomatic
computer vision technique for sample analysis.

12.3 Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) is a set of 2D intensity maps visualizing brain
slices. Each map can be considered as a grayscale image, and computer vision
algorithms can be applied to a region of interest estimation (segmentation). Some
studies analyze the whole set of maps as 3D images, but the computation cost of
processing such objects is exceptionally high, so GPU or computer clusters are
needed. Computer vision algorithms allow detecting edges of brain regions, restor-
ing damaged/noisy images, and performing segmentation of MRI. The first two tasks
are axillary, while segmentation is the most interesting. Image segmentation is
usually performed by the Machine Learning (ML) pipeline (see Fig. 12.7). The
ML methods can be roughly divided into two classes, depending on how image
features are generated. The “hand-crafted” features class includes methods with
explicitly defined feature creation algorithms together with classification or
clusterization. On the opposite side is deep learning methods, which have feature
creation embedded into classification/clusterization of artificial neural networks [1].

Fig. 12.6 Results of the grid search for the best SVM classification accuracy achieved for the two
studied tissue types (a) necrosis, (b) vital tumor [28]
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12.3.1 MRI Modalities

There are three major types of MRI, namely: structural MRI (sMRI), diffusion MRI
(dMRI), and functional MRI (fMRI). sMRI includes T1-weighted (T1-w) and
T2-weighted imaging (T2-w) and gives a detailed static information of brain anat-
omy. dMRI generates diffusion of water molecules vector for each voxel. Fractional
anisotropy (FA) and mean diffusivity (MD) are the main quantitative features of
dMRI, allowing to find pathologies in the subtle white matter fiber tract. fMRI

Fig. 12.7 A standard
machine learning pipeline for
MRI processing
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includes resting-state fMRI (rsfMRI) and task fMRI. These modalities can obtain
dynamic physiological data because they are connected to the oxygen saturation in
blood [30]. The brain’s resting state is described by the metabolism, which, in turn,
depends on blood oxygenation. Thus, the pathology of functional network connec-
tivity can be revealed by fMRI. sMRI images are usually time independent. In
contrast, dMRI and fMRI are time sequences. The examples of different modalities
are presented in Fig. 12.8.

MRI technique computes various proton relaxation times allowing tissues differ-
entiation [32]. Longitudinal (T1) is the time required for excited protons to return to
equilibrium. It highlights the bone marrow and subcutaneous fat tissues while
cerebrospinal fluid remains dark. Transverse (T2) time indicates the decaying of
MR signal in the corresponding plane. It visualizes both adipose and water-based
tissues. Two main parameters in the MRI study are Repetition Time (TR) and Time
to Echo (TE). TR is a temporal period between pulse sequences on a single slice. TE
is the time required for the RF pulse to reach the target and reflect. T1-weighted
(T1-w) images correspond to short TE and TR times (approximately TR ¼ 500 ms,
TE ¼ 14 ms), while T2-weighted (T2-w) obtained by longer TE and TR times
(approximately TR¼ 4000 ms, TE¼ 90 ms). A very long TE and TR time allows to
generate the so-called fluid attenuated inversion recovery (Flair) (approximately
TR ¼ 9000 ms, TE ¼ 114 ms). The difference between them can be seen in
Fig. 12.9.

12.3.2 MRI Image Preprocessing

Preprocessing the MRI data is required because image artifacts, intensity heteroge-
neity, etc., can lead to poor segmentation, classification quality, and misdiagnosis of
the disease. The list of preprocessing methods depends on MRI modality—time-
dependent dMRI and fMRI requires additional head motion compensation
algorithms. Static MRI requires intensity registration, standardization,
re-orientation, denoising, inhomogeneity correction, skull-stripping, and
de-oblique [33]. Several automated preprocessing tools for fMRI [34, 35] and
dMRI [36] were recently presented.

Fig. 12.8 Examples of sMRI (a), dMRI (b), and fMRI (c) images. (Taken from [31])
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12.3.2.1 Denoising
The random noise that occurs during image acquisition can be removed by various
techniques. Low-pass filters can remove high-frequency noise, making edges blurry
[37]. Fourier filters look more effective [38], eliminating specific noise-related
components. They assume that noise has the same characteristics over the image,
which is generally not valid. Wavelet filters [39] are more flexible due to localization
both in frequency and time. The drawbacks of the approaches mentioned above give
rise to nonlinear filters, such as anisotropic diffusion (edge-preserving property),
non-local means filter (keeps the underlying anatomy), and collaborative filtering
[40, 41]. Deep learning methods like DnCNN [42] also show good potency in this
field [43, 44] (see Fig. 12.10).

12.3.2.2 Inhomogeneity Correction
A low-frequency variation in MRI image intensity occurs due to intensity decline
(see Fig. 12.11). The correction of such inhomogeneity is performed mainly by
modeling the bias of the field by an expectation-maximization algorithm and by
histogram-based methods [46]. The least-squares generative adversarial neural net-
work can rectify intensity inhomogeneity artifacts, so predicted segmentation results
coincide with ground truth, and values of standard Structural Similarity Index and
Peak Signal-to-Noise Ratio are higher than alternative methods [47].

12.3.2.3 Skull-Stripping
The skull-stripping procedure removes non-brain tissue from consideration, increas-
ing the accuracy of applied supervised and unsupervised ML techniques [35, 41]. An
automatic skull-stripping method SMHASS (Simplex Mesh and Histogram Analysis
Skull Stripping) uses deformable models and histogram analysis [49]. The creation
of the deformable model requires an optimal starting point and rough morphology-
based segmentation was made. Additionally, this step was to model the image’s gray
level, in turn, to control simplex mesh deformation. Another automated approach

Fig. 12.9 Examples of T1-weighted, T2-weighted, and FLAIR images [32]. Cerebrospinal fluid
has high intensity on T2-weighted images

212 Y. V. Kistenev and D. A. Vrazhnov



called HEAD (Human Encephalon Automatic Delimiter) combines mathematical
morphology and histogram analysis to achieve accurate brain segmentation
[50]. These approaches suffer from two major drawbacks: morphology results
depend on fixed parameters (shape and size of structural elements), and optimal
values for them can be found only during experiments; the rough segmentation also
requires human assistance to set a start point. A good review and classification of
skull-stripping methods can be found elsewhere [51] (see Fig. 12.12). An example of
a skull-stripping procedure can be seen in Fig. 12.13.

Deep learning methods can be 2D and 3D. A 2D neural network designed for
segmentation, such as fully connected U-NET [52], encoder-decoder SegNet [53],

Fig. 12.10 AIR™ Recon DL performance at different denoising levels in a phantom and in vivo.
Original raw images in a cropped portion of the large ACRMRI phantom (a) and in vivo (e). AIR™
Recon DL images at denoising levels of 0.30 (b, f), 0.75 (c, g), and 1.0 (d, h). Different images (i–k)
between the in vivo images reconstructed with and without AIR™ Recon DL show constant ringing
suppression but with the specified denoising level. Structures visible at edges in the different images
represent removed truncation artifacts, not losing details. In all cases, AIR™ Recon DL removes
ringing from the raw images (red arrows); motion artifacts in the in vivo image (yellow arrows) are
unchanged. AIR™ Recon DL is insensitive to scaling of the source images, which differ by
approximately an order of magnitude in this example. (Reprinted by permission from Marc
R. Lebel [45])
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and different versions of DeepLab [54], requires thousands of annotated images but,
once trained, show excellent performance [51]. A 3D network can be modifications
of 2D ones, like 3D U-Net [55], but they are incredibly time-consuming to train.

12.3.2.4 Registration
The registration refers to an alignment of MRI images of one brain from different
sources by projecting them to a standard space like MNI or by combining several
MRI modalities for further analysis [52]. A simple approach is called principal axes
and assumes that the brain has an ellipsoid shape, so it has three features: center of
mass and major and minor axes. An eigenvalue decomposition operation can
perform aligning images using them [53]. Another approach is using correlation
and Fourier Transform (FT). First, two images are projected by FT. Second, the
result is projected to polar coordinates, and finally, the angle of image rotation is
found by correlation. An optical flow-based method that uses differential flow
estimation is fully automatic and takes into account intensity variations of the images
[54]. The most complex algorithm is the public available Automated Image Regis-
tration (AIR) method. It uses all image pixels to define a single, global transforma-
tion. The AIR advantages include full automatization, applicability for various

Fig. 12.11 Inhomogeneity correction examples: (a) original images; (b) estimated bias field; (c)
bias field correction images; and (d) segmentation results. (Taken from [48])
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experimental methods, no necessary of landmark identification, and an iterativity of
the algorithm [55].

12.3.2.5 Intensity Standardization
The study of images obtained from different scanners requires intensity
standardization by histogram matching [56] applied before the segmentation stage.
GetNet is a modification of ResNet neural network architecture [57]. It was trained
on the ImageNet dataset and tested on 12,000 synthetic MRIs, created by BrainWeb
and the author’s random gain generator, and compared to the N4ITK algorithm
[58, 59]. It uses a low-frequency gain field of size 16 � 16, computed from an input
image of size 256� 256. The mean absolute error, calculated for cerebrospinal fluid,
GM, and WM on the original and corrected images, shows improvement up to tenth
order. The example of intensity standardization can be seen in Fig. 12.14.

12.3.2.6 De-oblique
The particular type of scanning (oblique) is used to avoid humidity in the nose and
eyes, which, in turn, causes visual artifacts on MRI images. The bonus of using
oblique is in lower noise level compared to MRI without oblique [60]. De-oblique
can be performed by a free software AFNI (Analysis of Functional NeuroImages),
3drefit function [35, 61]. The example of the de-oblique procedure can be seen in
Fig. 12.15.

12.3.2.7 Re-orientation
Re-orientation of images is needed if they have different orientations and are applied
before the registration stage [35]. The idea of re-orientation is shown in Fig. 12.16. It
can be performed by the “3dresample” function in the AFNI package.

Fig. 12.13 Skull-stripping example. The skull was removed, and only the brain remains. (Taken
from [51])
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12.3.2.8 Motion Compensation
Various motion compensation and eddy current correction of fMRI and dMRI
methods and their combinations were studied, but no perfect solution was found
[62–65]. Several problems were highlighted: motion can increase the fractional
anisotropy metrics for low anisotropy regions and vice versa; residual motion effects

Fig. 12.14 Intensity standardization example. (a) Original MRI slice, (b) Same slice with intensity
inhomogeneity correction, (c) Another slice with both intensity inhomogeneity correction and
standardization [56]. (Reprinted under Elsevier license no. 5161971050868)

Fig. 12.15 Illustration of de-oblique procedure. (Taken from [35])

Fig. 12.16 Illustration of re-orientation process. (Taken from [35])
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affect the data despite movement correction techniques applied; the strength of
connections inside the brain of different people is reduced, while the strengths of
inconsistent connections are increased; the motion effects depend on the
tractography algorithm applied for dMRI [62, 66]. A free tool for motion artifact
removal for dMRI images is available [63, 67]. The comparison of various motion
correction tools for fMRI is presented in Ref. [68].

A list of widely used neuroimaging data processing tools is presented in
Table 12.1. After proper preprocessing of MRI is made, next step is to construct
features and segment images. The choice of particular algorithms confides in brain
pathology study and the amount of data available. Later, we will discuss brain
pathologies and the application of specific ML methods.

12.4 Brain Pathologies

12.4.1 Brain Tumors

Brain tumors are solid ones with various shapes, textures, locations, and are the most
frequent oncology reason for child mortality. Almost half of the brain tumors arise
from the posterior fossa located between the cerebellum and foramen magnum. Such
tumor location makes surgical resection possible, yet the chance of the occurrence of
pathologies is very high. Successful surgery requires knowledge of tumor type and
its boundaries. Depending on the location, brain tumors are classified into gliomas,
central nervous system lymphomas, neuromas, pituitary tumors, and
meningiomas [69].

An ML pipeline with hand-crafted features was used in [69] to classify pediatric
brain tumors. 124 pediatric patients with posterior fossa tumors
(55 Medulloblastomas, 36 Pilocytic Astrocytomas, 26 Ependymomas, 4 Atypical
Teratoid Rhabdoid Tumors, and 3 other low-grade tumors) were scanned using
dMRI across 12 different hospitals and 18 different scanners. Images were created

Table 12.1 A list of widely used neuroimaging data processing tools

Package name Modalities Link

SPM (Statistical
Parametric Mapping)

fMRI, PET,
SPECT, EEG,
MEG.

https://www.fil.ion.ucl.ac.uk/spm/

AFNI (Analysis of
Functional NeuroImages)

sMRI, fMRI, dMRI https://afni.nimh.nih.gov/

FSL (FMRIB Software
Library)

sMRI, fMRI, dMRI https://fsl.fmrib.ox.ac.uk/fsl/fslwiki

FreeSurfer sMRI, fMRI, dMRI,
PET

https://surfer.nmr.mgh.harvard.edu/

Workbench Data from
ConnectomeDB

https://www.humanconnectome.org/
software/connectome-workbench

fMRIPrep fMRI https://fmriprep.org/en/stable/
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with b ¼ 0, b ¼ 1000 s/mm2 parameters. The apparent diffusion coefficient (ADC)
maps generated by the clinical PACS systems were used as input data to create
180 bin histograms. Specific post-processing includes computation of first and
second-order statistical moments, Skew, Kurtosis, and the various quantiles used
to create feature vectors. Next, principal component analysis was applied to lower
the dimensionality of feature vectors and reduce noise. The results were classified by
supervised learning: Naïve Bayes (NB) and Random Forest algorithms. Validation
of the predictive models was performed by ten-fold cross-validation.

Another machine learning model for the diagnostic of brain tumor constructed
with backpropagation ANN and trained on T2-w images was introduced in [70]. 304
T2-w scans, made up of 247 tumors and 57 healthy brain images, were collected
both in Shenjing Hospital of China Medical University and Beijing Tian Tan
Hospital of Capital Medical University. The data validation split was in proportion
of 214/87 of training and test samples, respectively. Trained dataset includes
177 tumors and 40 normal brain images. The test dataset includes 70 tumors and
17 normal brain images. A new thresholding procedure for background removal
based on low order statistics was proposed. The histogram equalization procedure
intensified image contrast, and Gaussian kernel filtering was used for noise removal
before it. Specifics of T2-w tumors have a higher intensity than healthy ones, so Gray
Level Co-Occurrence Matrix (GLCM) was computed with the following parameters:
the direction is 180�, the offset is 1. The final texture features were constructed based
on various GLCM elements: homogeneity, entropy, energy, contrast, and correla-
tion. The classification improvement was performed by applying an extended
set-membership filter (ESMF). The idea of ESMF is to use the prediction-correction
framework to incorporate observation data into the prediction model.

12.4.2 Disorders of Consciousness

Consciousness is described by two main components: wakefulness and awareness.
Disorders of consciousness (DOC) means the severance between them. Patients with
DOC can be classified into three categories: vegetative state (VS), also known as
unresponsive wakefulness syndrome, minimally conscious state (MCS), and
emerging from a minimally conscious state [71]. The neural mechanisms of DOC
are still unclear, so such studies can help understand the organization of conscious
process.

DOC was investigated by fMRI analysis in [71]. The study includes 56 patients
with severe brain injuries diagnosed as DOC. Only 38 patients were selected after
the inclusion criteria check. The controls group consisted of healthy subjects with
mean age 41. The data was handled by the Data Processing Assistant for Resting-
State fMRI (DPARSF) toolbox [72]. Also, T1-weighted images were coupled with
the fMRI and divided into three classes by the Diffeomorphic Anatomical Registra-
tion Through Exponentiated Lie algebra tool: cerebrospinal fluid (CSF), white
matter (WM), and gray matter (GM). A regression was used to remove noisy data
from the CSF, WM, linear trends, global signal, and Friston 24-parameter model
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[73]. A motion filtering procedure (scrubbing), when TRs with excessive motion or
signal deviation are removed, was performed. The variance analysis of the mean
framewise displacement shows that there was no significant difference among
groups under study (F(2, 76) ¼ 10.5, P < 0.001). In the last step, acquired data
was projected to Montreal Neurological Institute (MNI) space and transformed to
voxels of 3 � 3 � 3 mm dimensions. The signal-to-noise ratio was enhanced by the
Gaussian smoothing procedure with 6 mm kernel size. Each voxel was represented
by the average square root of power in the low-frequency range of low-frequency
fluctuation (ALFF) feature amplitude. The modification of ALFF by the restraining
nonspecific signal components is called fALFF. The dynamic fALFF (dfALFF)
features were computed by the sliding time window analysis and included the
standard deviation, mean, and coefficient of variation (CV) of fALFF values. The
246 brain regions were selected according to the human Brainnetome Atlas and
average dfALFF, and CV values for these regions were used as a feature vector.
Together with the static fALFF features, computed and the different frequency
bands, they were classified by the linear kernel SVM. The five-fold CV was used
to validate models.

12.4.3 Autism Spectrum Disorder

A complex state related to brain development is an autism spectrum disorder (ASD).
ASD affects the social communication, restricted interests, and repetitive behavior of
a patient. Autism is highly heritable and considered a lifelong disease with different
degrees of impairment in the functioning of individuals. Precise diagnostics in the
early stages of ASD may drastically raise patients’ quality of life. Diagnosis of ASD
is difficult because of complicated pathogenesis. There is currently no unbiased ASD
biomarker, and diagnosis is made according to direct behavior observations by the
specialist and clinical interviews [74]. The analysis of functional connectivity of
healthy and ASD subjects’ differences in GM and WM volumes calculated by MRI
can be a promising tool for creating a neurological ASD biomarker. This complex
task with latent information is ideal for machine learning methods [75].

Accent in studies of MRI brain imaging of autism spectrum disorder moved from
sMRI to fMRI [74]. The availability of open databases like the Autism Brain
Imaging Data Exchange (ABIDE) [76] increased the sample size. However, a
negative correlation between classification score and the sample size was found
(see Fig. 12.1). The preprocessing methods are usually data-dependent and are out of
the scope of the work [74]. Feature engineering must consider the unique advantages
of imaging modalities, so anatomical features (GM and WM volume, cortical
morphology, geometry, WM microstructure descriptors) are used in sMRI [77–
82]. Functional connectivity is the main feature for fMRI [83–85], along with
regional homogeneity (ReHo), ALFF, and network metrics. The spatial relations
of brain regions can be described by constructing features from voxels, predefined
regions of interest (ROI), and networks (interaction profiles of a set of voxels or
ROI) [86, 87]. The high dimensionality of the data under study requires a feature
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selection step, so Principal and Independent component analysis, Recursive feature
elimination, and LASSO are applied.

Major ML classification tools are presented in Fig. 12.17. The classification
results are validated by CV methods: k-fold CV, leave-one-out CV, and stratified
k-fold CV. Receiver Operator Characteristics (ROC) analysis proves that the predic-
tive model performs better than random guessing. The confusion tables can be
additionally tested by McNemar’s and Friedman’s tests [88]. The ML methods are
susceptible to the dataset’s quality, including classes intersections and bias. Future
work aims to gather large-scale datasets that consider significant gender bias and
comorbidity information. Another option is to analyze multi-modal data via data
fusion techniques [89]. The complexity of the predictive models often comes at the
cost of model transparency and interpretability [90].

12.4.4 Alzheimer’s Disease

Alzheimer’s Disease (AD) is a progressive brain disorder that can lead to the death
of entire nerve cells, tissue loss, and fatal for the patient. It is the most common form

Fig. 12.17 The negative correlation of accuracy and sample size (a), proportions of ML methods
(b), and accuracy distributions of corresponding methods (c) [74]. (Reprinted under Elsevier license
no. 5161940506706)
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of dementia, with no effective drug therapy or surgery. Patients with AD first
develop subtle memory loss and personality changes compared to healthy people.
Also, they are particularly susceptible to depression. AD development takes decades,
and early clinical stage diagnostics is complicated.

An sMRI brain imaging makes significant advances in Alzheimer’s Disease
(AD) diagnostics. There are three stages of AD: early, middle, or prodromal, also
called Mild Cognitive Impairment (MCI), and late. The difference between them is
hard to distinguish due to the hidden development of AD. Morphological brain
characteristics like hippocampal volume, cortical disease, and subcortical volume
coupled with texture analysis and longitudinal biomarkers are applied to voxels to
construct “hand-crafted” features [91–95]. The common problem of sMRI image
analysis needs much expert knowledge [96]. An alternative approach is to use
machine learning techniques to automatically create the best features for a given
sMRI dataset [97–99]. A more complex approach incorporates 3D information into
convolutional neural networks architecture [100–102]. Improved classification can
be obtained by specifying ROI and removing irrelevant information from consider-
ation [103–105]. The following datasets can be used for the study of AD: ADNI-1
and ADNI-2 (Alzheimer’s Disease Neuroimaging Initiative [106]); MIRIAD (Mini-
mal Interval Resonance Imaging in Alzheimer’s Disease [107]) (see Table 12.2).

An example of the preprocessing of sMRI images for AD study can be found in
[96]. It includes anterior commissure-posterior commissure correction. Intensity
inhomogeneity caused by shading artifacts was removed by the N3 algorithm
[108] (see Fig. 12.18). An example of N3 correction can be seen in Fig. 12.2.
Regions of interest were selected by skull stripping and removing invalid areas
while the brain locations remained. The intensity of images was corrected by
min-max normalization. The images were resized to 90 � 90 � 90 for the input of
CNN.

12.4.5 Multiple Sclerosis

Multiple Sclerosis (MS) is another demyelinating disorder of the central nervous
system, damaging nerve fibers and cells that produce myelin. MS has four stages,
and it isn’t easy to distinguish between them [110–113]. The damage of myelin

Table 12.2 Alzheimer’s
disease dataset short
description

Dataset Class Number of subjects

ADNI-1 NC 199

MCI 332

AD 141

MIRIAD NC 23

AD 46

ADNI-2 NC 146

MCI 114

AD 111
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sheath decreases fat and increases water on MRI scans as an area of high intensity or
lesions [33]. MRI datasets for MS lesion analysis are MICCAI 2008 [114], MICCAI
2008 [115], ISBI 2015 [116], The 2015 Longitudinal MS lesion segmentation
challenge [117], simulated MRI volumes at BrainWeb [118], and eHealth Lab
[119]. Following MRI modalities are used for MS lesion segmentation: 2D and 3D
T1-w scans can be used to differentiate GM and WM tissues, T2-w coupled with
T1-w scans to obtain T1/T2 ratio as a measure of tissue integrity T2-FLAIR and
T1-w images to classify lesions. Low-level preprocessing uses a common pipeline
(Fig. 12.1). The segmentation can be made by trained 2D or 3D convolutional neural
networks (CNN) [120–122] with U-Net [52, 123–125] and FCN [126] architectures.
Another well-suited architecture is Generative Adversarial Networks [127–131].

Another study of MS was conducted in [132]. The training set consists of 6322
patients, while the test set volume is 3068 patients. The following parameters were
similar to all datasets: Expanded Disability Status Scale (EDSS), disease duration,
and demographic data. 13 of 18 MRI measured features showed a significant
difference. These features were processed by SuStaIn algorithm [123]. The goal
was used to estimate groups depending on the quantitative characteristics of
biomarkers instead of commonly used periods. It can be a prominent approach
because it considers individual features of patients, which is a step towards
personalized medicine. The ML pipeline used in this study is presented in Fig. 12.19.

12.4.6 Parkinson’s Disease

Parkinson’s disease (PD) damages neural cells in a special brain region (substantia
nigra) that produce dopamine. The symptoms are different from one patient to
another and develop very slowly. Though the disease is not fatal, there is no cure,
only treatment with drugs and surgery. The severity of PD is usually measured by
Unified Parkinson’s Disease Rating Scale (UPDRS). The classification of PD is as

Fig. 12.18 N3 algorithm performance: (a) original image and (b) after N3 correction. (Taken from
[109])
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follows: tremor-dominant (TD) and postural instability/gait difficulty (PIGD)-
dominant [133].

Parkinson’s disease was studied by fMRI [133]. The dataset includes 96 PD
patients: 57 were TD, and 39 were PIGD. Preprocessing steps include a temporal
band-pass filter (0.01–0.08 Hz), removing noisy data, head motion correction, slice
timing, transformation to the MNI space, creating isotropic 3 � 3 � 3 mm sized
voxels, linear detrending, and nuisance covariates regression. The following features
were used: mean ReHo, voxel-mirrored homotopic connectivity (VMHC), mean
ALFF, functional connectivity (FC), and degree centrality (DC). Correlation analy-
sis and spatial smoothing create a connectivity matrix, the upper part containing
6670 values used as final features. Feature selection was performed by z-score
standardization, t-test correction, and p-value thresholding, followed by LASSO
regression [134]. Finally, Spearman’s rank correlation analysis (threshold was set
to 0.8) was applied to eliminate multicollinearity. The most informative features
were fed to the Radial-Based (RBF) kernel Support Vector Machine. The AUC
analysis validated the resulting predictive model. RBF SVM does not allow us to
understand each feature contributing to the prediction result. Thus, the SHAP

Fig. 12.19 A pipeline for the study of MS using 19 datasets. (Taken from [132])
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algorithm [135] was applied, and it was discovered that mean ReHo and FC of the
frontal regions are most informative.
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Abstract

Nervous system, the commanding center in our body, has an important functional
role in regulating and controlling various physiological activities. However, the
exact neural or cellular pathways that regulate these activities are unclear. So it is
necessary to delineate neural circuits to understand their functional implications
and their involvement in different neurological disorders. There are currently few
techniques like fMRI, EEG, etc. employed to dissect the functional role of the
nervous system but with some limitations to access the whole brain. Smaller
animal models like Drosophila offer many genetic tools to address the functional
dissection of neural circuits. It helps to understand the specific neural circuit and
its regulation in different brain functions. In this chapter, we discuss two such
brain mapping techniques: FLP/FRT and MARCM system. By employing these
two methods, the inhibitory GABAergic and Cholinergic excitatory neurons
distributed across different layers in the visual system (optic lobe) of Drosophila
are analyzed.
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13.1 Introduction

Nervous system in animals is considered the commanding center in our body, and it
controls movements, thoughts, learning, memory, and all physiological activities,
including digestions, breathing, sleep, development, etc. The nervous system
consists of neurons that process and send signals to different body parts. Neurons
use both electrical and chemical signals in neurotransmitters for these
communications. In addition, different types of neurons perform different functions
and carry different types of signals. For example, motor neurons signal muscle to
move, sensory neurons receive information from various sense organs, and
interneurons process the information accumulated by the sensory neurons. However,
the presence of billions of neurons within the nervous system is the greatest
challenge for neuroscientists to understand the functioning of the system in detail
and at the neural circuit level. Moreover, a detailed understanding of the nervous
system is also necessary to deal with different disorders of nervous system. Such
challenges lead scientists to discover different brain imaging or mapping techniques
to understand brain function [1].

Brain imaging techniques used in human studies have certain technical
limitations. For example, functional magnetic resonance imaging (fMRI) technique
offers spatiotemporal resolution that is far below at the single-neuron resolution.
Another well-used approach, like electroencephalography (EEG), allows only partial
and indirect access to the different parts in brain [1, 2]. In a vertebrate animal model
like rodents, brain activity is recorded using fluorescent-mediated calcium sensor
GCaMP using head-mounted microscopes while the animal moves in its experimen-
tal environment [3–6]. However, such technical advances have limitation with
access restricted to a small portion of the brain. Thus, it is impossible to understand
other brain regions’ involvement. Therefore, neuroscientists turned into analyzing
smaller animal models such as the C. elegans, zebrafish, and Drosophila for neural
circuit analysis. In these smaller animals, the whole brain can be imaged at the level
of a single neuron with much higher temporal and spatial resolution than the
vertebrate animal model [5, 7–10].

Drosophila melanogaster is a promising genetic model system, and it promises to
provide new insights into visual information and related processing steps
[11, 12]. Thus, it gives neuroscientists opportunities to analyze the brain dynamics
that are generated in complex neural circuits. In addition, the whole-cell recording in
movement detector neurons called lobula plate tangential cells in fruit fly, Drosoph-
ila melanogaster [13, 14] and in other larger flies suggested a common computa-
tional processing within the visual circuitry of all dipterans compound eye
[15]. Drosophila offers distinct genetic tools which can be used for cell-specific
expression of transgenetically encoded calcium indictors [11, 12, 16, 17],
temperature-sensitive neuronal inhibitors [18], and genetic actuators [19] of neural
regulations make Drosophila a powerful genetic experimental animal for analyzing
different types of neural processing [13, 20, 21].
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13.2 Brain Mapping Techniques in Drosophila

The central nervous system (CNS) in Drosophila contains around 1,35,000 neurons.
It is far fewer than 100 million neurons in mice or 1.3 billion neurons in macaque, or
approximately 20 billion neurons in humans [22]. The CNS in Drosophila can be
studied by analyzing a smaller set of populations using different brain mapping
techniques at the single-cell resolution. Drosophila has many transgenic methods to
map the CNS at the level of single or few cell types. This chapter discusses two such
methods, FLP/FRT (Flippase Recombinase/FLP Recognition Target) and MARCM
(Mosaic Analysis with Repressible Cell Marker). These two techniques are used in
analyzing inhibitory [23] and excitatory [24] neurons in the Drosophila optic lobe.

13.3 FLP/FRT System

A flippase recombinase/FLP recognition target (FLP/FRT) technique used for
mediating site-specific DNA recombination. The Gal4-UAS, in combination with
FLP/FRT system, can be used for generating a cell mosaic system [11, 12, 23, 25]. In
the FLP/FRT system, two Flippase Recognition Target (FRT) sites are inserted at
transpositions in chromosomes that are homologous to each other. It also includes a
gene that is mutated and a reporter for expression inserted next position to the two
FRT sites. The late second or third instar larvae carrying heat-shock flippase inserted
FRT cassette carrying GFP construct and Gal4 driver of interest are heat-shocked by
keeping at 37 �C using a water bath for 45–60 min to induce the mitotic recombina-
tion. An additional 1-h heat-shock protocol can be added in the following days to
increase the frequency of mitotic clones [26]. In a heterozygous parental cell, the
site-specific mitotic recombination is mediated by FLP/FRT between FRT sites. The
chromosomes that undergo recombination are separated into two daughter clones in
cells. In that one clone carries mutant homozygous alleles. At the same time, the
other clone carries double reporter alleles which are expressed in other tissues. All
the remaining clones or cells will have one reporter and one mutant allele [23, 25–
29] (Fig. 13.1).

In FLP/FRT system, the mitotic recombination requires cellular propagation. So
such a system can be the best tool for the cell-lineage analysis and developmental
defects. However, in conservative FLP/FRT genetic labeling systems, the mutant
clones are invisible or negatively labeled. At the same time, the twin and the other
background tissue are highlighted/labeled with the Green Fluorescent Protein (GFP)
reporter [26–29].
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13.4 Mosaic Analysis with Repressible Cell Marker (MARCM)
System

MARCM is a genetic technique used for labeling single cells or multiple cells in the
Drosophila model. In the MARCM method, a reporter gene such as GFP or other
toxic molecules is placed in such a way that it will be driven by Gal4 gene. In
parallel, the Gal80 gene is expressed under the control of a strong promoter like
tubulin P. Functionally, Gal80 is an inhibitor of Gal4. Gal80 will suppress the
expression of GFP. The tubP-GAL80 part is placed in distal position to an FRT
site. A second FRT site is introduced in transposition to the GAL80 insert site. A
heat-shock-induced FLP recombinase will recombine the chromosomes in cells
undergoing mitosis at the two FRT sites. These cells will divide into two daughter
cells that are homozygous. The daughter cell in the absence of GAL80 will be
labeled with GFP expression that is driven by the Gal4 driver. All subsequent
dividing daughter cells from the above progenitor cell will drive GFP expression
[30–32] (Fig. 13.2).

Fig. 13.1 FLP/FRT-mediated genetic labeling system consists of mutation (indicated by black
box), and the reporter or GFP is placed distal position to FRT sites. The FRT site is inserted at
transpositions of homologous chromosomes. Heat-shock-induced flippase (FLP) activity promotes
FRT-site-specific recombination in DNA and the chromosomes that are recombined and segregated
to two daughter cells. One of the cells will carry mutated homozygous alleles. The cell will have
GFP-labeled neurons. The two daughter cells develop subsequently into two different cell clones
followed by several rounds of cell division
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13.5 Optic Lobe in Drosophila melanogaster

The compound eye in insects has a crystalline structure. The processing of different
visual information and underlying computational modeling by the optic lobe in
insects attracted the interest of biologists [33]. The structural organization of the
insect compound eye and the optic lobe suggested that neighboring facets in the
optic lobe send visual information to several optic neuropil layers that are
retinotopically organized. These optic neuropils composed of longitudinal and
repetitive structures are known as columns. The anatomical observation of few
input fibers diverging into several interneurons in each column revealed that the
signals from the visual system are processed by multiple parallel visual channels that
organized in the optic lobe [34–38]. However, the precise nature and the functional
connections of these different visual channels are not yet explicit. A complete
anatomical description of cell types along with their distinct synaptic connection
patterns helps in understanding the function of each column in the optic lobe and
different visual channels.

The optic lobe in Drosophila is composed of around 60,000 neurons. All these
neurons can be arranged into four neuropil layers: lamina, medulla, lobula, and
lobula plate. Different neurons occupying these different neuropil layers are

Fig. 13.2 In MARCM systems, Gal80, a suppressor gene is placed transposition to the mutated
gene. Gal80 suppresses the Gal4-induced GFP expression. Upon induction of FLP through a mild
heat-shock, which induces FRT-site-specific DNA recombination. In the process, a heterozygous
mother cell will divide into two daughter cells. One cell will contain mutated allele that are
homozygous (GFP-positive neurons). The other cell will remain invisible which carries two
suppressor genes/alleles
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characterized by Golgi-silver impregnation and genetic labeling techniques [23–25,
34]. The neuronal subtypes and their organization are well understood for lamina,
the first layers in the optic lobe. The lamina contains individual columns called
cartridges. There are about 13 anatomically distinguishable cell types in each lamina
cartridge. They include five lamina monopolar cells (L1–L5), three centrifugal
medulla neurons (C2, C3, and T1), amacrine cells, and three glia cells
[34, 39]. The lamina layers/neurons connected to medulla layers through outer
chiasm. The neural fibers in the outer chiasm switch to posterior and anterior
positions while connecting the medulla.

The medulla consists of significant neuronal cell types and represents the largest
portion of the optic lobe. The medulla neuropil layer consists of two distinct regions:
an outer or distal and inner or proximal region. Two regions are separated by a region
called serpentine layer. The serpentine layer is formed by the fusion of axonal region
of large medulla tangential neurons [34]. The medulla neuropil layer is divided into
ten layers. These ten layers run orthogonal to the columns. Most of the medulla
neurons are columnar in nature, and all their axons are aligned parallel to the longer
axis of the columns in medulla region. The structural organization of medulla
interneurons are studied for two insect species in great details: Musca domestica
(House fly) [37] and Drosophila melanogaster (Fruit fly) [34]. Around 120 neurons
are suggested to participate in individual medulla column circuit in Musca [37]. A
similar anatomical description of medulla interneurons has been reported in Dro-
sophila melanogaster [34]. An inner chiasm is involved in connecting the medulla to
the lobula and the lobula plate region.

The lobula plate and its organizations are well studied. The LPTCs residing in the
lobula plate region sense and respond to large-field visual signals [13, 14, 35, 36,
40]. These cells exist and have similar functions in large fly species [41]. The lobula
plate region responds to four different directions of motions and thus divided into
four different functional layers. The four different layers respond to front-to-back,
back-to-front, upward, and downward direction motion [42]. The fourth neuropil
layer, lobula is divided into six sub-layers. These layers run in perpendicular
directions to the retinotopically organized columns in the lobula [34].

13.6 Neurotransmitter System in Insects

Neurotransmitters and their functional role in processing visual signals in the insect
eye have been investigated previously. These studies mainly addressed the distribu-
tion of neurotransmitters, their receptors, and different enzymes involved in their
transport and synthesis. The acetylcholine [24, 43], GABA [23, 43], glutamate
[25, 43], aspartate [44], taurine [45], dopamine [46], serotonin [47], and histamine
[48] are the major neurotransmitters involved in different functional properties of
neurons within the insect optic lobes. The histological observation does not provide
a specific functional relationship between neurotransmitters and the specific neuro-
nal types. However, a detailed description of neuronal types and detailed functional
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map based on neurotransmitters released offers valuable information to understand
the different cell types and their active role for the insect optic lobe [23–25, 35, 36].

13.7 GABA-Mediated Inhibitory Neurons in the Visual System

Gamma-aminobutyric acid (GABA) is one of the major and important
neurotransmitters that is inhibitory in nature in the insect optic lobe [23, 43, 44,
49]. It helps in reducing neuronal excitation by inhibiting synaptic transmission
through the ligand-gated chloride channel. Two types of transporter proteins are
functionally involved in the recycling and storage of GABA during synaptic trans-
mission. First, the plasma membrane GABA transporters (GATs) remove extra
GABA from the synaptic cleft after it is used [43, 49]. The vesicular GABA
transporter (vGAT) is required to store GABA in vesicles at the synaptic region
[50, 51].

A dVGAT-Gal4 line driving expression of dVGAT in neurons is used for
identifying GABAergic neurons across different layers in the optic lobe. A large
number of neurons across different layers of the optic lobe are revealed to be
expressing under the control of dVGAT-Gal4 transgene [49]. Here to controlled
restriction of expression and identify single or few GABAergic cells in the optic
lobe, dVGAT-Gal4 line is analyzed by employing the FLP-FRT-mediated recombi-
nation system [52]. The neurons are identified with their anatomical similarities to
the neurons which are previously described using Golgi-staining techniques [34].

The study identified different types of GABAergic neurons distributed across
different layers in the optic lobe. It includes lamina monopolar (L3 and L4), medulla
intrinsic (Mi8; Mi10; Mt1; Mt7 and Mt11), bushy T (T2 and T3), transmedullary
(Tm3; Tm4; Tm5; Tm9 and Tm25), transmedullary Y (TmY9; TmY10 and
TmY13), Y (Y1), lobula-complex intrinsic (Lccn2), lobula columnar (Lcn5), lobula
plate intrinsic (Lpi), and lobula tangential (Lt6) cell types as listed in Table 13.1 and
Fig. 13.3 [23].

Table 13.1 Different types of GABAergic neurons distributed across different layers in the optic
lobe [23]

Layers in the
optic lobe GABAergic neurons

Lamina L3 and L4

Medulla Tm3, Tm4, Tm5, Tm9, Tm25, TmY9, TmY10, TmY13, Y1, Mi8, Mi10,
Mt1, Mt7, Mt11, T2, T3

Lobula Lccn2, Lcn5, Lt6

Lobula plate Lpi
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13.8 Acetylcholine-Mediated Excitatory Neurons in the Visual
System

Acetylcholine (ACh) is one of the important excitatory neurotransmitters. It is
distributed across different layers in the insect optic lobe. It is also an evolutionarily
highly conserved signaling molecule. The cholinergic system consists of choline
acetyltransferase (ChAT) enzyme involved in the synthesize of ACh, two receptors
for Ach (muscarinic, mAChR and the nicotinic, nAChR), ACh-degrading esterase
enzyme (AChE), and choline transporters (ChT) involved in the uptake of choline
after the degradation of ACh [53, 54]. The cholinergic system and its transmission at
the synaptic level have been studied intensively for the insect brain [43, 55].

MARCM with Cha-Gal4 driver is employed to analyze different cholinergic
excitatory neurons distributed across layers in the optic lobe. In the Cha-Gal4 driver,
the neurons are labeled by expressing the Cha promoter. The Cha regulates the
expression of ChAT (choline acetyltransferase) gene and vAchT (vesicular acetyl-
choline transporter). ChAT is one of the important enzymes involved in the biosyn-
thesis of acetylcholine. The vAchT is involved in enzymatic transportation of
acetylcholine into the synaptic vesicles [56]. The Cha-Gal4 expression in different
neurons was driven using membrane-tagged GFP [57]. MARCM method is used for
restricting GFP expression in a single or group of cells of the Cha-Gal4 expression
pattern in the optic lobe. The labeled neurons are further identified with their
anatomical similarity to the neurons described previously using Golgi-staining
techniques [34].

The study identified different types of cholinergic excitatory neurons distributed
across multiple layers in the optic lobe. It includes medulla intrinsic (Mi2; Mi7;
Mi11; Pm1; Pm1a; Mt4 and Mt10), bushy T (T2 and T4), transmedullary (Tm1, 2, 4,
4a, 7, 8, 11, 12, 15, 22, and 24), transmedullary Y (TmY2; TmY5; TmY9; TmY10;
TmY11; and TmY12), translobula plate (Tlp2 and Tlp3), lobula columnar (Lcn1 and

Fig. 13.3 Representative GABAergic inhibitory interneurons in the optic lobe identified by
FLP/FRT analysis. (a) Lobula tangential (Lt6) and (b) medulla intrinsic (Mi10) cells distributed
across Medulla (M), Lobula (Lo), and the Lobula Plate (LP) layers
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Lcn2), and lobula tangential (Lt6) cell types as listed in Table 13.2 and
Fig. 13.4 [24].
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Abstract

Alzheimer’s disease (AD) is a progressive and irreversible neurological disorder
that gradually erodes memory and reasoning skills, as well as the ability to
perform even simple tasks. Although AD is generally considered a memory
disorder, patients with AD shows a range of behavioural and psychological
symptoms of dementia (BPSDs) including anxiety, aggression, depression, agi-
tation, apathy, and social dysfunctions. Due to its early impact on the hippocam-
pus and entorhinal cortex, critical brain regions for the memory processing,
non-cognitive symptoms associated with AD pathology are frequently
overlooked. Animal models are indispensable tools for AD research and have
been extensively used to represent the cognitive deficits caused by AD pathology.
We are discussing here the most commonly used behavioural tests to detect
cognitive and non-cognitive symptoms of AD in rodent models.
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14.1 Introduction

Neurodegenerative disorders (NDs) are a group of diseases marked by progressive
loss of neuronal function and structural deterioration. This could be the result of
genetic and ageing factors, congenital defects, or a combination of these factors
[1, 2]. NDs are prevalent, largely incurable, and cause a major health and social cost
around the world [3]. Alzheimer’s disease (AD) is a severe, progressive NDs marked
by a loss in cognitive function that begins with memory problems and progresses to
include numerous behavioural, neuropsychological, and cognitive domains. AD is a
complex, heterogeneous disorder with a varying age of disease onset, degree of
progression, and advancement of pathology. The high incidence rate of AD has
emerged as the most serious threat to human health and the third most common cause
of mortality and disability among the elderly [4–8]. AD is defined by histological
markers such as extracellular amyloid beta deposits, intracellular neurofibrillary
tangles as well as hyperphosphorylated tau protein along with massive neuronal
cell and synapse loss at specific sites in the brain tissue [9–11]. Based on pathologi-
cal changes in the hippocampus and cortex, the clinical phases of Alzheimer’s
disease are characterised as pre-symptomatic, early, moderate, and late stage
[12, 13].

Behavioural abnormalities become more prevalent as the disease progresses. In
addition to memory impairments, AD patients show a variety of non-cognitive
symptoms which is often referred as BPSDs, these include anxiety, aggression,
depression, agitation, apathy, and reduced sociability. However, the major attention
is focused on memory because of early and significant impact of AD on memory
centres [14, 15]. Understanding the neurobiological basis of behavioural and
neuropsychiatric symptoms is still limited [16]. The study of behaviour is undoubt-
edly one of the most difficult aspects of neurodegenerative research [3]. The knowl-
edge gathered about AD behavioural changes could be useful in understanding and
treating the diseases. Uncovering the neurobiology of AD and creating treatments
for its behavioural and psychological manifestations could lead to better treatment
[16]. Since the process of neurodegeneration is complex and multifaceted, there are
currently no proper therapies available to “cure”AD. Despite this, extensive research
is undertaken to better understand the pathogenic pathways to generate novel
therapies and tactics [17].

Despite the multiple possibilities available, animal models are one of the most
popular approaches to examine human illnesses [18]. They form an important
experimental, pre-clinical step in learning more about neurodegeneration and creat-
ing and testing treatments. The models are designed to mimic a certain condition in
an animal, allowing researchers to learn more about the disease’s pathogenesis and
obtain access to answers that were previously unavailable in human patients
[17]. These models have proven to be a valuable tool in the exploration of the
many genetic, environmental, and pharmacological factors that might create
symptoms that are comparable to those of people who have a particular condition
[18]. The behavioural outcomes in rodent models are influenced by factors like
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genetic background of the experimental animal, sex, age, other factors such as
dosage and timing of injections, genetic manipulation.

Some common behavioural tests for cognitive and non-cognitive AD symptoms
in rodent models are discussed here.

14.2 Spatial Memory Tasks

Spatial memory is an essential part of cognitive function. To assess this aspect of
memory in rodents, a number of behavioural experiments have been devised.
However, in most of the tests, positive or negative reinforcers are used, like water
immersion in a water maze test or food in a radial maze test. Animals must learn a
rule in these tasks, with reinforcers guiding the learning process. Because human
cognitive abilities are rarely evaluated with powerful reinforcers under conditions
like extreme hunger, the outcomes of animal research that use such typical
reinforcers may not be properly transferred to the human population. Therefore,
cognitive tests without traditional reinforcers may be more appropriate for
investigating neural function [19].

14.2.1 Morris Water Maze

The Morris water maze (MWM) is a commonly employed and sensitive test for
assessing learning and memory deficits in rodents. In this experiment, animals are
placed in a water-filled circular tank, which is utilised to persuade the animal to swim
and learn to discover a platform buried in the water and escape the water. This test
normally takes 6 days to complete, with the main benefit of distinguishing between
spatial and non-spatial circumstances. Distance swam, swim speed, and latency to
reach the platform are the common measures of this test. Spatial learning is evaluated
across repeated trials and when the platform is absent, preference for the platform
region is used to determine reference memory. The use of reversal and shift trials can
help detect spatial deficits [20–23].

14.2.2 Radial Arm Maze

The radial arm maze (RAM) is one of the most extensively used mazes for testing
spatial working memory and reference memory in rodents. A typical setup consists
of four to eight evenly spaced arms extending from a central platform, each arm of
the maze can be reward-baited with food pellets or water, and rodents must navigate
to reach a reward hidden in one of the arms. The animals use spatial cues to navigate
themselves across the room in this activity, with the goal of entering each arm just
once to get the most rewards in the minimum amount of time and effort. This test
entails the application of working and reference memory. Here, the animal must
recall the arms baited and arms entered (working memory), also avoid the arms
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without bait across trials (reference memory) all of which is accomplished by
successful spatial information encoding. Re-entries into a previously visited radial
arm is considered as working memory error, whereas entering an unbaited arm is
regarded as reference memory error [24–26].

14.2.3 Y-Maze

The Y-maze spontaneous alternation paradigm test is based on rodents’ natural
tendency to shift arms when investigating a novel environment. The equipment
comprises of three identical arms positioned at a 120� angle around a central
equilateral triangular platform. In this experiment, animals are placed in a
Y-shaped maze for certain time and the total arms entered, the order of entries into
arms, are recorded and a score (frequency of arm entries without repetitions) is
analysed to determine alternation rate. A rodent with intact working memory recalls
the arms it has previously visited and exhibits a high rate of alternation [27, 28].

14.2.4 T-Maze

The spontaneous alternation T-maze is well-known test for assessing spatial working
memory. This maze is a T-shaped apparatus with two opposing arms to choose from.
The procedure is based on rodents’ innate preference for a novel arm over a familiar
one, which prompts them to switch goal arms. If two trials are given in quick series,
unexplored arm is chosen in the second trial. During the third trial, the arm that has
been examined the longest is favoured. Alteration has been classified as spontaneous
since it does not require pre-training and depends solely on rodents’ innate prefer-
ence for novelty. Another theory for the alternation is that rodents have an inbuilt
predisposition to shift. Going to a place with a food reward, for example, results in a
win-shift behaviour, but visiting a location without food results in a loose-shift
behaviour. In novelty seeking and innate shifting behaviour, an animal must recall
which arm was visited in the earlier trial to appropriately switch selections across
trials, making the spontaneous alternation T-maze an ideal paradigm for spatial
working memory [29].

14.2.5 Object Recognition Test

The object recognition test (ORT) was designed to evaluate non-spatial memory in
rodents in the absence of typical reinforcers [30]. The test is based on rodents’
natural proclivity to investigate new stimuli. The experimental procedure depends on
habituation, training, and test session. The training session involves investigating
two identical objects, whereas the test session requires the substitution of one of the
earlier investigated objects with a new one. Since rodents have a natural affinity for
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novelty, they will spend more time investigating the novel object over familiar one
[19, 31–33].

14.2.6 Object Location Test

The object location test (OLT), which uses a similar methodology to the ORT, was
developed in rodents as a method for spatial memory evaluation. In an experimental
setup, animals are first exposed to two similar objects, after which they are exposed
to the same objects but one of the objects will be displaced. Animals that recall their
earlier encounter spend more time investigating the displaced object over stationary
one [19, 31].

Because ORT is less stressful and takes substantially less time than other regu-
larly used memory tests like Morris water maze, Radial maze, and Barnes maze,
which can take up to a week or longer to complete. Also, the conditions employed in
ORT resembles the test employed in studying human cognition, enhancing the test’s
ecological validity over many other rodent memory tests [32]. The choice to explore
novel object in (ORT) and displaced object in (OLT) demonstrates the utilisation of
learning and recognition memory processes. The application of spatial and
non-spatial memory tests, with similar emotional stimulation levels and procedures
is optimal to examine particular cognitive component [19].

14.3 Anxiety

14.3.1 Open Field Test

The open field test is basically employed to assess motor function by measuring
spontaneous activity of rodent in an open field apparatus. The process entails
exposing a rodent to an unknown environment from which it is unable to escape
due to surrounding walls. The test offers a distinctive opportunity to evaluate general
locomotor activity, novel environment exploration, and an early screen for anxiety-
related behaviour. Furthermore, repeated exposure or a longer session length allows
for the assessment of habituation to the increasingly familiar chamber environment.
The stress induced by novel environment which is highly illuminated is one the
element thought to influence anxiety-like behaviour in the open field [34].

14.3.2 Light/Dark (LD) Test

The LD test is a frequently used exploration test in rodents to detect anxiety-like
behaviour. This test is based on an approach-avoidance conflict between rodents’
intrinsic aversion to bright open spaces and novel environments exploration. This
model facilitates rodents to freely explore two interconnected compartments that
differ in illumination (bright:dim), colour (white:black) and size (2:1). As a result,
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control rodent placed in the highly lighted region will quickly migrate to the dark
area [18].

14.3.3 Elevated Plus Maze (EPM)

The EPM is often used test for measuring of anxiety-like behaviour based on the
conflict between rodent’s innate aversion for open spaces and the desire to explore a
novel environment. The maze is in the form of cross-shaped platform with equal-
sized arms and a central intersection that allows rodents to freely move through each
zone. The apparatus is raised from the ground so that the open arms combine
elements of elevation, openness, and unfamiliarity. The total open arm entries and
the time spent on open are used to assess anxiety [18, 35].

14.4 Social Behaviour

Social cognitive neuroscience is the study of the neurobiological systems underlying
effective social behaviour. Social interactions are an adaptive and vital part of the
biology of various species. The structure and stability of the networks and
interactions that characterise societies are dependent on social recognition. Identifi-
cation of social cognitive defects in Alzheimer’s disease and their neural basis is
becoming more apparent, which may lead to a better understanding of the disease.
Understanding social cognitive shortcomings in Alzheimer’s disease may aid in
explaining and possibly predicting social psychopathologies [36, 37].

14.4.1 Three Chamber Test

Three chamber paradigm tests have been effectively used in rodent model to
examine social attachment and memory. The primary principle of this experiment
is centred on the rodent’s free decision to spend time in any of the three
compartments of the box throughout the trials consisting of indirect interaction
with one or two stranger animals. The major challenges in quantifying the experi-
mental rodents’ social inclinations are to measure, the preference for a novel
conspecific and time spent with a novel animal over a familiar animal. As a result,
the setup for this test allows the assessment of important but distinct components of
social behaviour: social motivation, social novelty, and social memory. This experi-
ment provides a reliable result, but they must be thoroughly studied, understood, and
supported by other confirmatory tests. Also, this test can be used as part of a rodent’s
general behavioural assessment, in addition to particular applications [38, 39].
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14.4.2 Social Recognition Test

The social recognition test is a potent paradigm that is well-known for its suitability
for studying rodents’ social memory. In this test, a decrease in spontaneous explor-
atory behaviours observed in a rodent re-exposed to a familiar conspecific is used to
measure social recognition memory. In rodents, social recognition can be tested by
putting a juvenile in the same cage as an adult. The adult animal spontaneously
explores the younger animal, and the duration of this investigation will reflect the
two animals’ familiarity. When the same juvenile is exposed repeatedly, the investi-
gation time decreases. As a result, the time difference between the first and second
exposures can be employed as a social memory index [40].

14.4.3 Five Trial Social Memory Assay

The 5-trial social memory assay is a more stringent test for social memory confir-
mation. A stimulus animal will be introduced to a subject animal for four trials in this
test. A new stimulus animal will be added on the fifth trial. Here, a marked
habituation, i.e., reduced exploration during trials 1–4 and a striking dishabituation,
i.e., increased exploration following introduction of an unfamiliar animal on the fifth
trial is employed to evaluate social memory [41].

14.5 Apathy

14.5.1 Burrowing Test

Burrowing is regarded as a motivation-dependent behaviour representing rodents’
ability to carry out day-to-day activities [42]. Burrowing test exploits a rodent
natural behaviour. The test determines how much an animal burrows, or how
much burrowing material (e.g., gravel, food pellets, or other substances) is removed
from a full container during a set period. Kicks and coordinated hind- and forelimb
movements are used by rodents to remove the material. The amount of burrowing
material in the container at the start of the experiment against the amount left over
after the experiment is used to quantify this burrowing behaviour [43].

14.5.2 Nest Building Test

Nest construction is said to demonstrate the ability to execute day-to-day activities in
rodents, which is an inherent behaviour. The nest building test can be used to
determine the quality of rodent’s nests by simply giving nesting material overnight
and grading the nest quality the next day. In addition, the weight of shredded nesting
material can be utilised to estimate nest complexity in a semi-independent manner
[44, 45].
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14.6 Aggression

14.6.1 Resident-Intruder Test

The resident-intruder test is regarded as the standard experiment for evaluating
aggressive behaviour in rodents. The paradigm allows for the natural and spontane-
ous expression of both defensive and offensive aggression behaviour in laboratory
rodents. A thorough quantitative picture of offensive and defensive aggression
behaviour by resident and intruder rodents can be obtained by documenting the
durations, latencies, frequencies, and temporal and sequential patterns of all
observed behavioural acts and postures in the animals during these confrontations
[46, 47].

14.7 Depression

14.7.1 Forced Swim Test

The forced swimming test (FST) is a method used for evaluating depressive-like
behaviour in rodents. The test is based on the observation that animals in an
inescapable cylinder filled with water adopt an immobile posture. When an animal
is forced to swim without the ability to escape, it learns that there is nothing it can do
to escape and, as a result, it spends less time in performing conventional escape
behaviours such as climbing and swimming and only makes the movements required
to maintain its head above water. The total period of immobilisation in the animal
model of depression is higher than in the control condition [48–50].

14.7.2 Tail Suspension Test

The forced swim test and the tail suspension test are basically identical. The test is
based on the assumption that animals that are suspended by their tail for a short
interval of time develop an immobile posture. Similar to the FST, the TST is
predicted to use a passive reaction in a stressful circumstance. The stress situation
in TST is the haemodynamic stress of being hung by their tail in an unpredictable
manner. The animal stops struggling after a given amount of time and becomes
immobile; extended periods of immobility are a symptom of depressive behaviour
[50–52].

14.7.3 Sucrose Preference Test

A basic sucrose preference test can be used to determine sensitivity to reward, in
which animals are given access to water with and without different doses of sugar,
and the preference rate is then studied. In rodents, the sucrose preference test (SPT)

250 A. B. Shivakumar et al.



is the most often used method for evaluating anhedonia, a primary symptom of
depression. Depressive behaviour is characterised by a loss of interest in the reward
[50, 53].

14.8 Conclusion

It has long been believed that AD is a memory disorder, as it affects the brain areas
related to memory early in the progression of the disease. There is also recent
evidence that non-cognitive symptoms of the disease play a critical role. The nature
of these symptoms questions whether they are caused by the spread of
neurodegeneration in the brain regions, or if it was early pathogenic events that
led to the development of AD. It is evident that a better understanding of AD requires
a more in-depth understanding of the behavioural and psychological symptoms of
dementia (BPSDs). Here we have discussed some of the behavioural tests to study
cognitive and non-cognitive symptoms in the context of AD. Several transgenic
animal models of AD are available (as shown in Table 14.1) to explore behavioural
and cognitive abnormalities associated with amyloid and tau pathologies. Continued
study of BPSD-like behaviours in these animal models may help in opening up new
possibilities for investigation for therapeutic interventions. Based on the available
literatures, there are a few essential considerations to improve the translation from
animal models to the clinic. Firstly, selecting a model, carefully designing the
experiment, and understanding its constraints are crucial. Following a set of clear,
consistent steps will result in better pre-clinical outcomes, which will aid in better
clinical translation.
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Table 14.1 Alzheimer’s disease: rodent models

Transgenic
line Mutation Neuropathology References

PDAPP APPV717F (Indiana) • Aβ deposition at 3 months
• Mature plaques from 5 months
in hippocampus, cerebral cortex
• Decreased synaptic and
dendritic density in the
hippocampus

[54]

Tg2576 APP KM670/671NL
(Swedish)

• Plaque formation in 11–13
months in cortex, hippocampus
• Plaque-associated astrogliosis
and microgliosis from 12 months
• No tangles or neuronal loss

[55, 56]

APP23 APP KM670/671NL
(Swedish)

• Aβ deposits at 6 months
• Plaque formation in thalamus,
hippocampus, and amygdala at
12 months
• Neurodegradation in CA1
from 14 to 18 months
• Fibrillar plaque-associated
astro- and microgliosis

[57–59]

TgCRND8 APP KM670/671NL
(Swedish), APP V717F
(Indiana)

• Parenchymal amyloid
deposition at 3 months
• Dense-core plaques and
neuritic pathology from 5 months
• Plaque-associated microglia
and astrocytes
• Dystrophic neurites at
5 months

[60, 61]

J20 APP KM670/671NL
(Swedish), APP V717F
(Indiana)

• Diffuse plaques in
hippocampus from 5 months
• Neurodegradation in CA1at
3 months
• General astrogliosis in
hippocampus from 3 months
• Microgliosis in hippocampus
from 6 months

[62, 63]

APP/PS1 APP KM670/671NL
(Swedish), PSEN1L166P

• Amyloid plaque deposition
begins at 1.5 months in cortex and
3–4 months in hippocampus
• CAA development in 8 months
• Plaque-associated astro- and
microgliosis

[64]

5 � FAD APP KM670/671NL
(Swedish), MAPT P301L,
PSEN1 M146V, PSEN1
L286V

• Early Aβ accumulation at
6 weeks
• Plaque formation at 2 months
in subiculum and cortex
• Gliosis and synapse
degradation
• Neuron loss in cortical layer
4 and subiculum
• No neurofibrillary tangles

[65–67]

(continued)
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Table 14.1 (continued)

Transgenic
line Mutation Neuropathology References

3xTg APP KM670/671NL
(Swedish), MAPT P301L,
PSEN1 M146V

• Age-related, progressive
plaques and tangles
• Plaque development at
6 months in the cortex and
hippocampus
• NFTs at 12 months, initially in
CA1 and then in the cortex
• Synaptic impairment and
cognitive deficits from 6 months

[68]

APP
E693Δ-Tg
(Osaka)

APP E693del • Age-dependent accumulation
of Aβ oligomers within
hippocampal and cortical neurons,
but negligible deposits of
extracellular amyloid
• Abnormal tau
phosphorylation, but no tangle
pathology
• Synaptic loss and gliosis in
hippocampus and cerebral cortex
• Late neuronal loss in the CA3
region of the hippocampus

[69, 70]

APPswe/
PS1dE9

APP KM670/671NL
(Swedish), PSEN: deltaE9

• Plaque formation at 4 months
in hippocampus and cortex
• Neurodegradation at
24 months
• Leptomeninges formation in
6 months
• General and plaque-associated
astro-and microgliosis at 12–14
months
• Amyloid angiopathy in retina

[71]

P301L tau MAPT P301L • NFT identified in brain and
spinal cord at 7 months
• Motor neurons reduced
two-fold in spinal cord
• Age-dependent increase in
total tau

[72]

hTau-AT MAPT A152T • Hyperphosphorylated tau at
2 months
• Dense NFTs in hippocampus,
cortex, cerebellum, and spinal
cord at 3 months
• Astrocytosis, microgliosis, and
neuroinflammation at 10 months
• Neuronal loss in hippocampus
and cortex at 12 months

[73, 74]
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