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Abstract. In the pose estimation of the elliptical ring contour in monoc-
ular vision, it is difficult to achieve high precision midline contour extrac-
tion and pose estimation, because of the close distance between the inner
and outer contours. To ensure measurement accuracy, a high-precision
contour separation scheme is proposed in this paper based on Zernike
moment detection and the Snake model. Specifically, the sub-pixel edge
detection method based on Zernike moment is designed to achieve the
rough extraction of internal and external contour, in which the adaptive
binarization method is used to obtain the coordinates of the internal and
external contours as maskers. Then, combined with mask operation to
obtain the coordinates of the separated contours, an iterative contour
finding algorithm based on the Snake model is designed to obtain the
high-precision inner and outer contour. In addition, an ellipse correction
method based on inverse perspective transformation is proposed to solve
the problem of difficult matching of ellipse feature points when identi-
fying pixel coordinates of feature points. Finally, the proposed method
is applied to the static contact hole oval pose estimation of switchgear
on a high voltage power system. The results show that depth measure-
ment error is ±0.5 mm, to moderate repeated measurement precision of
±0.3 mm, indicating that this algorithm can achieve higher accuracy of
elliptical ring pose estimation.

Keywords: Snake model · Inverse perspective transformation · Ellipse
correction · Pose estimation · Fault diagnosis of the circuit breaker

1 Introduction

Visual measurement has been widely used in industrial system detection due to
its good stability and accuracy [1,2,9]. Configure extraction and feature point
matching are two key steps that can determine the accuracy of pose estimation.
The key problem of contour extraction is to filter a large number of non-target
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contours to obtain high precision target contours. The main purpose of feature
point matching is to find corners and templates on the target contour to achieve
pose estimation.

Common contour extraction methods include edge-based pixel-level detection
operators (e.g., Prewitt operator and canny operator [6]) and threshold-based
methods (e.g., adaptive binarization [4]). These traditional contour extraction
methods are generally pixel-level precision, high efficiency but poor accuracy.
Some scholars propose contour extraction based on the moment method [8]. This
method is insensitive to noise and can achieve detection accuracy at the sub-pixel
level. For example, the rotation invariance of Zernike orthogonal moment can be
used to achieve a high precision edge detection, but it generally requires square
images with high image quality [3]. For the above methods, one of the com-
mon features is that using the classical hierarchical processing technology, i.e.,
extracting the contour information through the step-by-step process of point-
surface-body. This processing method reduces the difficulty of contour extrac-
tion but results in insufficient accuracy since the low error is transmitted to the
high level. Kass [5] et al. proposed an iterative algorithm of the Snake model.
Through the target contour curve energy function with high-low level informa-
tion, it achieves a higher precision contour location. However, it requires the
initial contour with a certain precision as the initial iterative solution.

Many scholars have studied feature point matching of ellipse contour. Song
Limei [10] proposed an affine LOG polar coordinate transformation that trans-
forms local concentric ellipses into parallel lines. The obtained image features are
used for decoding, which could realize the classification of different ellipse con-
tours, but could not realize the pose estimation. The monocular vision vehicle
distance measurement can be realized by the inverse perspective transforma-
tion relation of road vanishing points, but it needs to combine the constraint of
polygon corner points of the road itself [7].

Inspired by the above analysis, this paper proposes an elliptic ring pose esti-
mation method based on the Snake model and the inverse perspective trans-
formation. Based on the Zernike model, an adaptive threshold binarization is
designed to obtain the elliptic ring contour with sub-pixel accuracy. And the
precision of the target elliptic contour is enhanced through the Snake model
iterative algorithm. To correct the ellipse contour, an inverse perspective trans-
form algorithm based on installation position calibration is proposed to obtain
a more accurate estimation of the ellipse contour pose. Experimental results on
the dynamic and static contacts of switch cabinet circuit breakers show that the
proposed algorithm can achieve a more accurate estimation of the elliptical ring
pose because it has less depth error and higher accuracy for moderate repeated
measurement.

Notation: Px represents the X-axis coordinates of the center of the ellipse,
Py represents the Y-axis coordinates of the center of the ellipse, Ls represents
the length of the short axis, Ll represents the length of the long axis, and R
represents the rotation angle.
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2 Ellipse Ring Contour Extraction Based on Snake Model

In this paper, we extract the initial positions of two ellipse contours by the
contour extraction method based on the moment and obtain the coordinates of
two mask regions at the same time. Firstly, the original rectangular image is
cut into squares required by the Zernike moment detection. The inner and outer
ellipse contours are separated by mask operation. The internal and external
elliptical contour obtained by Zernike moment detection is used as the initial
contour of the Snake model to iteratively search for a more accurate elliptical
contour. The final pose estimation contour is obtained by thinning algorithm.
The algorithm flow is shown in Fig. 1.

Get the original 
image

Filtering, 
denoising,

Binariza�on

Crop image as
NxN size

Edge detec�on of 
NxN image based 

on Zernike 
moment

Two sets of ellipse 
contours are 

obtained by mask 
opera�on

Obtain the mask 
and center 

posi�on of two 
sets of ellipse 

profiles

Start

End

Non target contour 
filtering

Accurate ellipse 
contour is 

obtained by snake 
model itera�on

Refine the ellipse 
ring to get the final 

target contour

Rough 
contour 

extraction

Accurate
contour 

extraction

Fig. 1. Ring contour extraction algorithm

2.1 Rough Contour Extraction

In the rough contour extraction stage, the prediction operation is performed to
remove the noise of the original image and the information irrelevant to the con-
tour, which includes the steps of filtering, denoising, and adaptive binarization.
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Taking the original image of circuit breaker contact (1600× 1200) as an exam-
ple, the results are shown in Fig. 2. From the analysis of the local image of the
target contour, it can be found that the target elliptic ring can be completely
preserved.

Fig. 2. Image preprocessing

Then the filtering schemes such as area filtering, roundness filtering, and
center filtering are successively employed to filter the non-target contour.

During the engagement of the circuit breaker’s dynamic and static contacts,
the area threshold is set as 90000 of the inner contour of the ellipse when the
meshing depth is 0 because the area of the elliptical ring is constantly changing.
The area threshold is set as 220,000 of the outer contour when the meshing depth
is fully engaged. Filtering parameters are shown in Table 1.

Table 1. Filter parameters table

Area threshold/pixels Roundness evaluation Center position/pixels

90000 ∼ 220000 5 > 4 600 < x < 1000, 400 < y < 800

The existence of the non-target ellipse contour makes the target contour easy
to be misidentified. Therefore, a non-circular contour filtering method based
on roundness evaluation parameters is proposed in this paper. The roundness
calculation formula is shown in (1).

roundness = 4π/c2 (1)

Fig. 3. Non-target contour filtering
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where s is the area of the ellipse contour, and c is half of the length of the long
axis of the ellipse contour. After contour filtering, the image is shown in Fig. 3.
It can be found that the hierarchical filtering scheme has a better effect.

A refinement algorithm-based contour boundary extraction scheme is
designed to separate the inner and outer ellipse contours. Through obtaining
the filtered elliptic ring inside and outside the contour line, the combination of
internal and external contours and line width is set inside and outside boundary
elliptical contour. Thus, the coordinates of the mask region of the inner and
outer ellipse contour can be obtained, and the inner and outer contour can be
separated.

According to Table 2, there is a difference of about 10 pixels in the length of
the axes between the inner and outer ellipse contours, and the meshing depth is
0. With the increase of the meshing depth of the dynamic and static contacts, the
difference in the length of the two ellipses will be bigger and bigger. Therefore,
as long as the depth is 0, the elliptical ring can be separated by thinning the
contour boundary, to realize the separation of the elliptical ring in the whole
meshing process.

Table 2. Feature extraction after ellipse fitting of object contour

Px/Pixels Py/Pixels Ls/Pixels Ll/Pixels R/Degree

873.79 557.38 383.55 385.72 163.34

872.80 556.80 372.20 372.66 21.25

The elliptical ring in Table 2 is refined to obtain a single-pixel elliptical con-
tour, as shown in Fig. 4. It can be seen from the refined renderings that the
dividing line obtained by the refinement can better separate the two target con-
tours.

Fig. 4. The dividing line of inner and outer contour after thinning



Pose Estimation Based on Snake Model and IPT 109

In Table 2, the long and short axis of the outer ellipse contour increase or
decrease the width of the boundary line and the inner and outer contour bound-
ary, respectively. They serve as internal and external boundaries. Since the width
of the inner and outer boundary is about 10 pixels, the major and minor axis of
the outer ellipse contour are increased by 5 pixels as the outer boundary, and the
inner contour is reduced by 5 pixels as the inner boundary, as shown in Table 3.
After the contour coordinates of the inner and outer boundaries are obtained,
the area between the outer boundary and the contour boundary is used as the
mask of the outer ellipse contour. The area between the contour boundary and
the inner boundary is used as the mask of the internal ellipse contour.

Table 3. The characteristics of ellipse outline with the inner and outer boundary

Px/Pixels Py/Pixels Ls/Pixels Ll/Pixels R/Degree

873.79 557.38 388.55S 390.72 163.34

872.80 556.80 367.20 367.66 21.25

2.2 Refined Contour Extraction

In this subsection, contour extraction is refined to sub-pixel accuracy based on
Zernike moment detection and the Snake model.

According to the edge coordinates of the ellipse contour in Table 2, the cen-
ter of the circle is located near (873,557). The original image is clipped to
1200 × 1200 for Zernike detection. The calculation formula of Zernike detection
edge point coordinates is shown as follows:

[
xm

ym

]
=

[
xe

ye

]
+

Nd

2

[
cos α
sinα

]
(2)

where
[

xe

ye

]
is the origin coordinate and N is the size of the template.

A 7 × 7 template size is used to construct two corresponding templates M1,1,
M2,0. As shown in the detection results in Fig. 5, it can accurately extract the
contour of the countersunk hole and effectively filter out the noise edge.

Fig. 5. Zernike moment subpixel detection result graph
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The Zernike moment detection results are cut back according to the original
cutting method and then restores to the original size. Mask the image with mask
contour, and obtain two independent ellipse profiles, as shown in Fig. 6.

Fig. 6. Schematic diagram of the relationship between mask contour and target profile
position

It can be found that the outer and inner contour masks can achieve a more
accurate separation of the target ellipse ring contour. The two ellipse contour
features obtained by ellipse fitting are shown in Table 4.

Table 4. Recognition of ellipse features after contour fitting by Zernike moment

Px/Pixels Py/Pixels Ls/Pixels Ll/Pixels R/Degree

873.34 556.73 381.99 382.84 58.29

872.61 556.91 370.53 370.87 76.96

For the inner hole of the static contact, the contour of its elliptical ring
is concentric in theory. Given this context, the identification accuracy can be
judged according to the difference of the center and angle of the two identified
contours. As can be seen from Table 4, the coordinate of the center point of the
ellipse contour obtained by Zernike moment detection and fitting has a large
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difference on the X-axis and a small difference on the Y-axis. The rotation angle
has a small difference compared with the direct adaptive threshold segmentation
method, which is closer to the actual circular contour.

To obtain a more accurate ellipse contour, an ellipse contour searching
method is designed based on the Snake model. It iterates through an initial
contour to find a more accurate target contour nearby. The cost function is the
energy function defined by the snake model. I (X,Y ), C (q) = C (x (q) , y (q)) is
the evolution curve of an image. The energy of the evolution curve is defined as:

E (c) = Eint + Eext (3)

where Eint is the internal energy function and Eext is the external energy func-
tion. The smallest E(c) satisfies

inf
c∈C

J (c) = α

∫ b

a

(
|c′ (q)|2 dq

)
+ β

∫ b

a

(
|c′′ (q)|2 dq

)
+

∫ b

a

(Eext (c (q)) dq) (4)

Combining the Euler-Lagrange formula of curve C(q) with the Euler-Lagrange
formula of (2) can obtain:

− ac
′′

(q) + βc(4) (q) + ∇Eext = 0 (5)

By combining (4) and (5), the iterative evolution mode of the curve is shown in
⎧⎨
⎩

∂c(q,t)
∂t = Fint + Fext

c (q, 0) = c0 (q)
c (a, t) = c (b, t)

(6)

The initial evolution curve of Snake is set as the ellipse contour detected by
Zernike moment. The target contour is obtained through the iterative evolution
based on the Snake algorithm, and the final elliptical contour is shown in Table 5.

Table 5. Snake model to extract ellipse feature of contour fitting

Px/Pixels Py/Pixels Ls/Pixels Ll/Pixels R/Degree

872.82 556.40 385.14 385.30 50.64

872.26 556.56 370.60 370.83 55.68

It can be seen from Table 5 that the center point of the ellipse obtained by
fitting the two groups of contour data is almost the same. The rotation angle
is also slightly different. Compared with the Zernike moment detection method,
this method has higher detection accuracy.

After obtaining two sets of ellipse contours, the thinning algorithm is used to
extract the middle contour. The refined contour is fitted to get the final target
ellipse contour, as shown in Table 6.
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Table 6. Feature extraction of target ellipse after thinning

Px/Pixels Py/Pixels Ls/Pixels Ll/Pixels R/Degree

872.69 556.40 378.65 379.02 30.62

3 Ellipse Correction Based on Inverse Perspective
Transformation

Generally speaking, the initial circular contour will undergo perspective transfor-
mation to become an elliptical contour since the camera and the initial circular
contour are not parallel. This leads to the problem that there is no feature point
for pose estimation. In this section, an ellipse correction method is proposed
based on inverse perspective transformation. Firstly, the pose transformation
matrix of the camera installation position and the ideal position is obtained
through the calibration of the camera installation position. The ideal position
is parallel to the camera plane and the object plane. Then the inverse perspec-
tive transformation matrix is obtained. Then the approximate circular contour
is obtained by inverse transformation of the ellipse contour. The center and
endpoints of the circular contour are selected as feature points to realize pose
estimation.

3.1 Solving Inverse Perspective Transformation Matrix

In this paper, the installation position calibration is designed, and the correction
perspective transformation matrix of the camera installation position and ideal
position is solved. To obtain the relationship between the ellipse contour before
and after the perspective transformation, the rotation matrix of the calibration
matrix is set as the unit matrix, and the perspective transformation matrix is
obtained after correction. Through the perspective transformation matrix before
and after correction, four groups of points are selected to obtain the coordinates.
Thus, the image coordinate relations before and after perspective transformation
can be solved to realize ellipse correction.

Through camera position calibration, the rotation matrix RC and translation
matrix TC are obtained.

Rc =

⎡
⎣ 0.9999 2.8575e − 06 1.8126e − 03

3.7777e − 06 0.9999 −3.6606e − 03
−1.812e − 03 3.6606e − 03 0.9999

⎤
⎦

TC =

⎡
⎣ 2.2863

−4.7803
67.2903

⎤
⎦

The general perspective transformation is shown as follows⎡
⎣x

y
z

⎤
⎦ =

⎡
⎣a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤
⎦

⎡
⎣u

v
1

⎤
⎦ (7)
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where u and v are the pixel coordinates of the original image, respectively, x,
y, and z are the three-dimensional coordinates after the perspective transforma-
tion,x/z,y/z are the two-dimensional coordinates after the perspective transfor-

mation,

⎡
⎣a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤
⎦ is the perspective transformation matrix,

[
a11 a12

a21 a22

]
repre-

sents the image linear transformation matrix,
[
a31 a32

]
is the image translation

matrix.

Table 7. World coordinate system point coordinates

Point number 1 2 3 4

X coordinate 17.5 0 −17.5 0

Y coordinate 0 17.5 0 −17.5

Four groups of points in the world coordinate system are selected as shown in
Table 7. Before and after ellipse correction, there is a set of pose transformation
matrices respectively. In the corrected rotation matrix and pose transformation
matrix, the difference lies in the identity matrix. The unit matrix means that no
rotation occurs and it is parallel. Before the correction, M is the pose transfor-
mation matrix obtained by calibration, i.e.,

M =

⎡
⎣ 0.9999 2.85e − 06 1.81e − 03 2.276

3.7e − 06 9.99e − 01 −3.6e − 03 −4.789
−1.8e − 03 3.66e − 03 9.9e − 01 67.29

⎤
⎦ (8)

The corrected matrix is shown in (9).

MC =

⎡
⎣1 0 0 2.27619614

0 1 0 −4.78912334
0 1 1 67.29001199

⎤
⎦ (9)

The coordinates of the midpoint in Table 7 are multiplied by Mb and Ma to
obtain the pixel coordinates before and after correction. The inverse perspective
transformation matrix M is obtained by four groups of pixel coordinates before
and after correction, i.e.,

M =

⎡
⎣ 9.988e − 01 3.407e − 03 −4.216e − 01

−1.203e − 03 1.00e + 00 −3.012e − 01
−1.989e − 06 4.014e − 06 1.000e + 00

⎤
⎦ (10)

3.2 Ellipse Correction and Pose Estimation

To realize ellipse pose estimation, it is necessary to find the feature points of
the actual 3D model and those corresponding to the 2D image. By transforming
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the original image, the approximate circular contour is obtained through the
inverse perspective transformation matrix. At this time, the center point of the
circular contour corresponds to the center point of the 3D model. The ellipse
pose estimation is realized through the coordinates of the center point and the
endpoint.

The single-pixel ellipse contour obtained in Table 6 is corrected by inverse
perspective transformation. The ellipse features obtained by fitting are shown in
Table 8.

Table 8. Recognition of ellipse features after contour fitting by Zernike moment

Trans Px/Pixels Py/Pixels Ls/Pixels Ll/Pixels R/Degree

Before 873.34 556.73 381.99 382.84 58.29

After 872.61 556.91 370.53 370.87 76.96

The PnP algorithm [11] is used to realize pose estimation. The endpoints
of the horizontal and vertical axes and the center of the circle of the circular
contour are selected as feature points for pose estimation.

The center coordinates of the circular contour are [821.25, 620.02] and the
radius is 378.64. The coordinates of the pixels to be matched are [821.25,
620.02], [821.25, 241.38], [821.25, 998.66], [1199.89, 620.02], [442.61, 620.02]. The
actual coordinates of the 3D object are [[0, 0, 0], [0,−17.5, 0], [0, 17.5, 0], [17.5,
0, 0], [−17.5, 0, 0]].

The transformation matrix T between the camera and the static contact is
calculated by the solvent method

T =

⎡
⎣XPhase−staticcontact

YPhase−staticcontact

ZPhase−staticcontact

⎤
⎦ =

⎡
⎣ 2.27619614

−4.63912334
84.18001199

⎤
⎦

The rotation vector R is as follows:

R =

⎡
⎣ 5.97577166e − 03

−3.56256301e − 03
1.98851307e − 05

⎤
⎦

By combining the geometric dimensions of the moving and static contacts of the
circuit breaker, the deviations in X, Y, and Z directions are obtained, as shown
in Table 9.

It can be found from Table 9 that the errors in X, Y, and Z directions are
less than 0.2 mm, which conforms to the theoretical state at the beginning of
meshing.



Pose Estimation Based on Snake Model and IPT 115

Table 9. Recognition of ellipse features after contour fitting by Zernike moment

Classification of dynamic and static contact deviation Results (mm)

X direction −0.01

Y direction 0.14

Z direction 0.11

4 Experimental Results and Analysis

A switchgear experimental platform is built to verify the accuracy of meshing
state detection, as shown in Fig. 7. The actual depth is obtained through scratch
measurement. The resin is smeared on the static contact, and the measured
scratches are taken out as the actual depth after meshing. Since there is no
accurate verification method for moderate deviation, the method of measuring
repeated positioning accuracy is adopted to verify the moderate deviation. By
constantly pushing the moving contact handcart, the moderate deviation posi-
tioning accuracy is measured by changing state, since moderate deviation does
not change with the increase of meshing depth in general.

Fig. 7. Meshing state detection platform
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The experimental results are shown in Table 10. From the analysis of the
experimental results, it can be seen that the error range between the actual
meshing depth and the measuring engagement is within ±0.5 mm which is in
line with the required accuracy of ±2.5 mm.

Table 10. Comparative test of meshing depth

Serial number Ad(mm) Md(mm) Error(mm) Speed(times/s)

1 14.7 15.2 0.5 1.2

2 14.8 15.2 0.4 1.0

3 16.0 15.8 −0.2 0.9

4 17.3 17.0 −0.3 1.0

5 18.0 17.5 −0.5 1.1

6 18.1 18.4 0.3 1.3

7 20.7 20.3 −0.4 0.9

Where Ad is the actual meshing depth, and Md is the Measuring engagement
depth.

The repeated positioning accuracy is used to verify the accuracy of moderate
measurements. As shown in Table 11, it can be found that the repeated posi-
tioning accuracy of the actual measurement of moderate measurements is about
±0.3 mm, which is in line with the experimental environment of actual changes in
the measurement of moderate measurements. These experimental results prove
the effectiveness of this method for the measurement of center alignment degree.

Table 11. Accuracy test for moderate repeated measurement

Serial number Measurement
alignment
X/Y (mm)

Measuring
engagement
depth(mm)

Error(mm)

1 3.2/3.5 15.2 0.0/0.0

2 3.0/3.8 15.2 −0.2/0.3

3 3.1/3.5 15.8 −0.1/0.0

4 2.9/3.2 17.0 −0.3/−0.3

5 3.5/3.5 17.5 0.3/0.0

6 3.2/3.5 18.4 0.0/0.0

7 3.2/3.8 20.3 0.0/0.3
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5 Conclusion

To solve the problem of target contour extraction and feature point matching
for elliptical ring pose estimation, a contour extraction method based on Snake,
and an ellipse correction method based on inverse perspective transform are
proposed in this paper. Compared with the traditional binary contour extraction
methods, the contour extracted by this method is close to the contour features of
the elliptical ring. The ellipse correction based on inverse perspective transform
is used to estimate the ellipse contour with high accuracy. At the same time, the
validity and application prospect of the method is verified by the dynamic and
static contacts of switchgear as the experimental object.
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