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Abstract. This papermainly studies the problemof knowledge graph completion.
After analyzing the characteristics of the English dataset of knowledge graph, it
is pointed out that many triples are meaningless. At the same time, it is found
that there is no good construction method for the Chinese dataset. Then, based on
two metrics, the method to create a Chinese dataset is proposed, and two Chinese
data subsets are then created, which can well represent the special relations and
the overall hierarchy of the dataset. Then, by selecting the existing model, it is
concluded that the effect of the created Chinese datasets is better than the effect of
the existing English datasets. At the same time, it is found that the uneven amount
of data in the dataset may affect the accuracy of the model. Experiments results
can conclude that when the amount of data is more uneven, the accuracy of the
model will be worse.
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1 Introduction

Semantic web is made up of a lot of semantic data [1]. It provides semantic understand-
ing of what people look up on the Internet and returns information they want to know,
and knowledge graph is a technology to help semantic web understand. The concept of
knowledge graph was proposed by Google Company. It is a structured semantic knowl-
edge base that describes concepts and their interrelations through semantic information
[2]. The basic unit of knowledge graph is the triple (head entity, relation entity, tail
entity), and the entities are connected with each other through relations to form a net-
worked knowledge structure. Through knowledge graph, web links can be transformed
from web pages to conceptual links, so that users can accurately locate and acquire
knowledge without browsing a lot of web pages.

Since the number of entities and relations in the knowledgegraph is limited, theremay
be some entities and relations not in the knowledge base, which leads to the completion
task of the knowledge graph. The main goal of the knowledge graph completion task is
to predict the missing part of the triple and make the knowledge graph more complete.
According to the specific prediction objects in the triple, the knowledge graph completion
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task can be divided into three sub-tasks: head entity prediction, tail entity prediction and
relation prediction. For the head entity prediction, the tail entities and their relations of
the triples should be given. For tail entity prediction, we need to give the head entity and
the relation of the triple, and then predict the entities that can form the correct triple. For
relation prediction, it is given the header and tail entities, and then predicts the possible
relation between the two entities.

In recent years, through the research of many scholars, the effect of knowledge graph
completion has been continuously improved and developed. On the traditional model,
[3] proposes a model to deal with multiple relation data. Based on the distributed vector
representation of entities and relations, the TransE model ensures that the addition of the
header and the relation vector is as equal as possible to the tail entity vector. [4] believes
that different relations should focus on different attributes of entities and have different
semantic spaces. [5] presents an idea to solve the heterogeneity and imbalance of entities
and relations in knowledge graph by using sparse matrix instead of dense matrix in the
original model. [6] thinks to use Gaussian distribution to represent entities and relations
to deal with the uncertainty inherent in the semantics of relations and entities in the
knowledge graph. [7] puts forward a new linear model to learn the knowledge graph
representation, using the core tensor scale to measure the interaction level between the
elements of the triple by using the mathematical Tucker decomposition. [8] adopts the
method of mapping triples to complex vector space. On the neural network model, a new
graph convolution network is proposed, which defines a different weight for different
relations, and transforms a multi-graph into several single graphs with different strength
relations [9, 10]. In [11], a new embedded model is proposed, which is used to model
triple relations by capsule network. [12] uses the method of LSTM memory gate to
relearn the relation between triples.

However, although the above scholars have made great contributions to the task of
knowledge graph completion, they all focus on model improvement and innovation on
the basis of the existing knowledge graph dataset, without paying much attention to the
possible problems in the dataset itself. Although some articles believe that the existing
English datasets have unreasonable problems in the data, such as FB15k [13] andWN18
[14], but none of them analyze Chinese datasets. Moreover, it is worth affirming that
both English and Chinese datasets have the problem of meaningless data and unbalanced
data quantity, and they all present a tree structure. In terms of semantic richness, Chi-
nese datasets are more polysemy hierarchical than English datasets. Therefore, a more
effective method to analyze and build Chinese datasets is urgently needed. In order to
solve the above problems, this paper gives a method to optimize the Chinese dataset
and builds two Chinese datasets. This method is more hierarchical than other methods to
build English datasets, and can better reflect the special structure of different entities and
relations, which is more convenient for the subsequent processing of model completion
tasks. Then, this paper uses related model to test the effect of the established Chinese
datasets and the existing English datasets.

This paper consists of the following parts. Section 2 analyzes some unreasonable
problems in the existing English datasets and the methods given in related articles.
Section 3 introduces the method of optimizing the Chinese dataset and how to construct
a Chinese dataset in detail, and then introduces related model and reason. Section 4
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shows the effects of different models on the constructed Chinese dataset, and analyzes
the reasons for the good and bad effects and related verification. Section 5 summarizes
the main conclusions and some work that can be carried out in the future.

2 Problem Analysis

Nowadays, there aremanyopen-sourceEnglish datasets for knowledgegraph completion
tasks, such as FB15k and WN18, they are extracted from the huge knowledge base
Freebase and WordNet through related methods, respectively. They can represent a
certain knowledge graph structural, and it is widely used. But this kind of dataset is not
perfect and has two problems of meaningless triples and unbalanced data volume.

2.1 Existence of Meaningless Triples

Obviously, there are a large number of reverse triples and repeated triples in the open-
source English dataset. The meaning of reverse triples is that there are two triples, and
the semantics expressed by their relation are opposite. [15] finds that in the FB15k test
set and WN18 test set, about 70% of the reverse triples of the triples exist in the training
set. However, for these triples, when one of them appears in the test set, the other There
is no need for triples to appear in the test set anymore, because their reverse relation
can already be determined, so the existence of such a large number of reverse triples
will cause the test set and the training set to have a high similarity. It will improve the
accuracy of the model in disguise.

At the same time, there is a Cartesian product relation in the dataset. For a Cartesian
product relation, the head entity-tail entity pairs in the involved triples constitute the
corresponding Cartesian product. For example, if there are city entity a and month
entity b widely in the dataset, then for the triples (a, climate, b), each possible city a and
month b are valid triples, because for each climate, different cities can be established in
different months, then climate is a Cartesian product relation.

For such a Cartesian product relation, the problem of complementing the knowledge
map becomes predicting whether a city has its climate in a certain month. The existence
of these relations will improve the accuracy of the model in disguise, and such predic-
tion tasks are of little significance. Cartesian product relations and reverse relations are
both artificially constructed and widely exist in the FB15k dataset and WN18 dataset.
Therefore, it is necessary to artificially delete the head and tail entity pairs that exist
in these relations. This problem will cause the existing performance indicators of the
embedded model to be inconsistent with reality.

2.2 Unbalanced Data Volume

In addition to the widespread existence of meaningless triples, these datasets also have
the problem of uneven data volume. [15] also finds through experiments that among the
37 relations in theYAGO3-10 dataset, there are two relations, isAffiliatedto and playsFor,
whose triples account for 35% and 30% of all triples, respectively, which shows that
the amount of triple data contained in the other 35 relations is very different from them.
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At the same time, these two relations can be regarded as the same semantic relation in
semantics, and there are also problems described before.

However, the work of [15] is aimed at open-source English datasets. Currently, there
is no open-source Chinese dataset. There are only some general knowledge bases similar
to WordNet, such as CN-DBpedia and zhishi.me. Similarly, there is no open-source
Chinese dataset after the meaningless and unreasonable relation has been eliminated.
Therefore, it is necessary to propose a method that can construct a certain rigorous
Chinese dataset.

3 Methods

To build a Chinese dataset, we need to structure the dataset itself, and then refer to the
method of constructing the English open-source dataset for analysis and summary.

3.1 Use Indicators to Measure Dataset Structure

We use two mathematical indicators to measure the overall and local structure of the
knowledge graph dataset. The indicator that can reflect the overall structure of the dataset
is ξG, and the formula is:

ξG = d(a,m)2 + d(b,c)2

4 − d(a,b)2+d(a,c)2

2

2d(a,m)
(1)

where a, b, c represent the three vertices of the triangle, m represents the midpoint of
the shortest distance between the two vertices b and c of the triangle. d(·) indicates the
shortest distance between two points.

The specific principle of this formula is to use themathematical Toponogov theorem,
which can show that the smaller the negative value, the better it reflects the structure
of the tree. This theorem is the parallelogram law in Euclidean space, and the value is
negative in spaces with negative curvature, such as hyperbolic space.

We define a parameter to represent the weight of different triples under the same
relation, this parameter is:

k = eni
q∑

i=1
eni

(2)

where q represents the number of all connected triples in the knowledge graph dataset,
and ni represents the number of nodes in the triple. We sample 2000 k triangles from
these triples that contain this relation in the dataset. By calculating ξG of these 2000 k
triangles, we use the average value ξG to represent the overall structure of the dataset
under this relation.

ξG =
∑

ξG

2000k
(3)
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For the entire knowledge graph dataset, we use a weighted average method to obtain
the index value of the entire dataset. The weight is:

w = kr
p∑

r=1
kr

(4)

where p represents the number of relations in the whole dataset.
Another indicatorKhsG is used tomeasurewhether there is a reverse relation between

entities and entities within the dataset. The formula is:

KhsG =
∑

Ri,j
(
1 − Rj,i

)

∑
Ri,j

(5)

where i, j represent the interconnected entities. For each relation, if there is only one
edge from entity i to entity j, then

Ri,j = 1 (6)

else

Ri,j = 0 (7)

It can be found that if there is a set of reverse relations between every two entities,
then Ri,j = 0, if every two entities are connected in a one-way relation, then Ri,j = 1.

3.2 Method of Constructing Chinese Dataset

With the above indicators as the criterion, we summarize several steps to build Chinese
dataset.

Table 1. Five relations.

Coupling between triple
relations

Examples

Symmetric Marriage relation

Anti-symmetric Dependency relation

Reversed Inclusion relation

Combined Family relation

Independent Ubiquitous

Firstly, we make it clear that most of the relations in the dataset are coupled. This
means that they follow some kind of logical connection. The coupling relations can be
divided into four categories: symmetric, anti-symmetric, reversed and combined. These
four types of relations need to be focused on and obtained from the dataset for subsequent
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model analysis. For ease of representation, we add a class to represent relations without
any coupling. These relations and corresponding examples are shown in Table 1. Then,
we give the specific implementation steps. The overall step flow chart is shown in Fig. 1.

1) Find that the data library basically presents a tree structure by using ξG,
2) Screen out entities with higher frequency,
3) Sort the results obtained by calculating the relation between the selected entities in

ascending order by using ξG and KhsG ,
4) Extract the first 100 –200 relations and all entities corresponding to these relations,
5) Extract most symmetric, anti-symmetric, reversed or combined relations and all

related head and tail entities from these relations as the final data subset.

Fig. 1. Flow chart of dataset establishment steps.

3.3 Knowledge Graph Completion Model Selection

After establishing the basic steps of Chinese dataset construction, we need to use the
model to verify whether the experimental effect of Chinese dataset constructed by us is
better than that of English dataset.

We take the ATTH model proposed by [16] as our selected model into the task of
knowledge graph completion. The ATTH model maps entities and relations in triples
to hyperbolic-tangent space, and uses Rot(·) and Ref (·) to learn the coupling between
different relations in triples. These two parameters were originally used to deal with the
hyperbolic space to express the tangent formula, by constructing the diagonal matrix
of sine and cosine, and then using the parameter matrix to map the tangent points,
complete the mapping of space. Rot(·) can deal with anti-symmetric and combined
relations, Ref (·) can deal with symmetric and reversed relations.

The formula related to the ATTH model is as follows.

qRot = Rot(·)x (8)

qRef = Ref (·)x (9)

where x represents the header and tail entities in triples.

Att
(
qRot, qRef , a

) = expc
(
α1qRot + α2qRef

)
(10)
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where a represents an attention vector,α1 is the result of softmax between a and qRot , and
α2 in the same way. expc( ) represents the mathematical formula for the transformation
from hyperbolic space to tangent space.

Q = Att
(
qRot, qRef , a

) ⊕ r (11)

where r represents the relations in triples, ⊕ represents the Mobius addition. Finally, Q
is put into the distance function and trained.

The reason whywe choose ATTHmodel is that ATTHmodel is very sensitive to data
with hierarchical structure, and it can well separate the coupling of different relations
in knowledge graph dataset. Any other model is far less effective than it. The Chinese
dataset we build is the dataset with this hierarchical structure, so we can observe the
construction effect of Chinese dataset with this model.

4 Experiments

In this section, we need to use themodel to verify whether the Chinese dataset we created
is more efficient than the English dataset.

First of all, according to the method of creating Chinese dataset proposed previ-
ously, we select two general knowledge bases, one is CN-DBpedia [17], and the other
is zhishi.me [18]. Then, we screen 30000 entities with high occurrence frequency, and
then measure these triples according to the relation with ξG and KhsG . And then we
pick 200 of those relations in ascending order, then we find that in CN-DBpedia dataset,
most of the 200 relations are coupled with each other, but in zhishi.me dataset, 130 of
the 200 relations are uncoupled, we manually remove 54 uncoupled relations and retain
146 relations.

Fig. 2. The schematic diagram of the complexity of the internal relation of the Chinese dataset.

Finally, we constructed Chinese datasets CNDBp-200 and zhishi-146, the related
information of the created Chinese datasets is shown in Table 2. The English datasets
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Table 2. Details of datasets.

Dataset #entities #relations #triples

CNDBp-200
(Chinese)

13k 200 103k

zhishi-146
(Chinese)

9k 146 85k

FB15k-237
(English)

15k 237 310k

WN18RR
(English)

41k 11 93k

we selected are also shown in Table 2. The schematic diagram of CNDBp-200 dataset
is shown in Fig. 2.

For the measurement index of model accuracy, we choose H@10 and MRR. H@10
checks whether the correct result of each triple in the test set is in the top ten of the
sequence, and then calculate the probability that the correct result of all triples is in
the top ten. MRR is an international general mechanism to evaluate search algorithms.
When the rank of each result is obtained, the reciprocal of each result is calculated first
and the average is calculated. The ATTH model test results are shown in Table 3.

Table 3. Test results of ATTH model on different datasets.

Dataset MRR H@10

CNDBp-200 0.291 0.483

zhishi-146 0.325 0.494

FB15k-237 0.307 0.49

WN18RR 0.266 0.447

From the results, we find that the ATTH model is the best on the zhishi-146 Chinese
dataset and the worst on the WN18RR English dataset in H@10 index and MRR.

We notice that the effect of WN18RR is much worse than that of other datasets,
which may be caused by the large difference in the amount of data between different
relations in the dataset.

We also analyzed the proportion of the two relations with the largest difference in
the number of relations in each dataset. The results are shown in Table 4.

Then we find that the proportion of the two groups with the largest difference in the
number of relations in theWN18RREnglish dataset is very different from other datasets.
Therefore, in order to prove that too much difference in the amount of data leads to poor
model effect, we delete some triples with less relation data from our CNDBp-200 dataset
to enlarge the difference, and finally maintain it at about 15:1.
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Table 4. Comparison of the difference of relation data volume among different datasets.

Dataset The proportion of the two relations with the biggest difference in quantity

CNDBp-200 3:1

FB15k-237 6:1

WN18RR 12:1

Then we use ATTH model to test again on the modified dataset, and the results are
shown in Table 5.

Table 5. Comparison between the modified Chinese dataset and the original one.

Dataset MRR H@10

CNDBp-200 0.291 0.483

CNDBp-200(modified) 0.280 0.467

It can be apparently seen from the results that the problemof unbalanced data quantity
will affect the accuracy of the model and make the accuracy worse.

5 Conclusions

This paper focuses on the completion of the knowledge graph. It first analyzes the
characteristics of the English dataset of the knowledge graph, and then points out that
the English dataset is unreasonable in terms of data. Many triples in the English dataset
are meaningless. At the same time, it also found that although some of the problems in
the English dataset have been improved by others, there is still no good way to improve
the Chinese dataset. Then, on the basis of avoiding these existing problems, a method
to create a Chinese dataset was given, and two Chinese data subsets were created. Then
choose the ATTH model, and conclude that the effect of the Chinese dataset obtained
by this method is better than that of the existing English dataset. This means that these
Chinese datasets can have a better effect on the completion model. At the same time, it is
found that the uneven amount of data in the dataset may affect the accuracy of the model.
Through experiments it is concluded that when the amount of data is more uneven, the
accuracy of the model will be worse.

The main tasks in the future are as follows. The method of dataset analysis and
creation studied in this paper is relatively static, this means that adding some newly
emerging entities, such as new network terms, to the existing knowledge graph dataset
may have a significant impact on the completion task performance. If this method can
be further improved in the future, the position and hierarchy of these newly introduced
entities can be well reflected in the whole knowledge graph, and they can perform
better in some intelligent scene dialogues and question answering systems. These are
the contents that can continue to be studied in the future.
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