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Preface

The research activities in the field of superconductivity have been full of theoret-
ical challenges and practical developments during the last century. It has fascinated
scientists during the last period and is continuing to do so.Newcompositions of super-
conducting materials with elevated critical transition temperatures are always being
discovered, and this is an ongoing matter. Due to the rapid technological develop-
ments, superconducting materials, that provide zero resistance to electrical currents
and repel the flux lines of magnetic fields, found vast promising applications during
recent years. As the research activities in the field of superconductivity are increasing
rapidly during recent years, we thought that it is time to evaluate, review, and summa-
rize the fundamental properties, recent progress in superconducting materials, and
their potential applications in an exclusive book.

The current book Superconducting Materials: Fundamentals, Synthesis and
Applications consists of thirteen chapters. It delivers an all-inclusive overview of
the sciences of superconducting materials. It covers the superconductivity field from
the point of view of fundamentals and theories. Subjects of special interest involving
mechanisms of high-temperature superconductors, tunneling, transport properties,
magnetic properties, critical states, vortex dynamics, etc., are reported. Furthermore,
this book assists as a fundamental resource on the developedmethodologies and tech-
niques involved in the synthesis, processing, and characterization of superconducting
materials. The book covers numerous classes of superconductingmaterials including
fullerenes, borides, pnictides, or iron-based chalcogen superconductors, alloys, and
cuprate oxides. Their crystal structures and properties are described. Thereafter,
the book focuses on the progress of the applications of superconducting materials
into superconducting magnets, fusion reactors, accelerators, and other supercon-
ducting magnets. The applications cover also recent progress in superconducting
wires, power generators, powerful energy storage devices, sensitive magnetometers,
RF and microwave filters, fast fault current limiters, fast digital circuits, transport
vehicles, and medical applications.

We, as Editors, tried to harness our experiences in investigating superconducting
materials and their potential applications to prepare this book and we hope that
it will contribute significantly to the service of the scientific community. We take
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vi Preface

this opportunity to thank all authors for their valuable contributions. We greatly
appreciate their commitment. We are also thankful to the Institute for Research
and Medical Consultations (IRMC) at Imam Abdulrahman Bin Faisal University
(Dammam—Saudi Arabia) for its endless supports.

Dammam, Saudi Arabia Yassine Slimani
Essia Hannachi
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Ali Osman Ayaş Department of Physics, Faculty of Science and Art, University of
Adıyaman, Adıyaman, Turkey

Abdulhadi Baykal Department of Nanomedicine Research, Institute for
Research & Medical Consultations (IRMC), Imam Abdulrahman Bin Faisal
University, Dammam, Saudi Arabia

Soubhik Bhattacharyya Department of Physics, Indian Institute of Technology
(Indian School of Mines), Dhanbad, Jharkhand, India

David A. Cardwell Department of Engineering, University of Cambridge,
Cambridge, UK



Editors and Contributors xi

Selda Kılıç Çetin Department of Physics, Faculty of Science and Art, University
of Çukurova, Adana, Turkey

Ahmet Ekicibil Department of Physics, Faculty of Science and Art, University of
Çukurova, Adana, Turkey

Abdurrahman Erciyas Department of Physics, Science and Faculty, Yildiz Tech-
nical University, Istanbul, Turkey

Essia Hannachi Department of Nuclear Medicine Research, Institute for
Research &Medical Consultations (IRMC), Imam Abdulrahman Bin Faisal Univer-
sity, Dammam, Saudi Arabia

Azhan Hashim Faculty of Applied Sciences, Universiti Teknologi MARA (UiTM)
Jengka Campus, Bandar Tun Abdul Razak, Pahang, Malaysia

Fedai Inanir Department of Physics, Science and Faculty, Yildiz Technical Univer-
sity, Istanbul, Turkey

Faruk Karadağ Department of Physics, Faculty of Science and Art, University of
Çukurova, Adana, Turkey
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Superconductivity Phenomenon:
Fundamentals and Theories

Zayneb Trabelsi, Essia Hannachi, Sarah A. Alotaibi, Yassine Slimani,
Munirah A. Almessiere, and Abdulhadi Baykal

Abstract Since their discovery, superconductor materials have been the subject of
extensive studies thanks to their original properties. Such materials are endowed by
zero resistance at a low temperature making it possible to conduct the electric current
without loss of energy. In addition, magnetic fields are deeply affected in supercon-
ductors, they can be canceled completely in the material, or they can be pinned
in a so-called mixed zone where both superconducting and normal states co-exist.
Thus, thorough knowledge of the phenomena which occur within these materials
is very necessary to enlarge their fields of integration. According to BCS theory,
the superconductivity phenomenon in low-temperature Superconductors (LTS) orig-
inates from the pairing of electrons through phonons. Thus, researchers try to explain
superconductivity inHTSmaterialswhich helps to improve the performance of appli-
cations that use superconductors. Although the LTS materials are exploited inten-
sively in many areas, the problem of cryogenics still faces their industrial emergence.
The manipulation of superconductors cooled with liquid nitrogen (77 K) instead of
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liquid helium (4.2 K) opens up market opportunities for high-temperature supercon-
ductivity technology. Works devoted to improving the critical temperature in view
of reaching room temperature superconductivity are in permanent progression.

Keywords Superconductors · Perfect diamagnetic · Cooper pairs · Transition
temperature · Order parameter

1 Introduction

Electrical conduction is a very precious natural phenomenon that caught the atten-
tion of researchers who have worked hard on this subject to provide clear explana-
tions of the mechanisms that occur within materials. They found that this property
is intimately related, according to quantum physics, to how electrons or electric
currents move through the sample. The materials are then classified into three cate-
gories ranging from perfect conductors of electrical current to insulators that do
not conduct electricity at all; the intermediate case is preserved for semiconductors.
However, after having liquefied the helium, research has been directed towards a new
axis that aims primarily to investigate the behavior of electrical resistivity in mate-
rials at very low temperatures. This research led to the discovery of the unexpected
phenomenon of superconductivity. Vanishing of electrical resistivity and expulsion
of the magnetic field from amaterial are the principal characteristics of superconduc-
tors. They also feature a hugely high current carrying density, very low resistance at
power frequencies, and high sensitivity to the magnetic field. All these specifications
make superconductivity the origin of new commercial devices that are altering our
economy and everyday life. Superconductor materials make it possible to propagate
considerable electrical currents without energy dissipation. In these materials, it is
also possible to store electricity without loss in a long term and exploit the intense
magnetic fields surrounding them to allow the levitation of strong metallic charges
and to move them without mechanical friction.

This chapter aims to provide the essential bases for understanding the phenomena
which take place within superconductor materials. We first give a simple description
of the development of these materials since their discovery, recalling their strange
properties and the theories which explain them. We then underline the particularity
of type II superconductors compared to those of type I. Finally, special attention
is devoted to following the latest advancements in the world of superconductivity
which aim to improve the performance of these materials.
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2 Discovery and Chronological Development

2.1 Zero Electrical Resistance (1911)

Cooled below a certain temperature, often referred to as transition temperature or
critical temperature (denoted Tc), various materials get in a superconducting state
and exhibit zero resistance to the crossing of electrical current. This phenomenon
was discovered in 1911 by the Dutch physicist Onnes [1]. His discovery was a
consequence of previous studies investigating the effect of temperature on electrical
conduction mechanisms in metals. Indeed, after the success in the liquefaction of
helium, the variation of electrical resistance with temperature in metals constituted
a research problem to resolve. It was demonstrated that around room temperature,
resistivity varies linearly with temperature. However, this behavior can look different
at low temperatures. So there, some predictions have been proposedwhose schematic
illustration is provided in Fig. 1. According to J. Dewar, the electrical resistance
proceeds to linearly decrease with temperature heading toward zero.While L. Kelvin
predicted that it could reach aminimumand rise again at low temperature. On another
side, Matthiessen believed that resistivity can stabilize at a limit value.

This difference in opinions pushed Onnes to better understand the behavior of the
resistivity at absolute zero. For his investigation, he used mercury (Hg) as a sample,
because of its low melting and boiling temperatures and its very low impurity levels.
In 1911, when he was studying the behavior of electrical resistance of pure Hg with
respect to temperature, he found that Hg’s resistance drops abruptly to zero below
4.2 K (−269 °C) [1] which is the temperature of liquid helium. Then, he appreciates
that below 4.2 K the Hg passed to a new state of matter named superconductivity.
The historic plot of the first superconducting state observation published byK. Onnes
is depicted in Fig. 2 [2]. This unexpected finding ignored all the last predictions.

K.Onnes has then realized the possibilities offered by the zero-resistance property.
For example, it is possible to circulate a permanent electric current in a supercon-
ducting ring by looping the sample around itself. After this discovery, K. Onnes

Fig. 1 The
resistivity-temperature
behavior at very low
temperature as predicted by
Dewar, Kelvin, and
Matthiessen
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Fig. 2 Historic plot of the
dependence of mercury’s
resistance (�) on
temperature (K) shows the
superconducting transition at
4.2 K (October 1911)

continued his research by large amounts of experimental studies. Soon he extended
the list of superconductors by Sn (Tc = 3.7K) and Pb (Tc = 7.2K). In addition,
he demonstrates that adding impurity did not destroy superconductivity and such
phenomenon is an intrinsic property of materials. Since then, the history of super-
conductivity began and the most of chemical elements are marked superconducting
at a fairly low temperature.

2.2 Meissner Effect, Perfect Diamagnetism (1933)

In contrast to what was believed for many years, superconductivity is more than just
the disappearance of resistance. This has been proven in 1933 by the discovery of an
interesting phenomenon called theMeissner effect [3] showing that a superconductor
is extremely diamagnetic, i.e., it highly expels allmagnetic fields that would normally
flow through.Wegive here a simple explanation of this phenomenon.At temperatures
above Tc, a superconductor under an external magnetic field behaves exactly like
a normal metal, meaning that a finite magnetic field resides within the material.
By decreasing the temperature and keeping the applied magnetic field, the sample
expels the magnetic field from its interior at the superconducting transition. This
observation is unexpected because it is known that a perfect conductor maintains its
interior magnetic field without expelling it. The electric voltage is zero (E = 0), for
an ideal conductor. Thus, in accordance with Maxwell equation:



Superconductivity Phenomenon: Fundamentals and Theories 5

−→∇ × −→
E = −∂

−→
B

∂t
(1)

Since E = 0 → ∂B
∂t = 0 → B = constant .

Thus, the magnetic flux within the superconductor must be constant. However,
Meissner and Ochsenfeld have shown the opposite. They observed that the magnetic
flux is completely ejected from the interior of the superconducting material when it
is cooled below Tc.The drawing in Fig. 3 illustrates the Meissner effect. In this way,
the superconductor behaves both as an ideal conductor and a perfect diamagnetic for
T < T c.

Such magnetic field expulsion comes from the fact that the screening currents
running along the superconductor surface induce an opposing magnetic field that
cancels any exterior ones. Consequently, a superconductor material repels all
magnetic objects with an opposing and balanced magnetic field. These objects are
then levitating. Such a prominent phenomenon is called magnetic levitation that can
be described as a magnet placed above a superconductor pellet cooled by liquid
nitrogen floats because the superconductor creates a magnetic field opposite to that
of the magnet.

Fig. 3 Description of theMeissner effect. A superconductor sample in a constant applied magnetic
field excludes the magnetic flux when it is cooled below its critical temperature Tc
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2.3 Critical Parameters

While trying to generate high magnetic fields without losing energy, K. Onnes found
that the Meissner effect is suppressed when the superconductor material is subjected
to a low magnetic field. He realized that each material has its critical magnetic
field Bc, above which the superconductivity is destroyed. As shown in Fig. 4a, the
dependence of Bc ontemperaturedepict a parabolic behavior expressed as follows
[4]:

Bc(T ) = B0

[
1 −

(
T

Tc

)2
]

(2)

It is clear that Bc is maximum (Bc = B0) at T = 0, then it drops to 0 at T = Tc.
It is then possible to convert a metal from the superconducting state to the normal
state by increasing either the temperature or the magnetic field.

In addition to these two parameters (Bc and Tc), Silsbee [5] demonstrated that
the electric current that can be carried by a superconductor without resistance has
a limit. Beyond a critical current density denoted Jc, the material ceases to be a
superconductor and begins to dissipate energy. These three parameters are interde-
pendent. They delimit a critical surface, shown in Fig. 4b, outside which the super-
conductor returns to its normal state, i.e., if one of these parameters is exceeded, the
superconductivity will be destroyed.

Fig. 4 a The dependence of applied magnetic field on temperature shows a parabolic curve sepa-
rating between the normal state and the superconducting state. b B-T -J characteristic showing the
superconducting area
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2.4 London Theory and Penetration Length (1935)

In 1935, London brothers (Fritz and Heinz London) [6] succeeded to give the first
phenomenological equations for superconducting metals that explain the Meissner
effect and predicted the existence of an electromagnetic penetration length (denoted
λL , informing how deep a magnetic field could be across a superconductor). After
few years, in 1939, their prediction was confirmed experimentally. London brothers
came up with other phenomenological equations when they realized that Maxwell
equations are insufficient to explain the phenomenon of superconductivity. They
assumed that the superconducting current is carried by free charges. Thus, their first
equation applies the fundamental law of dynamics to free charges in the presence of
a constant electric field such as [4, 7]:

d
−→
j

dt
= nee2

me

−→
E (3)

where ne is the electron density, e denote the electron charge and me is the electron

mass. Using the local Maxwell equation in a conductive medium−→
rot

−→
E = − d

−→
B
dt and

applying the rotational operator to Eq. 3, one finds [4, 7]:

−→
rot

(
d
−→
j

dt

)
= −nee2

me

(
d
−→
B

dt

)
(4)

Applying the rotational operator again to Eq. 3, one gets [4, 7]:

−→
rot

−→
rot

(
d
−→
j

dt

)
= −nee2

me

d

dt
−→
rot

−→
B (5)

By relying on vector operators and the fourth Maxwell equation in stationary
regime, one finds [4, 7]:

�

(
d
−→
j

dt

)
= μ0nee

2

me

(
d
−→
j

dt

)
= 1

λ2
L

(
d
−→
j

dt

)
(6)

where μ0 is the permeability. Thus, a homogeneous term at a length appears denoted
by λL and given as follow [4, 7]:

λL =
√

me

μ0nee2
(7)

λL , called London penetration depth, is a specific length of superconductors
defining the thickness over which the magnetic field penetrates the material. The
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equations governing the spatial evolution of the temporal derivatives of
−→
B and

−→
j

are given by [7]:

�

(
d
−→
B

dt

)
= 1

λ2
L

(
d
−→
B

dt

)
(8)

�

(
d
−→
j

dt

)
= 1

λ2
L

(
d
−→
j

dt

)
(9)

To establish their second equation, the London brothers proposed to replace the

temporal variation
(
d
−→
B
dt

)
and

(
d
−→
j

dt

)
by

−→
B and

−→
j respectively, which results in the

following equations [7]:

�
−→
B = 1

λ2
L

−→
B (10)

�
−→
j = 1

λ2
L

−→
j (11)

Equations (Eqs. 10) and (11) make it possible to obtain the second London
equation given by [4, 7]:

μ0
−→
rot

−→
j = − 1

λ2
L

−→
B (12)

Considering a superconductor material occupying the half-space (x > 0) of an
infinitely large superconducting surface located at x = 0. The solution to Eq. 10
which reproduces the Meissner effect is given by [4, 7]:

B(x) = B0exp

(
− x

λL

)
(13)

As displayed in Fig. 5, the density of the magnetic flux B decreases exponentially
over a depth λL , then vanishes deep inside the superconductor.

2.5 Ginzburg-Landau Theory and Coherence Length (1950)

2.5.1 Concept of Coherence Length

The estimated London penetration depth λL has always been found to be less than
that experimentally measured. To explain this difference between theory and expe-
rience, Pippard [8] postulated another characteristic length called coherence length
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Fig. 5 Exponential decrease
of the magnetic flux B with
distance x into a
superconductor

ξ . Indeed, London’s theory assumed that the superconductor electrons density ns
suddenly passes from 0 to its value inside the superconductor. However, Pippard
estimated that the superconducting-normal transition of ns must progress slowly
over a finite distance called the coherence length such that its maximum value ξ0 is
reached at 0 K for a pure metal. ξ0 represents a veritable intrinsic property of super-
conducting materials. When increasing the temperature, ξ decreases as and drops to
0 for T = T c. Note that ξ depends on the purity of themetal due to its proportionality
to the mean free path �e [4]:

ξ = (ξ0�e)
1/2 (14)

Thus, for non-pure metals,ξ is shorter and it is of the order of �e at the high level
of impurity. The value of ξ0 can be estimated according to the following relation [4]:

ξ0 = 0.18
�ϑF

kBTc
(15)

� = h/2π where h is the Planck constant, ϑF is the Fermi velocity and kB is the
Boltzmann constant.

2.5.2 Ginsburg-Landau Theory

Ageneralization of the London theory was established by V. Ginsburg and L. Landau
in 1950, known as the Ginsberg-Landau theory [9]. This new phenomenological
theory, valid only near Tc, appears as an extension of Landau’smodel of second-order
phase transitions. Indeed, the reversibility of the Meissner effect makes it possible
to consider superconductivity as a phase transition. In their approach, Ginsburg and
Landau described the superconducting state by a complex wave function or order
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parameter 
(r) = |
(r)|eiϕ(r) whose square of the norm |
(r)|2 is related to the
density of the superconductor charge carriers, ns . ϕ is the phase. The model must
take into account, on the one hand, the dynamics of the superconductor. The order
parameter can vary according to the regions of the material and therefore a kinetic
term must be inserted in the formula of the free energy. On the other hand, the
order parameter depends on the surrounding magnetic field which can destroy the
superconducting phase. The order parameter must be coupled to the magnetic field
via the electromagnetic potential A.It is then possible to write the free energy, near
Tc, in power series expansion of 
(r) as follows [4].

F(
(r)) = ∫ a|
(r)|2 + b
2 |
(r)|4

+ dξ 2|∇
(r) − (ie∗/�)A
(r)|2 + 1
2μ0 ∫ |B(r)|2dr (16)

where e∗ was estimated to be equal to 2e according to themicroscopic theory (forma-
tion of Cooper pairs e∗ = 2e (see Sect. 2.6)). The coefficients a, b and d represent
the energy density terms. a is assumed to be temperature-dependent satisfying the
following relation [4]:

a = a0[(T − Tc)/Tc] (17)

while b and d are assumed to be temperature independent. The quantity ξ has the
dimension of length determining the distance over which 
(r) varies. The last term
represents the contribution of the magnetic field to the free energy density. As a
consequence, a second characteristic length of superconductivity results from this
theory which is the coherence length often referred to as Ginsburg-Landau coherence
length ξGL . It is interpreted as the minimum distance necessary for the variation of
the superconductor electrons density (see Fig. 6). It is given by [4]:

ξGL = �

|2m∗a(T )|1/2 (18)

Fig. 6 Spatial extent of the
order parameter 
(r) over a
consistent length ξGL
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For a pure superconductor close to 0 K, ξGL = ξ0 (Pippard coherence length).
When T → Tc, ξGL approach infinity. Following the addition of impurities to the
superconductor, themean free path decreases resulting in a reduction of the coherence
length.

Furthermore, Ginzburg and Landau have also introduced in their theory a
parameter called the Ginsburg-Landau parameter

κ = λL

ξGL
(19)

It characterizes superconductors and allows to classify them into two kinds:
type I and type II superconductors. We come back in detail on these two types
of superconductors in Sect. 3.2.

Although the Ginzburg–Landau theory attempted to explain superconductivity
and provided derivation for theLondon equations, it was not accepted by the scientific
community, and it was not until the BCS theory that it was fully recognized.

2.6 BCS Theory (1957)

The superconductivity phenomenon was still quite mysterious as to its microscopic
origin until 1957. In that year, the trio JohnBardeen, LeonN.Cooper and JohnRobert
Schrieffer of the United States developed the first fully quantum theory, BCS theory,
which successfully explains the microscopic behavior of superconductivity in metals
and alloys [10] andwon them aNobel prize in 1972. This theory reposes primarily on
an earlier discoverybyL.Cooperwhoproclaimed that the attractive electron–electron
interaction through an interchange of virtual phonons (lattice vibration) gives birth
to Cooper pair. They have bound states formed by two electrons of opposite spins
and momenta. Such attractive interaction takes place when the energy separating
the electronic states is smaller than the phonon energy �ω around the Fermi level
EF . The process of forming Cooper pairs is shown and explained in Fig. 7. The
spatial extent of a Cooper pair is given by the coherence length ξ , much greater
than the interatomic distance of the lattice. In a superconductor, electrons mate in
Cooper pairs moving correlatively and without friction within the solid thus forming
a coherent macroscopic ground state defined by a collective wave of phase ϕ as
postulated by Ginsburg-Landau. This means that it is impossible to modify one pair
without modifying the state of all the others. The quantum nature of the resulted
wave allows to understand all the properties of superconductors and to predict the
behavior of their characteristic quantities.

The electron–electron attractive interaction mediated by phonon gives rise to a
gap energy � between the BCS ground state and the excited states. This gap is at
the origin of exceptional properties, whether optical or electromagnetic, in these
materials. The gap energy for a classic superconductor, displayed in Fig. 8, is given
by [10]:
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Fig. 7 Cooper pair formation. When an electron crosses a crystal lattice, the ions will be attracted
by its negative charge allowing them to move slightly and cause a lattice deformation. This leads to
the emission of phonons generating a positively charged zone which will attract another electron.
Thus, two electrons, which would normally repel each other, are indirectly attracted and linked
forming a Cooper pair

Fig. 8 Energy diagram of a superconductor showing the superconducting gap

Eg = 2� ∼ 3.5kBTc (20)

For energies below 2�, the Cooper pairs remain in their ground state without
causing the slightest dissipation of energy. Thus to dissociate a pair, it is required
to supply energy higher than or equal to Eg , hence the need to reach a critical
temperature of the order of �/kB to break the superconducting phase. For a weak
coupling (kBTc � �ω), the expression of the transition temperature Tc is given by
[10]

kBTc = 1.14�ωexp

[ −1

N (0)V

]
(21)
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where N (0) is the density of states of at the Fermi energy and V represent the
electron–phonon interaction potential.

Scientists believed that superconductivity was fully understood and that critical
temperatures could not increase beyond about 30 K, a theoretical limit determined
by the weak attractive interaction between electrons of the BCS theory. This inter-
action is very sensitive to thermal agitation, low temperatures are then necessary
for superconductivity. This theory made it possible to predict with great precision
all the thermodynamic, electromagnetic, and spectroscopic properties of the super-
conductors known at that time, often called BCS superconductors. or conventional
superconductors. However, subsequent studies have shown that the BCS theory does
not appear to be applied in HTS [11–13] where superconductivity can be generated
by processes other than the electron–phonon interaction.

2.7 Flux Quantization and Josephson Effect (1961)

2.7.1 Flux Quantization

F. London predicted that a magnetic flux φ within a superconductor ring is quantized
[14]. This prediction was nicely confirmed in 1961 through precision experiments
done by Doll and Näbauer’s group [15] with Deaver and Fairbank’s group [16]. They
found that the magnetic flux going across a cylinder can only be a multiple of the
flux quantum φ0 as shown in Fig. 9. This quantification comes essentially from the
uniqueness of the phase ϕ(r) of the wave function whose variation on a contour C
within a superconductor material is equal to a multiple of 2π such that [4]:

Fig. 9 Flux quantization in
a superconducting ring and
cylinder
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C

−→∇ ϕ(r)
−→
.dl = 2nπ (22)

where n is a relative integer. Given that this contour is located inside the supercon-
ductor very far from its surface, in other words at a much greater distance than λL ,
the supercurrent j is always zero. The circulation of the vector density of the current
is therefore zero [4]:∮

C

−→
j .

−→
dl = e∗ns

m∗

∮
C

(
�
−→∇ ϕ(r) − e∗−→A

)−→
dl = 0 (23)

Let us consider a surface S resting on this contour, the circulation of the vector
potential of this contour is equal to the flux of the magnetic field φ through this
surface such that [7]∮

C

−→
A .

−→
dl =

¨
S

−→
rot

−→
A .

−→
ds =

¨
S

−→
B .

−→
ds = φ (24)

The relationship (Eq. 23) becomes [4, 7]:

e∗ns
m∗

(
�2πn − e∗φ

) = 0 (25)

⇒ φ = �2πn

e∗ = nh

2e
(26)

This result shows directly that the ground state is a superposition of two-particle
states, with a charge 2e. The flux φ of the magnetic field through a surface based on
a closed contour C is, therefore, an integer multiple of a fundamental quantity called
the flux quantum or fluxon φ0:

φ = nφ0withφ0 = nh

2e
= 2.07 × 10−15T.m2 (27)

2.7.2 Josephson Tunneling Effect

When two superconductors are separated by a thin insulating barrier (of the order of
a few nanometers), a continuous electric current suddenly appears; this phenomenon
is the Josephson effect. In 1962, B. D. Josephson [17] noticed that the Cooper pairs
(previously seen in Sect. 2.6) of a superconductor can pass through the insulator
by tunnel effect creating a continuous electric current (see Fig. 10). By applying
a constant electric voltage, an alternating current this time appears. The Josephson
current offers some unusual properties, greatly related to the phase of the collective
wave function describing the superconducting state. As we have seen previously,
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Fig. 10 A Josephson junction is formed by two superconductors 1 and 2 separated by an insu-
lator. Each superconductor is characterized by its phase. The passage of Cooper pairs from one
superconductor to another is done by tunneling

a superconducting material is characterized by an order parameter 
(r) having a
constant phase ϕ. A phase variation causes the current to flow. In the case where two
superconductors are weakly coupled and having two different phases ϕ1 and ϕ2, an
arisen current will flow through the thin insulating layer. This current, depending on
the phase shift �ϕ = ϕ1 − ϕ2, is given by the first equation of Josephson [4]:

I = ICsin�ϕ (28)

where IC denotes the critical current of the junction, it is controlled by the temperature
and the junction parameter. When �ϕ = 0, no current is flowing. For currents lower
than IC ,�ϕ stabilizes allowing Cooper pairs to cross the junction and a supercurrent
j is observed up to a maximum current density JC . We then speak about the DC
Josephson effect. When a potential difference V is applied to the junction as shown
in Fig. 10, �ϕ decreases as a function of time. The current of the Cooper pairs
oscillates and an electromagnetic wave emission of frequency ν is manifested.

This frequency is given by the second equation of Josephson that translates the
AC Josephson effect [4]:

ν = 2eV

h
= V

φ0
(29)

This frequency turns out to be 483.6GHz/mV . The oscillation frequency can
be adjusted employing the applied voltage which makes the Josephson effect very
promising for many applications especially the SQUID (Superconducting Quantum
Interference Device). Such devices, primarily based on Josephson junctions, provide
an accurate measurement of exceedingly weak electromagnetic signals, in particular
those submitted by the human brain.
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2.8 Towards Room-Temperature Superconductivity

The record of Tc for LTS, also known as conventional superconductors, was 23.2 K
for Nb3Ge. The physical properties of this family are explained within the frame-
work of the BCS theory. Since 1986, the year of the discovery of high-temperature
superconducting materials, the BCS theory is no longer valid. The first HTS was an
oxide-based ceramic, La-Ba-Cu-O system, discovered by J. G. Bednorz and K. A.
Müller. It was found to superconduct as high as 35 K [18], a temperature that exceeds
and challenges the limit of BCS theory. These superconductors are then classified as
unconventional. This finding opened the door for researchers to develop new genera-
tions of compounds that could be superconducting at temperatures exceeding that of
liquid nitrogen (77 K) like Y-Ba-Cu-O (Tc ∼ 92 K), Bi-Sr-Ca-Cu-O (Tc ∼ 110 K)
and Ti-Sr-Ca-Cu-O (Tc ∼ 125 K). In 1994, the record for Tc was 164 K, reported
for mercury cuprates HgBa2Ca2Cu3O8+x, under 30GPa of pressure [19]. All these
compounds have in common the existence of a copper oxide plane CuO2 carrying
superconductivity, hence their generic name of cuprates. This new generation of
materials exhibits a superconductivity which goes beyond the framework of the BCS
theory. Scientists have succeeded in synthesizing new families of HTS, depicted in
Fig. 11, namely organic superconductors (carbon based), doped fullerenes (Tc ∼
40 K, 1991), the MgB2 compound (Tc ∼ 39 K, 2001), the family of pnictides
(iron-based compounds) (Tc ∼ 55 K, 2008).

Fig. 11 Chronology of superconductors. Cuprates are displayed as blue diamonds, BCS super-
conductors are marked by green circles, and iron-based superconductors by yellow squares. The
advent of HTS modified the dynamics of refrigeration by admitting smaller, less expensive, and
more efficient system cooling for certain applications [20]
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Extensive efforts are now in an attempt to improve Tc and reach superconductivity
at room temperature. Very recently, in 2015, superconductivity was demonstrated in
the H3S compound which exhibited a Tc of 200 K under a pressure above 200 GPa
[21]. Likely, the story will not stay there…! Further advancements in the field of
superconductor materials will be briefly discussed in Sect. 4.

3 Magnetic and Electromagnetic Properties

An increase in the applied magnetic field destroys the superconductivity by
suppressing the Meissner effect. This occurs when the intensity of the applied field
exceeds a certain limit often known as a critical magnetic field Bc already seen in
Sect. 2.3. Depending on the nature of the material, two behaviors of the magnetic
field are possible above Bc:

• It penetrates suddenly in the material and destroys the superconductivity in its
whole. In this case, only one critical magnetic field exists. These materials, which
are endowed by perfect diamagnetism, are identified as type I superconductors
(Fig. 12a). They couldn’t maintain their superconducting state at higher temper-
atures, and they fall under the BCS theory. All pure metals except niobium are
type I superconductors having extremely low critical fields for use in magnets.

• It penetrates locally within the material allowing it to maintain the supercon-
ductivity in the presence of intense magnetic fields, so they are not perfectly
diamagnetics. Such materials are called type-II superconductors. A mixed state

Fig. 12 Phase diagrams of type I and type II superconductors (magnetic field versus temperature).
For type II superconductor, the material is superconducting below Bc1, just like type I. Between
Bc1 and Bc2, the material is in a mixed state where the field partially penetrates in the form of small
tubes of magnetic flux called vortices. Beyond Bc2, the material returns to its normal state
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limited by two critical magnetic fields, Bc1 and Bc2, then exists in which the mate-
rial can present both superconducting and normal areas (Fig. 12b). The first type
II superconductors discovered were alloys, such as Pb-In. The critical fields Bc1

and Bc2 depend very appreciably on the intrinsic properties and the purity of the
material. Type II superconductors, featuring a strong critical field Bc2, have made
it possible to produce magnets for particle accelerators due to their high resistivity
to intense magnetic fields.

The phase diagrams of the two superconductor types are shown in Fig. 12.

3.1 Magnetization in Type I and Type II Superconductors

The induced magnetic field in a type I superconductor tends to push back the applied
field until to the critical value Bc at which the material suddenly returns to its normal
state describing the first-order transition as shown in Fig. 13 (green curve). In the
superconducting phase, the material behaves like a perfect diamagnetic within which
the magnetization is given by:

M = χ
B

μ0
= − B

μ0
(30)

χ = −1 is the magnetic susceptibility for a perfect diamagnetic.
During an increase in the magnetic field applied to a type II superconductor,

the penetration of the flux into the material begins at a lower field Bc1 (< Bc)
and increases continuously until a higher field Bc2 (> Bc) from which the material

Fig. 13 Comparison between typical magnetization curves of type I and type II superconductor
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becomes normal. The magnetic behavior of this type of superconductor is described
in Fig. 13 (red curve). For B < Bc1, the material behaves exactly like a type I
superconductor. Magnetization decreases with increasing applied field up to Bc1 and
begins increasing continuously until it becomes zero at Bc2. The superconductor-
normal transition, in this case, is of second order. Between Bc1 and Bc2, the material
is in the mixed state where it admits lines of quantized magnetic flux surrounded by
eddies of non-dissipative current. These flux lines are often referred to as vortices
(more details will be provided in Sect. 3.3).

3.2 Classification in Terms of Surface Energy

Another classification of superconductor material can be envisaged based on the
surface energy concept which separates the normal phase from the superconducting
one and that depends mainly on the London penetration depth λL and the Ginsburg-
Landau coherence length ξGL . In this context, Abrikosov [22] developed his approach
of type II superconductors founded on the Ginsburg-Landau phenomenological
theory [9]. To have a stable normal-superconductor interface, the free energies per
unit volume in both regions must be equal ( fn = fs). In the superconducting state,
two contributions to free energy exist; the first one is due to the presence of super-
electrons ordered over a distance ξGL lowering the density of free energy by a quantity
fn − fs = Bc2

2 . While the second contribution comes from the acquired magnetiza-
tion to repel the flux which brings magnetic energy equal to Bc2

2 over a distance λL .
Thus, each contribution cancels the other inside the superconductor. But since for
most metal superconductors ξGL 	 λL , very close to the normal-superconducting
interface, there is small positive energy, called the surface energy, approximately
equal to Bc2

2

2
1

(ξGL−λL )
. In this case, it is energetically unfavorable to form an inter-

face: the material will tend to separate the normal and the superconducting areas
by minimizing the contact surface between them. Abrikosov called these materials
type I superconductors to distinguish them from others. For Type II superconductors,
mainly compounds and alloys, ξGL is very low because the mean free path is very
short. These materials are then endowed by a coherence length significantly shorter
than the penetration depth, ξGL � λL , leading to negative surface energy. It is so
energetically favorable to form an interface, and the material will tend to create as
many interfaces as possible by mixing normal and superconducting areas inside the
material. Difference between type I and type II superconductor in regard to the spatial
extent of the electron density ns and the magnetic field B is depicted in Fig. 14

The Ginsburg-Landau parameter κ = λL
ξGL

is then introduced to estimate the value
of the surface energy and therefore the category towhich the superconductor belongs.
Abrikosov showed that there is a limit value for this ratio separating the two classes of
superconductors. Formetallic or type I superconductors κ < 1/

√
2, a positive surface

energy exists. While for type II superconductors κ > 1/
√
2, the surface energy is

negative; in this case, when the first critical field Bc1 is reached, the magnetic flux
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Fig. 14 Spatial extent of the electron density ns and the magnetic field B for type I and type II
superconductors

is partially admitted in the form of cylindrical zones, or flux lines, centered on
non-superconducting cores of diameter 2ξGL .

For more information, we give below the quantitative relations allowing us to
estimate the values of the lower critical field Bc1, the upper one Bc2 and even the
thermodynamic field Bc which was not directly measurable. These relations derive
from the phenomenological theory of Ginsburg-Landau-Abrikosov-Gorkov (GLAG
theory) [23–25]:

Bc1 = φ0

2πλ2
L

lnκ

2
(31)

Bc2 = φ0

2πξ 2
GL

(32)

Bc = φ0

2πλLξGL

1√
2

(33)

It is very clear that Bc1 is related to λL : Bc1 is reached when a flux quantum φ0

crosses a London region of area ∼ λ2
L . While Bc2 is related to ξGL : Bc2 is reached

when a flux quantum φ0 passes through a vortex core of the area ∼ ξ 2
GL .

The relation between the different critical fields is given by:

Bc = λL

ξGL
Bc1

1√
2lnκ

= ξGL

λL
Bc2

1√
2

(34)

The GLAG theory also gives the energy added to the system by the presence of
vortices, it is written as follows:
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Evortex = φ0

2πλ2
Lμ0

lnκ

2
(35)

3.3 Quantized Flux Lines: Vortices

3.3.1 Abrikosov Lattice

The existence of a negative surface favors the partial penetration of the flux lines
inside the sample in the form of vortices. A vortex, as described in Fig. 15a, is a
magnetic flux line of magnitude φ0 = h/2e that cross the length of the sample
in parallel the applied field. This magnetic flux is carried by the vortex core of
diameter 2ξGL , where the superconductivity is destroyed. The core is surrounded by
a supercurrent which is responsible for (i) generating the magnetic flux in the normal
core and (ii) screening it in the surrounding material. Thus, a type II superconductor
can be in a mixed state because it includes normal zones, which are the vortices
cores, surrounded by a superconducting matrix. Because of the mutual repulsion
between vortices arising from superconducting currents which circulate in the same
direction around normal cores, these vortices are arranged into a regular triangular
lattice in an ideal superconductor referred to as Abrikosov lattice. They form then
a fine structure with a periodicity of less than 10−6cm making the mixed state an
intrinsic property of type II superconductors (see Fig. 15b). It should be noted that
due to the anisotropy of some materials, the vortices lattice can take a square shape.
The presence of vortices in the mixed state of alloy superconductors, allowing the

Fig. 15 a Vortex description. The vortex includes a 2ξ diameter non-superconducting core
surrounded by a vortex of non-dissipating current. This current generates a flux density (magnetic
induction) B(r), with an integrated value equal toφ0 = h/2e. The density ns of Cooper pairs contin-
uously decreases until it disappears in the center of the core.bMixed state of type II superconductors
with vortices arranged in a triangular Abrikosov lattice
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magnetic flux to penetrate through them, clearly explained the cause of the imperfect
Meissner effect in this area. This mixed state is then stable up to a large critical field.

3.3.2 Dissipation and Vortices Pinning in Type-II Superconductors

If no current is applied to the superconductormaterial, no dissipation exists.However,
when a supercurrent of density

−→
J flows in a type II superconductor, it exerts aLorentz

force
−→
FL on all the flux lines:

−→
FL = −→

J ∧ −→
B (36)

This force tends to move the vortices in a direction perpendicular to both electric
andmagnetic fields. If thematerial does not contain impurities or defects (ideal super-
conductor), the vortices freely move to lead to energy dissipation within the material
and a finite resistance. This is called the flux flow regime making the superconductor
material useless for technical applications. The vortices must then be trapped or
pinned to ensure their stability and therefore the conduction of current without loss.
A real material naturally contains defects (dislocations, twins, microcavities, grain
boundaries, etc.) which will interact with the vortices. Energetically, these vortices
will tend to position themselves on defects zones that act as pinning centers. The
pinned vortex is then subjected to two forces: the pinning force

−→
FP which tends to

maintain it in its initial position and the Lorentz force
−→
FL which tends to move it.

The vortices do not move until the Lorentz force does not exceed the pinning force.
A critical state is then defined as being a critical current density Jc is reached. Once
Jc is exceeded, the vortices start to move, and the material recovers its normal state.
The behavior of the critical current density Jc against the applied magnetic field for
a defect-free type II superconductor (clean superconductor) is different from that
containing defect (dirty superconductor).

As shown in Fig. 16, Jc suddenly drops to a low value for a clean superconductor.
While a dirty superconductor can carry a large current over a broad range of high
magnetic fields. Thus, impurities and defects play an important role in the pinning
mechanisms making type II superconductors interesting for powerful applications
such as the magnet devices for particle accelerators which require intense magnetic
fields. It is to note that the artificial adding of impurities (by irradiation for example)
greatly enhances the vortices pinning and thus improves the performance of the
material.

4 Some Latest Advancements

Nowadays, it is difficult or even impossible to imagine our life withoutmotors, gener-
ators, or magnetic resonance imaging, etc. This fact well appreciates the importance
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Fig. 16 Dependence of the
critical current density Jc as
function of the magnetic field
B for free-defects (clean)
and with defects (dirty) type
II superconductors

of superconductivity in our daily life, which is considered to be an inspiring tech-
nology for high-performance electronics. Thanks to their unique properties, super-
conductors have paved the way for several innovative technology applications in
different areas like medicine, communication, transportation, industry, etc. Even
though radical developments have started in the superconductivity field since its
finding, searching for novel superconductors continues to be amajor scientific target.
For that, scientific researchers have not ceased to deeply understand and enrich their
knowledge of the fundamentals and basic principles of superconductivity to ensure
its best implications [26–39]. Recently, lots of significant improvements in the prop-
erties of superconducting materials have occurred. Here, we collect briefly the latest
advancements experienced in the world of superconductivity:

(i) The advancement of high-temperature superconductors (HTS) always remains
intended because of their powerful applications that enhance the performance
of many devices. Their introduction extends almost all areas like magnetic
resonance imaging (MRI) for medical applications, superconducting quantum
interference (SQUID),microwaveovens,magnetic energy stores,Maglev train,
waves, and resonators for high energy physics experiments [40]. The challenge
was to fabricate high-quality HTS nanostructures beneficial for the design of
novel devices. Recently, HTS YBa2Cu3O7-x (YBCO) films, with a reduced
size down to ~50 nm, were successfully created [41, 42]. A similar study
has focused on the understanding of reversible discontinuous voltage jumps
caused by instabilities of the vortex dynamics (flux-flow) in HTS nanowires.
Themain goal is to hold repeated brusque voltage jumpswith narrow switching
current distributions by controlling magnetic field, temperature, and nanowire
width. To achieve this objective, YBa2Cu3O7−x (YBCO) nanowires are fabri-
cated using high-resolution focused ion beam lithography and counting on
optimization of patterning conditions to have high-quality superconducting
nanowires of various widths. As a result, sharp voltage switching very close to
the critical current density is acquired in nanowires with 50 nm widths, being
especially attractive for practical applications [43].
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(ii) Developments also included the MgB2 materials to exploit their potential in
new applications. Since their discovery in 2001 [44], raising the critical tran-
sition temperature (Tc) of MgB2 superconductors was the main goal of several
researchers. They tend to transcend the McMillan limit temperature predicted
to be 40 K for conventional BCS superconductors [45]. In this context, doping
and chemical substitution are used to improve the superconductivity of MgB2

but the majority of efforts are failed and confirm that these methods reduce the
Tc of MgB2. A new approach consists of the structural design of metamate-
rials is exploited for improving the superconductivity [46, 47]. In this method,
a smart meta-superconductor (SMSC) is formed by directly doping electro-
luminescence (EL) materials into a superconductor. Contrary to traditional
doping, the Tc of SMSC materials can be tuned and enhanced by the stim-
ulus of external field. In the last few years, studies show that this new method
of doping has well succeeded to increase the Tc of MgB2 but the obtained
�T c (�T c = T c −Tc,pure) values are generally small which greatly affect the
further improvement of the Tc. Very recently (in 2021), Li et al. [48] pay special
attention to enhancing �T c in MgB2 SMSCs. Thus, they doped two types of
inhomogeneous phases, Y2O3:Eu3+ and Y2O3:Eu3+/Ag, into three MgB2 raw
samples having various particle sizes in order to investigate the effect of doping
concentration on the �T c. Findings reveal that the optimal doping concentra-
tion of inhomogeneous phases increases from 0.5 to 1.2% when reducing the
MgB2 particle size favoring a rise in �T c from 0.4 K to 1.2 K respectively.
These values are encouraging compared to those found in previous works
(varies between 0.2 and 0.4 K) [49–51]. This result shows that the SMSC
method affords new manners of improving the Tc of superconductors. We
report that the same approach is applied to Bi(Pb)SrCaCuO (BSCCO) where
the zero-resistance temperature Tc0 and onset transition temperature Tc,on of
Y2O3:Eu3+ + Ag doped sample are found to be 4 and 6.3 K higher than those
of pure B(P)SCCO, respectively [52].

5 Conclusion

Throughout this chapter, we have underlined the particularity of superconductor
materials due to the unusual phenomena and effects which occur within which
namely the zero resistance, theMeissner effect, the electron–phonon interaction, and
the Josephson effect. With the fundamental phenomenological theory of Ginzburg-
Landau which reveals the notion of the order parameter, then that of Bardeen-
Cooper-Schrieffer (BCS theory) based on the total wave function of superconducting
electrons and finally the discovery of the Josephson effect, superconductivity now
seems to be successfully described, in particular for low-temperature superconduc-
tors. However, some details remain unclear for high-temperature superconductors.
The particular attention to this field confirms the importance of superconductor mate-
rials compared to others which are proven by their integration in high-performance
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applications. Superconductivity is very useful in many fields, both in basic research
and in everyday life. The number of superconductor materials today is incredibly
varied with critical temperatures that can exceed 200 K in some cases. Likely, we
are not at the end of the road in this fascinating field, and new surprises are well
expected.
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Transport Properties of Superconducting
Materials

Ahmet Ekicibil, Faruk Karadağ, Selda Kılıç Çetin, Ali Osman Ayaş,
Gönül Akça, Mustafa Akyol, and Doğan Kaya

Abstract In superconducting materials, a phase transformation occurs at critical
transition temperature, Tc, and they show zero resistivity below Tc. The rela-
tion between zero resistivity and superconducting properties is an interesting and
important issue to understand the mechanism of superconductivity especially for
high-Tcsuperconductors (HTSCs). To determine the behavior of superconducting
materials under an applied magnetic field, many remarkable studies that have been
conducted due to their great technological and industrial importance. The magnetic
field causes a change in the transition temperature, the width of resistance transition
and activation energy of superconducting materials. Energy dissipation is one of the
important obstacles to obtain superconducting material with desired properties for
practical industrial applications. Thus, some important models that make an expla-
nation about the dissipation mechanism have been explained and interpreted. The
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critical current density has been discussedwith early and recentmodels, experimental
methods, and recent studies on HTSCs. In addition, a transverse voltage difference
(the Hall voltage) can be observed in superconductor materials, especially in HTSCs,
under perpendicular magnetic fields. But, the sign of Hall voltage becomes opposite
to the ordinary Hall effect.

Keywords Superconductivity · Zero resistivity · Magnetoresistivity · Energy
dissipation · Critical current density · Hall effect

1 Introduction

It was understood soon after the discovery of the electron that the high thermal
and electrical conductivity of metals depend on the movement of electrons in the
metal. Classical theories of metallic conductivity explained these electrons as an
independent gas of particles colliding with lattice defects in the metal. Following,
many experimental results showed that the electrical and thermal conductivity can be
explained using classical kinetic theorymethods.However, thewave property of elec-
trons and the exclusion principle were considered only in conjunction with quantum
mechanism. There are many unsolved issues in these theories that need to be studied
to explain superconductivity. For example, the Fermi distribution for free electrons in
superconductor material needs to consider understanding the electronic contribution
to the specific heats of solids. Other applications of wave ideas yield to the quan-
tization of energy levels and the band theory of solids, which largely explained the
reason for the electrical and thermal conductivities observed in normal solids. The
free-electron model approach found an average of the changes in the interactions of
electrons with each other and with the ions in the lattice. This model explains the
reason of resistance to electron flow under normal conditions. However, this inde-
pendent particle model fails to explain superconductivity. In order to understand this
phenomenon, it is necessary to explain the reason for the common behavior of elec-
tron and lattice ions in solids. It is also important to take into account the so-called
many-body effects.

In 1911, HeikeKammerlingOnnes found that when solidmercury is cooled below
a certain temperature, called the critical temperature,Tc, its electrical resistance drops
to an immeasurably small value [1]. This experimental result showed that when the
temperature drops below 4.2 K for mercury, a phase transition occurs from a normal
conductive to a superconducting state. Since then, many other elements have been
found as superconductors as high as 23 K.

The phase transition in material from the normal to the superconducting state
indicates a clear conducting phase change without losing its physical shape and
appearance. This phase transition occurs at Tc which is specific temperature for
different materials. The normal states of a metal or alloy exist at a temperature above
Tc while the superconducting state takes a place below Tc. This critical temperature
value emphasizes that matter is in equilibrium and every temperature has equilibrium
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energy. During cooling, there are only two different states with the same equilibrium
energies at Tc and there is a jump from one to the other. This jump is called a phase
transition in superconductors.

As can be predicted, many factors contribute to the electrical resistivity of a solid.
Electrons are scattered because the structural defect or impurity changes present in a
crystal, compared to a perfect lattice. Also, lattice ions in normal modes have lattice
vibrations, called phonons, which produce an event similar to sound waves moving
through a solid. As the temperature increases, more phonons are formed in the lattice,
resulting in an electron–phonon interaction that scatters conduction electrons and
causes more resistance. Therefore, under normal conditions, the electrical resistance
of the solid should decrease as the temperature decreases. However, a residual resis-
tance is expected even around absolute zero due to crystal defects. Therefore, it seems
extraordinary that the electrical resistivity of some solids disappears completely at
sufficiently low temperatures. In general, one of the most interesting properties of
somemetals and alloys is that their electrical resistivity completely disappears below
a certain temperature value. This zero resistivity or infinite conductivity is one of the
important properties of superconductivity.

The resistivity of a conductor can be measured via passing a current through the
conductor under a voltage difference. Another method is the energy loss method that
the direct consequence of passing current creates heat in the conductor. Although
similar processes can be applied to superconductormaterials, they can carry electrons
without any resistance or energy loss. The behavior of electrons in a superconductor
is quite different while impurities and knitting defects also exist in the structure.
However, the superconducting electrons in the conductor move in the mixed lattice
without being exposed to any obstacles. So that no collision and friction occur in
the structure and current and energy are transmitted without any loss. The maximum
resistance occurs applying a high voltage which results in an energy loss in the
conductor. But in some conductors, when the material is cooled below Tc, the elec-
trons lose their ability to convert their energy into heat, and the resistance drops to
zero. In this case, it is possible to create a current without applying any voltage. In an
ideal metallic structure, the phonon effect disappears and the electronsmove freely in
the structure without interacting with the lattice below Tc. In this case, the resistance
of the structure suddenly drops to zero which is called superconducting material.
However, the reason for this phase transition in the material is the result of only
a small part of the electrons passing with a different quantum state, no difference
is observed in the other properties of the material. Existing theoretical studies on
superconductivity are extremely difficult to understand and are full of unexplained
information.

The resistance of a conductor can be calculated by the formula V = I.R. If the
voltage is zero, the resistance is also zero. Differently, superconductors can accom-
modate electric current without applying voltage, this property is provided by super-
conducting electromagnets (Ex:MagneticResonance Imagingdevices). Experiments
have shown that an electric current can continue unabated in a superconducting coil
for an estimated time of about 100,000 years. Theoretical evidence, on the other
hand, suggests that the universe may last longer than its lifetime, or even forever.
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In a normal conductor, the electric current can be considered as amass of electrons
moving in an ionic lattice. These electrons are in constant collision with the ions, and
each collision results in vibrational kinetic energy in the lattice. So that, the energy,
which is created by the electric current, is absorbed by the lattice and converted into
heat. As a result, the energy that is carried by the current is constantly dissipated.
This distribution creates electrical resistance and Joule heating. This situation is
different for superconductors for which the clump of electrons cannot disperse into
individual electrons. Instead, they are found in pairs called Cooper pairs. The reason
for this pairing is the force of attraction between the electrons as a result of the
exchange of phonons. According to quantum mechanics, there is an energy gap in
the energy spectrum of Cooper pairs in the material, and a minimum energy change
is required to excite the electrons to surpass the gap. If this energy change is greater
than the thermal energy of the lattice, the electron stack will not be fragmented by the
lattice, based on the formula kT (k, Boltzmann constant; T, temperature). The stack
of Cooper pairs is, therefore, superfluid and can move without the loss of electrons.

Superconductivity can also be affected by an external applied magnetic field.
Superconductivity disappears in an externally applied magnetic field which is
stronger than the critical magnetic field, Hc of superconductor material at a constant
temperature below Tc. This is because the Gibbs free energy of the superconducting
state increases second order with the magnetic field, while the free energy of the
normal state is independent of the magnetic field. If a substance exhibits supercon-
ductivity without a magnetic field, the free energy of the superconducting state is less
than the free energy of the normal state. At a finite value for the magnetic field (this
value should be proportional to the square root of the difference of the free energies
in the zero magnetic field), the two free energies are equal to each other and a transi-
tion to the normal state is observed. In general, a higher temperature and a stronger
magnetic field result in fewer superconducting electrons and a greater London pene-
tration depth of external magnetic field. The depth of penetration becomes absolute
at a state change.

The type of transition to superconductivity between states was a long-standing
debate. Experiments showed that the process is of the second type (non-latent
heat). However, there is latent heat in the presence of a magnetic field because
the superconducting state has lower entropy than the normal state below the critical
temperature.

Superconductors can be classified as Type I andType II according to their behavior
under the applied magnetic field. Type I superconductors fully comply with the
Meissner effect which occurs below Hc. When the applied magnetic field exceeds
the Hc value, the superconducting state disappears and is called as normal state.
However, type II superconductors can be divided into two regions. In the first region,
the superconducting sample completely excludes the magnetic field. In the second
region, the magnetic field remains partially inside. At this point, type II superconduc-
tors show little resistance. This is due to the movement of quantized magnetic fluxes
called as vortices in the electronic superfluid. These vortices reduce some of the
energy of the electric current. If the electric current is very low, the vortices become
established and the resistance disappears. The resistance created by this effect is
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much less than that of non-superconducting materials. However, if the temperature
drops well below the transition temperature, the magnetic vortices can be fixed in
an irregular but established position, in which case the resistance of the material is
completely disappeared.

Characteristic features of superconducting materials begin to appear when the
temperature of the material decreases below the Tc. The value of Tc varies from
substance to substance. For example, while the critical temperature of solid mercury
is 4.2 K, cuprate superconductors have much higher critical temperatures, such as
92 K for YBa2Cu3O7. In 1986, it was discovered that some cuprate (compounds
bearing anion-copper complexes) and perovskite (any compound with the same
crystal structure as a calcium titanium oxide compound) ceramics have a critical
temperature above 90 K. Theoretically, they were called HTSCs because such a high
exchange temperature was impossible for known superconductors. Liquid nitrogen,
an easily available refrigerant, boils at 77 K, so superconductivity experiments below
this temperature facilitates is impractical. The critical temperature of mercury-based
cupratematerials can also exceed 130K. There is no enough explanation yet for these
high critical temperatures mechanism. However, superconductivity can be explained
by electron pairing, which occurs with phonon exchange in superconductors, but this
mechanism cannot explain newly discovered superconductivity with a high critical
temperature.

In this section, detailed explanations about the transport mechanism in supercon-
ductingmaterials are discussed. For this, the physical mechanism about the transition
from the normal state to the superconducting state occurs at Tc, resistivity changes
under the magnetic field, the activation energy state in superconductors, the critical
current density, and the Hall effect are discussed with experimental and theoretical
aspects. In the first part of the chapter, a brief introduction is reported on the conduc-
tion mechanism in superconducting materials. The second part of the chapter deals
with the subject of electrical resistivity which is considered for the normal state and
superconducting state. In the same section, how the resistivity changes in super-
conducting materials under magnetic field is also discussed. Immediately after, the
issue of activation energy in superconductingmaterialswas explained. Following, the
critical current density is discussed in terms of theoretical models, current–voltage
measurements, and pinning mechanism in superconductors. In the last part of the
chapter, the Hall effect is explained in detail.

2 Electrical Resistivity

The inverse of electrical conductivity is electrical resistivity, ρ. The electrical resis-
tivity of a conductor, which is a characteristic property of each material, is propor-
tional to the surface area and length of the conductor. It arises from the scattering
of conduction electrons by the lattice phonons and the defects in the lattice. It is
known that the electrical resistivity of a conductor varies with the temperature. As
explained above that when a superconductor material cooled below a characteristic
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temperature, Tc, its resistance to the flow of current disappears, and it transforms
to a superconducting state. The normal state resistivity of a conductor affects its
resistivity in the superconductivity state. Therefore, in this section, the normal state
resistivity, its temperature, and anisotropy dependency will be discussed. In addition
to normal state resistivity, applied magnetic field dependence of resistivity is another
important parameter for superconductor materials. When a magnetic field is applied
to thematerial, amagnetic force acts on the charge carriers. In this case, the resistance
of the material and the number of collisions between the charge carriers increase.
The change in the electrical resistance of the material under the influence of the
applied magnetic field is called magnetoresistance. When a magnetic field is applied
to a superconductor, it exhibits different effects in the region above and below Tc.
The magnetic field causes a change in the transition temperature of superconducting
materials, the width of the resistance transition, and the activation energy.

In order to increase the ability of usage superconductors in technological appli-
cations, it is needed to understand the physical background and improve controlling
the energy dissipation mechanism. Therefore, many models that include the normal
state resistivity and magneto-resistivity behavior have been introduced in the litera-
ture to explain the energy dissipation. In this part of the chapter, after giving brief
information about these models, the energy dissipation behavior will be introduced
and interpreted in detail with three important successful models.

2.1 Normal-State Resistivity

Electric current occurs when negative and positive (ions and holes) charges move
in the material. The electric current is defined as the number of electrons passing
through any point of the wire per unit of time. The electrons can move freely through
metals in a crystal structurewhich has perfectly ordered atoms [2]. But, in some cases,
the electrons moving in metal materials can be scattered by phonons, lattice defects,
impurity atoms, and other defects. These scatterings produce resistance against the
electric current [3]. So that the resistivity is a characteristic feature of materials and
it is briefly known as the inverse of conductivity. Total resistivity of a pure metal
defined by Matthiessen’s rule is given as following equation [4, 5];

ρ = ρT + ρR (1)

where ρT is the resistivity arisen from the scattering of electrons by phonons that
occurs with the temperature effect and changes linearly with temperature at high-
temperature region [6]. Total residual resistivity, ρR , describes the contribution
arising from conduction electrons scattering by defects in the lattice. For a pure
metal, ρR value is important and it is nearly constant at low temperatures. It also
shows quite a weak temperature dependency [7]. According to Matthiessen rule, the
resistivity should be different than zero.
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Lord Kelvin (Wiliam Thomson) argues that the resistivity would increase at low
temperatures as a result of the freezing of electrons of the atoms in the material [8].
According to Drude, the resistivity should be zero by lowering the temperature to
very low temperatures since the scattering of electrons by lattice vibrations is being
ineffective [9]. To test the validity of Drudes’ theory on the resistivity of metals
at low temperatures, Kamerlingh Onnes and one of his collaborator’s Gilles Holst
measured the resistivity of mercury as a function of temperature. They observed that
the resistivity suddenly drops to zero at 4.2 K as shown in Fig. 1. At this temper-
ature, the mercury transforms from a normal metallic state to a new state called
superconductivity. The zero resistance is an important property that characterizes
superconductivity. The temperature where the resistivity becomes zero is defined as
critical temperature, Tc. It is a characteristic property of the materials. The midpoint
of the temperature dependence of the resistivity, ρ(T ), curve is generally accepted
the Tc value, although some researchers have used the point where the first derivative
of the ρ(T ) curve to determine the Tc value [10–12].

To explain the superconducting properties, Gorter and Casimir developed a two-
fluid model in which electrons are separated into two groups as super and normal
electrons [14]. Above Tc, the resistivity increases linearly with increasing temper-
ature. In this state, the conductivity is provided by normal electrons that are equal
to those of the electron system in a normal metal. This state is known as normal
state in which the material shows electrical resistivity. In the superconductivity state,
super electrons are responsible for conductivity. A transition from normal to the
superconducting state occurs when the normal metal was cooled below its Tc. At

Fig. 1 The temperature
dependence of the resistivity
for the mercury (Onnes,
1913). Reproduced with
permission from [13]
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this temperature, a sharp or gradual transition which depends on the material, may
arise. Whether the transition is gradual or sudden, it is important for the purity and
goodness of the material [3].

The normal state resistivity of some group superconductors [11, 15–18] has
attracted attention by researchers. The reason for this interest is the linear varia-
tion of the normal state resistance especially for high-Tc superconductors over a
large temperature range [19]. The relationship between the normal state resistivity
with Tc also has been an interesting topic for researchers. Various theories have
been propounded to determine this relation [20, 21]. According to many researchers,
the linear temperature dependency of ρ arises from resistivity saturation [22]. It
is important for understanding the mechanism of the transition from normal state
to superconductivity state to investigate the relation between superconductivity and
normal state resistivity. To study the correlation between the normal state resis-
tivity and superconductivity properties, Xiao et al. [23] have been investigated the
ρ(T ) of La1.85Sr0.15(Cu1-xZnx)O4 system. They have reported that all samples show
metallic behavior at room temperature and the resistivity values of the samples are
constant. The samples have been shown superconducting properties below their Tc

temperatures. To investigate the relationship between the linearity of the tempera-
ture dependence of normal state resistivity, they used given the following relation
described the resistivity of the high-Tc oxides in the normal state [23];

ρ = ρ0 + ρ(x) + a(x)T (2)

where ρ0, which is known as residual resistivity, arises from grain boundary, dislo-
cation, and point defects. ρ(x) is the residual resistivity induced from impurity. The
sum of these residual resistivities gives the total ρR of the systems. a(x) T describes
the ρ(T ) and a(x) is the slope of the curve of ρ(T ). According to obtained results, the
temperature dependence of the normal state resistivity is linear; this result is related
to the scattering mechanism [23]. It means that there is a strong correlation between
Tc value and the slope of the normal state resistivity.

Anisotropy dependence of the electrical properties of cuprate superconductors has
been reported by Ito et al. [24]. The resistivity may be parallel or perpendicular to the
Cu–O planes. In view of this information, Jin et al. [17] have studied the anisotropic
behavior of normal state resistivity for Bi1.95Sr1.65La0.4CuO6+δ single crystals. They
have obtained some important results that described the characteristic properties of
certain superconductors, especially HTSCs. The ab-plane resistivity,ρab, value is
quite small and changes linearly with temperature in the parallel direction. However,
c-axis resistivity, ρc, is large and increaseswith decreasing temperature in the perpen-
dicular direction. In the normal state, ρab behaves like a metallic with changing
temperature. But, in the c-axis, ρc is dependent on the sample’s crystal structure and
carrier [17]. The normal state resistivity has significant effects on the transport prop-
erties of the superconductors. Therefore, the anisotropy and the temperature depen-
dence of the normal state resistivity should be examined with attention. To measure
electrical resistance, different methods and models have been improved and used for



Transport Properties of Superconducting Materials 37

Fig. 2 Electrical resistivity measurement by four-point probe method

years [25].Among them, the four-point probemethod is themost commonlypreferred
method because of its ability to measure the resistivity of small-sized samples [25].
In order to minimize measurement errors and to obtain more clear results, attention
should be paid to equal distances between the probes and the dimensions of the
sample. Moreover, probes should not be too close to the edges of the sample. The
details of this method were reported by Valdes et al. [26]. The schematic illustration
of this method is given in Fig. 2. In the application of the method, four probes are
placed on the surface area of the sample. The current follows the outer probes while
the produced potential is measured across the inner probes. The distance, S, between
the probes should be equal to obtain consistent results.

2.2 Magnetoresistivity

When a current is applied to the material, collisions may occur between the charge
carriers and atoms or defects in the crystal structure. This situation adversely affects
the excellent transmission of charge carriers in the material and creates electrical
resistivity. Increasing the temperature of the material increases the electrical resis-
tance due to inducing the vibrations of the atoms. Similarly, applied magnetic field
also creates a change in the resistance of the material. When a magnetic field is
applied to the material, the resistance increases due to the magnetic force on the
charge carriers and increased the number of collision events between the carriers.
The change in electrical resistance of a material as a result of exposure to a magnetic
field is called magnetoresistivity. It is proportional to the differences of resistance
between two magnetic field measuring points and define as the percent change in the
resistance value in a magnetic field and expressed as,
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%M R = �ρ

ρ0
× 100 (3)

where �ρ = ρH – ρ0; ρH and ρ0 are the resistance values under a certain magnetic
field and zero magnetic field, respectively.

Magnetoresistance (MR), which is revealed by an applied magnetic field on the
material, occurs in all metals. The resistance may increase (positive MR) or decrease
(negative MR) with an increasing magnetic field. The MR effect depends not only
on the magnitude of the applied magnetic field but also the direction of the magnetic
field relative to the current. Thomson, who discovered the magnetoresistive effect in
ferromagnetic materials for the first time in 1857 [27], defined anisotropic magne-
toresistance (AMR) behavior which resistance changes depending on the direction
of the applied field (transverse or longitudinal). Thomson made this discovery in his
work on a piece of iron, by obtaining a change in the resistance value of 2% with the
application of the magnetic field [27]. Thomson, in his experiment on the piece of
iron, discovered that the resistance increases when the magnetic force is in the same
direction with current and decreases when it makes an angle of 90˚ [27]. The fact that
the MR could be adjusted according to the strength and direction of the magnetic
field made it possible for engineers to create sensors that could read data stored as
magnetic bits on the hard drives of old computers [28].

By 1988, Baibich discovered a giant magnetoresistance (GMR) in Fe/Cr superlat-
tices and explained it as a function of an applied field and spin-dependent transitions
between Fe layers [29]. Here, the effect is associated with the transition between the
ferromagnetic and antiferromagnetic states between magnetic layers. The magne-
toresistance values were found up to 50% at low temperatures. In the same year,
Fert and Grünberg independently observed a very high resistance change in layered
magnetic structures with antiferromagnetic interlayers and they were awarded the
Nobel Prize in 2007 [29–31]. In 1994, Jin et al. investigated the magnetoresistance
properties on the La-Ca-Mn–O thin film samples produced by applying different heat
treatments [32]. As a result of temperature optimizations, they observed the magne-
toresistance in excess of ~100,000% near 77 K [32]. It is called as colossal magne-
toresistance (CMR) which is quite different from the mechanism of GMR caused by
spin-dependent scattering in multilayer or heterogeneous metal films [32]. While the
GMR effect arises from extrinsic properties affecting the material, the CMR effect
arises from intrinsic properties of the material and exists around the metal–insulator
transition temperature.

Magnetoresistors are used in many technological fields such as magnetic sensors,
detecting weak magnetic fields, transmitting signals at an excellent signal-to-noise
ratio, magnetic data recording system (MRAM), bio-sensors, etc. [33, 34]. The
behavior of superconductingmaterials, which have great technological and industrial
importance with their zero resistance, exhibits remarkable results with an applied
magnetic field. When examining the behavior of superconducting materials in an
applied magnetic field, it is also useful to examine dependency of temperatures
below the T c (superconducting region) and above the Tc (normal region), separately.
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In the resistance transition curves under the applied magnetic field, two separate
parts are occurred that one is not affected by the field and the other one expands
towards low temperatures in the form of a tail as the field value increases. With the
application of the field in the superconducting region, the resistance transition and
critical temperature shift towards lower temperatures and the width of the resistance
transition increases [35].

Fig. 3 Magnetoresistivity
measurements, ρ(T,H), of
pure YBCO, Y–Ti NPs and
Y–Ti NWs samples under an
applied magnetic field
change from 0 to 7 T.
Reproduced with permission
from Ref. [36]
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Figure 3 shows the electrical resistivity measurements of pure YBCO ceramics,
TiO2 added YBCO nanoparticles (Y–Ti NPs), and nanowires (Y–Ti NWs) under an
applied magnetic field change from 0 to 7 T [36]. As can be clearly seen from the
figure, the measurements recorded under zero magnetic field show a sharp transition
to zero resistance at the critical temperature. With the application of the magnetic
field, it is useful to examine the change of resistance as a function of temperature in
two separate regions, the superconducting region below the critical temperature and
above the critical temperature. It is seen that there is no change in the region above
the critical temperature. In the region below Tc, it is seen that the resistive transition
changes in the form of a tail towards lower temperatures with the increase of the
applied field. It is known that the tail behavior is associated with the high thermal
energies of the vortices and the irregularities in the percolation path between the
grains due to different directions in polycrystalline compounds [37].

This situation negatively affects the flux pinning strength and causes greater resis-
tance. In addition, the shift of the resistivity curve towards low temperatures with
an applied magnetic field also increases the change of �Tc (Tc

onset-Tc
offset) value.

The reason for this increase in �Tc is generally due to a decrease in the Tc
offset

value. Tc
onset value is related to the transition of isolated grains to superconductivity,

while the Tc
offset value is related to the intergranular bonding of the cuprate super-

conductor [38]. Since the applied magnetic field mostly affects the intergranular
bonding of cuprate superconductors, Tc

onset is not affected by the field, while Tc
offset

decreases due to the movement of fluxons under applied magnetic field [39].
The energy consumed in the tail-shaped expansion of the resistance transition,

which makes it difficult to determine Tc precisely, is expressed by the Arrhenius
equation given below [40];

ρ(T, H) = ρ0exp(−U (H, T )/kB T ). (4)

where U is the activation energy depends on the magnetic field and temperature, kB

is the Boltzmann constant and ρ0 is the field-independent pre-exponential factor. U
is important in that it acts as a potential energy barrier to keep themagnetic flux in the
pinning center [39]. U is determined from the slope of the ln(ρ/ρ0) versus 1/T plots
which is called as Arrhenius plot. Figure 4 shows lnρ versus 1/T plots of film samples
of different sizes obtained by deposition of YBa2Cu3O7-δ on a SrTiO3 substrate by
pulsed laser deposition [41]. Activation energy values can be determined by taking
the slope of each curve in the low resistivity region. When Fig. 4 is examined, it is
clearly seen that while the superconductor transition curve is sharp under zero field,
it widens with the application of the magnetic field. Since the slope of the curves
will decrease due to the expansion observed in the superconducting transition curve
with the increase of the applied magnetic field, the activation energy decreases with
the increase of the field. The decrease in the activation energy with the application
of the field results from the increase in the motion of the vortices, and the thermal
activation of the magnetic flux as a result of the decrease in the pinning barrier height
[41, 42].
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Fig. 4 Arrhenius plots of themicro-bridges (films ofYBa2Cu3O7-δ deposited on a SrTiO3 substrate
by pulsed laser deposition) of YBa2Cu3O7-δ (a) 10μmx575μm, (b) 50μm× 575μm, (c) 100μm
× 300 μm at different applied magnetic fields. Reproduced from Ref. [41]

2.3 Dissipation Mechanisms and Activation Energy

Attractive features of the superconductingmaterials that increase the research interest
of the researchers also include some challenges to solve in particularly energy dissi-
pation [43]. This problem limits superconductor materials’ technological applica-
tions, such as sustainable energy generators, storage and transport, magnetic levita-
tion, novel electronic devices, and fault current limiters [44]. A roadmap document
(2015–2030) developed by International Energy Agency for the superconductivity
based electric power sector indicates that the sector members including cryogenics,
wires, transformers, generators, electric grid systems, superconductor based energy
storage systems, and fault current limiters have big potential to increase efficiency and
it is expected to occur a big change driven by superconductivity in near future [44].
From the view of this aspect, understanding both the mechanism of the dissipation
and behaviour with some parameters becomes important.
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Electrical energy sector members mainly focus on the zero-resistance property
of the superconducting materials. However, an important problem with this property
occurs in HTSCs. HTSCs exhibit a mixed state under a magnetic field of H which
has higher value than lower critical field value Hc1. As explained above, when a
HTSC material is in the mixed state, the sample starts to include vortices. Just above
Hc1, the vortices are strong in the center while they become weak by increasing
distance from this center point. The vortices can move when an applied magnetic
field is increased. This movement occurs when the energies of vortices exceed their
activation energies. This movement yields to overlap and becomes stronger at every
point in theHTSCmaterial.When the appliedmagnetic field reaches the upper critical
magnetic field of Hc2, the superconductivity disappears. These properties of the
vortices like motion andmagnitude changes lead to resistance and energy dissipation
in the HTSCmaterial. This situationmakes HTSCs as unattractive materials from the
view of the energy applications. Due to the reasons explained above, understanding
the energy dissipation mechanism and the vortex behaviours with parameters like
applied magnetic field become important for practical applications.

2.3.1 Vortices Properties

In this part of the section, vortices properties have been explained briefly to explain
the dissipation mechanism and activation energy. It is known that vortices prop-
erties are more complicated, but these properties are explained briefly in this part
because the vortices properties are not the subject of this chapter. It is known that the
applied magnetic field,Happ, penetrates into the HTSCmaterials as tube-like vortices
under Hc1 < Happ < Hc2 conditions [45]. When the applied magnetic field is at the
minimum level (Hc1), the penetrated vortices are near the surface and are isolated.
These penetrated vortices are strong at the center point of the vortices called core and
become weak by distance. By increasing the applied magnetic field, more vortices
start to occur in the HTSC material. Interaction of these vortices is repulsive and
hence they behave to keep each other away. Due to this fact, the vortices in HTSC
material form two-dimensional hexagonal arrangement for high Ginzburg–Landau
parameter (κ = λ

ξ
, λ > > ξ, where λ is penetration depth, ξ is coherence length)

condition. When the magnetic field is even increased, vortices start to move and
overlap. Finally, the magnetic field in the vortices becomes strong at every point
of HTSC material. By reaching Hc2, the materials phase changes from HTSC to
normal state. The explained properties of the vortices above may yield flux motion
and energy dissipation.

2.3.2 Energy Dissipation

From the view of the technological applications, the explanation for the vortices-
driven energy dissipation is important, and many researchers work on this parameter
by using some approximations. Some important examples of these approximations
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are Ambegaokar-Halperin, fluctuation, flux-flow, glass model, Kosterlitz–Thouless,
thermally activated flux flow, and flux creep. In this part of the chapter, these models
will be explained. In some examples, it is not possible to distinguish from each other
from the view of explaining energy dissipation on specific experimental results. It
is known that Ambegaokar-Halperin, thermally activated flux flow, and Kosterlitz–
Thouless models are commonly used models due to the advantages of explaining
energy dissipation mechanism over other models in the literature. For this reason,
in this section, detailed information about these three models will be explained after
giving brief information about other proposed models.

According to the spin fluctuationmodel, anisotropic superconductivities observed
in HTSC cuprates and organic superconductors with 2D structure come from
the spin fluctuation mechanism [45]. This model shows good agreement between
experimental resistivity values and theoretical value obtained from the model
for Ln2CuO4 (Ln = lanthanides) structure (especially for (La1-xSrx)2CuO4 (x =
0.068) sample) [46] but includes a serious unsolved problem about pseudo-gap
phenomena for some cuprates and organic superconductors with μ-(ET)2X (ET =
bis(ethylenedithio)tetrathiafulvalene, X = inorganic anions) salts structure [45, 46].
In the flux flow approximation, creepmotion becomes viscous like flow that is named
flux flow by Lorentz forces’ exceeding pinning force [47]. This flux-flow movement
creates a flux-flow resistance which can be defined as ρ f = ρn(

H
Hc2

) formula. It
should be noted that this flux-flow system of the vortex yields to non-linear I-V char-
acteristic in HTSC films. When the random pin potential is high enough, defects
in the vortex system occur that destroy the vortex lattice [48]. This fact yields to a
non-linear I-V characteristic. This model is more suitable for high fields supercon-
ductors and this situation also limits its validation range [47]. The superconducting
glass model suggests the existence of Josephson junctions between granular areas
[49–52]. Additionally, magnetic irreversibility is attributed to the superconducting
glass model under small magnetic field change due to the weakly coupled super-
conducting grains and is more conventional when the applied field exceeds 10 kOe
[52]. One another approximation about the energy dissipation is flux creep model.
This model is commonly known under the J ≈ Jc condition and has well explanation
about flux dynamics for homogeneous HTSC materials like perfect single crystals.
As explained above, the mentioned models have both success and restrictions.

Ambegaokar-Halperin (A-H) model is mainly used to analyse the energy dissi-
pation in granular HTSC, such as YBCO family [53]. According to A-H model,
HTSC samples always display thermally activated phase slim process-driven finite
resistance even the current is less than Ic [53]. The thermal and noise current super-
imposed on the Josephson junction and the time-averaged voltage value is given
by:

V = I R0

[
I0(

(γ

2

)
)
]−2

(5)

R

R0
=

[
I0

(γ

2

)]−2
(6)
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here, the R0 and I0 are the normal state resistance and the zero-order modified Bessel
function, respectively. γ is the ratio of Josephson coupling energy to the thermal
energy given by γ = hIc/2πekBT. To determine the energy dissipation for HTSC
materials, Tinkham offered [54] γ as,

γ = A
′
(1 − t)

3
2 (7)

In Eq. (7), A
′ = A/B, A is an experimental constant and B is the flux density

related with the sample, t = T /Tc is the reduced temperature. Equation (8) can be
written when Eq. (7) is added to Eq. (6) [53].

R

R0
=

[
I0

(
A

′
(1 − t)

3
2

)]−2
(8)

In order to calculate the energy dissipation, some attempts have been made and
normalized resistances (R/R0) at different temperatures are computed in these works
[53]. In some cases, theoretical values are in accordance with experimental values at
low-temperature range [42, 53] and it is not convenient with some others [54–57].
In order to solve this problem, Eq. (8) is modified as:

R

R0
=

[
I0

(
A

′
(1 − t)m

)]−2
(9)

Equation (9) is defined by replacing the 3/2 value with the m value in Eq. (8)
to consider size, the orientation of Josephson junctions, structural irregularities, and
changing the degree of anisotropy parameters of the HTSC materials [53]. It is
needed to plot ln(γ ) vs. ln(1-t) plot by using I0

(
γ

2

)
value obtained from the Eq. (6)

and evaluating R = R0 at different temperatures. Then upgraded zero-order Bessel
functions’ standard plot can be used to obtain γ [53]. Them value is determined from
the slope of ln(γ ) vs ln(1-t) graph [53]. Different mx and Ax (x = 1, 2, 3) data sets
are possible to obtain from the slope of ln(γ ) vs ln(1-t) graph in accordance with the
applied magnetic field. It is also possible to plot R-T curves by using the non-linear
least square method. These theoretical R-T graphs that based on each mi and Ai data
sets may show a good fit with the whole side or some part of the experimental R-T
graph like the lower or upper-temperature side. In some cases, each theoretical curve
based on the data set value may fit a different part of the experimental R-T graph for
the sameHTSC samples. For example, one curve for one dataset likem1 andA1 shows
a good fit for the low temperature side of the experimental R-T curve while another
curve obtained from another data set like m2 and A2 may show a good fit for the high-
temperature side of the experimental R-T curve. Additionally, these two curves may
show crossover at any temperature means dissipation crossover temperature, TBP.
Observing TBP without a magnetic field indicates the existing thermally produced
vortices in HTSC samples [53, 58, 59]. The existence of TBP value in any HTSC
material means two different types of dissipation mechanisms are possible for this
material. The first dissipation mechanism is valid for a higher temperature than TBP
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region of the superconducting part of R-T curve. At this region, the dissipation
mechanism is governed by the order parameter-driven phase slip process [53]. The
latter dissipation mechanism is active in the lower temperature than TBP range of the
R-T curve. In this region, energy dissipation occurs due to the motion of the vortices.
This situation comes from two parameters called the vortex dynamics and the order
parameter fluctuations [53]. Although it is possible to determine conceivable reasons
for energy dissipations at the lower and upper sides of theTBP , in some cases, it can be
possible an overlap of the lower and upper sides of the TBP and different parameters
may occur at the same temperature [53]. According to the A-H model, it needs to
determine the energy dissipation parameters of both the upper and lower sides of
the TBP. It is helpful to control this energy dissipation mechanism of the HTSC
materials for technological applications by this model. On the other hand, the A-H
model cannot explain adequately the tail part of the R-T graph [53, 60, 61].

One another model that is frequently used to perform the energy dissipation is
the Thermally Activated Flux Flow, TAFF, model. According to this model, the
dissipation behaviour can be divided into three situations in the transition region
between Tc

onset and Tc
offset [62–65]. The first is flux flow if the J > Jc, the second is

TAFF if J < < Jc, and the last is the flux creep if the J ≈ Jc. According to Palstra
et al. [62], the phase transition regime is called “flux creep”, if the pinning force
is dominant. Otherwise, it is called “flux flow” under the Lorentz force domination
[62]. In the TAFFmodel, a universal formula for TAFF resistivity is given as follows:

ρ =
(
2υ0L H

J

)
exp

(
− Jc0H V L

T

)
sinh

(
J H V L

T

)
(10)

here υ0 is the attempt frequency for hopping a flux group, L is hopping distance,
H is magnetic induction, J is applied current density, Jc0 is critical current density
under flux creep condition, V is bundle volume, and T is temperature. If the applied
current density is small enough and JHVL/T < < 1, and Eq. (10) becomes,

ρ =
(
2ρcU

T

)
exp

(
−U

T

)
= ρ0 f exp

(
−U

T

)
(11)

here, U is Thermal Activation Energy, TAE, and given as Jc0HVL, and ρc = υ0L H
Jc0

.
For HTSC cuprates the 2ρcU/T is generally accepted as a constant ρ0 f [66]. For
activation energy, in addition to Eq. 4, given three assumptions are also accepted:

U(T,H) = U0(H)(1 − T

Tc
) (12)

lnρ(T,H) = lnρ0(H) − (
U0(H)

T
) (13)
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lnρ0(H) = lnρ0 f + (
U0(H)

Tc
) (14)

Then lnρ vs 1/T becomes Arrhenius relation. Moreover:

∂ln

∂
(
1
T

) = U0(H) (15)

The plot of the lnρ vs 1/T should be linear in the TAFF region [66] and the
slope of this graph gives the U0. The behaviour of the activation energy may be
parabolic or different power-law exponent of the magnetic field rely on the flux
pinning and the type of HTSC materials [63, 67]. Palstra et al. offered a relation
about power low dependence as U0 ∼ H−α. Some other relations depending on the

materials are possible like Kucera’s offers as U0 ∼ H− 1
2

(
1 − T

Tc

)
[68]. To increase

the success of the TAFF model, some researchers offer a consideration including
the relation between U(T,H) vs T, and temperature-dependent prefactor [64, 69]. By

using U (T,H) = U0(H)
(
1 − T

Tc

)q
relation and Eq. (11), it can be defined as:

lnρ = ln(2ρcU0) + qln(1 − T/Tc) − lnT − U0(1 − T/Tc)
q/T, (16)

∂ln

∂
(
1
T

) =
[

U0

(
1 − T

Tc

)q

− T

]⎡
⎣1 +

q
(

T
Tc

)
(
1 − T

Tc

)
⎤
⎦ (17)

In these Eqs. (16) and (17), ρc and U0 values are not relying on temperature, and
Tc is observed from Arrhenius relation [64]. Determining the correct q value and 3D
or 2D behaviour of the HTSC materials are important to apply the modified TAFF
model. In some HTSC materials in the literature, the modified TAFF model shows a
good agreement with experimental data [64, 66]. It should be noted that the success
of the TAFF model is valid in a restricted area in the transition temperature range
[61].

Some HTSCs including cuprates exhibit strongly 2D behaviour. Especially in
cuprates, some properties like anisotropic behaviour of the normal state resistivity,
critical current, and upper critical field indicate weakly paired superconductor CuO2

planes. In this kind of HTSCs, understanding 2D fluctuation is important to explain
the main superconducting properties. The energy dissipation of these materials is
mainly related to the thermally excited pairs of the vortices with inverse direction
when the thermal fluctuations behave parallel with CuO2 planes by keeping 2D
structure. If the vortex pairs keeping coupled structure below Tc then Kosterlitz-
Thouless, KT, the model may explain the phase transition and the energy dissipation
[70–72]. In this kind of materials, the explained properties occur above a temperature
called Kosterlitz-Thouless temperature, TKT , and KT model still valid just below (a
few degrees below) the Ginzburg–Landau transition temperature, TG-L [61]. It is
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known that TG-L is determined as the peak point of the dρ/dT vs T graph [61, 73].
All vortices below the TKT are coupled in frozen vortex and anti-vortex structures.
This situationmeans no free vortices are available at and below this temperature [61].
However, by increasing temperature, some vortices become free from the vortex and
anti-vortex structure that introduces the energy dissipation to the HTSC material
[53]. In the light of the given information, Halperin and Nelson [73] offered a zero-
temperature coherence length, ξ 0, andmean free path, l, dependent resistivity formula
given below:

ρ

ρN
= A

l

ξ0
exp

[
−β

(
TG−L − T

T − TK T

)0.5
]

(18)

here, ρN is normal state resistivity, β and A define non-universal constants related to
the order of unity [73]. By considering the results obtained from the literature, it can
be argued that KT model successfully describes the energy dissipation mechanism
in 2D cuprates HTSC materials, such as BSSCO and YBCO families within the TKT

< T < TG-L temperature range [43, 53, 61]. It is possible to observe a small amount of
deviation between the experimental value and the value observed from the KT model
at temperatures close to the TKT and TG-L. This possible deviation may be related to
the level of the fluctuations in the order parameter.

In conclusion, to explain the energy dissipation that is based on the vortex mech-
anism, many models have been offered in the literature. In this part of the chapter,
energy-dissipation related to superconducting properties like normal state resis-
tivity and magnetoresistivity have been expressed and then these models have been
explained and interpreted. These explanations are useful to understand the physical
mechanism of the energy dissipation in HTSCmaterials and are also useful to control
it.

3 Critical Current Density

After the discovery of superconductivity in mercury at 4.2 K in 1911 by Kamerlingh
Onnes at Hc of around 0.1 T, a threshold value of Jc is observed around 1000 A/cm2.
Simply Jc can be calculated by critical current, Ic, divided by the cross-sectional
area S of the superconducting region:

Jc = Ic/S (19)

Experimental results showed that Jc exhibits temperature dependence behavior
expressed as following equation:

Jc(T ) = Jc(0)(Tc − T )Tc (20)
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Below Tc, superconductors exhibit zero electrical resistivity which means the
superconductor can carry current without resistance and produce a high magnetic
field. Following the discovery of superconductivity in mercury, Onnes in 1913
observed superconducting behavior in a solenoid that is made of tin and lead [74].
After a year, Onnes’s studies showed that superconducting transition in lead can be
controlled by an applied magnetic field. This study confirmed that applied magnetic
field induces heat and above Hc, superconductivity disappears [74]. The relation
between critical current and critical magnetic field was explained by Silsbee in 1927.
He described the critical current in the conductor proportional to the critical magnetic
field due to the current flow in the conductor reduces down themiddle of the conductor
and given with following formula:

Ic = 2πaHc and Jc = 2Hc/a (21)

here, a is the radius of the conductor. Ic increases with increasing a. Following, it
was understood that the critical current density also depends on a, so that it is not
an intrinsic property of superconductors. Independently, the Leiden laboratory also
confirmed the critical current properties of the tin film similar to Silsbee’s findings.
Moreover, the experimental studies on tin revealed the critical field as a function of
temperature in the Leiden laboratory with the formula [74]:

Hc(T ) = Hc(0)

[
1 −

(
T

T c

)2
]

(22)

Following Meissner in the Leiden laboratory continued to work on supercon-
ducting transition metals, in particular their alloy forms of Ta-Nb and Pb-Bi in which
a critical field of 20 kg was obtained at 4.2 K. Meissner and Ochsenfeld performed
an experimental study by measuring the magnetic field between two parallel super-
conducting cylinders. They observed an enhanced magnetic field below Tc that flux
was being expelled from the body of the superconductors [74]. They were also found
that Silsbee’s hypothesis was not valid for alloy forms of superconductors.

3.1 Measurement Method for Jc

To determine Jc, there are various methods, such as current vs applied voltage (I-V
curve), magnetization vs DC and AC applied field (M-H curve), Lorentz force, or
collective pinning force methods. For possible applications of superconductors, a
high-level accuracy in measurements is required for any material. Overall, in this
section, Jc, which is one of the most important parameters of a superconducting
material, will be considered in terms of measurement methods. Figure 5 shows the
M-H curves for the Type I and II superconductors [75]. In Type I superconductors,
the normal state above Hc and Meissner state below Hc, occur in which perfect
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Fig. 5 M-H curve ofType I and II superconductors.aShowingNormal andMeissner states inwhich
perfect diamagnetism occurs. b normal, mixed state (the field partially penetrates), and Meissner
state of superconductor materials. Reproduced with permission from Ref. [75]

diamagnetism occurs (see the left image in Fig. 5). In Type II superconductors, the
normal, mixed state (the field partially penetrates), and Meissner states occur. In
contrast to Type I SCs, there are two critical fields, Hc1, and Hc2 in Type II SCs (see
the right image in Fig. 5).

The most preferred method is the direct measurement of Jc with measuring
current, I, as a function of applied voltage, V, which is called I–V curve. In this
curve, the voltage level can be lowered to μV level, and the current density usually
reaches a range of 105 Acm−2.When the current density is equal to the critical current
density, the resistivity of the superconductor becomes 10−12 �.cm. To determine Jc,
there are three criteria usually used for superconductors as seen in Fig. 6a [76]. The
first criterion is the off-set method (A) at which takes a tangent of the straight part
of the curve.

The point where it intercepts the x-axis shows the Jc. The second criterion is
considering electric field (B) reaches an optimum value between 10 μVm−1 and 100

Fig. 6 a Determining Jc from the E-J curve via A: Off-set method, B: Electric field creation, C:
Resistivity creation. b Applied current in an external magnetic field which creates Lorentz force
acting on the flux lines in a superconductor. For more details see Ref. [77].
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μVm−1. Drawing a line at E = Ec across the curve, the intersection point attributes
to Jc on the x-axis. The last criterion is taking into account the resistivity of the
superconductor (C), when the resistivity of the superconductor reaches a value in
between 10−13 �.m and 10−14 �.m (ρ = ρc).

Jc can also be determined by measuring magnetization as a function of applied
magnetic field (M-H) which is modified persistent current in the superconductor
(see Fig. 7a). The theoretical model for Jc was revealed by Bean who used a model
to extract Jc from the hysteresis loop [78]. This measurement can be performed
on small quantities of materials, so it has become popular in recent studies. The
average critical current density can be estimated via magnetic moment differences
(DCmagnetization) and the slap thickness in superconductor by Jc = ΔM/d.ΔM, so
that Jc, inverse proportion to the external magnetic field, He, which is applied along
with the long slap. It can be estimated that an increase inHe results in a decrease in Jc

in superconducting material. It is clear from the formula that Jc also decreases with
increasing d. The critical current density of various materials such as YBCO: H‖tape
plane, YBCO: H⊥tape plane, Nb-Ti LHC at 1.9 K, 2212: 100 bar, 2223: H⊥tape
surface, 2212: 1 bar, and Nb3Sn as a function of the applied field are presented in
Fig. 7a. It can be seen from the figure, Jc decreases with increasing applied field up
to 44 T. YBCO: H‖tape plane sample exhibits the largest Jc over 105 Amm−2 (or
A.cm−2 × 102) value.

On the other hand, AC magnetic field (He = h0cosωt) can be used to determine
Jc by measuring the penetrating flux. With this method, the pinning force and the
displacement of the flux density can also be estimated. Themagnetic flux distribution
in the inner region of superconductor wire increases linearly with critical current
density and the high external magnetic field forces to flow the current in the surface
region. AC measurement requires much more data and analyses comparing to the

Fig. 7 a Critical current density recorded for YBCO:H‖ tape plane, YBCO: H⊥ tape plane, Nb-Ti
at 1.9 K, 2212: 100 bar, 2223: H⊥ tape surface, 2212: 1 bar, and Nb3Sn as a function of the applied
field. Reproduced from Ref. [79]. b The summary of the flux pinning force values as a function of
applied magnetic field for the thin film superconductor tapes. Reproduced with permission from
Ref. [80]
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four terminal and the DC magnetization methods. However, inhomogeneous current
flow throughout the surface and close to the surface, the AC magnetization method
provides clear results for Jc.

The flux lines and defects in superconductors create flux pinning interactions
which result in the maximum superconducting current density. The pinning force,
Fp, depends on the microstructure and local defects of superconducting.

Figure 6b shows a schematic diagram inwhich the vortices experience the Lorentz
force under current flow and magnetic field [77, 81]. If Fp is larger than the Lorentz
force, the vortices do not occur, and no voltage will be detected due to the applied
current density. Once the applied current increased to a certain value, at which the
Lorentz force exceeds the pinning force, the vortices will start to move in supercon-
ductor and a voltage will be measured. At this condition of FL = FP, the critical
current density will be equal to:

Jc = Fp/He. (23)

The flux pinning force values for the thin film superconductor tapes are presented
as a function of an applied magnetic field in Fig. 7b [80]. The critical current density
of the thin film superconductor tape can be enhanced by a factor of 7 to 10 with
an applied field of 1 T without any other atomic dopant. As seen in Fig. 7b, the
pinning force increases fast with increasing applied field up to 3 T. Beyond 3 T, Fp

becomes stable with the applied magnetic field. The experimental results of Ba122:P
film with doping BaZrO3 (BZO) nanoparticles at 5 K exhibited three times larger
pinning force than the Ba122 film at 15 K [80]. Comparing these results with the
data for NbTi at 4.2 K, MgB2 (H||ab) at 15 K, Nb3Sn at 4.2 K, and RE123 + BZO-
coated conductor at 65 K show that Ba122+ BZO film provides enhanced Fp values
[80]. On the other hand, BaZrO3 superconductor with doping 15% to 25% of Zr was
provided enhances critical current densities due to pinned magnetic flux lines in the
film structure. Here, the defects, which are created by Zr doping, play a key role in
the pining flux force. In another study, the highest Jc was recorded above 20 × 106

Acm−2 at 30 K, 3 T for Gd and Y doped Ba2Cu3Ox superconductor and record-high
pinning force levels above 1.7 × 1012 Nm−3 at 4.2 K, 30 T [82]. It can be noted that
the pinning force strongly depends on the applied magnetic field and temperature.
So that the fast increase in Fp induces an increase in Jc at low applied field, but the
stabilization of Fp at high field results in a decrease of Jc values.

3.2 Recent Findings

From early 1900 to 2020, single elements, alloys, and compounds have been studied
at various compositions, applied magnetic field, thickness, pressure, and shape to
increase the critical temperature, Tc, for practical applications. Jc is one of the
important criteria to consider the material as a superconductor if only Jc reaches
105 Acm−2 level along with high Tc. Today’s technology-relevant applications of
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superconductors are based on NbTi alloys and Nb3Sn compounds. Alloying Nb with
α-Ti creates the pinning centers which results in high Jc. On the other hand, the
new type of superconductors based on YBCO exhibits high Tc which creates poten-
tial applications if only Jc reaches 105 Acm−2 level. With this purpose, MgB2 and
YBa2Cu3O7 type compounds exhibit superconducting effects at 20 K and 77 K,
respectively. Besides these superconductors, Nd-123 exhibited superconductivity at
77 K with a field-dependent Jc maximum 2× 104 Acm−2 under 0 T and this value is
reduced to 1 × 104 Acm−2 under 4 T. Discovery of superconductivity in MgB2 thin
film at 39K achieved large Jc values 106 Acm−2 under 1 T and 105Acm−2 under 10 T
[83]. For Nb3Sn case with a thickness of 3.9 nm provides enhanced critical values:
Jc ≈ 1.1 × 1012 Am−2 and Jc1 ≈ 8.0 × 1010 Am−2 were obtained at 4.2 K when the
critical field reaches to μ0Hc ≈ 0.5 T and μ0Hc1 ≈ 20 mT, respectively [84]. The
small thickness of superconductor wires is rather difficult to fabricate, hence Jc1 is
not suitable for practical applications.

4 Hall Effect

A voltage difference (the Hall voltage) across to an electric current direction applied
to a semiconductor or conductor materials can be measured when they are placed
under a perpendicular magnetic field. This kind of voltage difference is known as
Hall effect discovered by Edwin Hall in 1879 [85]. In semiconductor or conductor,
the Hall coefficient (RH ) can be formulized as:

RH = ρxy
/

H = 1/
nec

√
b2 − 4ac (24)

where ρxy is the Hall resistivity,H is the appliedmagnetic field, n is the charge carrier
density, e is the electron’s charge, and c is the speed of light. The sign of RH , the
polarity of the voltage difference between xy-plane in a Hall bar device, determines
the type of semiconductors that the orientation of the applied magnetic field and
electric current. On the other hand, the Hall effect in a rod of Nb superconductor
material was first experimentally observed in 1965 byReed et al. [86]. TheHall effect
measurement was performed at 4.2 K with a current density of 460 Acm−2. Figure 8
shows the experimental data for the transverse (V⊥) and longitudinal (V‖) voltages
for the Nb sample at 4.2 K. The transverse voltage was measured under positively
and negatively directed magnetic fields labeled as V⊥(+) and V⊥(−), respectively.
The longitudinal voltage, related to the resistance, is zero up to H0 field (see Fig. 8b).
Above the H0 field, the resistance in mixed state linearly changes with the applied
field up to upper critical field Hc2. Here, the Hall voltage is almost proportional
to (H − H0)

2 which means the voltage rapidly increases up to the upper critical
magnetic field value. After this point, the resistance becomes normal state behavior
that it changes more slowly with an increasing magnetic field.
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Fig. 8 The experimental
data for the (a) transverse
(V⊥) and (b) longitudinal
(V‖) voltages for the Nb
sample at 4.2 K. The
transverse voltage curves
labeled as V⊥(+) and V⊥(−)

were measured under
positive and negative
magnetic fields, respectively.
The difference between these
curves is equal to twice the
Hall voltage. Reproduced
with permission from Ref.
[86]

When a superconductor, especially HTSCs, because of their London penetration
lengths inHTSCs that are larger inmagnitude than others, is used as amaterial inHall
bar device, the sign of Hall voltage becomes reverse relative to the normal state that it
means the negative (positive) terminal becomes positive (negative) as the temperature
decreases through the fluctuation region of superconducting material. This abnormal
behavior of Hall resistance in HTSCs has not been fully understood for decades
because of avoiding a definitive explanation and leftovers unsolved questions behind
its physical mechanism. The reason for this sign change was first assumed due to
skew scattering in the fluctuation region and the influence of the non-isothermal
effects [87–89]. But, these effects cannot explain the whole mechanism of the sign
reversal in the Hall resistance. Many theories have been put forward to explain the
abnormal behavior of Hall resistance, including many effects such as vortex pinning,
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hydrodynamic effects, superconducting fluctuations, Berry phase, and charges in the
vortex core [90–98].

In 1995, Feigel’man et al. wrote a theory on the sign change in Hall voltage in
HTSCs by considering both topological and normal excitation scattering effects.
They referred that the sign change is the result of the density of normal excitations
in the vortex core rather than what is far from the vortex when a superconductor is
placed in a magnetic field. In this theory, the Hall conductivity σxy was expressed as
the following relation:

σxy = σ s
xy − ∂�SC

∂μ

ec

B
(25)

where σ s
xy is normal state excitation, ∂�SC(r) is the superconducting part of the

thermodynamic potential density, which depends on the distance r from the vortex
core, and μ is chemical potential. The second part of the right of Eq. (25) is related
to the topological contribution σ t

xy that contributes to a double sign change in Hall
effect.We should first describe the formation of theHall effect inHTSCmaterial. The
voltage difference in the transverse canbe formedby the force experiencedby avortex
moving with a velocity under applied electric current. At least there are two contri-
butions to the transverse force which are non-dissipative momentum transfer from
the moving vortex to infinity and momentum transfer from the vortex to the normal
excitations in the vortex core. Since the chemical potential is different between the
normal phase and the superconducting phase, the vortex core can become charged
that is opposite to the sign of dominant charge carriers. AlthoughFeigel’man’s theory
can be used to define the experimental data as applied to various works [99–101],
the carrier density in the vortex core must be assumed to be larger than outside of the
vortex. This contradictory situation in the sign of the vortex core charge wasmodeled
by Khomskii and Freimuth in 1995 [98]. However, the additional transverse force
comes from the Khomskii’s model due to the opposite sign creates the Magnus force
in the Galilean invariant case.

In a recentmodel, theMagnus forcewas assumed that it comes from the interaction
between vortices and superconducting fluid, whereas the Lorentz force is responsible
for the interaction between vortices and the normal state fluid [93]. These correla-
tively interacting subsystems, such as vortices, superconducting, and normal state
fluids, contemporaneously solve the equations of motion. Hence, the solution in
this model explains the Hall voltage sign reversal and simple numerical calculations
merge with the experimental data.

The longitudinal (ρxx ) and Hall resistivities (ρxy) can be expressed as following
relations based on the model created by Kolacek and Vasek [93]:

ρxx = [
τnωc fn

(
1 + τ 2

v �2
) + τv�

(
f 2s + τ 2

n ω2
c

)] ωc

0ω2
p D

(26)

ρxy = [
( fs − fn)( fs fnτ

2
v �2 − τ 2

n ω2
c ) − fs(1 + 4 fnτnωcτv�

] ωc

0ω2
p D

(27)
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Fig. 9 Temperature
dependence of the Hall
resistivity under different
magnetic fields. Parameters
of the model are Ω0τ v = 50,
α = 0, 1/τ n = 35 cm−1.
Reproduced with permission
from Ref. [93]

where the subscripts of n, s, and v mean the normal state, superconducting state, and
vortex, respectively. � is the angular frequency which is nh/2mv. ωc is the cyclotron
frequency of superconducting charge carriers. τv (τn) is the vortex (normal state)
relaxation time. fn( fs) is the normal (superconducting) state fraction on themagnetic
field. Equation (27) can be applied to HTSCs. Since the London penetration depth
in HTSCs is larger than others, the magnetic field becomes almost homogenous in
superconductors. Figure 9 shows the model’s curves of the temperature dependence
of the Hall resistivity under different magnetic fields. The resistivity of the HTSC
becomes negativewhen its temperature reaches itsmixed state region, and it becomes
positive again even the temperature is reduced below its critical temperature.

In addition to the ordinary Hall effect, spin Hall effect (SHE) and quantum
Hall effect (QHE) can also be observed in a special structure that consists
of superconductor-ferromagnetic and semiconductor-superconductor, respectively.
Spin-dependent transport in a heterostructure creates nonequilibrium spin accumu-
lation and spin current that will be an application in spintronics. SHE can be generally
seen in ferromagnet and nonmagnetic material systems, f.e. heavy metal and semi-
conductors. Recent progress on the SHE in superconductor system shows that the
generation and controlling of spin-polarized triplet Cooper pairs in superconductor-
ferromagnetic interface. In addition to SHE, QHEwas also observed in a heterostruc-
ture consists of semiconductor-superconductor system such as ZnO/MoGe [102] and
GaN/NbN [103]. A precise voltage across the opposite surface of a thin conductor
or semiconductor sheet can be observed when an electric current is passed along the
longitudinal of this sheet under a strong magnetic field is applied perpendicular to
the sheet. This kind of voltage drop is quantized that it means the voltage can only
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change in discrete steps which are called as quantumHall effect. The strongmagnetic
fields usually destroy the superconducting properties because of their upper critical
fields. Thus, the juxtaposition of the two terms of superconductivity and the quantum
Hall effect constitutes an oddity. The electronic states of the surface of the sheet are
topologically protected because the electrons in the edge states can only move in one
direction. An edge electron having a certain momentum cannot scatter into a state
with opposite momentum (or spin). Therefore, topologically protected states might
be used in quantum-computing applications.

Figure 10a shows the longitudinal (Rxx, black curve) and transverse resistance
(Rxy, red curve) as a function of the gate voltage applied to a Hall bar device under
45 T magnetic field at 390 mK in GaN/NbN heterostructure [103]. Here, NbN is
a superconductor film with a thickness of 50 nm and GaN is semiconductor. The
plateaus Rxy data clearly shows the QHE in such a heterostructure (see Fig. 10a). In
each peak position ofRxx value, the plateaus of theQHE state transits to the other state
that it occurs when the Fermi level is located inside a Landau level. The upper critical
magnetic field that is applied perpendicular to the heterostructure, as a function of
temperature is shown in Fig. 10b. The gray region shows the superconductor property
of NbN film in GaN/NbN heterostructure. Although the superconductivity is seen
in a wide temperature range up to 16.5 K which is the critical temperature of NbN,
the integer QHE can be observed at extremely low temperature and strong magnetic
field region (see the upper gray region in Fig. 10b). When the same experiment
is performed under moderately low perpendicular magnetic field (15 T), the QHE
plateaus cannot be seen for low n values (see Fig. 10c). In a summary, direct injection
of Cooper pairs from superconductor NbN layer into the IQHE edge states can be
observed in such heterostructure.

Fig. 10 aLongitudinal (Rxx) and transverse resistance (Rxy) as a function of the gate voltage applied
to a Hall bar device under 45 T magnetic field at 390 mK. b out-of-plane magnetic field versus
temperature and c Rxx and Rxy versus gate voltage under 15 T magnetic field. Inset: Rxx and Rxy
versus out-of-plane magnetic field at constant 5 V gate voltage. Reproduced from [103]
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5 Conclusion

Superconductivity is a phenomenon that occurs when materials called superconduc-
tors are cooled to below the Tc where the electrical resistance of the material is
zero. A metal conductor, whose temperature is lowered, begins to lose its electrical
resistance in proportion to the temperature drop. In ordinary conductors such as
copper and silver, this property is limited by impurities and other defects, they show
some resistance even when close to absolute zero. In superconductors, on the other
hand, when the temperature of the material drops below its critical temperature, its
resistance becomes zero.

Since electrons have also a wave structure, the electron moving in the metal is
represented by a plane wave moving in the same direction. Thus, electrons can freely
move through the crystal without losing momentum. If there are impurity atoms or
structural defects in the crystal lattice, it breaks the perfect periodicity. Resistance
in metals is formed by the scattering of electrons from phonons, impurities, and
crystal defects. In perfectly pure metals, the resistance is only due to the scattering
of electrons by the phonons formed by the effect of temperature. Therefore, as the
temperature drops to 0 K in pure metals and the resistance will decrease to zero
value. However, since any metal always has impurities, the electrons will also scatter
regardless of the temperature and thus show resistance even at 0 K. On the other
hand, the resistance of superconducting material (in normal state) decreases contin-
uously with the decreasing temperature, but the resistance suddenly goes to zero
below Tc. In the superconducting case, the electrical resistance for direct current
is zero, so in the superconducting case, there is no loss in current. Therefore, the
current can flow without a loss for a very long time in a superconducting ring.
The relation between normal state resistivity and superconducting properties is an
interesting and important issue to understand the mechanism of superconductivity,
especially for HTSCs. By applying a magnetic field to a superconducting material,
the resistance transition and critical temperature shift to lower temperatures and the
width of the resistance transition increases. While the magnetic field also causes
these changes in the superconducting region, it does not create a change in the region
above the critical temperature. Applied magnetic field also induces energy dissi-
pation by introducing vortices into the HTS materials. This energy dissipation of
the HTSC materials due to the vortices’ mechanism is one of the important param-
eters that blocks usages of these materials in technological applications. For this
reason, it is needed a deeper understanding of the background of the mechanism of
these dissipation mechanisms. To do this, the most important models that explain
the energy dissipation mechanism in HTSC materials are explained and discussed.
The critical current density, Jc, is another important characteristic of the supercon-
ductor’s materials from the view of the transport properties. Jc is explained with the
Meissner effect, Bean’s model, Silsbee’s hypothesis, I-V curve flux pinning, and the
critical state. Determining Jc around 105 Acm−2 level is one of the important criteria
for realistic superconductor applications. The Magnus force can be assumed that it
comes from the interaction between vortices and superconducting fluid, whereas the
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Lorentz force is responsible for the interaction between vortices and the normal state
fluid. These correlatively interacting subsystems, such as vortices, superconducting,
and normal state fluids, contemporaneously solve the equations of motion. Hence,
the solution explains the Hall voltage sign reversal and simple numerical calculations
merge with the experimental data.
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Magnetic Properties of Superconducting
Materials

Michael R. Koblischka and Anjela Koblischka-Veneva

Abstract This chapter deals with the magnetic properties of superconductors, espe-
cially such which are not part of the textbook superconductivity chapters. The
response of superconductors to the magnetic field led to the classification into type-1
and type-2 superconductors, and to the definition of flux quanta, vortices, and the
various critical fields. TheMeissner-Ochsenfeld effect, i.e., the expulsion ofmagnetic
flux from a sample leading to a diamagnetic response, is one of the hallmarks of
superconductivity, however, there is now also a so-called paramagnetic Meissner
effect, which was observed in high-T c as well as in conventional superconducting
samples. To sustain high transport currents—which is essential for the applications—
the vortices must be fixed at flux pinning sites to avoid dissipation effects, which sets
themain goal formaterial research on superconductingmaterials.With the upcoming
of the high-temperature superconductors and their much higher operation temper-
atures, effects of thermal activation and flux creep came into the picture. With the
use of modern imaging technologies, flux structures in superconductors revealed
instability effects in the vortex lattice. Thus, there are numerous phenomena related
to superconductors exposed in magnetic fields, in both conventional and high-T c

superconducting materials. On the other hand, the ongoing research has shown that
superconductivity may coexist with magnetism as superconductors with internal
magnetic contributions exist, leading to a variety of magnetization curves, where
para- or ferromagnetic moments are measured together with the superconducting
diamagnetic contributions. The recent findings in this field are discussed in detail.
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1 Introduction

There are two hallmarks of superconductivity, the loss of electric resistance—with
which superconductivity was originally discovered in 1911 [1, 2]—and theMeissner
effect, discovered in 1933 [3] describing the expulsion of magnetic flux from the
superconducting samplewhen cooling it in an appliedmagnetic field below the super-
conducting transition temperature, T c (field cooling, FC). These two hallmarks of
superconductivity are depicted schematically in Fig. 1. TheMeissner effect pinpoints
the magnetic characteristic of the superconducting state—superconductors show a
diamagnetic response below the superconducting transition temperature, T c. The
implications of the Meissner-Ochsenfeld effect led directly to the development of
the basic theories of superconductivity (London, Ginzburg-Landau and BCS).

Thus, the detection of the Meissner effect is the key that a new material can
be accepted as a true superconductor. On the other hand, superconductivity can be
destroyed by applying too high magnetic fields or by too high currents, j, passing
through (see the phase diagram in Fig. 2), thus the answer of superconductors to
magnetic fields and currents is very important for all kinds of possible applications
of superconductors. Consequently, the basic magnetic properties of superconductors
are a main topic in all teaching books of superconductivity, see e.g. Refs. [4–10],
so we will here not repeat these standard treatments, but will point out new results
achieved and new insights which came up due to the intense research on super-
conducting materials in the years after the discovery of high-T c superconductivity
in 1988 [11]. This includes both conventional, low-T c (sometimes called also “clas-
sic”) superconductors like severalmetallic alloys,MgB2 (themetallic superconductor
with the highest T c known to date [12]) as well as the new high-T c superconducting
families (cuprate HTSc materials, where superconductivity takes place in the Cu–
O-planes [13], and the iron-based superconductors (IBS) [14]). Examples for these
new findings are type-1.5 superconductors [15], the paramagnetic Meissner effect

Fig. 1 Resistance versus temperature and flux expulsion (Meissner-Ochsenfeld effect) when
cooling a superconducting sample in a magnetic field below T c
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Fig. 2 Phase diagrams of
superconductors.
Superconductivity can be
destroyed by temperatures >
T c, magnetic fields > Hc2
and currents > jc

(PME) [16, 17], multiband-superconductors [18], the iron-based superconductors
(IBS), 2D-superconducting materials [19], topological superconductors [20], nanos-
tructured superconducting materials including nanoparticles and nanowires [21, 22],
and the recently found room-temperature superconductors under high pressure [23,
24]. Consequently, there are many new observations concerning the magnetic prop-
erties of superconductingmaterials in the literature, which cannot be found in present
day textbooks.

In this chapter, we will thus discuss experimental results concerning the paramag-
netic Meissner effect (PME), type-1.5 superconductivity, effects of thermal activa-
tion on the vortex lattice and on the magnetization loops, the influence of the crystal
structure of HTSc cuprates on the vortices (“pancake vortices”), instabilities in the
vortex lattice (“flux turbulence” and dentritic flux penetration) and the coexistence
of magnetism and superconductivity in specific types of samples.

2 Type-1 and Type-2 Superconductors

Firstly, we give a definition of type-1 and type-2 superconductors. These are defined
via

κ <
1√
2

(type − 1) and κ >
1√
2
(type − 1) (1)
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Fig. 3 Schematic M(B) and B(T )-diagrams of type-1 and type-2 superconductors. A mixed state
or Shubnikov phase is formed in a type-2 superconductor above the lower critical field, Bc1, which
persists until the upper critical field, Bc2, is reached. Note here that Bc2 can be much larger as the
critical field Bc; in case of the HTSc materials, even fields larger than 200 T are possible

where κ = λL/ξ denotes the Ginzburg–Landau parameter with λL denoting the
London penetration depth and ξ the coherence length. This is known from the text-
books. Figure 3 presents schematic magnetization versus field and magnetization vs.
temperature-curves of type-1 and type-2 superconductors.

Type-1 superconductors are in the Meissner state up to the critical field, Bc, and
then turn normal (non-superconducting) if the applied magnetic field is increased
further. Type-1 superconductors are to be searched among the elemental super-
conducting materials, with the exception of Nb, which is type-2. Figure 4 gives
a schematic illustration of (a) the field distribution inside a superconductor in the
Meissner state. Here it is important to note that in a surface layer with the depth
defined by λL, the so-called Meissner currents shielding the sample interior are
flowing. For normal situations, this surface layer is commonly neglected, but may
have an important effect in specific situations as we will see later on. In (b), the
behavior of the Cooper pair density, ns, and the local magnetic fields Bi/Be between
a superconductor and a normal metal is depicted. Depending if the sample is type-
1 or type-2, the decay of the Cooper pair density, ns, and the local field B may
look completely different. Here, we have to note that type-1 superconductors are not
useful for current-carrying applications, as only small currents can be sent through
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Fig. 4 a Sketch of the magnetic field inside a superconductor in the Meissner state. b the density
of superconducting electrons, ns, and the local magnetic field Bi/Be inside and outside of a
superconductor

such samples, and the critical fields are quite low (typically much less than 1 T) [25].
However, when physically treating a type-1 superconductor sample by mechanical
deformation, e.g., rolling, pressing, etc., a large number of defects will be introduced,
rendering the material type-2. Magneto-optic imaging of flux structures in supercon-
ductors is thus an ideal tool to investigate this situation [26–28], as the typical domain
patterns of type-1 superconductors can be observed as well as the vortices of type-2
superconductors. To understand the specific nature of the type-2 superconductors, we
have to regard a solution of the Ginzburg-Landau equations presented by Abrikosov
[29] (Nobel prize 2007). He showed that vortices, carrying one flux quantum each,
are stable in a type-2 superconductor and form a vortex lattice. The field distribution
around an Abrikosov vortex is depicted in Fig. 5a below.

The peak in the MHL of a type-2 superconductor at the lower critical field, Hc1,
is due to the entry of exactly one vortex into the superconducting sample. To the
contrary, the upper critical field, Hc2, is reached when the cores of the vortices begin
to overlap each other, that is, thematerial is rendered fully normal. Figure 5b presents
a schematic drawing of the flux-line lattice (FLL). The arrangement of the vortices is
ideally hexagonal, but of course, flux density gradients and defects lead to rearrange-
ments. Thus, a properly arranged hexagonal vortex lattice can be only observed in
a field-cooled state. Depending on the interaction forces between the vortices, also
other arrangements may be realized as described in [26]. Figures 5c, d and e give
examples of vortices observed with various imaging techniques, (c) decoration or
Bitter technique (T = 1.2 K, field cooling in 2 mT [30]), (d) scanning SQUID (field
cooling in 6.93μT to 4 K, [31]) and (e) magneto-optics (T = 4.3 K, field cooling in
0.3 mT [32]). The respective samples are Pb with 6.3% In, a 200 nm thick YBCO
film, and a NbSe2 single crystal. All other superconducting materials, including the
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Fig. 5 a Field distribution around a vortex and b a schematic view of the vortex lattice. c FLL
with decoration technique, cortesy U. Eßmann [30], d FLL by scanning SQUID [31] and e FLL
by magneto-optics [32]. All images were taken after field-cooling. [31] Image 5 d was reproduced
with permission Image 5e was reproduced with permission [32]

high-T c superconducting families, are type-2 superconductors, distinguished by their
values of κ.

The research on various new superconducting materials brought up a new
version—the type-1.5 superconductivity [15]. The existence of type-1.5 supercon-
ductors was discussed since the discovery of multi-band superconductors [33], an
example of which isMgB2, themetallic superconductor with the highest T c known to
date (38.5 K) [12]. Moshchalkov et al. [15] studied the vortex distribution in an ultr-
aclean MgB2 single crystal, where a unique combination of both type-1 and type-2
superconductor conditions is realized for the two components of the order parameter.
Their observations using the Bitter decoration technique on MgB2 single crystals as
shown in Fig. 5a revealed vortex arrangements, where an attractive vortex-vortex
interaction at long distances and a repulsive one at short distances is realized, the
combination of which can stabilize such unconventional stripe- and gossamer-like
vortex patterns in the sample as proven by the simulations given in Fig. 6b. The
colors in both images represent the vortex-vortex interactions, which are clearly
different from a homogeneous, hexagonal vortex lattice. Figure 6c presents another
interesting observation on a Pb thin film: It was shown already in [26] that thin
Pb films do exhibit the penetration of vortices, if the thickness is about xx μm.
These vortices are, however, different from the vortices of type-2 superconductors:
The vortices carry more than one flux quantum, depending on the thickness of the
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Fig. 6 a Decoration experiment on MgB2 single crystal, b simulated patterns revealing type-1.5
superconductivity with colors indicating the vortex interactions. The scale bars are 10 μm. Repro-
duced with permision from Ref. [15] (c) MO-image of a lead thin film. showing the penetration of
macrovortices. Image provided by C. Brisbois and A. Silhanek (U Liège)

sample. Increasing temperature makes the sample then behave like a real type-1
superconductor again.

Using the MO technique, these so-called macrovortices can be studied in detail,
and as shown in Refs. [34, 35] even be employed to simulate a vortex memory,
which is nowadays again a very interesting topic for quantum computing using
superconducting elements, e.g., flux qubits [36].

3 Paramagnetic Meissner Effect

As mentioned before, the response of a superconductor, when being cooled in the
presence of a magnetic field, should be diamagnetic. But this is not always the
case. It is important to note here that the ideal Meissner effect requires always
a surface layer of the thickness of λL, where the Meissner currents can flow to
shield the reminder of the sample against the external magnetic field. As said already
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Fig. 7 a The first measurements of the PME on polycrystalline Bi-2212 HTSc, recorded in field-
cooling (FC) conditions [38].Note here that the susceptibility,χ, is goingfirst negative just belowT c,
and then turns up to positive, paramagnetic values.Also, the appliedmagnetic fields are uncommonly
small. b PME measurements on a Nb disk [45, 46]. There are remarkable sparks on cooling and
warming curves, and the effect persists up to relatively high fields. c shows the PME on a patterned
YBCO thin film [47], but here the negative turn close to T c is completely missing

before, the presence of this surface layer is commonly neglected. The first experi-
mental observations of superconducting transitions of Bi-based, high-T c supercon-
ductors (HTSc) to a paramagnetic state instead of a diamagnetic one were more
treated as experimental mishaps and went mostly unnoticed by the community [37].
The situation changed with more detailed measurements on granular, HTSc of the
Bi2Sr2CaCu2O8 + δ (Bi-2212) family by Braunisch et al. [38, 39]. The first expla-
nations for this effect were linking the observation of a superconducting transi-
tion towards the paramagnetic state with unique features of the HTSc, i.e., the so-
called d-wave superconductivity [40] and effects of granularity (π-junctions between
the superconducting grains). Possible theoretical explanations for the PME were
reviewed by Li [41]. These first experiments, shown in Fig. 7a, were soon followed
by other researchers, applying also different measurement techniques including AC
susceptibility to exclude experimental artifacts [42–44].

Following these works, several theoretical approaches concerning this effect were
published in the literature, now commonly named paramagnetic Meissner effect
(PME) or Wohlleben effect [40, 48]. Thus, it came as a big surprise as Thompson
et al. presented an observation of PME on bulk, niobium disks, a classical s-wave
superconductor [45, 49]. Typical results of the PME on Nb are presented in Fig. 7b.
The inset to Fig. 7b gives the definitions of two temperatures, T 1 and T p, charac-
terising the turnpoints of the magnetization. Such turnpoints are visible on both FC
warming and cooling curves. Finally, Fig. 7c presents a PME measurement on an
artificially granular, patterned YBCO thin film [47, 50]. Here, this effect can only be
seen again in small appliedmagnetic fields, but here even the slight negative (diamag-
netic) turn of the magnetization is missing [47]. The PME was further observed in
mesoscopic small superconducting samples (micrometer-sized disks of Al and Nb)
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by Geim et al. [51]. As result, the explanation for the PME in conventional supercon-
ductors favors the giant vortex state (which is formed due to field trapping) [52, 53].
The compressed flux in the giant vortex isL·�0, withL denoting the quantumnumber
corresponding to the number of nodes of � along the sample circumference [51].
This giant vortex state explains the PME for conventional superconductors, while for
the HTSc samples like the granular Bi-2212, the influence of d-wave superconduc-
tivity cannot be ruled out. For the artificially granular YBCO thin film (and recently
a very similar PME was observed in YBCO nanowire fabrics), the field trapping in
the open spaces between the superconducting material is the reason for the PME
[47, 52].

4 Real Magnetization Loops

Figure 3 presented a textbook-like magnetization loop (MHL) and a magnetic phase
diagram for a classical type-2 superconductor. Here, it must be noted that it requires
an extremely clean crystal to observe such a completely reversible magnetization
loop. When defects are present in the sample, there will be no clear peak at the entry
of the first flux quantum, and of course, the magnetization loop will not be reversible.
As a result, the MHLs will look more like as shown in Figs. 8a and b below [54].
The Nb55Ta45 alloy measured in (a) is still close to the “clean” situation, and thermal
annealing brings the MHL again close to the textbook-like appearance. In contrast
to this, Fig. 8b shows a MHL of a Pb-Bi alloy with well-developed flux pinning
properties, and close to zero field, so-called flux jumps [55] appear, which are due to
thermal instabilites within the sample. Such flux jumps are problematic for several

Fig. 8 “Real” magnetization loops (MHLs) of type-2 superconductors with flux pinning [54]. a
MHLs of a Nb55Ta45 alloy before (2) and after (1) thermal annealing. b presents a full MHL (all 4
quadrants) of a Pb-Bi alloy with well-developed flux pinning. Close to zero field, flux jumps appear
as marked by red arrows. The black arrows indicate the field sweep direction
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Fig. 9 MHLs of high-T c superconductors demonstrating the so-called fishtail (or “secondary
peak”) effect [54]. In a, two MHLs were measured on a YBCO single crystal at 60 and 70 K,
showing a broad, secondary peak and the irreversibility line. The MHL on a NdBa2Cu3Ox sample
presented in b exhibits the peak effect and an additional paramagnetic moment superimposed on
the normal MHL

applications of superconductors, especially for the metallic superconductors Nb3Sn
and MgB2 [56, 57].

Figure 9 presents MHLs common for the cuprate HTSc, YBa2Cu3O7-δ (YBCO).
These MHLs show a secondary peak at elevated fields, which is responsible for the
nickname of these curves: “fishtail effect” [58]. In the case of YBCO (a), the effect
is still weak, but in the case of a melt-textured NdBCO sample, the fishtail effect is
quite strong, and the MHL shows further a superimposed paramagnetic signal. This
signal stems from the strong paramagnetism of Nd [59].

The origin of the fishtail effect was widely discussed in the literature [58, 60–
62]. The final explanation of this effect requires, however, a detailed analysis of the
microstructure. In the case of YBCO, the oxygen stoichiometry plays the key role—a
fully oxygen-loaded sample does not exhibit the fishtail effect, and when removing
oxygen, the fishtail effect appears [62].

In the case of NdBCO, there is the possibility of replacing Ba-ions by Nd-ions,
which have approximately the same size. The Ba-rich compound has a lower critical
temperature, T c, as compared to the remaining superconductingmatrix [63]. Further-
more, the formation of the Ba-rich compound is stable and cannot be reversed by
intense oxygenation treatments. If these zones of reduced T c are large enough, then
these zones can act as effective, additional flux pinning sites (field-induced flux
pinning, as a high applied magnetic field may render these zones normal). Thus,
the secondary peak effect of NdBCO samples is very strong and also irreversible in
contrast to YBCO [64].
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5 Thermal Activation and Flux Creep

In Fig. 10, a typical situation found in the current-voltage I/V (or electric field-
current density E/j)-curves of high-T c superconductors is depicted. The signal below
the critical current density, Jc, is not zero, but finite. This regime is called thermal
activated flux flow. Here, vortices are depinned from their pinning sites by thermal
activation. This also implies that the effect is less pronounced at low temperatures,
and increases strongly with increasing temperature. Thus, TAFF is a problem when
aiming at applications at high temperatures close to T c, e.g., 77 K (the temperature
of liquid N2). When reaching Jc, the depinning gets stronger and the regime of flux
creep is reached, and when approaching the Ohmic line, the entire flux-line lattice is
moving (“flux flow” regime).

The effects of TAFF and flux creep are visible also in the magnetization data. As
example, we show in Fig. 11 torque (t = m × B) magnetization loops, measured
in applied magnetic fields between 0 and 7 T at various field sweep rates between
2.5 and 40 mT/s. The loops measured at the high sweep rate are wider as the ones
measured at the lowest sweep rate. The distance between the loops can be evaluated
to yield the dynamic sweep rate, Q, which was shown to be equal to the sweep rate
measured as function of time after stopping a field sweep, S [65]. Of course, also
conventional metallic superconductors do show these effects, but the measurements
done at 4.2 K are not significantly affected.

This influence of thermal activation was already observed in the very first publi-
cations after the discovery of YBCO as it leads directly to a new contribution in the
phase diagram, the so-called irreversibility line, Birr(T ). All the consequences of the
thermal activation were summarized in Ref. [66]. The resulting phase diagram for
HTSc is depicted in Fig. 12 below.

Birr(T ) is always lower than Bc2(T ), and thus describes the limit of strong flux
pinning in a sample. Thus, this line ismost important for applications ofHTSc.Birr(T )
is not intrinsic to thematerial as it can be influenced by the pinning landscape, so e.g.,
Birr(T ) can be moved towards Bc2(T ) by introducing strong flux pinning sites like
by heavy-ion irradiation [67]. Regarding the situation from a vortex lattice (FLL), at
low T and small B, a true regular FLL is formed. This FLL gets distorted, forming
a so-called vortex glass, by increasing temperature and/or magnetic field. When

Fig. 10 Schematic E/j
(U/I)-curve showing the
definitions of thermally
activated flux flow (TAFF),
flux creep and flux flow



72 M. R. Koblischka and A. Koblischka-Veneva

Fig. 11 Torque (τ = m × B)
hysteresis loops measured on
an YBCO thin film in
magnetic fields up to 7 T.
The upper plot (A) was
measured at a low
temperature of 1.6 K, the
lower plot (B) shows the
same situation at T = 10 K.
The sweep rate of the
external magnetic field is
ranging between 2.5 and 40
mT/s

Fig. 12 Magnetic phase
diagram for HTSc, showing
the irreversibility line,
Birr(T ), which is always
below Bc2(T), thus limiting
the application range of the
HTSc



Magnetic Properties of Superconducting Materials 73

reaching Birr(T ), all vortices are depinned from their pinning sites, and a vortex
liquid is created which can easily be moved by field changes [68]. Finally, this liquid
densifies when increasing the magnetic field further, and superconductivity in the
sample is destroyed at Bc2(T ).

6 Thermal Activation and Flux Creep

The 2D character of the crystal structure of the HTSc is responsible for another
specific feature of the vortices. The superconductivity is concentrated in the Cu-O-
planes, and so a vortex can only exist within this plane (so-called “pancake” vortex
[69]), and is not a continuous, cylindrical object like in a conventional supercon-
ductor. The individual pancakes are coupled together by Josephson currents, but
this coupling is only weak, and increasing temperature or the angle β to the applied
magnetic field may lead to a complete decoupling. One important consequence is
depicted in Fig. 13a: A rigid cylindrical vortex can be effectively pinned by one
single pinning center (black dot) somewhere along its length, whereas each vortex
pancake may require a pinning site in each of the Cu-O-planes to provide effec-
tive flux pinning. Figure 13b shows the situation when the external magnetic field is
applied at an angle β to the sample surface. If the angle β is large enough, a decoupling

Fig. 13 a Vortices and pancake vortices in HTSc. The black dots indicate flux pinning sites. b
Pancake vortices when the external magnetic field is inclined with an angle β with respect to the
Cu–O planes



74 M. R. Koblischka and A. Koblischka-Veneva

of the pancake strings takes place. In case that the pancakes are fully decoupled, they
may move easily in the sample, and flux pinning goes towards zero. This situation
poses a problem for applications, especially for the highly anisotropic HTSc as their
irreversibility lines only allow high currents at temperatures below 50 K. The most
pronounced example for this is the Bi-2212 HTSc [70] with its very high anisotropy.

7 Effects of Granularity

Figure 14 presents the flux penetration in a granular HTSc sample, here a polycrys-
talline YBCO sample. The magnetization follows a straight line when starting from
zero magnetic field, which corresponds to a full Meissner effect. The signal deviates
from this straight line at the lower critical field, Bc1

J, where so-called Josephson-
vortices enter the sample via the grain boundaries (GBs). These Josephson vortices
are similar to the Abrikosov vortices, but do not have a normal core. Increasing the
applied magnetic field further, again a linear Meissner-like behavior is observed, but
this time describing the Meissner effect of the superconducting grains. Finally, at a
field Bc1

G, Abrikosov vortices can enter into the grains which are oriented to the field
with the lowest critical field. All these situations are depicted schematically on the
right side of Fig. 14.

The granularity can also be nicely visualized using magneto-optic imaging [71–
74]. Figure 15 presents the flux distributions of an YBCO thin film patterned into
a rectangular shape, a YBCO single crystal and a monofilamentary Bi-2223 tape.
The thin film sample (upper row) shows the typical Landau-pattern (or discontinuity
“d”-lines [75]) of a homogeneous superconductor. The currents flow always paralled

Fig. 14 MHLsof a granular, polycrystallineYBCOsamplemeasured at 5K in lowappliedmagnetic
fields, showing the lower critical fields Bc1

J and Bc1
G. The schematic sketches on the right side give

the corresponding flux penetration steps
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Fig. 15 Flux distributions in different types of HTSc samples observed by MO imaging. Upper
row: YBCO thin film, patterned as a rectangle, middle row: a nearly cubic YBCO single crystal,
and lower row: a section of a Ag-sheathed Bi-2223 monofilamentary tape. The values of the applied
magnetic field are indicated at each image, the observation temperature is 18 K. Reproduced with
permission from Ref. [76]

to the sample edges, and at the d-lines, the current turn direction. No current flow
takes place in the sample center.

The thin homogeneous sample also reveals another feature at zero applied field:
Along the sample edges, there is a rim of flux in the sample. In dedicated experi-
ments, one could show that this flux is of negative sign, which means that vortices
of opposite polarity enter the sample. The high demagnetization factor of a thin
film enables this penetration of negative vortices already in small positive fields. On
increasing negative field, this small rim of negative vortices grows, and annihilation
of vortices of opposite polarity takes place. The much thicker YBCO single crystal
shows only some traces of the d-lines. This is due to the presence of twin boundaries,
were flux can easily rush along the weaker zones as indicated by the stripe pattern.
Also, the lower demagnetization factor allows the appearance of negative flux only
when also a larger external negative field is applied. The monofilamentary Bi-2223
tape is a polycrystalline material, with many Bi-2223 grains semi-aligned by the
mechanical treatment. The covering Ag-sheath was removed from the sample prior
to imaging. The sample thickness of a filament is larger than that of a thin film, but
still comparable.

As result, the overall behavior of the flux patterns is similar, but there is no
strong shielding of the sample due to the easy flux penetration along the GBs. Very
remarkable is the appearance of negative vortices already at still positive fields (+6
mT), which leads to a central peak in a MHL shifted to positive fields as described
in [77–79]. Otherwise, the flux patterns obtained are typical for all types of granular
HTSc.
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8 Instability of the Vortex Lattice

Figure 16 presents a magnetization measurement together with the corresponding
magneto-optic images of a NdBCO single crystal. The initial state is prepared at
70 K with an applied external magnetic field of 500 mT, then the field is removed
and a field in the opposite direction of −60 mT is applied. As consequence, the
crystal carries a rim of negative flux along the sample edges, and an annihilation
zone separates the positive and negative flux. The sample is warmed up with a sweep
rate of 1 K/min, and MO images were recorded continuously on video tape. On
increasing the temperature, the flux front develops an irregular shape, and at about
82 K, the negative flux starts to move in a spiral-like fashion, annihilating all the
remaining trapped flux in the sample.

Figure 17 presents the same experiment in more detail. Important is here to note
that the detailed shape of the flux patterns never reproduces exactly in subsequent
experimental runs. Thus, the formation of the turbulent flux patterns is not a finger-
print of a non-uniform distribution of crystal defects or of the available flux pinning
sites. This is in direct contrast to the initial flux penetration into the same sample,
which is always fully reproducible, even in samples exhibiting the flux turbulence
[80].

Figure 18 presents m(T )-measurements by SQUID magnetometry on an NdBCO
single crystal showing turbulence (solid lines, indicating various applied negative
fields between 0 (i.e., remanent state and −800 mT applied field). The arrows point
to the events of the turbulent behavior, when the right conditions are met. The circles
indicate a measurement on a melt-textured NdBCO sample under the same condi-
tions. The upper inset demonstrates the non-reproducibility of the turbulent events
in subsequent runs, and the lower inset compares the onset temperature of the turbu-
lent behavior with the irreversibility line. Here it is important to point out that these
SQUID measurements are done in continuous, controlled temperature sweep mode,
which is essential to observe such effects [81].

Fig. 16 Flux distributions
and magnetization
measurement on a NdBCO
single crystal. See the main
text for the preparation of the
initial magnetic state. The
marker is 1 mm. Reproduced
with permission from Ref.
[81]
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Fig. 17 Flux distributions of the same NdBCO crystal during the warm-up experiment (controlled
temperature sweep rate 1 K/min) showing the turbulent flux move. The yellow color indicates
negative flux, green trapped positive flux. The temperature is indicated on each image. The marker
is 1 mm. The turbulent flux movement sets in at 82 K, and then, flux is moving in a spiral-like
fashion towards the sample center. Reproduced with permission from Ref. [79]

A first theoretical explanation of the flux turbulence phenomena was presented
by Bass et al. [82] regarding the heat release during the flux annihilation process,
which is, however, limited to the interface between the positive and negative flux in
the sample. Furthermore, the heat release due to the annihilation is quite small, so
that it is unlikely that the entire flux pattern of the sample can be affected. Another
approach by Fisher et al. [83] used the tangential discontinuity in classical hydro-
dynamics as a base, requiring an anisotropy of the electromagnetic properties of the
superconducting material. This is provided in (RE)-BCO superconductors by the
twin pattern. Both models predict a temperature window where the instability may
occur which corresponds to the experimental observations.

The instability phenomenon leads furthermore to another very interesting type of
flux penetration observed in MgB2 samples, here an MgB2 thin film sample with a
thickness of 400 nm [84]. The resulting magnetic behavior is found to differ totally
from the usual critical-state type of smooth flux penetration patterns. The images for
increasing field (a)–(d) indicate that the flux instead penetrates in dendritic structures
which, one after the other, invade the entire film area. The dendrites nucleate at
seemingly random places along the film edges, and then grow to their final size in
less than 1 ms (which corresponds to the time resolution of the CCD system used
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Fig. 18 Flux turbulence on
a NdBCO single crystal
observed by SQUID
magnetometry. The various
steps in the m(T )-behavior
are marked by arrows, IL
denotes the location of the
respective irreversibility
field, Birr. The circles show
m(T ) of a melt-textured
NdBCO sample measured
under the same conditions.
The upper inset demonstrates
the non-reproducibility of
the m(T )-curves, and the
lower inset gives a
comparison of Birr with the
appearance of the turbulence
in the NdBCO single crystal.
Reproduced with permission
from Ref. [81]

in this experiment). Moreover, it is found that once a dendrite is formed, its size
remains constant although the applied magnetic field continues to increase. When
the magnetic field is subsequently reduced again as shown in images (e, f), the
flux redistributes in the same abrupt manner leading to a remanent state with an
overlapping mixture of two types of dendrites—one of them containing the trapped
flux of initial polarity and one containing the negative due to penetration of the reverse
return field of the trapped vortices. Further dedicated experiments have shown that
such dendritic flux structures appear only as the field exceeds a certain temperature-
dependent threshold value. The morphology of the dendrites is also changing with
temperature. Thus, a thermo-magnetic origin of the dendritic instability is the most
likely explanation for this phenomenon, and is further supported by simulations based
on the Maxwell and heat diffusion equations [85] (Fig. 19).

9 Magnetism and Superconductivity, Magnetic
Superconductors

Magnetism and superconductivity are commonly treated as order phenomena, which
exclude each other categorically. Many experiments have shown that this picture is
not correct. The HTSc materials (see the generic phase diagram of cuprate HTSc
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Fig. 19 MO images of flux penetration into the virgin state of anMgB2 thin film at T = 5 K (image
brightness represents the flux density). a, b, c and d Images taken at applied fields (perpendicular to
the film) of 3.4, 8.5, 17, 60 mT, respectively. e, f Images taken at 21 and 0 mT during the subsequent
field reduction. Except for an initial stage, the flux penetration is strongly dominated by the abrupt
appearance of dendritic structures nucleating at seemingly random places at the sample edge. The
behavior is essentially independent of the field sweep rate [84]. Image reproduced from the arXiv
version of Ref. [84]

presented in Fig. 20a [86]) are coexisting with aniferromagnetism, depending on the
charge carrier concentration, p. The charge carriers in most cuprate HTSc are holes,
not electrons. It is even speculated that the presence of themagnetic ordering is giving
a boost to the formation of Cooper pairs in the HTSc compounds [87]. Figures 20b,
c and d present temperature-pressure diagrams of several low-T c, but unconven-
tional, superconductors revealing the coexistence of superconductivity with para-
magnetism, antiferromagnetism and even ferromagnetism as a function of applied
pressure. Figure 20b shows the pressure dependence of the cubic, heavy-fermion
metal CeIn3 which shows superconductivity under pressure with a T c of about 230
mK [88, 89], (c) gives the pressure dependence of UGe2 [90] which is a magnetically



80 M. R. Koblischka and A. Koblischka-Veneva

Fig. 20 a Generic phase diagram of cuprate HTSc superconductors showing the coexistence of
superconductivity and antiferromagnetism as function of the charge carrier concentration (holes)
(Reproduced with permission from Ref. [86]). b Temperature versus pressure-diagram of CeIn3, c
Temperature versus pressure-diagram of UCe2 and d the temperature versus pressure-diagram for
Fe (Reproduced with permission from Ref. [7])

active material with a T c ~ 0.8 K at above 1 GPa, belonging to the heavy-fermion
compounds. Figure 20d gives the pressure dependence of metallic Fe, which surpris-
ingly can be a superconductor under pressure. The crystal structure of Fe changes
at ~13 GPa from fcc to hcp (ε-Fe) [91], which implies the loss of the ferromagnetic
ordering. Superconductivity is then obtained in the hcp-structure.

All these observations provide new space for detailed investigations on the mech-
anism of Cooper pair formation, not only in the HTSc compounds, but also in
conventional uncommon superconductors.

Figure 21 presents m(T ) measurements (field-cooling) in a variety of applied
magnetic fields. Above about 0.1 T, the magnetization is no more negative (diamag-
netic), but fully paramagnetic. This paramagnetic signal stems from the paramagnetic
moment of the Nd3+-ion. In the case of GdBCO, this effect is even much stronger
due to the high paramagnetic moment, which can be driven to a ferromagnetic state
by high fields and low temperatures [93].
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Fig. 21 aMeasurements ofm(T ) at various appliedmagnetic fields (field-cooling) ranging between
0.5 and 7 T and b the corresponding MHL m(Be) of NdBCO measured at 77 K, exhibiting a strong
fishtail effect [64, 92]. Note the appearance of a secondary transition in fields above 3 T

Note here that above an appliedmagnetic field of 3T, a secondary superconducting
transition appears, which belongs to the Nd-rich phase having a lower T c of about
65 K as compared to NbBCO. This secondary phase is then responsible for the
strong, irreversible peak effect in the RE-BCO compounds. These measurements
further demonstrate that superconductivity can coexist with a large paramagnetic
moment being present within the same unit cell.

In the case of the most primitive iron-based (IBS) superconductor, FeSe, with a T c

of ~8 K, the preparation of polycrystalline, bulk samples proves to be very compli-
cated due to the phase diagram [95, 96], which does not allow to get the supercon-
ducting β-FeSe phase directly. Using the classic solid-state ceramic processing route,
the fabrication of phase-pure, large bulk FeSe samples is quasi impossible as there
will be always contributions of other phases, which are para- or even ferromagnetic,
embedded in the bulk sample. In Ref. [94], these magnetic phases were analyzed
in detail using magnetic measurements as well as electron microscopy. Figure 22a
demonstrates the ferromagnetic MHLs recorded at 4.2 and 20 K. The only contribu-
tion of superconductivity to the MHL is the central peak at zero field. To obtain only
the superconducting contribution, the MHL measured at 20 K (only ferromagnetic)
must be subtracted from the one measured at 4.2 K, and the final result is shown in
Fig. 22b. The resulting MHL is asymmetric, revealing the effects of granularity as
expected from a polycrystalline sample.
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Fig. 22 a Magnetization
loops of polycrystalline, bulk
FeSe at T = 4 K (black) and
20 K (red). The contribution
of superconductivity is only
visible at the zero-field peak,
otherwise the measured
curve is dominated by
ferromagnetism. b presents
the subtracted MHL, i.e.,
m(4.2 K)–m(20 K), which
reveals the superconducting
behavior. Reproduced from
Ref. [94]

Figure 23 shows a field-cooling (FC) experiment on an YBCO nanofiber mat
sample, produced by solution blow-spinning [98]. This superconducting nanofiber
mat consists of a large number of nanofibers with typical dimensions of 300–500 nm
in diameter and up to 100 μm in length, and with numerous, superconducting inter-
connections between the nanofibers. These nanofiber mats are thus a new class of
superconducting, porous material with unique properties as described in the reviews
of Refs. [99, 100]. The magnetization data were recorded in two applied magnetic

Fig. 23 Field-cooling
experiments on a YBCO
nanowire fiber mat, revealing
the paramagnetic Meissner
effect. The FCC curve at 2
mT reveals a paramagnetic
upturn at low T. The inset
gives an SEM image of the
nanofibers, revealing the
numerous interconnects [97]
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fields, 350 μT and 2 mT [97]. While the m(T )-curve at 350 μT exhibits a PME as
discussed already in Sect. 3, them(T )-curve taken at 2 mT is archetypically negative
(diamagnetic), but at very low temperatures, a paramagnetic upturn of the m(T )-
behavior can be seen. A possible explanation for this upturn of the magnetization
may be the presence of Cu-O-chain fragments as discussed in Refs. [101, 102]. These
Cu-O-fragments are caused by oxygen loss, which can easily happen to the sample,
even if the oxygenation process of a nanofiber mat is simple due to the open struc-
ture. The diamagnetic superconductingm(T )-signal of the nanofiber mat is relatively
small, so this paramagnetic contribution may get visible.

Figure 23 demonstrates that new types of sample shapes may create fully new
and different magnetic behaviors, which are worth to be investigated in detail. Here,
it should be mentioned that even applications of these nanofiber mats are already
envisaged, as the materials are extremely light, and thus are interesting wherever the
weight counts [99, 100].

10 Conclusion

To conclude this chapter, we can state that the magnetic properties of superconduc-
tors are a wide and rich field, for both conventional and HTSc superconductors. The
effects of thermal activation, flux creep, granularity, anisotropy and the fishtail shape
of the magnetization loops were intensively discussed in the literature, also often
fromdifferent viewpoints, e.g., seen from the vortex lattice or from themicrostructure
of the respective samples. The more recent observations of magnetic superconduc-
tors, the coexistence of superconductivity with magnetic ordering. the paramagnetic
Meissner effect and the flux instabilities in HTSc as well as in conventional super-
conductors provided new insights and new theoretical treatments. The appearance
of new sample shapes of known superconducting materials like the nanofiber mats
and fully new superconducting materials will further contribute to the development
of this field.
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Mechanical Properties
of Superconducting Materials

Essia Hannachi and Yassine Slimani

Abstract Superconducting materials are currently the key research target in the
field of basic and applied superconductivity. The intrinsic brittleness and the poor
mechanical properties of several superconductors suchA15 alloys, high Tc supercon-
ductors (HTSc) and non-cuprates superconductors, halt in the pathway of a broad
extent of actual applications. In order to be better commercialized, some factors
have to be controlled and optimized among which is the development of exceptional
processing methods for fabrication of usable superconductors. This book chapter
examines the up-to-date of mechanical characteristics of superconducting materials.
We start by giving an overview of the different testers used formeasuring themechan-
ical behavior. One of the most significant mechanical properties to be enhanced is
the microhardness. Therefore, we focused in the next section to microhardness and
various models adopted to analyze it. Also, the mechanical nature of different types
discovered superconductors from alloys, cuprates, to non-cuprates has been deeply
reviewed and discussed. For each case, challenges and recent results for getting
commercialized superconductors material with good mechanical properties were
presented.

Keywords Superconductor · Mechanical · Microhardness · Stress–strain ·
Commercialization

1 Introduction

Superconducting materials have huge potential to bring about drastic revolutions
in electric power and giant-field magnet technology and, allowing high-capability
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dissipation-lower transmission of electric power, high-productivity electric power
generation, ultra-high magnetic field production for magnetic resonance imaging
(MRI) systemswith good resolution, tiny lightweight electrical apparatus, high-speed
maglev transportation, nuclear fusion reactors, nuclear magnetic resonance (NMR),
and imminent progressive extreme energy particle accelerators, etc. The economy,
functioning, and operational parameters (magnetic fields and temperatures) of these
applications intensely dependent on the mechanical and electromagnetic character-
istics, as well as the production and price of materials. The mechanical performance
of superconducting materials has been of relevance and concern to researchers in
this field. The brittleness inherent in several high-field superconductors needs the
development of unique processing techniques for manufacture of usable conduc-
tors. Fundamental investigations of the influences of mechanical stress on supercon-
ducting characteristics offer a deep insight into the nature of superconductors. In last
years, attention in the mechanical comportment of commercialized superconductors
has increased due to the great mechanical forces anticipated in projected supercon-
ducting devices like energy storage, rotating machines, magnets for plasma confine-
ment and, and electrical transmission lines [1–3]. Inmany laboratories located around
the world, equipment for examining the mechanical properties of superconducting
materials has been developed. Results from these measurements have become more
accessible over the past years; Thus, it is exciting to examine themechanical behavior
and impacts of stress in superconducting materials. The assessment of mechanical
properties led to distinguish and enhance the permanence of traditional devices.
This chapter will review the mechanical properties of superconducting alloys and
compounds at ambient and low temperatures, the stress effects on superconducting
characteristics, and their implications for superconducting applications.

2 Mechanical Properties Measurements

The Mechanical features of superconducting materials are fully linked to other
including electrical, structural, and physical characteristics to establish the devices
execution. The mechanical characteristics of the material are usually measured by
hardness test, compression tests and tensile tests, bending test.

2.1 Hardness Test (HT)

HT is the most general test that is employed to assess mechanical characteristics.
Hardness is defined as the capacity of one material to scratch another material or
the resistance to indentation. The indentation hardness is the most usually employed
form of hardness. Conical, pyramidal, or spherical indenters have been employed
for the indentation hardness tests. There are three main standard test methods for
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Fig. 1 (i) Rockwell hardness testing, (ii) Brinell hardness testing, and (iii) Vickers hardness testing

manifesting the correlation between hardness and impression size: Brinell, Vickers,
and Rockwell (Fig. 1).

The HT have certain benefits and disadvantages. For instance, no scale, in
the simplest and most widely employed indentation hardness, Rockwell hardness,
extends sufficiently to the full range of materials used to make sheet metal. Also,
each thickness gauge has the minimum required to avoid the effect of the anvil, i.e.
the effect of the outrigger or support on the observed hardness. The benefits of inden-
tation hardness techniques are that they are less destructive, fast, and can be applied
to small material samples and localized materials in fashion.

2.2 Compression Test (CT) and Tensile Test (TT)

Compression test (CT) includes a specimenof thematerial havingdimensions defined
by the proper standard by carrying two pressure plates together to press the sample.
Special procedures require material cylinder pressure but the particular material
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shape can change depending on the normal protocol. The exerted force and cross
shift data are amassed in real time and the test goes on till the specimen flops or
the tester selects to terminate the test. The CT can give the yield strength, ultimate
compressive strength, modulus of elasticity and hardness of the sample. The TT is the
most extensively employed test in controlling the mechanical characteristics of the
materials. In TT, a particularly fabricated sample is exposed to steadily rising uniaxial
tension force. The material elongation is measured instantaneously. The measure-
ment via TT yields to curves of the engineering strain and stress. The engineering
strain and stress are given by the following expressions, respectively [4]:

S = P/A0 (1)

e = �l/ l0 (2)

where A0 is the initial cross-section sample area,�l is the variation in length, and l0 is
the original length of the sample. At the start of the test, thematerial stretches flexibly,
and if the load is released, the specimen returns to its original length. The material
is said to have exceeded elastic limit 3 when the load is enough to begin a plastic
or non-recoverable deformation. On additional loading, the stress due to continuous
plastic deformation increases with increasing plastic stress, i.e., the hardening of the
metallic strain. Compression is reached at maximum tensile strength. At this point
the embedding initiates and the engineering stress declines with more pressure until
the material breaks down.

The engineering strain–stress curves does not provide a correct clue of the defor-
mation properties of a material since it is based on the primary sample dimensions.
Yet, the dimensions of the sample vary uninterruptedly during the test. If the stress is
measured from the instant cross-sectional area related to a special load rather than the
original stress, then it is named the true stress σ. The true stress is termed as the ratio
of the load of the specimen Ai to the instant least cross-sectional area reinforcing
that load w.

The true strain ε is given by [4]:

ε = ln

(
li
l0

)
(3)

Here l0 is the original length and li the instant length. The tensile tests have some
limitations. They are usually time expending, destructive and necessitate particularly
prepared samples.
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Fig. 2 3-Point bending test
method. three-point bending
delivers three points of
contact; dual supports and
one center point where the
loading is applied

2.3 Three-Point Bending Tests

Bending tests (BT) are usually performed to control themechanical characteristics of
the material like ductility, bend strength, fracture strength of the material to fracture.
BT distort the test material at its midpoint allowing it to form a concave or bend
surface without fracture with a particular radius of curvature (Fig. 2). There are four
known kinds of BT. In a guided BT, the specimen is positioned horizontally via
two supports and after that a force exerted to the top of the midpoint distorting the
specimen into a “U” form. In a semi-guided BT, the midpoint of the specimen is bent
at a certain angle or internal radius. In a free BT, the extremities of the specimen
are pushed together, without any application of the force to the bend itself. Finally,
ASTM E399; the common fracture toughness tester which consists of a specimen
with a pre-cracked initial crack on the underside of the midpoint that is loaded into
a three-point bending point such that midpoint force is applied to the opposite face
of the fracture. 3-point bending tests provide information about the flexural stress,
flexural strain of bending, and elastic modulus a material. Hard materials like high
temperature superconductors can be analyzed by means of BT as a gauge of the
material in both compression (the top of the material as it is tested) and tension (the
bottom side of the specimen as it is tested).

2.4 Instrumented Indentation

Indentation testing is a useful technique that is based principally on the contact
between the material of concern, whose mechanical characteristics like hardness,
elastic modulus are unidentified, with another material, whose characteristics are
identified [5]. The technology’s origins date back to the 1822 Mohs hardness scale,
inwhichmaterial capable of leaving a lasting abrasion in anothermaterialwere classi-
fied as harder,with diamonds designated a value of 10 on the scale as amaximum.The
creation of Vickers, Brinell, Rockwell and Knoop testing comes from an improve-
ment in the indentation test method, inwhich the penetration length scale ismeasured
in nanometer scale instead ofmillimeters ormicrons, the latter being frequent in tradi-
tional HT. Aside from the displacement scale included, the hallmark of the majority
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Fig. 3 Schematic illustration of nano indentation test

nanoscale indentation tests is the indirect measurement of the contact area. In tradi-
tional HT, the contact area is determined from direct measurements of the extents
of the impression remaining in the sample’s surface when the load is removed. In
nanoscale indentation tests, the residual impression size is on the order of microns
and too miniature to be opportunely measured directly. Consequently, it is common
to determine the contact area by computing the depth of the indentation mark in
the sample of concern. Figure 3 illustrates schematic depiction of nano indentation
test. This, along with the known indenter geometry, offers an indirect measure-
ment of the contact area at filled load. For this purpose, nano indentation can be
deemed as a particular case of instrumented indentation test or depth sensing inden-
tation. Nano indentation has been extensively employed for describing the mechan-
ical properties of nano materials [6], and thin film [7], due to its exalted sensitivity
and the outstanding resolution for getting the nano hardness, elastic modulus and the
plastic/elastic deformation behaviors in a quite simpler mode. Over a nano indenta-
tion test, a diamond tip is compressed into the sample till a specified extreme load or
depth is attained and then the load is detached. Instantaneously, the displacement of,
as well as the load on, the indenter is registered. The results of instrumented indenta-
tion deliver evidence about the mechanical characteristics of the material, involving
hardness, plastic deformation and elastic moduli. One main parameter of indentation
test is that the tip requires to be monitored by displacement or force that could be
measured instantaneously in the indentation cycle [8]. Some of the usually measured
mechanical characteristics include the hardness, the ultimate tensile strength, the
Young’s modulus yield strength, and work hardening coefficients. The mechanical
characteristics offer evidence on the strength and for the specification of materials.
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3 Microhardness and Models

Microhardness is the hardness of a material as defining by forcing an indenter such
as a Vickers or Knoop onto the material’s surface under a load from 15 to 1000 gf;
frequently, the indents are so tiny that they need to be measured with a microscope.
The frequently checked static process HT entails applying a static load to an indenter
of diamond and measuring, by means of microscope, the transverse indentation
size on the sample surface after unloading. The most commonly employed form
of indenter geometry, the angle of a diamond pyramid with a square base between
the opposite facades of the pyramid is 136° as the indent, which is the Vickers
indenter [9]. On account of the shape the indenter is termed the diamond pyramid
hardness (DPH) test [10]. Recently, Vickers microhardness testing has been utilized
in numerous kinds ofmaterials including ceramic, alloys superconductors, polymers,
semiconductors, and thinfilms [11–15]. Themicrohardness of amaterial is dependent
on the applied load [16, 17]. This fact is recognized as indentation size effect (ISE)
behavior, elucidating the reduction in the hardness with the increase of the applied
load. This comportment can result from diverse aspects such as plastic and elastic
deformations, temperature, size of indentation, degree of voids/cracks and friction
of the indenter [18]. The reverse of this phenomenon is known as reverse ISE (RISE)
behavior, which explains the increase of microhardness as the applied load increases.
As described above, the hardness is the most common test to examine themechanical
characteristics of a material since it is simple to operate, less destructive to the
surface of the specimen. Other benefit of the hardness measurement allows to attain
the supplementary parameters including brightness index, yield strength, fracture
toughness, and elastic modulus.

The Vickers microhardness values (HV ) can be computed using to the conven-
tional definition [19]:

HV = 1854.4

(
F

d2

)
(GPa) (4)

F is the applied load and d is the indentation diagonal length. Many approaches
have been used to analyze Vickers microhardness data.

3.1 Meyer’s Theory

The Meyer’s concept is frequently employed measure of indentation hardness.
Meyer proposed a power law empirical relation that correlates the load, F, and
d corresponding to the following Meyer’s theory:

dn = F/A (5)
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Fig. 4 The variation of Hv a
function of applied load. Hv
decreases with increasing the
applied load (ISE), whereas
Hv increases with increasing
the applied load (RISE). For
normal ISE, n value <2,
whereas for RISE, n is >2

Here A is a constant, representing the load needed to begin unit indentation. n is
the Meyer’s index, which defines the ISE. For normal ISE, n value <2, whereas for
RISE, n is >2. If n = 2, Hv is not dependent on the applied load (Fig. 4). Hence, ISE
or RISE can be distinguished based on the obtained n values. So, Knowledge on the
increment or decrement of microhardness with applied load can be identified.

3.2 Hays/Kendall Model

In 1973, themodel of energy losses has been predicted byHays andKendall [20]. This
concept anticipated that there is a least test load w, named the specimen resistance
pressure, which is compulsory to start plastic deformation, and further down it is
merely elastic deformation happens. In another meaning, the indenter can enter the
material beyond a particular value of load called the critical value of the applied
load. Therefore, the size of the indentation begins to rise after the critical applied
load value, and is proportionate to the effective load as Fef f = Fmax − WHK rather
than the applied load:

Fmax − WHK = AHKd
2 (6)

AHK represents the hardness constant and it is applied load independent. From
the plots of Fmax versus d2,WHK and AHK are obtained. In addition, the subtraction
WHK from the applied load, the true microhardness can be estimated as:

HHK = 1854.4
Fmax − WHK

d2
(GPa) (7)

Therefore, the slope of the Fmax versus d2 gives AHK and WHK values. The
positive value ofWHK signifies that the material exhibits the ISE behavior while the
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negative value of WHK indicates RISE feature for the sample. The positive value is
enough to create the elastic and the plastic deformations in the material. The negative
value signifies that the plastic deformation is dominant in the system [21].

3.3 Proportional Specimen Resistance (PSR) Model

PSR model was suggested by Li and Bradth [22] and is able to investigate the
ISE behavior. This model contains the elastic resistance of the test specimen and
the frictional effects at the indenter facet/specimen interface during micro indenta-
tion. According to PSR concept, the microhardness test load, F , and the resultant
indentation size, d, showed to survey the following relation:

F = ad + bd2 = ad +
(

Fc

d0
2

)
d2 (8)

where the values of a and b are computed from the F/d versus d plots. The param-
eter a typifies the load reliance of hardness. The value of the real microhardness
is proportionate to b. Based on Li and Bradth analysis, a and b parameters can be
correlated to the elastic and the plastic characteristics of the tested material, respec-
tively. The ISE is a result of the relative resistance of the indentation size of the test
specimen as defined by a. Whereas, b was found to be related to the load indentation
that is non-reliant to hardness. It contains the critical indentation load, Fc, and the
characteristic indentation size, d0. Particularly, b is proposed to be a gauge of what
is termed “true hardness; HPSR”. For the micro indentation testing through a Vickers
indenter, HPSR can be estimated directly from b as [14]:

HPSR = F − ad0
26.43d02

= b

26.43
(9)

To confirm the validation of the PSR model in investigating the ISE, two series
of the values of HPSR were used as: HPSR

′ = b
26.43 , and HPSR

′′ F−ad0
26.43d02

.

3.4 Modified PSR (MPSR) Model

MPSR model has been suggested by Gong and co-workers. [16] to study the ISE
effect in differentmaterials. TheMPSRmodel wasmainly introduced that the sample
surface is generally subjected to a similar variety of stress triggered by automated
processing and sample polishing [16]. This stress alters the resistance coefficient of
the samples toW = α0 +α1d0, where α0 is related to the residual surface stress with
negative low value and α1 with positive value so long as the lasting deformation is
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formed. Bearing in mind these effects, Gong and co-workers proposed that the PSR
approach could be revised as:

F = a + bd0 + cd0
2 (10)

where a, b and c are experimental constants.a is a gauge of the minimum load
that we would require to reach an indentation, b is linked to the loosed energy to
create a novel surface per unit area, and c is the power necessitated to create a
lasting deformation of unit volume which can also be considered as hardness value
that non-reliant to a load. Analogously to the PSR model, the determination of true
hardness [23] is obtained with two ways for the MPSR model as HPSR

′ = b
26.43 , and

HPSR" = F−a−bd0
26.43d02

.

3.5 Elastic/Plastic Deformation (EPD) Model

Traditional indentation HT includes the measured size of a plastic impression
remaining in the sample as a function of the indenter load. In microhardness tests, the
indentation size is computed after eliminating the sharp indentation from the top of
the sample that was an impression of residual surface. This impression includes some
slowing of the unloading, which means that the unloading process arises flexibly.
Owing to this impression, the indentation size would be somewhat reduced [24].
In this characteristic, the measured indentation size can be changed by a refined
expression to compute true hardness [25].

HEP = A
F

(d0 + dc)
2 (11)

where A is a constant that is depends on the indenter shape,d0 is the variatio n in
the indentation size, and dc credited to the elastic recovery. To study the numbers of
nano indentation, the previous equation can be rewritten as

F1/2 = β1/2d0 + β1/2dc (12)

where β = HEP/A is constant correlated to the true hardness. The plots of F1/2

versus dc yields to d0 and β values.
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3.6 Indentation-Induced Cracking (IIC) Model

In an endeavor to elucidate the inverse ISE, Li and Bradth [26] have believed that the
applied indenter test load is balanced by the total resistance of the four-component
sample at the point of maximum penetration throughout a loading half-cycle owing
to: (i) frictional effect at the interface of sample/indenter, (ii) elastic deformation,
(iii) plastic deformation, and (iv) sample fracturing. Conferring to Li and Bradth
[26], indentation cracking participates to RISE, whereas elastic and frictional effects
conduce to normal ISE. The PSR model proposed by Lee and Bradtht [22, 27] took
into consideration the elastic and frictional effects. In indentation cracking case, the
evident hardness is measured as [26]:

Hv = ε1K1

(
F

d2

)
+ K2(

F1.66

d3
) (13)

Here, d is the indentation mark diameter. K1 is associated to the geometry of
indenter, K2 is dependent on the applied load. For a perfectly plastic material, Hv =
ε1K1

(
F
d2

)
, ε1 = 1, and for a perfect brittle solid K2

(
F1.66

d3

)
= 0 while ε1 = 0

[27]. Hv = ε1K1
(
F
d2

) + K2
(

F1.66

d3

)
is applicable if there are no elastic recoveries

occur after the elimination of load. For an ideal brittle material like superconductor
materials, true hardness can be written as:

Hv = K (F1.66/d3)
m

(14)

Here K and m are constants that are non-reliant to both the load and the material
adopted during themeasurements. Formhigher than 0.6, the ISEbehavior is occurred
whereas for the value of m less than 0.6 the RISE behavior is dominant.

From microhardness measurement, other important parameters can be extracted
like fracture toughness (KIC), elastic modulus (E), yield strength (Y ) and by using
the following expressions:

KIC = √
2Ex (x, surface Energy)(Pa.m1/2) (15)

E = 81.8635Hv (GPa) (16)

Y = Hv/3(GPa). (17)
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4 Mechanical Nature of Alloy Superconductors

4.1 Niobium-Titanium Nb–Ti

Since the discovery of superconductivity in 1911, the practical applications of super-
conductivity and the fabricating techniques of superconductors have been increas-
ingly advancedovermanydecades.Niobium (Nb) is as an alloying element inserted to
superalloys andmelting steels in the form of Ni–Nb alloys or Fe–Nb. Nb-compounds
(Nb3Ge, Nb3Sn, Nb3Ga, and Nb3Al), Nb-alloys or pure Nb, have applications that
are more particular, are formed in tinier quantities and expensive. Pure niobium
shows a superconducting state at extremely low temperatures. High purity super-
conducting Nb can be employed to produce superconducting accelerator cavities to
hasten charged particles. The effective accelerators necessitate that the microstruc-
ture of Nb be altered to obtain excellent physical and mechanical characteristics
[28]. Nb shall be malleable enough that it deforms according to the geometry of the
resulting conceived cavity, and shall elaborate, throughout the plastic deformation, a
smooth internal surface in the cavity. It has been revealed that the Nb microstructure
has a great influence on the mechanical and physical properties of the characteristic’s
niobium [29]. A heterogeneous microstructure conduces to an uneven surface in the
resulting cavity which may reduce the cavity efficiency.

In 2006, a group from USA reported the mechanical characteristics of high pure
niobium sheets, which are exploited in themanufacture of the superconducting accel-
erator cavity [30]. Several tests have been adopted to evaluate the mechanical behav-
iors of high pure niobium sheets. TT was managed based on the standard ASTM
E517 with the strain rate of 5 × 10–3 s− 1. TT samples were scratch in the sheet
plane from five various directions of 0°, 22.5°, 45°, 67.5°, and 90°, as compared
to the rolling direction., Three tensile samples were employed for each direction.
To accurately estimate the transversal and longitudinal strains, the longitudinal and
transverse extensometers were integrated on tensile samples. The engineering strain–
stress plots showed that high pure Nb showed a mean elongation of about 50%. Also,
the yield stress variations versus of the direction of rolling was plotted. The results
showed that the yield stress is maximum in the 45° and achieved its minimum value
in the 22.5° direction.

Although pure niobium shows a superconductivity phenomenon at low temper-
ature, there exist several Nb compounds and Nb solid solutions (Nb–Zr, Nb–
Ti,) that have improved superconducting characteristics [31]. Since 1960, the
niobium-titanium (Nb–Ti) alloy has been the leading commercialized supercon-
ductor employed for magnet windings owing to its high critical current density,
ductility, and strength [32]. Besides, Nb–Ti remains the low-priced superconductor
for applications in the liquid He temperature area, since the starting materials and
prices aremuch lesser compared to other superconductors. The principal applications
of NbTi are in MRI, NMR, superconducting magnetic energy storage and particle
accelerators. Because of its good ductility, Nb–Ti alloy can be warped into long
wires.
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In almost all commercialized Nb-Ti wires, usually with Ti contents ranging from
45 to 65 (wt.) %, show an exceptional arrangement of Tc, Hc and Jc. Generally, high
content of Ti rises the hardness of Nb–Ti filaments and can lead to sausage filaments
and even the rupture of the filament [33, 34]. Since the diameter of the filament
is typically less than 10 μm and even less than 1 μm, it needs that the primary
composition of alloy be regular on the whole casting alloy. Hence, no Ti–rich zone,
or unfused niobium are allowed in the primary Nb–Ti alloy. Z Guo et al. [35] have
studied the mechanical characteristics of fine Nb-Ti filament with heat processing
treatment. The authors calculated the hardness using Vickers hardness tester. They
showed that the hardness upsurges when the strain of the wire rises, and cold work
constantly increases the hardness of the filament. The initial of treatments rise the
filaments hardness by 6% to 12%. This is attributed to the precipitates of titanium.
The extra heat treatments reduce slightly the filament hardness (around 2–4%),where
Nb-Ti cold work solidifies, although precipitation continues to increase. By means
of tensile testing, Z. Guo et al. have measured the stress–strain curve of Nb–Ti fiber
having a diameter of 67μmdown to 9μm.Around 400Nb–Ti fiber samples have ben
measured. The result showed that the mechanical behavior of fibers of were affected
by heat treatment. It was found that the strength of fiber diminishes by around 6 to
11% in the final heat treatment. The higher the heat treatment, the lower the strength
of fiber was. The authors ascribed this effect to the precipitates of titanium that were
producedwith high temperature.Yet,when the size of thefiber is small due to the large
effect of strain hardening, the impact of heat treatment become trivial. The authors
have also determined the Yong’s modulus (E) of 67 μm fiber. Their results showed
that as the temperature increases, E increases accordingly. The authors ascribed this
effect to the formation of titanium precipitates that results in high atomic percent of
niobiumof thematrix. In another study,HeLiu et al. [36] have studied themechanical
behavior of Nb-Ti superconducting wires and evaluated its evolution with the wire
size, geometry and volume ratio of the components and the influence of heat treatment
at last obtaining wire sizes. To comprehend themechanical characteristics of the Nb–
Ti composite, mechanical assessments of the copper matrix, individual composite
components, and Nb–Ti filament were carried out. The results showed that for the
mono filamentary composite, copper matrix and Nb–Ti filament, can be utilized
as the expectation of the ultimate tensile strength (UTS) of the composite. For the
multi filamentary composite, the three components bring about the composites; a
low strength, a high strength Nb–Ti fiber, high ductility bulk copper matrix and a
medium strength (between bulk copper matrix and the Nb–Ti fiber) inter-filamentary
copper matrix. Besides, Nb–Ti alloys are employed in superconducting cables, and
orthodontic/orthopedic grafts [37, 38].

Generally, manufacture of Nb–Ti alloys begins with melting and ultimately re-
melting in a vacuum arc re-melting (VAR) oven. An alternate processing stage is
EBM (electron beam melting). EBM has significant benefits: this process improved
hardness, ductility, and superconducting characteristics, and relatively low resulting
amounts of interstitial elements (N, H, O, and C) can be formed [39]. Though, EBM
has some disadvantages because of the hardmonitoring of the chemical compositions
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a b

Fig. 5 a Hv measurements of specimens exposed to annealing cycles of 1 h. b softening rate of Hv
versus the homologous and annealing temperatures. Reproduced with permission from Ref. [39]

owing to the Ti evaporation under high vacuum during the melting and the accu-
rate elements separation during solidification [39]. A probable following processing
stage for the alloys of Nb-Ti is the plastic deformation of the cast alloys. Due to
its high ductility and manufacturability, rods of these alloys with diameters of more
than a few centimeters are plastically distorted onto micrometer filament to make
superconducting cables [40]. Intermediate annealing cycles are frequently compul-
sory during mechanical treating, producing phase deposition, retrieval, and recrys-
tallization, which may considerably alter the microstructure of warped alloys and
their superconducting characteristics [41]. In a recent study, Andrei Marx Ferreira
et al. [39] have examined the effect of recrystallization and recovery on texture
and microstructure of a cold distorted Nb-50 (wt.) %Ti alloy superconducting. The
measurements of Vickers microhardness were carried out with a load of 2 N.

Figure 5a displays the measurements of Vickers hardness versus the annealing
temperatures and isotropic annealing. This figure showed a characteristic reduction
as the temperatures are increased. The decrease is almost completed at 500 °C. The
authors attribute this effect to recovery. The sigmoidal plot of Hv data was regulated
(Fig. 5b). The rate of the decrease was computed, and the maximum decrease rate
happened at around 380 °C.

4.2 A-15 Niobium-Tin Nb3Sn

The niobium-tin Nb3Sn is another important commercialized alloy with A-15 crys-
tallographic structure. Getting Nb3Sn superconductor that meet very stringent neces-
sities regarding their properties and, in particular, their current transport capacity is
one of the topical problems in creating magnetic systems for up-to-date elementary
particle accelerators, like High Luminosity-Large Hadron Collider (HL-LHC) [42].
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The upgrade of the LHC [43] at CERN involves replacing, at certain points, the
main Nb–Ti-based dipole by two 11 T-based Nb3Sn dipoles [44]. Under the HL-
LHC project, there are Nb3Sn coils impregnated with epoxy resin at the center of the
11 T magnet and other high-field magnets. In this status, it is verified that the Nb3Sn
Rutherford cable that makes the coil, displays an irreversible deterioration in oper-
ation when exposed to too much loading [45, 46]. It is so compulsory to examine
the mechanical features of the coils, to monitor and improve the stresses gener-
ated during assemblage and operation steps, involving the cooling period. Owing to
its brittleness, Nb3Sn cannot be distorted directly into wires as performed for Nb–Ti
alloys.

Numerous kinds of procedures can be adopted for wires manufacture involving
bronze process (began with the bars of Nb alloy enveloped with ductile Cu-Sn bronze
and then amassed within another Cu-Sn tube to get a multi-filament structure), Sn
internal process (began by locating the core of Sn in the middle of the Nb strands
implanted in the copper matrix), and the PIT process (began with by filling Nb–Sn
powders rich in Sn such as NbSn2, and Nb6Sn5 into niobium tubes). Through cold
wire heat treatment, the Nb3Sn phase can be gotten by the reaction between Nb and
Sn. The main to improving Nb3Sn wires is to enhance their trapping ability. Since
the pinning of grain boundaries in Nb3Sn is neither as effective nor intense as α-Ti
pinning in the Nb–Ti alloy, fine-tuning of grain of and the artificial pinning cores are
operative in the flux trapping. Owing to the increasing complexity ofwire fabrication,
the Nb3Sn superconducting wires commercialization was achieved after 1970, with a
somewhat higher cost than that ofNb–Ti superconductors. Since that time,Nb3Sn has
been widely studied by numerous researchers worldwide for practical applications.
Magnets high-field Nb3Sn for the next generation of hadron colliders are recognized
to have an elongated and restricted drill by 90% of the short specimen limit at best,
implying that the current of conductor is at 60% or lower than its critical value.
Monolithic finite element models are usually exploited for a complicated system
that contains wedges, coils, yokes, shafts, fillers, bars, wrenches, shoes, casing, etc.

Measurements of mechanical properties allow for a well comprehension of strain
and stress distributions. This is very necessary for the functioning of Nb3Sn since
modern high-critical current wires are mostly sensitive to strain. Emanuela Barzi
et al. [47]measured themechanical properties ofNb3Sn cables, coils, and strands. For
this purpose, tensile testing of cold-worked copper, unreacted Nb-Sn, and annealed
copper wires were gauged at room temperature using an Instron machine. More
than 15 specimens tested, the final average stress of the former was 630 MPa ±
5%, and above 11 tested samples, the Young’s modulus of the latter was found to
be 53 MPa ± 10%. Jose Luis Rudeiros Fernandez et al. [45] measured experimen-
tally the mechanical properties of Nb3Sn Coils. Their findings demonstrated that
the compression behavior of the entire conductor block, and the structure of the coil
composite is nonlinear in the analyzed zone, while displaying high levels of nonlinear
stress stiffness, even from moderately low stress levels. Furthermore, lasting plastic
deformation was also detected from minimum levels of mid-level stress. Given that
Nb3Sn is brittle, and its superconducting characteristics are sensitive to the stress,
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a group from CERN, Austria, and Germany aimed to study the irreversible degra-
dation of critical current with the mechanical prestressing, which is exerted to the
interacting and saturated Nb3Sn coils for accelerator magnets at room temperature
[46]. The reactive and impregnated cables of Nb3Sn were subjected to rising tangen-
tial compressive stress up to an extreme stress level of 200MPa at room temperature.
After each cycle of compression, the critical current of the cable samples wasmarked
at 4.3 K at the FRESCACable Test Station. No serious degradation of the current was
observed up to 150 MPa, tracked by a degradation of less than 4% after a nominal
stress of 175 MPa. A lasting remarkable decline of the critical current arisen after an
application of pressure of 200 MPa.

4.3 Niobium Aluminide (Nb3Al)

The advance of A15 high-current superconducting superconductors capable of
carrying current in extremelyhighmagneticfields is knownas an allowing technology
for the design of second-generation NMRmagnets functioning at frequencies above
1 GHz. The ternary metal alloy Nb3Al has been known as an exceptional source
of future multi filamentary superconductors able of operating at magnetic fields
well above 25 T and in severe irradiation and mechanical conditions [48]. NbAl3 is
stable up to elevated temperatures exceeding 1000 °C. Magnetic fields above 40 T
have already been measured without defeat of superconductivity for some Nb3Al
compounds [48]. If this type of inter-metallic material can be established in the
form of wire, it will lead to a new invention of commercialized high-magnetic field
magnets, like those needed for NMR spectrometers to operate in the 1000 MHz.
Nb3Al are interesting owing to their high elasticity modulus, high melting point,
outstanding oxidation resistance, and low density. Moreover, Nb3Al can be an alter-
nate to Nb3Sn for high-magnetic field applications. However, it is extremely hard to
exploit Nb3Al alloys as single-phase for applications due to the extreme brittleness
at room temperature. The single-phase Nb3Al alloy exhibits a fracture toughness,
KIC with a value as small of 1.1 MPa m1/2[49]. Therefore, inclusion of a tougher
phase solid solution like Nb (NbSS) can be one operative method to improving the
KIC at room temperatures, even though it will lead to a reduction in the strength at
higher temperatures. Accordingly, Nb-based in situ compounds like Nb/Nb3Al [50]
have been established.

The development of Nb/Nb3Al as possible high-temperature structural material,
in which solid metal particles are incorporated into Nb solid solution and there are
no interfacial interactions due to interfacial stability even at extremely high temper-
atures. But, both the oxidation and fracture characteristics of these alloys are insuffi-
cient for high-temperature structural applications [51].Hence, further improvement is
required by alloying additives inNb-based in situ composites. L.M.Penghave synthe-
sized niobium aluminide-based composites and studied theirmechanical behaviors at
ambient temperature [52]. Themean value of flexural strength is 356 and 368MPa for
Al40Nb60 (at.%)–TiO220C8 (wt.%) and Al30Nb70 (at.%)–Al2O310TiC10 (wt.%)
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based composites, respectively. Also, these composites displayed a corresponding
value of KIC of 5.3 and 5.6 MPa m1/2. From these results, the authors concluded
that both the in-situ created and externally added fine Al2O3 and TiC particles are
efficient in improving both the fracture toughness and strength of the Nb3Al via
interactions among the microstructure and crack tip. This improving effect could be
ascribed to the protecting effect throughout crack spread through crack deflection
and crack bridging under compressive stress, induced by the mismatch of lattice
coefficients and thermal expansion coefficients between the second phase particles
and the matrix.

5 Mechanical Properties of High Tc
Cuprate Superconductors

High Tc superconductors (HTS) possess high Tc above the LN2 temperature (77 K).
Owing to the very rich nitrogen abundance, the price of cooling with liquid nitrogen
(LN2) is extremely inferior than liquid helium (LHe), which renders it achievable
for large-scale industrial applications. The rare earth-based cuprates (REBCO) and
bismuth-based cuprates (BSCCO) are among the well-known HTS. Although the
Tc of the REBCO and BSCCO is much superior than that of Nb3Sn and Nb–Ti
alloys, they are very hard to treat with tapes and wires due to their ceramic fragility.
HTS display great critical current density and good trapped magnetic field at cryo-
genic temperature [53–58]. Yet, practicable applications of these HTS are frequently
limited. The weak mechanical characteristics of HTS stand in the avenue of a large
range of real applications. This is due to the lack of slip planes in the oxide materials,
which kills the ductility of HTS and increases their brittleness. During the discovery
of HTS, great interest has been paid to the improvement of the mechanical behavior
of these materials to expand their practical implementations. One of the most inter-
esting characteristics to be enhanced for engineering applications of these materials.
are the micro hardness, elastic modulus, creep behavior etc.

5.1 BSCCO Superconductor

Bismuth-based HTS class is epitomized by the common formula
Bi2Sr2Cax-1CuxO2x+4 (x = 1, 2, and 3, corresponding to Bi-2201, Bi-2212,
and Bi-2223 phases, respectively). The former two phases are recognized to have
some significant characteristics for the research development, and applications in
industry and technology. Among these three phases, Bi-2223 looks to be the most
talented candidate for power transmission cables application at the temperature
of LN2 owing to its high critical temperature, Tc (110 K). Nevertheless, there
are some main restrictions for the practicable applications of Bi-2223, which are
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linked to their ceramic nature: they are relatively brittle, highly anisotropic, exhibits
small critical current density (Jc) at elevated temperatures and hard to form as a
single-phase. The practical applications will necessitate, particularly, the assessment
of mechanical characteristics.

The strength and plasticity of BSCCO can be rigorously influenced by numerous
defects: twins,micro-cracks, dislocations, pores, and ordering defects. Consequently,
enhancement of the mechanical features of BSCCO is a main research purpose. It
is probable to restrain the intrinsic brittleness of these superconductors and disclose
an apparent plastic flux with dislocation creation by distortion at high temperature,
and at ambient temperature by applying a hydrostatic pressure, or by doping [59,
60]. S.M. Khalil showed an enhancement of the mechanical behavior of BSCCO by
doping it with lead [61]. Microhardness investigations on chosen smooth surfaces
of the samples studied were performed at room temperature by exposing the surface
of sample to standing indentation tests. The load was ranging between 0.15 and
0.98 N. For all indentations, the duration of indentation was 15 s. Indentations were
performed at various positions of the surface’s sample so that the distance linked
two indentations was greater than 3 times the diagonal of the inden mark to prevent
the effects of surface because of neighboring indentations. For each sample, many
attempts of indentation with each load were performed and then the mean value
was calculated. The hardness Hv is around to 1.14 MPa for a load of 0.15. The
hardness decreases as the load decreases. The authors attribute this behavior to many
reasons: (i) at greater indentation loads, the Hv showed low values, this can be owing
to the existence of weak links in the ceramics; (ii) at low indentation loads, the Hv

presented high values, this is credited to the fact that the values of measured hardness
were more suggestive of the mono-crystal case with the absence of overlap from the
grain boundaries. Interestingly, the hardness showed an increase with increasing the
content of Pb in the BSCCO and the maximum value of 3.25 MPa was obtained
for x = 0.3. The Young’s modulus as well as the yield strength increase with Pb
addition. M. Anas studied the mechanical properties of BSCCO added with PbF2.
The results showed that a 0.1% PbF2 added to BSCCO phase enhance its mechanical
property. The data of s micro hardness were analyzed by various approaches and a
good concurrence with PSR model was demonstrated [62].

BSCCOwires can be implemented in power electric devices includingNMR,MRI
in high magnetic field. During magnet fabrication, a complex stress/strain is engen-
dered during pulling and twisting, and during its activation, a great electromagnetic
force is exerted to the superconducting wires due to their high Jc. Hence, it is inter-
esting to have comprehensive awareness of mechanical and electromagnetic features
of superconducting wires. Bi-2223 tapes have been effectively commercialized using
monitored overpressure technology. To be exploited in high-magnetic field applica-
tions, enhancements in their current transport capacity are still required under signif-
icant stress/strain conditions as well as better mechanical characteristics. The tapes
have been strengthened by means of sheet metal lamination including stainless steel,
copper alloy, and nickel alloy, which improves both critical current stress tolerance
and yield strength [63]. To properly comprehend these enhancements, mechanical
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properties and the effect of the local strain applied on the BSCCO filaments them-
selves are required. For instance, Kozo Osamura et al. [64] studied the mechanical
property of Bi-2223 wire laminated by stainless steel. It is found a linear decrease of
Jc in BSCCO tapes in a small zone of tensile stress and a reversible return of Jc upon
stress reduction. On increasing the tensile stress beyond the typical value, Jc dropped
quickly because of the brittle breakage of the BSCCO filament. A Godeke et al. [65]
have conducted systematic research of the appropriateness of the high strength DI-
BSCCO type HT-NX (this type has been declared in 2014 by SEI which is covered
with a high-strength nickel alloy) for high-field solenoid applications. The authors
found strain limits of 0.92% and higher, flexibly calculated at the exterior border of
the conductor. Thus, in coils subjected to single bending during twisting with loop
stress, a strain limit of 0.92% appears to be relevant, which renders DI-BSCCO type
HT-NX very appropriate for the input coils of high field solenoid magnets. Bi-2212,
another correlated Bi-based HTS, can be made as a multi-filament round wire by
using powder-in-tube method, nonetheless a high pressure (up to 100 bar) is needed
during high temperature oxygen handling to attain highest critical currents. Bi-2212
is produced in an isotropic, circular, multi-filament form that can be coiled or bonded
into random geometries including Rutherford cables. Bi-2212 will also enable high-
field magnets that exceed the proton NMR current limit of 1 GHz (23.5 T) for Nb3Sn
technology.

Tremendous progress has been made in its development for exploitation in high-
field magnets since the demonstration of a multi-filament circular wire Bi-2212
by Oxford Instruments. The Chinese Fusion Engineering Test Reactor is a novel
tokamak design whose magnet scheme contains a central solenoid (CS), toroidal
field (TF), and poloidal field coils (PF) consisting of a cable-in-channel conductor
(CICC). Bi-2212 HTS is a promising magnetic material for CICC because it displays
good superconducting carrying capacity at low temperature of 4.2 K under magnetic
field, particularly for high-pressure heat-treatment. Nevertheless, the Bi-2212 phase
is a stress-sensitive ceramic. So, the mechanical property is of great significance
for its application. In this context, Zhe-Hua Mao et al. [66] studied the mechanical
property of Bi-2212 round wire using standard and high-pressure heat treatments
at 300, 77 and 4.2 K. The authors found that the wires treated at 50 atm high-
pressure heat treatment exhibited upper mechanical strength than that treated under
1 atm standard pressure. Hence, high-pressure heat-treating Bi-2212 could be ideal
choice to enhance the performance andmechanical strength of wires, rendering them
promising for conductor design and upcoming manufacture.

5.2 REBCO Superconductor

Contrasted to BSCCO superconductors, REBCO (RE: rare earth elements) exhibits
lower anisotropy andhigher Jc in the presence of field at 77K.Yet, the uniaxial aligned
grain structure (c-axis) attained inBSCCOwires bymelting or rolling induced texture
is insufficient for REBCO, so it is necessary to achieve high Jc and a bi-axial grain



108 E. Hannachi and Y. Slimani

Fig. 6 Temperature
dependency of Vickers
hardness for bulk YBCO.
Reproduced with permission
from Ref. [67]

texture. REBCO superconductors fabricated by the usual sinteringmethod are recog-
nized to bemechanically extremely brittle and of concern in their practicable applica-
tions. The cause for the fragility is principally the existence of pores in the ceramics
with a restricted plastic deformation extent. During the past years, the mechanical
characteristics of YBCO have been examined at cryogenic temperature called work
temperature (Tw) or at room temperatures. The most chief characteristics evaluated
have been the elastic modulus, E, the hardness, H, the toughness fracture, KIC , and
the yield stress. These parameters can be measured by different techniques. Yoshino
et al. [67] measured the Vickers hardness Hv of bulk YBCO at temperatures ranging
from 40 to 290 K by means of the cryocooled-type Vickers hardness tester. Hv was
found to be 5.2 ± 500 GPa at room temperature. Hv was boosted by about 3.5 times
on decreasing the temperature. High hardness dispersion was observed at cryogenic
temperatures (Fig. 6). Generally, hardness bulk YBCO are in the range of 5–8 GPa
at room temperature [67, 68] and increases with decreasing the temperature [69].

Numerous efforts have already been done to surpass this drawback. For instance,
silver-coated REBCO-sealed ceramic powders are pulled into a wire or a mixture
of superconductor ceramic and gold or silver-metal powders sintered to produce
composite materials. Matsumuro et al. [70] treated the mechanical characteristics of
YBCO/Ag composites made at high pressures of 2.0 and 5.4 GPa. The YBCO/Ag
composites were made by mixing Ag and YBCO powders in different volume ratios
(0 to 100%). The mechanical characteristics typified by the maximum strain and the
compressive strength were found to be improved 2 to 3 times, compared to the pure
YBCOmade under the normal pressure of lower than 1 GPa. C. E. Foerster et al. [71]
investigated the mechanical characteristics of silver-doped top-seeded melt-grown
YBCO pellets. The different contents of Ag2O were in the range of 0.0–15 wt.%.
Elastic modulus and hardness were gotten by fracture toughness and instrumented
indentation by traditionalVickers indentation. The supreme values of elasticmodulus
and hardness were attained for a content of 5 wt.% Ag2O. The hardness was around
9000MPa for 5wt.%Ag2O contentwhereas it was about 8000MPa for virginYBCO.
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With further increasing silver concentrations, the hardness reduced to 7000MPa. The
elastic modulus was also increased from 180,000 MPa for pure sample to reach its
maximum value of 220,000 MPa for 5 wt.% Ag2O concentration. The Ag2O doping
also improved the indentation KIC from 1.43 MPa m1/2 for virgin sample to 1.6 MPa
m1/2 for sample mixed with 10 wt. % of Ag2O. Kölemen et al. [72] studied the
impact of 1.0 wt.% ZnO on the mechanical behaviors of YBCO bulk. For pure
sample, the hardness at ambient temperature was equal to 517 MPa and increasing
with decreasing the temperature. For example, an enhancement by a factor ~3.5 at
T = 40 K. Great scattering was found at cryogenic temperatures. For YBCO added
with 1.0 wt% ZnO sample, Hv at ambient temperature was equal to 1075 MPa and
increased at 40 K to 2316 MPa.

For numerous types of materials, apparent microhardness is dependent on applied
load. Generally, hardness shows an almost decrease in parabolic behavior when
increasing the load applied and tends at high applied loads to a plateau with nearly
constant hardness values. According to U. Kölemen et al.’ study, the hardness rises
as ZnO content increases. The authors attribute this effect to ZnO addition that can
rise the mechanical strength of ceramics by precipitation hardening mechanisms
and solute solution. On the other hand, YBCO conductors can withstand high tensile
stresses up to 0.7GPa [5–7]. Hence,YBCO-coated tapes are suitable forNMR, accel-
erators and generators. For mechanical strengthening in defiance of giant Lorentz
forces under elevatedmagnetic field, impregnatingYBCOcoils with epoxy resins are
frequently employed. Nevertheless, epoxy resins exhibit dissimilar thermal expan-
sion coefficients compared toYBCOHTS tapes.Naturally, at 77K, epoxy resin dwin-
dles around seven times more than metals. Over the cooling process, the shrinkage
of the epoxy resin not only engenders tangential stress on the YBCO tape’s surface,
but also produces cleavage stress at the YBCO tape border. Due to the laminating
structure, YBCO-coated tapes cannot withstand tangential stress beyond 10 MPa
[73] and cleavage stress beyond 0.5 MPa [74].

Many researches indicated that thermal expansion mismatch led to conductor
damage and critical current degradation in epoxy-impregnated YBCO HTS coils.
Numerous methods have been anticipated to resolve the problematic, such as the
usage of polyester thermal shrink tube (PTST) [75], no-insulation (NI) technique
[76], paraffin impregnation [77]. Generally, the mechanical strength of paraffin is
relatively low.At low temperatures, paraffin is brittle so it is not easy to offer the entire
mechanical stability for the magnet in an elevated magnetic field. The PTST method
although it gives good results under the application of high field magnets [75], it is
complex which may constrain its applications. In NI technique, no critical current
degradation was observed. Until now, an YBCO HTS magnet with no-insulation
technique has effectively attained 26.4 T at low temperature of 4.2 K. But, if the
magnetic field exceeds 30 T, the NI techniquemight not deliver sufficient mechanical
strength for the YBCO magnets. Tomita et al. [78] showed an enhanced mechanical
characteristic of YBCO bulk superconductor prepared with carbon fiber fabrics.
Using a tensile tester, the authors measured the tensile strength of YBCO bulk.
The tensile strength was significantly improved by coiling the bulk YBCO with a
carbon fiber fabric before impregnating with resin. The mechanical characteristics of
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YBCO large grains were examined by strain measures. The electromagnetic pressure
was executed on the specimens at 65 K by decreasing the exterior field from 7
to 0 T. The bulk sample was cracked in the absence of resin throughout the field
decrease process with a supreme stress of 150 MPa. However, the highest pressure
was merely 40 MPa for the resin-impregnated specimen coated with carbon fiber
fabrics. These findings showed that covering the bulkYBCOwith carbon fiber fabrics
could influence positively in steadying the mechanical characteristic and improving
the tensile strength. In another study, Guangda Wang et al. [79] proposed to exploit,
for the first time, ice to impregnate YBCO HTS coils for insulation and mechanical
strength. This new method based on ice impregnated coil allowed to get superior
mechanical strength than that of the paraffin impregnated coil. This is helpful for the
appliance of YBCO HTS coils in the high magnetic field. In addition, this method is
cost-effective and easy to process.Also, theYBCOtapes canbe repetitively employed
after impregnation. As a perspective for this study, the authors have proposed to
quantify the insulation and mechanical strength of the ice impregnated YBCO and
to further explain the avoidance of the critical current degradation in future studies.

Additionally, carbon-based compounds played a leading role in enhancing the
mechanical features of REBCO due to their extraordinary hardness caused by
SP2 bonds between the individually arranged carbon atoms. For example, a study
performed by Anas et al. [80] showed that the microhardness Hv was improved by
low addition of single and multi-walled carbon nanotubes into REBCO (RE = Gd).
Themicrohardness measurements were performed at room temperature in air using a
IN-412AVickersmicrohardness tester. The load applied changes between 0.5 to 10N
for a loading duration of 40 s. For each load, the mean value of Hv was computed by
considering five readings at various positions on the specimen’s surface. The Vickers
microhardness Hv, elastic modulus E, the yield strength Y, and the fracture tough-
ness KIC were determined and showed an enhancement with small addition of CNTs.
Hv drops quickly when the applied load increases then it inclines to be saturated.
This is due to ISE effect. Besides, this effect is associated with the indenter pene-
tration depth; for low loads, the indenter enters only the surface layers, accordingly
the surface effect is dominant. Though, when the penetration depth rises, the effect
of internal layers is overlooked, for this reason, the value of Hv is unchanged for
high load was occurred. The authors also demonstrated that Hv boosts when CNTs
addition increases up to 0.08 wt.%. This enhancement is credited to the diminution
of the degree of porosity and the improvement in inter-connectivity. REBCO (RE
= Y) HTS can be combined with polymer matrix to fabricate composite materials
with good mechanical characteristics, flexibility, and greater processing capacity.
They can be simply modeled into several suitable forms by multipurpose polymer
processing methods like extrusion, injection molding and, compression.

It is difficult to achieve an exceptional combination of good insulating and
mechanical traits in a single-component material. Pure polymers are simple to treat
as mechanically strong components but commonly suffer from a minimal dielectric
constant [81]. Additionally, ceramics are fragile and need an elevated temperature
[82] which is frequently incompatible with existing with integrator technologies.
The perfect solution would be incorporated adequate polymer to the mechanically
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robust materials to form polymer/ceramic composites that may meet the anticipated
characteristics of the components [83]. Rosalin Abraham et al. [84] have studied
the mechanical behavior of YBCO/polystyrene composites. Tensile properties were
examined using ASTM D638. The Young’s modulus of the composites increases on
augmenting the filler YBCO concentration. However, tensile strength and elongation
at break of the composites diminish with filler addition.Similarly, Kupchishin and
co-workers [85] reported the impact of YBCO filler on mechanical characteristics
of composites-based polyimide. Mechanical measurements were done on the tensile
tester. Their findings showed that the introduction of YBCO filler into the polyimide
induces an important change in strength and plastic characteristics of polymermatrix.
Recent work performed in 2019 by Tomas Hlasek et al. [86] reported the mechanical
behavior of single-domain YBCO bulk superconductor treated with artificial holes
(Ahs). The samples were fabricated by a traditional top-seeded melt growth method.
Ahs were included to the green sample before the process of heat treatment using
a detailed "toothed" mold. Mechanical characteristics including Vickers hardness,
tensile strength, compressive strength, and modulus of elasticity were measured.
Their results showed that the hardness is somewhat higher for the sample holding
Ahs. At 77K, the hardness was increased from around 5.29 GPa for standard pellet to
about 6.17GPa for pellets wit Ahs. The elastic modulus of the YBCO with Ahs was
enhanced by more than 45% at temperatures of 77 and 295 K. At room temperature,
the ultimate tensile strength was also enhanced from 360 to 460 GPa for YBCOwith
Ahs. The results showed that filling bulk YBCOwith holes is potential for improving
the mechanical characteristics. Such method will further allow the thermal conduc-
tivity to be regulated and enhance the stability and applications range of the material,
particularly in pulsed field magnetization.

The growth success rate of single-grain superconductors YBCO bulk, which are
typically useful for trapping field magnets, by melt-processing methods is frequently
relatively low. To guarantee that RE elements consumed in these systems are not lost,
and to recover the production economics, an efficient method of recycling these “non
succeeded” materials is indispensable to the prolonged-term sustainability of the
bulk process. This has encouraged scientists to expand new methods to recycle these
failed materials in moderately large numbers. Top seed melt growth is the commonly
used method for preparation single-grain superconductors YBCO bulk. A substitute
approach to TSMG is the TSIG (top-seeded infiltration and growth) process [87].
In this context and based on this idea, Devendra K. Namburi et al. [88] studied
the mechanical characteristics via recycling YBCO superconductor. The mechanical
measurements were performed by using nano-indentation technique to determine the
elastic modulus (E) and hardness (H), 3 points bend test for the flexural strength, and
Brazilian tests for tensile strength determination [88]. The hardness measurements
showed that the YBCO-211 phase (non-superconductor) is harder (with elevated
elastic modulus) than the superconductor YBCO-123. Besides, both the YBCO-211
and YBCO-123 phases are stiffer and harder than the BaCeO3. More importantly,
the prime grown samples prepared through the TSMG method are considerably
stiffer and harder than the recycled samples. The authors correlated this effect to the
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distinctions in distribution and the dimension of the microstructural phases (specif-
ically YBCO-211 and YBCO-123). During the recycling process, more stresses in
the YBCO-123 matrix can be generated owing to the mismatch in thermal expansion
of the YBCO-123 and YBCO-211 phases. This would diminish hardness (and ulti-
mately elastic modulus) of the recycled samples comparative to the initial produced
samples. However, the flexural strength showed an increase from ∼50 MPa for the
initial produced samples to∼75MPa for recycled samples. In addition, themaximum
tensile strength is around 20.2 MPa for the recycled YBCO sample, which some-
what higher than obtained in the initial produced YBCO sample (∼19.1 MPa). All
these results obtained indicated that the recycled bulk YBCO samples have important
prospects for exploitation in industrial applications where the mechanical strength
of the superconductor is a key concern and that the recycled samples may provide
satisfactorily better superconducting traits.

6 Mechanical Properties of Non-cuprate High-Tc
Superconductors

6.1 Diboride of Magnesium MgB2

MgB2 is an intermetallic material with a moderately high-Tc of ~40 K [89], which
produces an innovative Tc record in the metallic-type systems. Dissimilar from the
HTS, MgB2 exhibits benefits of rather simple crystal structure and chemical compo-
sition, great coherence length, low anisotropy, and cost-effective of raw materials.
These benefits render it a talented candidate for small or mediocre magnetic field
applications in the 20–30 K temperature interval. Owing to its brittle character, it
is compulsory for MgB2 to exhibit good mechanical behavior to resist the Lorentz
force engendered by the magnetic field. The preparation method, doping effect can
affect themechanical behavior ofMgB2. Sintering processes under the high pressure,
including spark plasma sintering SPS, the Reactive Liquid Mg Infiltration (RLMI)
and hot isostatic pressing HIP, are operative in enhancing the packing ratio of bulk
MgB2 superconductor [90, 91]. Akira Murakam et al. [91] reported the mechanical
characteristics of MgB2 prepared by SPS at different temperatures of 950, 1000, and
1100 °C using bending tests. Strain–stress behaviors are nearly linear till the frac-
ture. This linearity is usually observed for brittle materials. The Young’s modulus
and bending strength (stress at fracture) were enhanced by the rise of the SPS temper-
ature. G. Giunchi et al. have adopted RLMI method for the synthesis of bulk MgB2

and have studied their mechanical characteristics [92]. RLMI led to dense MgB2

samples. The Hv measurements were carried out in micro indenter tester by using a
load of 1.961 N. The authors have measured Hv in different regions of the samples.
The results showed that HV is different from on region to another. The average Hv

value in inter-grain region is 1.9 GPa, lower than obtained in the large grains where
the mean Hv value is 35 GPa. The authors ascribed this result to the existence of
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impurity (Mg2B25) within the large grains. Mg2B25 is well knownwith its great hard-
ness. In addition, the doping effect greatly affects the mechanical behavior of bulk
MgB2. Deeper information on this effect were discussed in REFs [93–96].

The extensive advance MgB2 in wires form is aimed at wide range implemen-
tation of superconductors beyond what is reasonably feasible with low-temperature
superconductors, operating at the temperature of LHe. This wire type may attain
industrial performance levels for multi-applications. To determine the necessitated
wire characteristics and validate the potential, works on different applications is
required. MgB2 conductors at CERN are exploited for the current connections to
the LHC. Concentrating on the conductor MgB2, there are many future applications,
specifically in the mediocre magnetic field of 0.5–4 T range. Including these are
induction heaters, high current cables, coils for MRI devices, engines and genera-
tors. MgB2-based engines and generators are the basis for impulsion of ships, wind
turbines (WT) and electric aircraft. SuperconductingWTgenerators are driven by the
relatively low size and weight that can be achieved when the magnetic field in the air
gap is increased over 1 T [97], which is the maximum for long-lasting magnet-based
generators. The central technology is the superconducting field coil of the rotor.

To evaluate technology and offer a wide range of engineering fabrication, various
winding and wire methods must be evaluated and tested to get reliable coils at
a depressed price. Practically, MgB2 wire commonly requires a diffusion barrier
averting the probable reaction that can occur between superconducting filaments
within a good conductive metallic sheath. PIT method is extensively employed for
fabrication ofMgB2 tapes andwires. In PIT process, the external sheathmaterial (like
Cu, Fe, stainless steel (SS)) plays a leading role in the densification of powder influ-
encing the final the superconducting property especially Jc value [98]. In addition,
the external sheath influences the tolerance to mechanical stresses [99]. Shielding
barriers are frequently created of inert metals (like Ta, Ti or Nb) to minimalize or
prevent any reaction between the outer sheet and Mg. Furthermore, using diffusion
barrier renders the superconductor composite more complex and pricier, and reduces
the load factor of the superconducting phase of the wire. Groove rolling, drawing,
or biaxial deformation rolling processes are employed for MgB2 wires with better
performance [98]. An external sheath mechanically robust is particularly impera-
tive for only drawing-deformed wires if a high density, and even filament struc-
ture is required [98]. I Husek et al. studied the mechanical behavior of multi-core
MgB2/Ti/Cu/SS wire treated at 500–850 °C [100]. The heat treatment has an impact
on the mechanical behaviors of the prepared multi-core wire. A constant increase of
hardness of filament with heat-treatment temperature was obtained. The hardness of
the Ti barrier and Cu steadiness are unaffected for temperature annealing ranging
between 500 and 650 zC. The HV of the SS sheath annealed at 500 °C–550 °C is
greater than that obtained for as-drawn wire (HV = 560 MPa) owing to probable
transformation. Softening of the SS jacket contributed to annealing at temperatures
exceeding 650 °C and the external jacket was less stiff than MgB2 filaments after
annealing beyond 700 °C. The authors were also calculated the plasticity (ε) and the
mechanical strength of as-drawn and annealed wire at 600 and 800 °C. Their results
showed that the strength was equal to 1200 MPa for the as-drawn wire, such a value
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is extremely high and its plasticity relatively low (ε lower than 5%). The authors
attribute this effect to high cold deformation of the SS sheath. A reduction by 24% in
the strength of the wire and an almost variation in the plasticity was occurred when
heat treating the wire at 600 °C. With further increase the heat treatment (800 °C),
the strength was reduced by 57% and the plasticity was increased more than twofold
owing to the changes of component and interface reactions.

On the other hand, many researchers have focused their works, in last decade, on
MgB2 thin films since they can be used effectively in manufacturing of numerous
superconducting devices as Josephson Junctions, tunnel junctions, and field sensors.
These devices are usually reserved at 4.2 K during working, and heated up when not
in operation. Permanent thermal cycling generates stresses on the thin films. Correct
knowledge of these stresses and potential failure modes requires the mechanical
characteristics of MgB2 thin films. In 2015, Ozmetin’s group [101] reported the
mechanical behavior ofMgB2 thin films bymeans of nano indentation. At an applied
indentation load of 150μN, the nano hardness is about 12.8 GPa. The values of nano
hardness decrease with increasing the applied indentation load and become constant
for high applied indentation load. This effect is due to ISE effect. To further explain
the ISE effect, Ozmetin et al. used the PSR model for analyzing the experimental
results. Reduced elastic modulus and nano hardness values were found to be equal
to 178.13 GPa, and 11.72 GPa, respectively [101].

6.2 Iron-Based Superconductors (IBSc)

The discovery of superconductivity phenomenon in IBSc in 2008 [102] has endorsed
a great interest in the applied research on superconducting materials. These mate-
rials belong to the second family HTSc after the cuprates. They exhibit high critical
fields and low electromagnetic anisotropy. Among the most important ISc mate-
rials are 122 type. The unique properties of 122 type IBSc render them highly
talented candidates for high-field applications, which require high-functioning and
cost-effective tape andwire conductors with great current transport ability to produce
giant magnetic fields, satisfactory mechanical strength to resist the thermal stress
and electromagnetic during work, and superconducting filaments in metal matrix for
shielding against flow jumps and thermal cooling.

The possibility of producing 122-type IBSc tapes and wires with high-strength
metals like Monel alloy Fe, and Cu renders them interesting for high-field purposes.
More significantly, they canbemadeby an easy and effective pricePITmethod,which
is favorable tomassmanufacture. In term of coveringmaterials, Ag is frequently used
as an inert wall between the metallic sheath and the superconductor in the fabrica-
tion of the IBS type 122 multifilaments. For instance, Yao et al. [103] fabricated
high strength seven-filamentary Sr122/Ag/Monel tapes, demonstrating practically
no Jc reduction under a compressive strain of 0.6% [10]. Xu Guangxian et al. [104]
suggested a rollingmethod–bi-directional rolling for 7-filament 122 tape. The impact
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Fig. 7 Hv measurement of uni-directional and bi-directional rolled tapes for 0.3 mm for the
superconducting filaments. Reproduced with permission from Ref. [104]

of rolling direction on the Vickers micro-hardness of 7-filament 122 tapes was exam-
ined. Vickers micro-hardness was performed by a transverse cross-sectional micro
hardness tester with 50 g load and duration of 10 s. The hardness of uni-directional
rolled specimen is greater than that of the bi-directional rolled tape at the respective
position of eachfilament,which indicates that the filament density is further improved
by uni-directional rolling than by the bi-directional rolling (Fig. 7). For example, for
a number of filaments of 4, Hv are about 0.88 and 0.60 GPa for uni- and bi- direc-
tional rolling, respectively. Since the direction of the force of the superconducting
filament still steady for each track in the uni-directional rolling, the superconducting
filament permanently distorts in the identical direction, which leads to an increase in
the density of the core. Additionally, the central layer of superconducting filaments,
whose positions are far from the surface, show relatively reduced values of stiffness,
and filaments close to the surface displayed rather great hardness.

He Huang and co-workers [105] studied the influence of thickness of tape on the
characteristics of silver-sheathed 122 superconducting tapes. The Hv of the tapes
were gauged on the polished cross-section with a duration of 10 s and with 50 g
load. Around 30 positions were gauged for each specimen by a Vickers hardness
tester. The results showed that the mean Hv values rise with reducing the thickness
of tapes until the tapes rolled to 0.5 mm. The relationship between Hv and Jc was
studied, and the results showed that Hv values of 0.4 mm tapes is equivalent to that
of 0.5 mm tapes (Hv = 0.88GPa), however the values of Jc for tapes with 0.4 mm
thickness are greater than that of for tapes with 0.5 mm thickness, indicating the
saturation of the core density inside the Ag sheath. Shifa Liu et al. [106] fabricated
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7-filamentary 122 tapes and wires via HIP. By performing Vickers measurements
using the Wilson 402MVD tester with 10 s duration and 25 g load on well-polished
samples, the authors assessed themechanical property of 7-filamentary 122 tapes and
wires. For IBSc, superconducting cores mass density can be estimated via Vickers
hardness. Great Hv designates a dense IBSc phase and therefore is advantageous
to the transport performances. The average value of Hv is above 1.96 GPa for 7-
filamentary 122 wire. Such a value is higher than that obtained in Refs. [104, 105].
This indicates a significant enhancement in grain conductivity achieved by the HIP
process.

7 Conclusion

The implementation of superconducting materials in different applications requires
a clear understanding and extensive studies of their mechanical properties. The
mechanical property of material is affected by different factor such as the preparation
process, degree of heat treatment temperature, doping effect. In bulk superconduc-
tors, generally improved mechanical behavior appeared with the effect of doping or
additives. The extensive progress of alloys superconductor (such as Nb-Ti, Nb3Sn,
etc.), cuprates (REBCO or BSCCO), pnictides and MgB2 wires and tapes open the
way to wide-ranging applications needing a high magnetic field such cables, MRI,
NMR, motors and generators and so on. These wire and tape types might achieve
industrial performance levels for multi-applications. To outline the potential wire
or tapes application, works on various mechanical properties is needed. Composite
wires consist of a metal sheath tube, co-axial inner powder rod, which are wrapped
into the space between the sheath tube and the rod. For wires and tapes fabrica-
tion, PIT process is one is the most common used processes due to its ease to scale
up. Metal-sheathed superconducting tapes/wires are frequently made by the PIT
method. Yet, sustained research and development centers in many countries yielded
great achievement in the manufacture of wires and tapes by using other alternatives
processes to further enhance their mechanical properties hence expand their deploy-
ment beyond what is economically feasible. Previous and current investigations on
the mechanical properties of different types of superconductors, even if elementary,
should be considered as the basis for further improvements in the future in view of
better control of the material.
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Type I and Type II Superconductivity
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Abstract Superconductors may be categorized into many classes based on their
critical temperature, T c, crystal structure, and the nature of their superconductivity.
The magnetic fields and current densities must be kept below the critical values Bc,
and Jc respectively to remain in a superconducting state. One of the classifications is
based on how the superconductingmaterials behavedwhen exposed toweak, external
magnetic fields Ba. According to the Meissner Effect, as weak magnetic fields are
exposed to a superconducting material, no magnetic field will penetrate the material,
Bin except for a small region surrounding it, Bout creating perfect diamagnetism.
However, the superconductivity may break up when Ba increases which classify the
materials into Type I and Type II superconductors. In Type I superconductors, there
is only one critical magnetic field Bc which separates the superconducting and non-
superconducting states of the materials. The BCS theory has successfully explained
the superconductivity in low-temperature superconductors based on the formation of
the electron Cooper pairs, enabling them to occupy the same ground energy level. In
Type II superconductors, the formation of two critical magnetic fields, Bc1 and Bc2

creates the Vortex orMixed State in the between. BelowBc1, thematerials behaved as
a superconductor and lost their superconductivity aboveBc2. The differences between
Type I and Type II superconductors may well be explained based on their changes
between resistance and critical temperature, magnetization, and Ginzburg-Landau
parameters, κ .
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1 Introduction

In 1911, Kamerlingh Onnes has discovered superconductivity in mercury, Hg soon
after his success in liquefying helium at T c < 4.2 K which had dramatically drop
resistivity, ρ from 0.03 � to 3 × 10–6 �, and was thought to be simply the disap-
pearance of electrical resistance (ρ = 0) below a transition temperature [1, 2]. Since
the discovery, many scientists around the world have conducted various researches
in finding more materials exhibiting superconducting properties and reasons why the
transition temperature,T c to become superconducting, was so low than in other phase
transitions. Other than Hg, Onnes and his research team discovered pure metals such
as Sn and Pb to exhibit zero resistivity at low temperatures of 3.8 K and 6 K respec-
tively while having the magnetic field expelled from the interior, hence becoming
superconducting [1]. Since the 1930’s, superconductivity has been found in numbers
of A15 alloy compounds with higher critical temperatures and magnetic fields [3–5].
Much higher critical fields carry higher critical current densities in the supercon-
ducting state. Early theories on quantum mechanical ordering were first suggested
in the 1930’s but in 1957, the first microscopic theory of superconductivity, the BSC
theory by John Bardeen, Leon Cooper, and Robert Schrieffer was published. It has
been suggested that the electronCooper pairs are formed through the electron-phonon
interaction with the crystal lattice in superconductor materials and their phase coher-
ence [5].At low temperatures, the current of electron pairs flowswithout experiencing
any resistance. It results from the slight attraction of a singly negatively charged elec-
tron that distorts the superconductor crystal lattice causing lattice vibrations hence
producing phonon interactions. The small excess positive charge created attracts the
second electrons creating electron Cooper pairs with opposite spins and momenta.
Instead of behaving like fermions obeying the Pauli exclusion principle as in a single
electron, the Cooper pairs exhibit boson-like behavior, enabling them to condense
into the same energy level. An energy gap at the order of 10–3 eV at the Fermi level
suggests the phase condensation-like transition as implied by Bose-Einstein conden-
sation for boson-like electron behavior when it condenses to its lowest energy level,
losing its electrical resistance below the critical temperature [6].

In 1957, instead of assuming that all superconductors, elements, and alloys
behaved similarly unless there were impurities and defects, A. A. Abrikosov has
classified different ‘generations’ of superconductors into Type I of Low-Temperature
Superconductors (LTS) and Type II of High-Temperature Superconductors (HTS)
or also known as soft and hard superconductors respectively. The terms soft and
hard refers to the ability in losing their superconductivity. The classification was
made based on their behavior while transiting from the superconducting state to the
normal state when the applied magnetic field exceeds its critical field, Bc. In general,
Type II superconductors have higher critical magnetic fields compared to Type I
superconductors. More details on their differences are described in the following
subchapters.

The BCS theory however only perfectly explains the superconductivity of Type I
superconductor that operates at low temperatures, between0 and10K, and someType
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II conventional superconductors such as Niobium (Nb), Vanadium (V), and Tech-
netium (Tc). The Type I superconductors generally consist of pure metal elements
such as Mercury (Hg), Zinc (Zn), and Lead (Pb).

In 1986, the first high-temperature cuprates of La-(Sr, Ba)-Cu-O by J.G. Bednorz
and K. A. Muller was studied with a critical temperature, T c above the boiling
point of liquid nitrogen (77 K) and since that, many possibilities of superconductor
applications were discovered [7–9]. The mechanism of Type II superconductivity at
high temperatures has been affected by many factors such as planar layering within
the crystal structure, the charge carried by oxygen at charge reservoirs, slight impurity
doping, and many others. Alloys and more complex ceramic oxides are mostly Type
II superconductors.

Many industrial applications benefit from the superconducting properties based
on their practicality and excellent performances. For example, the high-speed train,
applying magnetic levitation using the persistent current due to its ability to reach
zero resistancewhen appliedwith an externalmagnetic field below its critical temper-
ature. Maglev trains have the ability to reach the speed of 600 km/h, currently the
fastest ground vehicle in the world. In medicine, The Magnetic Resonance Imaging
(MRI) machines used in hospitals and medical research centers applied the super-
conducting magnets to generate the magnetic fields 1.5–3.0 T, a maximum of 60 000
times stronger than the magnetic field of the Earth. The Superconducting Quantum
Interference Device (SQUID) can detect voltages and magnetic fields of the order
10–14 V and 10–10 G respectively, making it useful in brain scans and heart detectors.
The SQUIDmagnetometer also can detect tiny earth variations before the occurrence
of earthquakes. Superconductors producing very high voltages produce strong elec-
tromagnetic pulses, disabling the electronic communication used in a war setting.
The Large Hadron Collider (LHC) in CERN used thousands of lattice magnets of
very high power and efficiency in detecting Higgs boson experiments on Earth. In
telecommunication and potential defense applications, Josephson junctions are used
to produce fast information exchange applying quantum computing.

The future anticipates many other superconducting abilities. The continuously
improved experimental techniques and theoretical methods in many-body physics
and quantum fields theory sparks excitement in anticipating more concepts on
superconductivity electronic mechanisms.

2 Introduction to BCS Theory

In describing superconductivity, the basis of quantum theory related to it must first
be grasped. The theory was based on the ideas presented by Bardeen, Cooper, and
Schrieffer through their presented research paper in 1957, which led to earning the
Nobel Prize in 1972 on microscopic (BCS) theory of conventional superconduc-
tors. The theoretical findings were very useful in explaining the electron motion in
superconducting materials and how it differs from other types of materials—metal,
insulator, and semiconductor.Before 1911, electrical conductivitywaswell explained



126 S. F. Saipuddin et al.

using the classical theory of electron motion in materials. Based on the free electron
model, the electrical properties in any material react towards electron scattering due
to imperfections and impurities present in it. The electron scattering due to lattice
vibrations at high temperature results in electron-phonon interaction which increases
its electrical resistance. Different materials exhibit different temperature-resistivity
behavior and previously only be explained using the band theory of solids.

2.1 Temperature Dependence on Resistivity

From Ohm’s law, resistivity for a sample of the material may be described as:

ρ = E

J
= RA

l
= m

ne2τ
(1)

The first part of the resistivity equation in (1) shows its dependence on the electric
field, E, and current density, J while the second part may be used in determining
resistivity for samples of materials with electrical resistance, R, cross-sectional area,
A and length, l. When dealing with electron movement, the third part was applied
where the resistivity depends on themass of the electron,m, charge density,n, electron
charge, e, and relaxation time of the electron, τ .

The resistivity of material also depends on the temperature and is given by Eq. (2):

ρt = ρ◦[1 + α(T − T◦)] (2)

where ρt is the resistivity at temperature, t in °C, ρ◦ is the resistivity at standard
temperature, T◦ is the reference temperature and α is the temperature coefficient of
resistivity. Using Eq. (2) and band theory of solids, variation of resistivity in metals,
insulators, and semiconductors may well be explained.

In metallic conductors, no energy gap exists between the conduction band and
valence band, with many overlapping of each other. With its low ionization energy,
metals tend to lose their electrons easily and the delocalized electrons are free tomove
within the structure when electric current is applied to it. As temperature increases,
metal ions and atoms vibrate at a higher amplitude.More frequent vibrations between
the electrons restrict the movement causing drift velocity to decrease. Decrement
in electron movement due to decrement in relaxation time, τ results in decreased
conductivity, hence increasing its resistivity. Having a positive value of α resistivity
in most metals increases linearly with temperature for a range of 500 K.

As for insulators, the energy gap between the conduction band and valence band
is high, reaching more than 3 eV. A high amount of energy is required to move
an electron from the valence band to the conduction band because the electrons are
tightly bound to the nucleus.When temperature increases, atomswithin thematerials
vibrate. As energy increases more than the value of the energy gap, electrons from
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Fig. 1 Temperature
dependence on resistivity for
insulator, semiconductor, and
metal
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the valence band get promoted to the conduction band hence conduct electricity. At
high temperatures, some insulators change their conductivity into metals. With α

value negative, resistivity decreases as temperature increases.
The energy gap for semiconductors is in the range between metal and insulator.

When small energy is applied to the material, electrons are easily being promoted
from the filled valence band to the empty conduction band. As temperature increases,
the energy gap gets smaller, increasing its conductivity. Having value negative, its
resistivity decreases with temperature increment.

For both insulator and semiconductor, as temperature increases charge density, n
increases more significantly than the decrement in relaxation time, τ . These changes
cause the resistivity for both types of materials to increase as temperature increases.

The graph in Fig. 1 summarizes the temperature dependence on resistivity for
metal, insulator, and semiconductor.

2.2 Conductivity in Superconductors

In normal metals, energy is dissipated as the current passes through depending on the
resistance of the material. The higher the resistance, the higher the energy dissipated,
resulting in less current flown. In 1911 when a sample of pure metal mercury, Hg,
was liquified at 4.2 K, its resistance dropped to zero like a superconductor. At zero
resistance the material can conduct without energy loss. This is due to the absence of
energy dissipated by electron collision at very low temperatures known as the critical
temperature, T c resulting in zero resistance. The same superconductor when placed
in a magnetic field will bend the fields around it. perfect diamagnetism is achieved
as no magnetic field can penetrate the material behaving in a superconducting state.
However, when the magnetic fields are increased to a certain critical value, Bc the



128 S. F. Saipuddin et al.

magnetic fields can now penetrate the material, destroying the superconductivity. At
this point, the superconductor properties have changed into normal metal. When an
electric current is passed through a superconductor below a certain critical current
density value, Jc superconductivity may also be destroyed.

Superconductor behavior ends when temperature, magnetic fields, and current
density are high exceeding the critical values T c, Bc, and Jc. The values are different
for different materials. All Type I and some Type II superconductors exist at low
temperatures. Many kinds of research were conducted in determining materials that
can behave as superconductors in high-temperature states.

2.3 Origin of BCS Theory

The superconductivity was first described using BCS theory to envision zero resis-
tance and perfect diamagnetism behaviors. In reaching the theory, there are events
that have driven researchers towards it. When transiting from superconducting to
the normal state, there should have been a certain amount of energy band gap to
separate the charge carriers. This is because as the temperature reaches its critical
value, the specific heat of the material has increased exponentially. This suggests that
thermal energy carries charge carriers in bridging the gap, hence transiting the state
from superconducting to normal through condensation as implied by Bose-Einstein
condensation. Its critical temperature has shown to be a measure of the bandgap
which was later found to depend on its isotope mass, hence suggesting the involve-
ment of interaction between the free electrons and crystal lattice. The properties of
the electrons as fermions disables the idea of the energy gap, eliminating a single
electron as a charge carrier. Electrons behaving as bosons enable the idea of having
electron pairs with opposite spin and momentum, named as the Cooper pair.

2.4 BCS Theory

In BCS theory, it is assumed that there is a net attractive Coulombic force between the
electrons, compensating the conventional electrostatic repulsive force between two
electrons. For Type I superconductors, when interacting with the crystal lattice, the
electrons create Cooper pairs close to the Fermi level resulting in the slight attraction
between the electrons and lattice vibrations. The existence of free electrons in lattices
creates slightly positive charges around it, hence attracting another electron. These
electron Cooper pairs will remain inbound as long as the temperature is kept low
since the energy binding them together is less than the thermal energy produced from
the lattice vibrations. Almost all Type I superconductors exhibit superconductivity
at low temperatures, where current is carried by Cooper pairs, unlike in normal
such as metal, insulator, and semiconductor the currents are made up by individual
electrons. In series of experimental setups investigating the isotope effect in Type I
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superconductors, it has been proven that there is an interaction between the Cooper
pairs with the crystal lattice. The critical temperature of each material depends on
the atomic nucleus mass. When neutrons are added to each isotope, the critical
temperature increases since it becomes more massive. However, unlike the elemental
Type I superconductors where it nearly independent of the shape of the phonon
spectrum the isotope effect experiment was weakly shown for Type II perovskite
superconductors as it depends on which subset of phonon modes is affected by
subset substitution [10].

2.5 Bose–Einstein Condensation

When Bose derived the Planck law for black-body radiation, photons were treated as
a gas of identical particles, leading Einstein to generalize the theory into an ideal gas
of identical atoms or molecules where the number of particles remains conserved.
At the Bose-Einstein condensate (BEC) state, the matters are mostly consisting of
a very large number of particles and bosons with the same lowest energy level with
a total spin of an integer multiple of h

2π . The Cooper pairs were made of electrons
of opposite spin. The electrons are fermions, with spin ± 1

2 to comply with the Pauli
exclusion principle while Cooper pairs in superconductors act as the bosons of zero
net spin with charge 2e. At sufficiently low temperatures, the Cooper pairs clamped
together in the lowest quantum state. From the Schafrothmodel, aboveT c, the pairing
has already existed and its energy �s > kBT where T is the temperature when the
Bose-Einstein starts to appear.

3 The Meissner Effect

The critical temperature,T c, distinctly defines howa superconductor behaves since its
properties are different below and above the temperature. Below T c, the expulsion of
magnet fields happens due to the Meissner Effect, creating the perfect diamagnetic
condition. As a magnetic field is applied to a superconducting material below its
critical temperature, by Lenz’s law the change of flux induces current as well as the
magnetic field that opposes the origin fields. With the absence of applied magnetic
field, surface current flows without resistance creating internal magnetization within
the superconductor hence no magnetic field can penetrate the material since the
magnetic susceptibility equals −1. Magnetic levitation is one of the observations in
demonstrating the Meissner Effect in superconductors. The effect may be disabled
by increasing temperature above its critical value or removing the magnetic field
hence the surface current and magnetization disappear. The absence of the internal
magnetic fields does not depend on the order of the applied fields, be it after the
material becomes a superconductor or before it is cooled to its superconducting
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Fig. 2 Meissner Effect when a T > T c and b T < T c

state. Both situations expelled the applied magnetic field from the interior of the
material. Figure 2a and b illustrate the Meissner Effect for temperature above and
below the critical temperature of the material respectively. It shows the magnetic
expulsion from the interior of the superconductor when temperature is cooled down
to below T c. The Meissner Effect being discussed in more detail in subchapter 6 on
Magnetization.

4 Electrical Resistance Versus Critical Temperatures

Superconductivity occurs with two classifying characteristics: having zero dc resis-
tivity (ρ = 0) below a critical temperature and perfect diamagnetism or interior
magnetic field expulsion (Bin = 0 T). The first characteristic of superconductor mate-
rials is the ability to reach zero resistivity at certain critical temperature values where
direct current is able to flow through thematerial freely. The resistivity of a supercon-
ductor is so small that it is less than 10–26 m�, 18 times smaller than the resistivity of
a copper at room temperature, ρ ∼= 10–8 m� [1]. Many experiments were conducted
over years of research to prove electrical resistance in a superconductor—whether
or not there is any small residual resistance that occurs in the superconducting state.
The experiments involved current flowing around a superconducting ring and obser-
vations are made to see any current decays. It shows through the experiments that
constant magnetic fields and superconducting currents within the measuring equip-
ment precision are produced. The persistent current produced characterizes super-
conductivity behavior, causing the magnetic flux that passes through the continuous
ring to remain constant [2]. Infinite conductivity (σ = ∞) is simply the other way
of describing zero resistivity (ρ = 0) because they are reciprocal of each other.
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As described by BCS theory, despite the Pauli Principle which states that no two
electrons can share the same quantum numbers, large numbers of electrons were able
to conduct due to the attractive attraction between them, creating pairs of opposite
momentum and spin known as the Cooper pairs. The boson-like behavior disabled
the limitations of the Pauli Principle. The vibrations in the crystal lattice produced
quantized lattice-vibrational energy called a phonon. As the strength and dynamics
of the electron polarization with the positively charged lattice become conducive,
the second electron will be attracted to the same region. The electron Cooper pairs
are also regarded as quasiparticles [5] with two charges and mass with its velocity
given by Eq. (3):

υ = �

2m
∇ϕ (3)

where � represents the reduced-Planck constant, 2 m as the mass of Cooper pair and
ϕ its wavefunction.

Figure 3 shows the changes of resistance as temperature increases and reaching
the critical temperature point for a superconductor and non-superconducting metal.
Referring to Eq. (1) on the direct relationship between resistance, R and resistivity,
ρ, the graph in Fig. 3 is also applicable for resistivity versus temperature for both
superconductor and non-superconducting materials.

All Type I and some Type II conventional superconductors are classified as the
Low-Temperature Superconductor where they exhibit zero resistivity at low crit-
ical temperature values. BCS theory successfully explained the mechanism of elec-
tron pairs while coupled with lattice phonon interactions. Table 1 shows the critical
temperature, T c and critical magnetic field strength, Bc (0) values for Type I conven-
tional superconductor elements. As the BSC theory successfully explains the elec-
tron–phonon conductivity in Type I superconductors, it failed to be solely applied for
Type II superconductors. The electron–phonon interaction above the critical temper-
ature of 30—40 K gives off too high energy to allow the formation of or to sustain

Fig. 3 Resistance versus
Temperature for
superconductor and
non-superconducting metal
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Table 1 The critical
temperature, T c and critical
magnetic field strength, Bc (0)
values for Type I conventional
superconductor elements

Type I conventional superconductors

Element Tc/K Bc(0)/mT

Rhodium, Rh 0.00033 0.005

Tungsten, W 0.016 0.12

Beryllium 0.024 0.108

Lutecium, Lu 0.1 35

Iridium, Ir 0.11 1.6

Hafnium, Hf 0.13 1.27

Protactinium, Pa 1.4 –

Titanium, Ti 0.4 5.6

Ruthenium, Ru 0.5 –

Cadmium, Cd 0.52 2.8

Uranium, U 0.6 –

Osmium, Os 0.7 6.3

Molybdenum, Mo 0.9 9.8

Zinc, Zn 0.85 5.4

Zirconium, Zr 0.8 4.7

Gallium, Ga 1.1 5.1

Aluminium, Al 1.2 10

Thorium, Th 1.4 16.2

Rhenium, Re 1.7 20.1

Thallium, Tl 2.4 18

Indium, In 3.41 28

Tin, Sn 3.7 31

Mercury, Hg 4.2 41

Tantalum, Ta 4.47 83

Lanthanum, Ln 4.8 79.8

Lead, Pb 7.2 80

the Cooper pairs. Some of the examples of Type II conventional and unconventional
superconductors with their respective critical temperatures are shown in Table 2.
The conventional superconductors classified under the Type II are mainly due to
their mechanism which may be described using BCS theory, unlike the unconven-
tional superconductors which mostly consist of compounds and alloys. The mecha-
nisms used in describing Type II superconductors are still unclear as major modifi-
cations are required in BCS theory for it to be used in explaining high-temperature
superconductors.
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Table 2 Type II conventional
and unconventional
superconductors with
different critical temperature,
T c

Type II conventional superconductor

Material Tc/K

Vanadium, V 5.4

Technetium, Tc 7.9

Niobium, Nb 9.3

Type II unconventional superconductors

Compound Tc/K Compound Tc/K

NbTi 9.2 V3Al 9.6

NbN 16.0 V3Ga 16.5

Nb3Si 18.0 V3Si 17.1

Nb3Sn 18.3 MgB2 39.0

Nb3Al 18.6 YBa2Cu3O7 93.0

Nb3Ga 20.3 (Bi, Pb)2Sr2Ca2Cu3Ox 110.0

Nb3Ge 23.0 Tl2Ba2Ca2Cu3Ox 127.0

V3Sn 4.3 HgBa2CaCu2Ox 128.0

V3Ge 7.0 HgBa2Ca2Cu3Ox 138.0

5 Critical Current Density, Jc

Critical current density, Jc also describes superconducting behavior where it is
defined as the maximum current that can flow from the superconductor before it
turns into normal material. For a normal state material with a steady current flowing
through a wire, the current density is uniform over its cross-section area. Due to this,
the magnetic field strength within the wire increases linearly with distance from its
center to the surface of the wire. However, the magnetic field is zero for material in
the superconducting state. According to Ampere’s Law, a non-zero current density
flowing in the surface of the wire will produce a magnetic field hence, the current
density within the wire must be zero.

In generating high magnetic fields for industrial purposes, many of the Type
II superconductor alloys need to have high critical currents at high upper critical
magnetic fields. These may be achieved from the interaction between the current
flowing through the superconductor while in a mixed state with the ‘tubes’ of
magnetic flux, threading into the normal state. The Lorentz force formed on the elec-
trons with the perpendicular current density and magnetic fields. It creates mutual
interaction between the electrons and flux in the normal state, producing opposite
direction force to Lorentz force on electrons in the normal core.

Applying the theory of the electromagnetic fields, the Lorentz force behaves like
an eddy current. It causes the core and its magnetic flux to move, inducing an emf
that drives current into the normal cores. The formation of eddy current causes
energy dissipation in the normal cores, impeding the movement of the electrons
hence producing resistance in the current flow.
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One of the methods used to overcome flux motion is by introducing defects and
impurities into the crystalline structure. Through this method, many small crystalline
grains with different orientations and small precipitates of different compositions
maybe developed. The defects pinned the normal cores in their positions by providing
potential barriers where they must exceed certain force values for the cores to move.
The amount of potential barrier created depends on the number of flux pinning
introduced into the cores. With the increment, more currents are needed to move it,
hence the greater their critical currents. Flux pinning will be discussed in more detail
in subchapter 6.2.

6 Magnetization

Superconductormaterials show responses towards themagnetic and current-carrying
properties. For diamagnetism to occur, currents must be induced by an applied
magnetic field into the atomic orbitals hence producing magnetization within the
material. When the applied field is removed, the opposed magnetization produced
will disappear. For a normal diamagnetic material the magnetic field is given by
Eq. (4):

B = μrμ◦H (4)

where the relative permeability,μr is slightly less than 1. This is due to the very small
magnetization effectwhich reduces the appliedfieldby less thanonepart in 105 within
thematerial. For a superconductingmaterial, however since the internal field becomes
zero, the diamagnetism effect is more obvious hence the relative permeability, μr

for a superconductor is zero.
The most outstanding difference between Type I and Type II superconductors are

in their magnetic behaviors when applied magnetic field exceeds the critical fields,
Bc. For Type I superconductor, as the applied field increases, assuming the material
has relative permeability μr = 0, perfect diamagnetism occurs as it perfectly obeys
the Meissner Effect. At this stage, the material becomes normal where electrical
resistivitywill no longer showzero value.According to theMeissnerEffect, below the
critical magnetic field, Bc total expulsion occurs in superconducting materials, hence
the internal magnetic field, Bin = 0, reducing its resistivity to zero. The difference
between themagnetization effect in a perfect conductor and a superconductor is from
the exclusion ability of the magnetic field. In a perfect conductor, the magnetization
state depends on the temperature, applied magnetic field, and the previous state of
the material. If the material which was previously in certain magnetic fields is being
cooled to its critical temperature, the magnetic fields within the conductor remain
uniform. Unlike a superconductor, the magnetic fields are always internally expelled
whether the material is cooled below its critical temperature, T c in zero Ba = 0, or a
finite applied magnetic field Ba = Ba. The current produced on the superconducting
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material surface creates a magnetic field in such a way that it opposes the direction
of the applied field in the material hence actively excluding the magnetic fields as
described by the Meissner Effect.

Figures 4 and 5 illustrate the changes in themagnetic field as temperature increases
for Type I and Type II superconductors respectively.

As shown in Fig. 4, above the critical point, Bc, Type I superconductors which
are mostly metallic materials will no longer exhibit a superconducting state, hence
turning into a normal conductor. At a normal conductor state, its resistivity starts
to increase as it obeys the free electron model. The diamagnetic moment becomes
zero and demonstrates an equal magnetic field inside and outside of the material.
For Type II superconductors, below Bc1, the superconductor behaves exactly as the
Type I superconductors which is also known as the Meissner state and above Bc2, the
normal state occurred with the mixed state in between both critical magnetic fields,
Bc1 and Bc2 as shown in Fig. 5.

Figures 6 and 7 describe the magnetization behavior over magnetic fields incre-
ment for Type I and Type II superconductors respectively. From Fig. 6, when applied

Fig. 4 Applied magnetic field versus temperature for Type I superconductor

Fig. 5 Applied magnetic field versus temperature for Type II superconductor
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Fig. 6 Magnetization versus Applied Magnetic Fields for Type I superconductors

Fig. 7 Magnetization versus Applied Magnetic Fields for Type II superconductors

magnetic field, B exceeds Bc, magnetization drops abruptly to zero and becomes a
normal conductor. Its single, low critical magnetic fields at the range of 4.9 × 10–5 T
to 1 T have limited its technical applications especially in many industrial needs
[11]. There are two ways to describe perfect diamagnetism in Type I superconduc-
tors. Firstly, by assuming that there is zero relative permeability, μr property of the
bulk diamagnet material where flux density becomes zero due to the flux density
induced at the interior of the material, μr Ba equals zero, hence said to be in perfect
diamagnetism.

The second way of determining perfect diamagnetism in Type II superconductors
is by the surface current that screens the magnetic fields where it will generate the
interior magnetic field that cancels the applied fields.

Some difficulties were faced in applying it to practical applications due to the
insignificant current it carries.

For Type II superconductors, permeability happens until the first critical field, Bc1

is reached. As shown in Fig. 7 on the magnetization, -M behavior of a Type II super-
conductor when given applied magnetic fields, B, at a lower critical magnetic field,



Type I and Type II Superconductivity 137

Bc1, the appearance of vortices, the magnetic flux quantum that penetrates super-
conductors are more obvious. The superconducting state changes to a vortex state
or intermediate state where it gradually loses its superconductivity. Partial magnetic
field penetration happens in between lower and upper critical fields, Bc1 and Bc2

as it partly obeys the Meissner Effect, unlike the Type I superconductors hence are
not perfectly diamagnetic. The transition from superconducting to normal state is
known as the mixed state, where fine filaments of vortices start to circulate. The
Type II superconductors with magnetic fields below Bc1 exhibit the same behavior as
the Type I superconductor materials while above Bc2, it becomes a normal conductor.
Alloys and high critical temperature ceramics are all Type II superconductors such
as the YBCO, NbTi, Nb3Sn, and many others. Many technical applications were
governed due to its high critical magnetic fields which are more than 1 T value such
as the strong field superconducting magnets. Examples of Type II superconductor
alloys that exhibit high upper critical field strength,Bc2 values are Niobium-Titanium
(NbTi2) with about 10 T and Niobium-Tin (Nb3Sn) of 20 T makes them very reliable
in industrial applications especially those which requires generating high magnetic
fields. Compared toType I superconductor Lead, Pbwith only 0.08T, fewer industrial
applications may be governed by its weak material magnetic performance.

When considering exponential decrement in transitional behavior of Type II super-
conductors, the interface separating both states—normal and superconducting must
also be considered.As appliedmagnetic fields are increased onto the superconducting
material, the surface energy on the interface decreases. As the applied magnetic field
increases, Type I superconductors always exhibit positive surface energy and negative
on the interface of Type II superconductors.

As the magnetic field is expelled, the free energy of a bulk superconductor also
increases except on a very thin superconducting film where parallel fields may
uniformly penetrate. For the thin film, only a small part of the flux is expelled. As
the magnetic field increases its energy also increases, hence the high field intensity
is required in transiting from superconducting to normal state.

6.1 Vortex State

At a mixed state, Type II superconductors exhibit both superconducting and normal
behaviors. The superconducting normal cores are surrounded by vortices which
allows gradualmagnetic field penetration to happen. In the vortex state, the supercon-
ducting currents circulate in vortices throughout the bulk superconductor. The normal
core size of about 300 nm becomes more closely packed as the critical temperatures
are approached and overlap as it loses its superconducting state. More increment of
temperature or the external magnetic fields to the superconductor material affects the
normal cores to be more closely packed together. As the current flows, the vortices
surrounding it feel a force to move and if they do which will cause them to lose
their superconducting state. Fixed or pinned vortices permit the magnetic field to
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penetrate with zero resistivity. The vortex state is so stable that no significant differ-
ences in chemical and crystallographic properties were detected when compared to
the superconducting and normal state.

Introduction of microscopic defects through alterations in superconductor fabri-
cation techniques may pin the vortices and hence maintain the superconducting state
at higher critical temperatures.

6.2 Flux Pinning

Also known as Quantum Locking, Flux Pinning happens due to magnetic field lines
penetration in Type II superconductors. It is believed that the flux pinning interaction
between the flux lines and defects induces high critical current density in supercon-
ductors. The magnetization analysis of magnetic flux pinning of GdBCO with two
types of ferromagnetic LSMO buffers deposited on STO substrate shows the pres-
ence of multiple flux pinning mechanisms which has improved the critical current
of GdBCO [12]. Some of the ways to create flux pinning are by introducing impuri-
ties and defects [13]. The impurities additional however must be carefully identified
before being added to prevent the destruction of Cooper pairs, hence breaking their
superconductivity. Flux pinning centers are created as nanoparticles being added
which creates planar defects, strain subgrain boundaries, and twins, contributing to
higher current densities when applied with external magnetic fields [14, 15]. The
critical temperature, Tc, may also be increased when flux pinning is introduced into
the crystal structure such as in Mn3O4 addition into YBCO superconductors [16].

7 London Equations

The theory of superconductivity was further explained using London equations,
explaining the penetration depth and coherence length – the two characteristic
distances in superconductors. Thevalues of penetrationdepth and coherence length of
most high-temperature superconductors are of the order of 100 Å and 10 Å respec-
tively. In a superconducting state, no magnetic field exists in the interior of the
material as previously described by the Meissner Effect, hence the current is only
restricted to flow on its surface. In 1935, soon after the discovery of the Meissner
Effect, Fritz and Heinz London proposed equations to predict the magnetic field and
surface current variation with the distance to the surface of a superconductor.

The first and second London equations are shown in Eqs. 5 and 6 respectively:

d J s

dt
= nse2

m
E (5)
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curl Js = −nse2

m
B (6)

The equations are used to restrictMaxwell’s equations hencemaking the supercon-
ductor behaviors as deduced by the equation, to be consistent with the experimental
findings and Meissner Effect.

Ampere’s law is applied in Eq. (7) into (6) as shown in Eq. (8) to deduce theoretical
observation on Meissner Effect:

curl B = −μ◦ Js (7)

curl(curl B) = −μ◦nse2

m
B = − 1

λ2
B (8)

Since curl(curl B) = grad(divB) − ∇2B and div B = 0,

∇2B = − 1

λ2
B (9)

From Eq. (9), the field is identically zero inside the material for the Meissner
Effect to take place. If magnetic field, B has certain values, ∇2B also consists of a
certain amount, making B position dependent.

If the uniform external field moves in the x-direction of the superconductor, the
inside fields will also be in the x-direction and its strength depends on z-direction as
shown in Eq. (10).

∂2

∂z2

(
∂Bx (z, t)

∂t

)
= 1

λ2

∂Bx(z, t)

∂t
(10)

The internal field is hence given by Eq. (11).

(
∂Bx (z, t)

∂t

)
= ∂B◦(t)

∂t
e− z

λ (11)

The equation is further simplified into Eq. (12).

Bx (z) = B◦e− z
λ (12)

The exponential decay of magnetic field reduction in Type II superconductors
agreeswith the experimental findings.One of the important differences betweenType
I and Type II superconductors is in terms of the conduction electrons mean free path
in theNormal State. Longmean free path causes the penetration depth to decrease and
the coherence length to increase, resulting in the properties of Type I superconductors
and vice versa for Type II superconductors. The theory was developed by Ginzburg,
Landau, Abrikosov, and Gorkov in classifying the superconductors.
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7.1 Penetration Depth

As proposed by the London brothers on one of the characteristic lengths, λ or also
known as penetration depth, the value depends on the number density of supercon-
ducting electrons, ns . The magnetic field at the interior surface on the transition
between superconducting state into normal state decays gradually within a thin layer
of thickness less than 1 μm [17]. From Eq. (8) the penetration depth, λ is defined by
Eq. (13):

λ =
(

m

μ◦nse2

) 1
2

(13)

wherem=mass,μ◦= permeability in the free space, ns = density of superconducting
electrons, and e = electron charge.

In estimating the λ value, all free electrons are assumed to be superconducting and
the value of typical free electron density in a metal, ns = 1029 m−3 were substituted
in Eq. (9), resulting in the very small size of penetration depth as shown in Eq. (14).

λ = 1.7 × 10−8m ∼= 20nm (14)

This theoretical approach explains the Meissner Effect where the magnetic field
inside the superconductor must be identically zero. Otherwise, the penetration depth
will give infinite values, hence not exhibit superconductivity. These observations
show agreement with the experimental findings of the Meissner Effect. Experi-
mental studies show that the penetration depth depends on the film thickness by
considering experimental dependence on critical temperature or residual resistivity.
As an example, for Niobium thin films, the penetration length ranges from 80 nm
for thick films (t = 200–300 nm) to 230 nm for thin films (t = 8 nm) [18].

7.2 Coherence Length

Coherence length is an independent characteristic length that relates to the Fermi
velocity of the material and energy gap due to the condensation of electron pairs
to the superconducting state. Some amount of minimum length must be penetrated
in destroying its superconducting state. The coherence length is shown by Eq. (15),
describing the finite thickness required in making the transition happen.

ξ = −2�νF

πEg
(15)

The νF and Eg in the equation represent Fermi velocity and superconducting band
gap respectively.
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In experimental work of interfacial lattice mismatch of YBa2Cu3O7-δ, the atomic
structure of thickness less than its coherence length has been distorted due to electron
screening [19].

Table 3 shows some of the examples of calculated penetration depth and coherence
length for Type I and Type II superconductors. Most of the Type I superconductors
have a ratio of the Ginzburg–Landau parameter, κ values of 0 < λ

ξ
< 1√

2
while

Type II superconductors have values of λ
ξ
> 1√

2
. Extreme Type II superconductors

exhibit κ ≈ 100. The coherence length is usually shorter than the penetration depth
(ξ<λ) for Type II superconductors which energetically enables the appearance of
vortices in the mixed state. For Type I superconductors, no vortices are created
hence ξ < λ which are mostly pure metals. There are negligible fluctuations in
superconducting order parameters for low-temperature superconductors but large in
high-temperature superconductors. This is due to the short coherence length, ξ and
large penetration depth, ξ properties in high-temperature superconductors which are
mostly of Type II [20]. The short coherence length could have been contributing
to the cross-over between the BCS theory and Bose–Einstein condensation as local
Cooper pair formation which is driven by a gain in potential energy can form above
the condensation temperature [21].

The number of superelectrons density is zero at the center of a normal core of a
superconductor and it rises over coherence length,ξ . Its magnetic field also spread
over a region over a quantized superconducting loop of quantummagnetic flux given
by the Eq. (16):

Table 3 Examples of penetration depth, λ, coherence length, ξ and Ginzburg-Landau parameters,
κ for Type I and Type II superconductors

Superconductor Materials Penetration depth, λ (nm) Coherence length, ξ (nm) κ
(

λ
ξ

)

Type Ia Sn 34 230 0.15

In 50 1600 0.03

Al 16 1600 0.01

Pb 37 83 0.45

Cd 110 760 0.14

Type IIb Nb 39 38 1.02

NbTi 60 40 1.50

NbN 250 4 62.50

Nb3Sn 80 3 26.67

V3Ga 90 3 30.00

V3Si 60 3 20.00

Source aR. Meservey and B. B. Schwartz in Kittel Chap. 12 [22], bIntroduction to Superconduc-
tivity[23]
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h

2e
= 2.07 × 10−15Tm2 (16)

where h is the Planck constant and charge of 2e represents the electron pairs due to
their coupling and condensation into a superconducting ground state.

The superconducting Quantum Interference Devices (SQUID) applied flux quan-
tization of a superconductor in its application. The device, which consists of a small
superconducting loopwith weakly superconducting links, is being used inmeasuring
the magnetic fields by currents in the brain. The flux quantization in the loop causes
its electrical properties to depend on applied flux of periodicity equal to the very small
magnitude flux quantum which determines the sensitivity of the device towards very
small magnetic fields. Nb3Sn wires have abilities in carrying large supercurrents,
making them reliable for the commercial development of strong field supercon-
ducting magnets. There are also conceptual HTS composites being developed for
applications involving large current-carrying capacities magnet with high fields [24].

8 Timeline in Superconductivity Discoveries

Findings in superconductivity have emerged from the discoveries of conventional
low-temperature superconductors to non-conventional high-temperature supercon-
ductors and lately, the novel superconductors. In 1911, Mercury, Hg became the first
conventional superconductor when found to exhibit sudden zero resistance at the crit-
ical temperature, T c = 4.2 K by H. K. Onnes, gaining him Nobel Prize in 1913 for
describing the properties of materials at low temperatures [1]. The Meissner Effect
phenomenonwas discovered byMeissner andOchsenfeld in 1933, further explaining
the perfect diamagnetism in superconductivity behavior [25]. Prediction onmagnetic
penetration depth, λ using two-fluid model using London theory able to describe the
Meissner Effect flux repulsion later in 1935 [26]. In 1950, Maxwell observed the
isotope effect for Hg suggesting the electron–phonon coupling in superconductivity
and later verified the BCS theory [27]. Ginzburg-Landau theory was then introduced,
extending theLondon theory and introduced the order parameterwithin the same year
[28]. In 1957, superconductors were classified into Type I and Type II by Abrikosov
[29] and BCS theory by Bardeen, Cooper, and Schrieffer has electronically explained
the microscopic behavior of superconductivity using Cooper pairs in energy shell �ω

around the Fermi surface due to the electron–phonon interaction. The theory won
the Nobel Prize in 1972 [2].

The BCS theory applies well for conventional superconductors, but for uncon-
ventional superconductors it fails to compromise between the density of states at
the Fermi surface and the lattice vibration strength of the materials [30]. In 1962,
Josephson tunneling theory by I. Giaever and B. Josephson further described the
Cooper pair using tunneling effect through a thin insulating barrier between two
superconductors known as the Josephson tunneling which won the Nobel Prize in
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1973 [31]. Two years later, Ginzburg proposed the idea of interface structures in
avoiding the conflict between the density of states and lattice vibration strength [30].
The highest-temperature conventional superconductor was discovered in the Nb3Ge
superconductor in 1973 with T c above 22 K [4]. It remained highest until the MgB2

superconductor with Tc 39 K was discovered in 2001 [32].
For non-conventional superconductors, J. G.Bednorz andK.A.Muller discovered

La(Sr, Ba)CuOwith superconductivity at T c = 35K in 1986,marked as the first high-
temperature cuprate superconductor, gaining theNobel Prize in 1986 [3].A year later,
M. K. Wu and his team have synthesized the YBaCuO superconductor with T c =
92 K [33]. In 1988, BiSrCaCuO was synthesized by H. Maeda, Y. Tanaka, and T.
Asano and TlBaCuCuO superconductors were discovered by Z. Z. Sheng and A. M.
Hermann, both with T c more than 100 K [34] which is above the boiling point of
liquid nitrogen (77K). Hg system of copper oxide high-temperature superconductors
was discovered in 1933 by Putilin and Shilling [35, 36].

Between 2007 and 2008, superconductivity behavior was found in the iron-based
compound, LaFeAsO with critical temperature, T c = 26 K [37]. Later in 2008, the
T c was improved to 55 K. However, the weak phonon mode disabled BCS theory to
be applied in explaining its superconductivity. In 2012, the single-layer FeSe/SrTiO3

films fabricated using Molecular Beam Epitaxy (MBE) were said to be the first
significantly enhanced superconductor [38].

The questions inquired byWigner andHuntington in 1934, predicting themetallic
hydrogen [39] have led Ashcroft to foresee the ability of room-temperature super-
conductivity for metallic hydrogen in 1968 [40]. Failure attempts were faced by
researchers in finding room-temperature superconductors using pure hydrogen. The
attempts of applying high pressure went on until the binary hydrogen-rich system
suggested by Ashcroft showed promising room temperature superconductivity. In
October 2020, Carbon–Sulphur Hydrogen (C-S-H) was discovered under very high
pressure and became the first room temperature superconductor, proved by the resis-
tance measurement and magnetic properties. When put under the pressure of 148
Gpa, T c obtained at 147 K and further increment pressure of 267 Gpa, T c reached
287 K, the highest T c achieved to date [41]. The year of 2020 remarks the impor-
tant discoveries in superconductivity by the finding of metallic hydrogen and the
first room-temperature superconductor [42]. The milestone in the discoveries of
room-temperature superconductors is shown in Table 4.

9 Conclusion

A superconductor has always been described as a material that demonstrates infinite
conductivity at its critical temperature, T c. Below T c values, the material behaves as
a superconductor and transits into normal metal once exceeded the temperature. The
absence of resistivity in a bulk metal specimen behaving in a superconducting state
is explained using the Meissner Effect where zero magnetic induction happens, and
the material exhibits perfect diamagnetism. In low-temperature superconductors, the
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Table 4 Milestone in room
temperature discoveries

Material Critical temperature, Tc (K) Year

SiHx 17 2008

BaReH9 7 2014

H3S 200 2015

PH3 100 2015

LaH10 250 2018

ThH10 160 2019

YH6 220 2019

YH9 240 2019

C-S–H 287 2020

SourceR. Asokamani, “March towards Room Temperature Super-
conductivity,” vol. 38, pp. 27–38, 2021 [42]

Cooper pairs are bound with the crystal lattices due to the electron–phonon interac-
tions where they can conduct electricity at zero resistance. In the BCS theory, the
attractive attraction forces between the electrons create the electron pairs of oppo-
site momentum and spin, disabling the Pauli Principle where no two electrons can
share the same quantum numbers. The BCS theory best describes the conductivity
of superconductors in low temperature, but major additions are essential to explain
the superconductivity at high temperature conditions. For a Type II superconductor
to remain in superconducting state, high critical current density, Jc is required at
high upper critical magnetic fields. Another way in classifying superconductors is
through their response towards magnetization. There are Type I of mostly conven-
tional, low-temperature superconductors and Type II of mostly unconventional high-
temperature superconductors. Most of the Type I superconductors consist of pure
elements while Type II superconductors are mostly the alloys and more complex
ceramic oxides. The superconducting state in Type I and Type II superconductors
is destroyed and becomes normal metal when exceeded a certain amount of applied
critical magnetic fields. For a Type I superconductor, only one critical magnetic
field, Bc value, separates between the superconducting state and the normal state. In
Type II superconductors there are two critical field strengths, Bc1 and Bc2 where
Bc1 < Bc < Bc2 and the vortex state exists in the range between the two fields.
Type I and Type II superconductors may be differed using the penetration depth,
λ, and coherence length, ξ . The penetration depth of each specimen determines the
magnetic field penetration through its surface over distances while coherence length
measures the path it takes for superconducting electron concentration to drastically
disappear in spatially varying magnetic fields. Both lengths were related into the
Ginzburg−Landau parameters, κ with κ = λ

ξ
. Type I superconductors normally

exhibit ξ < λ, hence 0 < λ
ξ

< 1√
2
while Type II superconductor having ξ > λ

with λ
ξ

< 1√
2
. GL theory best describes Type II superconductors compared to Type I

because only near T c the theory is valid, and the non-local interaction of electronic
qualities become less significant. Since 1911, the discoveries of superconductors
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have emerged so rapidly with ever-increasing critical temperature, T c and current
density, Jc values while maintaining the perfect diamagnetism ability. The needs in
various applications involving high magnetic fields encouraged researchers around
theworld to further explore in finding the best superconductor to cater every industrial
demand.
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Classical Superconductors Materials,
Structures and Properties

Michael R. Koblischka and Anjela Koblischka-Veneva

Abstract In this chapter, we discuss the structures and properties of classical (or
conventional) superconductors, often dubbed also low-T c materials (LTSc). Among
them are elemental superconductors, being superconductors at ambient conditions or
under pressure, and several metallic alloys. Among them are the systems NbTi, NbN,
and Nb3Sn, which are the so-called workhorses of superconductivity for nearly all
types of applications, even today. Then, there are several families of materials with
interesting outstanding superconducting and/or crystallographic properties like the
heavy-fermion superconductors, the Chevrel phases, borocarbides, 2D materials or
layered superconductors. For basic research questions, the metallic superconduc-
tors are ideal materials when preparing mesoscopic superconductor structures for
the investigation of superconductivity in reduced dimensions. With the discovery of
MgB2 with a T c of 38 K in 2001, the border to the high-T c materials was crossed,
thus triggering a lot of research efforts in the field. Besides this big push, the field
of conventional superconductors is still progressing—new materials like the super-
conducting high entropy alloys (HEAs) and new families like the LaBi3 supercon-
ductors or superconducting magic-angle graphene were discovered—stimulating the
research in the field of superconductivity even further. Among the new experiments
carried out are high-pressure experiments on the HEAs and even on NbTi, which
was never done before. These experiments gave remarkable results showing NbTi
being a superconductor with increased T c ~ 19 K even up to 261 GPa. And finally,
the high-pressure research on H3S and LaH10 led to record, nearly room-temperature
T c’s for materials belonging to the conventional superconductors.
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1 Introduction

Superconductivity was discovered in Hg by H. Kamerlingh Onnes in 1911 [1, 2] by
accident when trying to answer the question what the resistance will do at ultralow
temperatures after having established the liquefaction of He. Mercury (Hg), being
a liquid at ambient conditions, was the best choice to obtain very pure samples by
multiple distillation. Hg was found to be a superconductor below T c = 4.15 K,
just below the temperature of liquid Helium (4.2 K). It took then some time to find
other metallic elements showing the same superconducting transition, including the
metals Sn and Pb with T c = 7.2 K [3–8], being well above 4.2 K, followed by Nb
with a T c of 9.15 K, which is the highest one of all elements in ambient condi-
tions. However, all these materials did not allow to produce a superconducting coil
to generate magnetic fields without losses, which already Onnes had planned. The
next step forward was NbN with a T c of 16K, followed by the alloys NbTi and
V3Si in the 1950s, which set the base for the development of real conductors with
improved high-field properties [3, 7]. In this period, also fruitful empirical rules like
the Matthias’ rules were developed to enable the search for new superconductors,
especially among the metallic alloys [9, 10]. The A15-alloys like Nb3Sn, and the
long-time T c-record holder, Nb3Ge with T c = 23.2 K [11], were then developed in
a quest to improve T c further. Besides this, new families of superconductors were
discovered from the 1960s onwards like the Chevrel phases [12], the heavy-fermion
superconductors [13] and the borocarbides [14]. All the main development in this
field then focused on the conductor development and some other applications like
superconducting sensor elements, Josephson circuits including super-computers [4,
6]. Besides the big push with the upcoming of the high- T c superconductors in 1986
[15], the field of conventional superconductivity did not die out, however, T c could
only be improved in 2001 [16] whenMgB2 was found to be a superconductor. As the
conventional superconductors aremetals, the samples could always be producedwith
high purity, making these systems most interesting for basic research questions. This
opened up new fields like layered superconductors and mesoscopic superconductors,
which are most interesting to investigate superconductivity in reduced dimensions
like in nanowires or nanoparticles [17, 18]. Also, the search for new superconductors
has never stopped, and so new systems like the ones with AuCl3-structure [19] and
the high-entropy alloys (HEAs) [20] were found. This quest for new superconduc-
tors is nowadays pushed forward by machine-learning search of databases [21–23].
Moreover, the recent high-pressure experiments on the HEAs [24], on NbTi [25],
H3S [26] and the La (super)hydrides (LaH10) [27] brought out very interesting and
remarkable results, withT c reaching practically room-temperature. This further stim-
ulated the research on the question if metallic hydrogen could be a superconductor
[28, 29]. Thus, there are still many open questions to be answered, and so the field
of conventional superconductivity remains to be very important.
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2 Superconducting Elements

All superconductors marked green in Fig. 1 are metals, whereas also semimetals and
non-metals can become superconductors under high pressure conditions (violet).
There are some remarkable elements like carbon, which can be a superconductor
with T c = 15 K in form of carbon nanotubes [30], Boron-doped diamond films with
T c = 4 K [31], and recently as magic-angle bi-layered graphene with T c ranging
between 0.5 and 3 K [32–34]. Cr can be a superconducting material only as thin
film [35], and Pd is a superconductor when being irradiated with He+-ions [36].
Recently, also for Bi a T c was obtained in ambient conditions, although very low (T c

= 0.53 mK, [37]) as compared to the several high-pressure phases of Bi, reaching
8.7 K (9 GPa). The same applies for Li, which was found to be superconductor at
ambient conditions with T c = 4 mK, but having T c = 20 K at 50 GPa pressure [38].
Remarkable is further that even Fe may be a superconductor at T c = 2 K under
pressure [39]. Note also the very high T c’s for the non-metals B, O, S, P, and Se.
Superconductivity for metallic hydrogen is still an open question (“??”), but with
remarkable predictions to be a room-temperature superconductor [28, 29].

Nb is the element with the highest T c = 9.2 K in ambient conditions, closely
followed by the radioactive element, Tc, with T c = 7.8 K [40]. Figure 2 presents T c

as a function of the year of discovery following Refs. [41, 42]. The blue symbols
denote the elements superconducting at ambient conditions, and the red symbols
such being superconducting only under pressure.

Fig. 1 Superconducting elements in the periodic table. The green color denotes elements being
superconducting in ambient conditions, violet color denotes elements being superconductors under
pressure. Light blue indicates elements being superconducting only under special conditions, see
text. For some elements, a second T c is given when in thin film or nanosized form. Hydrogen is
marked orange with “??” for T c, pointing to the big challenge for future investigations (“metallic
H”). Drawn using data collected from Refs. [3–8, 30–43]
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Fig. 2 T c as a function of
the year of discovery of the
superconducting elements
(blue—ambient conditions,
red—under pressure). Note
the highest T c of all elements
at 20 K for Li under
pressure. Also presented are
the borderlines for liquid He
and liquid H. The 30 K-line
marks the border between
LTSc and HTSc materials,
crossed by MgB2, which is
given for comparison

The bold line shows the upper T c-limit as function of time. Table 1 gives a compi-
lation of the superconducting properties (London penetration depth, λL, the coher-
ence length,λL and the critical field,Bc, of some elemental superconductors, together
with the respective crystal structure and the Debye temperature,�D, which describes
the lattice vibrations and the melting point. Note that all superconducting elements
are type-1 superconductors (see chapter “Magnetic Properties of Superconducting
Materials”), except Nb, which has a κ being very close to the borderline between
type-1 and type-2 superconductors, so pure Nb is ‘just’ a type-2 superconductor.
Table 2 presents the T c-values of some of the elements being superconductors under
pressure, including the latest element found to be a superconductor, Eu [43]. It is
remarkable that the T c-values obtained can be relatively high as compared to the
elements at ambient conditions, and are exceptionally high for Li (20 K at 50 GPa,
but 0.4 mK ambient), which holds the T c-record of all elements, followed closely
by P (18 K). Buzea and Robbie have reviewed the so-called puzzle of supercon-
ducting elements, as it is not straightforward to determine a clear rule if a material
will be a superconductor or not [41]. The data presented in Tables 1 and 2 clearly
reveal further that there is no simple relation between T c and the respective crystal
structure or the Debye temperature, �D, but as described in Refs. [44, 45], a relation
between a characteristic crystallographic length, x, and T c does exist which enables
a simple calculation of T c with the only knowledge of the electronic structure and
the crystallographic data [46, 47]. This approach, called Roeser-Huber formula, can
directly be proven using superconducting elements being superconductingwithmore
than one crystal structure, also called polymorphs (Fig. 3).

Such cases can indeed be found for Hg (see Table 1), and especially, for La with
the two structures fcc (T c = 6 K) and dhcp (double hexagonal close-packed, with T c

= 4.8 K) [41]. The application of the Roeser-Huber formula and the search principles
for the characteristic length x in the crystal structure brings out the correct values for
the respective T c values.
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Table 1 T c of some superconducting elements in alphabetical order, together with their crystal
lattice, melting point and some superconducting properties. Data were collected from Refs. [3,
30–43]. The crystal structures are fcc—face-centered cubic, bcc—body-centered cubic, hex. —
hexagonal, dhcp—double hexagonal close packed, rhomb.—rhombohedral, tetr.—tetragonal and
orth.—orthorhombic

Element T c (K) Crystal
structure

Melting point
(°C)

�D (K) λL (nm) ξGL (nm) Bc (mT)

Al 1.18 fcc 660 420 50 1600 10

Bi 0.00053 trigonal 271.4 112 0.16 96,000 0.0052

Cd 0.52 hex 321 300 130 760 3

Ga 1.08 orth 29.8 317 120 5.9

Hg 4.15
3.95

rhomb
tetr

−38.9
–

90
–

–
–

55
–

40
34

In 3.4 tetr 156 109 24–64 360–440 28

La 5.9
4.8

fcc
dhcp

–
–

–
–

–
–

–
–

–
–

Nb 9.2 fcc 2500 240 32–44 39–40 195

Pb 7.2 fcc 327 96 32–39 51–83 80

Re 1.7 hex 3180 430 – – 19

Ru 0.5 hex 2500 600 – – 6.6

Sn 3.7 tetr 231.9 195 25–50 120–320 30.5

Ta 4.4 bcc 3000 260 35 93 80

Th 1.4 fcc 1695 170 15

V 5.4 bcc 1730 340 39.8 45 120

W 0.01 bcc 3380 390 – – 0.124

Zn 0.85 hex 419 310 25–32 5.2

Table 2 T c of elements
being superconducting only
under pressure. Data were
collected from Refs. [3,
30–43]

Element T c (K) Pressure (MPa)

As 2.7 24

Ba 5.1 20

Bi-II
Bi-III
Bi-V

3.9
7.2
8.7

2.6
>2.7
>9

Eu 2.7 142

Fe 2 21

Ge 5.4 11.5

Li 20 50

P 18 30

Se 6.9 13

Si 8.5 12

Te 7.4 35
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Fig. 3 Typical crystal structures of the superconducting elements (see also Table 1). Crystal struc-
tures were drawn using VESTA software [48] and the data files were performed based on X-ray
databases [49–51]

The puzzle of the superconducting elements gets an additional complication when
preparing superconductors in reduced dimensions (e.g., as nanostructured thin films
(2D/1D), as nanowires (1D) or nanowire arrays or even nanoparticles (0D)). In thin
film form, which acts as a platform for geometrically confined, strongly interacting
electrons, several superconductors exhibit higher T c’s (the most famous example are
hereAl thinfilmswithT c raising from1.2Kup to4K [52]), andothermaterials follow
the more common understanding showing their T c being reduced with decreasing
the film thickness. All such experiments were summarized by Ivry et al. [53], which
certainly contributes to gain better understanding of these effects.

Another complication is offered when approaching 1D or 0D dimensions with
nanowires and nanoparticles prepared from superconducting materials. Several
observations of unexpected phenomena were reported in the literature, e.g., Pb
films with thickness-dependent oscillating behavior of T c [54], and Al-nanowires
exhibiting size-dependent breakdowns of superconductivity [55].

A recent example should be mentioned here in more detail: Samples of nanos-
tructured β-Ga wires were recently prepared by a novel method of metallic-flux
nanonucleation in alumina templates [56] allowing the determination of several
superconducting parameters via magnetic measurements. The Ga nanowires could
be described as a weak-coupling type-2 superconductor with κ = 1.18, favorized
by the nanoscopic scale of the Ga nanowires. This result and the relatively high T c
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of 6.2 K reported is in stark contrast to pure bulk Ga, which is a type-I supercon-
ductor with T c ~ 1.1 K [57, 58]. The fabrication techniques of such 1D-nanowires
were recently reviewed by Koblischka and Koblischka-Veneva [59], and similar
effects were observed also in other superconducting materials when being prepared
in nanowire form. The topic of superconductivity in reduced dimensions and the
possible increase of T c will certainly deliver new surprises in the future.

A set of empirical rules was established in 1957 by Matthias [9, 10], which is
commonly referred to as Matthias’ rule. Although there is no apparent regularity in
the occurrence of super-conductivity and the placement of the element in the periodic
table, the rules provide certain useful traits for the search of new superconducting
materials. The main idea is to qualitatively relate the superconducting transition
temperature, T c, to the valence electrons per atom, e/a. When looking at this relation
for non-transition elements (e.g., closed d-shell), T c is a smooth increasing function
of the e/a, while for the transition metals, when being in stable crystalline form, the
resulting function shows peaks in T c for e/a values of 3, 5, and 7. This function is
shown in Fig. 4, indicating the transition period and the period of closed d-shell.
Another rule concerns the crystal symmetry, saying ‘high symmetry is good, cubic
symmetry is the best’. Other rules contain recommendations like ‘Stay away from
magnetism’, which is a quite understandable advice, or ‘Stay away from oxygen and
insulators’, but many new unconventional superconductors have broken these rules.
Formostmetals, and especially for themain superconducting alloys and intermetallic
compounds, the rules have worked fairly well, helping researchers a lot to find new
superconducting materials.

Fig. 4 Matthias’ rule,
showing T c as function of
the valence electron count,
e/a. 3 peaks appear in the
transition period, whereas a
smooth curve is obtained in
the closed d-shell period
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3 Metallic Alloys and Intermetallic Compounds

The metallic alloys and intermetallic compounds are the largest group of all super-
conducting materials with more than 1000 members, reflecting the numerous combi-
nations of metallic elements possible. In this chapter, we will therefore only focus
on the five alloys and intermetallic compounds, which are the most important ones
for applications, that is, NbN, NbTi, the A15-compounds with the most prominent
member, Nb3Sn, the Chevrel phases plus the newest member with the highest T c

of all metal alloys, the MgB2 compound. Especially when considering supercon-
ductivity in the metallic alloys, the Matthias’ rule proved its usefulness to find new
superconducting materials.

3.1 NbN

The NbN material was the first binary compound with a T c above 10 K discovered
by Aschermann [60] in 1941. The optimum T c is obtained to be 16 K, being much
higher than that of the superconducting elements. NbN has a crystal structure of the
rock-salt type (B1), and the lattice parameter and the achievable T c depend strongly
on the N content [61–63]. The material is attractive for applications especially in
form of thin films [4, 64] for use in radio frequency cavities or as active element in
single-photon detectors [65, 66]. NbN is typically sputtered (reactive DC magnetron
sputtering) from Nb targets in controlled N2-atmosphere on Si/SiO2-substrates, and
the heating of the substrate material is an important issue for the performance as
it influences directly the sample resistance and the upper critical fields. As thin
film material, nanostructuring with modern technologies like e-beam lithography or
focused ion-beam milling is an important issue for further development.

3.2 NbTi

The alloy NbTi is the classical workhorse of superconductivity. Since its discovery in
1960, this material proved that it can be easily produced in wire form, even as multi-
filaments. The superconducting parameters including a T c of approximately 10 K
and an upper critical field of Bc2(0) ∼ 11.5 T made it the material of choice for MRI
applications and most laboratory equipment [67–69]. The Ti content in commercial
NbTi conductors varies between 30 and 49%, and additions of, e.g., 20% Zr (for Ti)
further strengthen the high field properties. The NbTi material has a bcc structure
[70], which corresponds to that of Nb, whereas Ti has a hexagonal, close packed
(hcp) crystal structure (P63/mmc). The size difference of Nb and Ti is only 2%, so
the resulting lattice parameter, a, of NbTi is 0.3285 nm, slightly smaller than that of
pure Nb. The component Ti itself is not superconducting down to 0.39 K at ambient
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pressure [71]. Thus, the superconductivity depends mainly on the Nb component,
and the bcc crystal structure must be maintained to keep up the T c, which defines the
limits of Ti and Zr additions. The effects of the metallurgical treatments and details
of the composition on the flux pinning properties were discussed by Hillmann [72].
The development of NbTi wires for magnet applications is still ongoing [67], and
also thin films of NbTi are of interest in the development of superconducting joints
for HTSc conductors [73].

Very recently, high-pressure resistancemeasurements were performed as function
of temperature and applied magnetic field on commercial NbTi alloy samples with
the nominal composition Nb0.44Ti0.56, showing a T c at ambient conditions of 9.6 K.
Interestingly enough, such experiments were not carried out in all the years before.
The interest in such experiments was now sparked by similar experiments carried
out on the superconducting high-entropy alloys (HEA), which are based on the NbTi
system. The properties of the HEA superconductors will be discussed in Sect. 2
below.

The high-pressure experiments on NbTi conducted in a non-magnetic diamond
anvil cell by Guo et al. [25] showed an extraordinary robustness of superconductivity
against pressure up to the very high pressure of 261 GPa. As illustrated in Fig. 5,
this pressure corresponds to the outer core of Earth. The high-pressure experiments
made NbTi now holding the record T c and the record upper critical field, Bc2, for an
alloy composed solely from transition elements. The high-pressure measurements
also included XRD analysis, so Fig. 6 presents T c as a function of the volume change
(−�V /V 0) of the unit cell caused by the applied pressure. Both NbTi and the HEA
alloy (Tb, Nb)0.67(Hf, Zr, Ti)0.33 with the same crystal structure (bcc) show a similar
behavior, although with clearly different magnitude, as compared to the pure element
Nb. The remarkable findings presented in [25] thus not only reveal the extraordinary
high-pressure superconducting properties of a commercially fabricated NbTi alloy,
but also give a new push forward to a better understanding of the mechanism of
superconductivity in general.

3.3 A15-Compounds

The other big group of superconducting alloys important for applications are the
so-called A15 superconductors. The A15-type superconductors (V3Si and Nb3Sn)
were found by Hardy and Hulm [74] and Matthias [10, 75] in 1954. The history of
these materials, which were since then the materials with the highest T c known until
the HTSc era, was recently reviewed by Stewart [76]. There are 69 distinct members
of A15 compounds, from which 53 are superconductors, and 15 of them show a
superconducting transition temperature of 10 K or higher. All the superconductors
with the A15 structure are extreme type-2 superconductors and thus very important
for the generation of large magnetic fields.
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Fig. 5 High-pressure resistance measurements as function of applied magnetic field and temper-
ature on NbTi. Data are taken in different experimental runs as indicated by the colors used. The
red star marks the record T c of 19.1 K at 261 GPa, the green one the highest critical field, Bc2,
recorded at 19 T. The inset presents the pressures around Earth’s core for comparison. Reproduced
with permission from Ref. [25]

Fig. 6 High-pressure
expeiment showing T c as
function of the volume
change for NbTi, the HEA
alloy
(Ta,Nb)0.67(Hf,Zr,Ti)0.33 and
that of elemental Nb for
comparison. Reproduced
with permission from Ref.
[25]
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Fig. 7 Crystal structure of
the A15-compounds. The
dashed red lines indicate the
chain directions, formed by
the A-elements

The crystal structure of the A15 compounds is the β-tungsten structure. The proto-
typematerial of theA15-class is Cr3Si (or abbreviatedA3B). TheB-component occu-
pies a bcc lattice, and on each crystal face, there are two atoms of the A-component.
The crystal structure is depicted in Fig. 7. The lattice parameters are a = b = c and
α = β = γ = 90z.

The superconducting transition temperatures were steadily increased from 18 K
(Nb3Sn, 1954) [74, 75], to 20 K (Nb3Al0.2Ge0.8, 1967) [76], 20.3 K (Nb3Ga, 1971)
[77] and, finally, Nb3Ge with a T c of 22.3 K (1973) and further optimized in thin film
form to the record value of 23.2 K in 1974 [78, 79]. The biggest problem is that the
fabrication ofwires from theA15 superconductors is a very complicated procedure as
Nb3Sn is a brittle intermetallic compound [4], but with a well-defined stoichiometry.
The wire form is typically prepared by long term reactive diffusion, using Nb and
Sn rods as the starting materials. To further improve the fabrication process and to
prepare the required multifilamentary wires, several routes have been developed in
the literature like the bronze route, the internal tin and the powder-in-tube technique
[4, 5]. The production of the A15 conductors is mainly driven by the large projects
on particle accelerators and fusion reactors, demanding high magnetic fields [80].
Therefore, many new developments are reported in this field still today, and the
achieved progress concerning the critical current density is remarkable [81–83].

Another direction of research is the preparation of thin films of the A15 materials
to be used in superconducting cavities. It is remarkable that the highest T c of all
A15 compounds was reached in the thin film state, where the substrate contributes
to stabilizing the metastable Nb3Ge compound. Also, in this branch of research,
the work is still ongoing to further optimize the microstructures and the resulting
superconducting properties [84].
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3.4 Chevrel Phases

The intermetallic compounds known as Chevrel phases are ternary molybdenum
chalcogenides, with the general formula MyMo6X8, where M is a metal ion and X
a chalcogen (S, Se, or Te). The Chevrel phases form a very interesting family of
materials, and their unusual crystal structures were discovered by Chevrel et al. in
1971 [13, 85]. The superconductivity of these materials, with T c values ranging up to
15 K, was first reported by Matthias et al. in 1972 [86]. In the following years, it was
found that many members of this Chevrel phase family exhibited exceptionally high
upper critical fields, which were clearly higher than the 20–40 T range of the A-15
superconductors [87, 88]. This observation made the Chevrel phase superconductors
very unique, and very interesting for possible high-field applications [89]. In general,
superconductivity is observed for compounds containingM =Li, Na, Sc, Pb, Sn, Cu,
Ag, Zn, Cd, and almost all lanthanides, except Ce, Pm, and Eu [7]. Among the ternary
compounds, the material PbMo6S8 (abbreviated as PMS) shows the highest T c of
15 K and the upper critical field at T = 4.2 K reaches 60 T [4, 90, 91]. Thus, PMS is
a material for high-field applications at low temperatures with an upper critical field
clearly above that of Nb3Sn.

The characteristic of all Chevrel-phase compounds with the chemical formula
MyMo6X8 contain Mo6X8 octahedra as basic building blocks of the rhombohedral-
hexagonal structure with space group R(−3) as presented in Fig. 8. Each unit has in
the form of a distorted cube or pseudo-cube with the X-atoms being located at the
corners. The six Mo atoms are placed near the centers of each of its six faces, thus
forming a dense cluster with the shape of a distorted Mo octahedron.

Looking at the various compositions possible, the intra-cluster distance varies
from 0.267 nm for Cu3.6Mo6S8 to 0.276 nm for Mo6S8 and the inter-cluster distance
ranges from 0.308 nm for Mo6S8 to 0.366 nm for PbMo6Se8. The Mo-3d-orbitals are
sufficiently extended allowing strongmetallic bonding.Thepseudo-cubes are stacked
in an almost-cubic unit cell, with each of its one-eighth unit cells being occupied

Fig. 8 Crystal structure of
Chevrel phase compound
PbMo6S8 (PMS)
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by a Mo6X8 cluster. The side length of the unit cell is typically about 0.65 nm, and
the extension of the embedded Mo6S8 cluster is about 0.38 nm. Both the intra- and
inter-cluster distances were found in the literature to be important in controlling the
T c of the compound.

The superconducting parameters of theChevrel phase compounds are quite special
(see Fig. 9 and Table 3), placing these materials between the conventional metal
systems and the HTSc materials. The anisotropy is >2, whereas the coherence length
is ~2.5 nm, which is smaller than that of Nb3Sn (3 nm), but larger as for the HTSc.
Superconductivity in Chevrel-phase compounds was previously thought to be of
conventional singlet s-wave type, although experimental data exhibit features of both
conventional andunconventional superconductivity. Interestingly, recent studies have
found them to be d-wave superconductors, and even multiband superconductivity
has been manifested in PMS and SMS compounds in STS studies [7]. A full under-
standing of these unusual materials is still not reached yet. Nevertheless, Chevrel-
phase superconductors are potential materials for ultrahigh-field applications due to
their extremely high critical fields [4].

Fig. 9 Comparison of the
upper critical fields, Bc2(T ),
of PbMo6S8 (PMS) with
Nb3(Al, Ge), Nb3Ge,
Nb3Sn, NbTi, MgB2 and the
HTSc material Y-123 in the
field directions B||c and B||(a,
b). Data were collected from
Ref. [91]
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Table 3 Superconducting parameters of various Chevrel phase compounds. Data were collected
from Refs. [3, 7]

Material T c (K) Bc2 (T) λL (nm) ξGL (nm)

PbMo6S8 15 60 240 2.3

SnMo6S8 12 34 240 3.5

LaMo6S8 7 45 – 3.1

TbMo6S8 1.65 0.2 – 45

PbMo6Se8 3.6 3.8 – 11

LaMo6Se8 11 5 – 9

3.5 Magnesium Diboride, MgB2

Superconductivity in the MgB2 system was found by Nagamatsu et al. in 2001 [16],
showing a T c of 38 K. This finding nearly doubled the previous record for the highest
T c of a metallic compound, crossing into the HTSc regime above 30 K. The material
itself was not new, but never tested for superconductivity before. A reason for this
may be the fact that neither element Mg nor B is superconducting itself, and both
constituents are light metals without d-electrons, which were thought to be necessary
for superconductors.

The crystal structure of MgB2 is hexagonal of the type AlB2 (space group C32,
P6/mmm). The magnesium and boron atoms are arranged in sequent layers (see
Fig. 10). The lattice parameters are a = 0.3047 nm and c = 0.3421 nm. The shortest
distance between atoms is the B-B-spacing within the B-layer with d = 0.176 nm
[92, 93].

The MgB2 compound shows several remarkable properties including extreme
type-2 superconductivity with high critical fields up to 14 T (bulks) and 74 T for
thin films [7]. MgB2 is the first established example of a multiband superconductor,
possessing two distinct energy gaps of about 2 and 7 meV [94]. Owing to the close
relation to the metallic superconductors, polycrystalline samples of MgB2 were
quickly found to show transparency of transport currents to the grain boundaries,

Fig. 10 Crystal structure of
the MgB2-compound
showing the two different
structures of Mg and the
boron layer
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which implies that the grain boundaries are not acting as weak links to degrade the
critical currents as is the case for the cuprate HTSc superconductors [95, 96]. This
observation sparked the interest in applications of MgB2, as a much cheaper produc-
tion route could lead to wires and bulk samples, even though the T c is clearly below
77 K.

The MgB2 crystal lattice shows two different atomic bindings, the covalent ones
which are mostly typical for semiconductors and also metallic binding, being typical
for conductive materials. These covalent bindings are strong, whereas the coupling
between B and Mg between the layers is formed by metallic 3D π-bindings, which
provide a weak coupling only [93]. Furthermore, the bindings within the Mg-plane
are much stronger than theMg-B-bindings [92]; thus, cleaving of the crystal can take
place at this position [94]. The electronic structure of MgB2 shows 4 bands crossing
the Fermi niveau [97, 98]. Two π-bands, which result from the pz-orbitals of the
B-atoms and are weakly coupled with the phonon-modes (3D character). The two
σ-bands result from the px,y-orbitals of the B-atoms. These are weakly coupled to the
phonon-modes exhibiting 2D character [97, 99, 100]. Furthermore, there have been
recently speculations that MgB2 could belong to a new type of superconductivity,
the type-1.5 superconductivity (see also chapter “Magnetic Properties of Supercon-
ducting Materials”), exhibiting similarities between type-1 and type-2 superconduc-
tivity, based on observations of the flux-line lattice [101]. This is a direct consequence
of the multiband character of superconductivity in MgB2. The MgB2 compound is
now considered as a strong competitor to the other metallic superconductors NbTi
and Nb3Sn, but offers also the possibility to operate at more elevated temperatures
like 20K, which can be cost-effectively generated by modern cryo-cooling systems.
The fact that both ingredients abundantly available, and no expensive rare earthmate-
rials are involved, makesMgB2 a cost-effective superconducting material, which can
also compete with the HTSc for some applications. Thus, the development of fabri-
cation processes of MgB2 wires is strongly pushed forward [102], also benefitting
from the lessons learned in the HTSc wire development.

4 Critical Currents and Fields, Conductor Development

4.1 Comparison of Critical Currents and Fields of Different
Materials

The starting point for choosing an appropriate material for a given application is, of
course, a proper choice of the superconducting properties of the respective material.
Thus, it is very informative to have a look at the jc(T, B)-diagram and compare
the common wire materials NbTi, Nb3Sn and the new MgB2 with each other. Such
a comparison of the jc(B, T )-surfaces of MgB2, NbTi and Nb3Sn is depicted in
Fig. 11. Nb3Sn reveals the best high-field properties among these materials, but
MgB2 competes mostly well with NbTi—with the critical field being a bit low—but
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Fig. 11 Comparison of the
3D-surfaces jc(B,T ) for the
compounds MgB2, NbTi and
Nb3Sn, following Ref. [103]

has the advantage of a possible operation at 20 K due to the much higher T c. The
data for the critical current density, jc, at 4.2 K, the upper critical fields, Bc2 at 4.2 K,
the irreversibility fields, Birr at 4.2 K and the superconducting parameters λ(0) and
ξ(0) are given in Table 3 together with the electrical resistivity obtained at T c.

Table 4 reveals that the critical fields of the HTSc compounds at 4.2 K are unbeat-
ably high, whereas the size of the critical currents is comparable of all materials.
The metallic alloys have the advantage of having no anisotropy effects, which makes
them the best choice for applications at low temperatures and in their respective field
range. It is also obvious from the data that MgB2 belongs to the metallic alloys,
showing a small anisotropy. However, the critical fields of MgB2 at 4.2 K are rela-
tively low, but when considering applications operating at 20 K, MgB2 has a unique
position among all superconducting materials.

Table 4 Comparison of the superconducting properties of NbTi, Nb3Sn and MgB2 with those of
the HTSc compounds YBa2Cu3Ox (YBCO) and Bi2Sr2Ca2Cu3O10 (Bi-2223) (see also chapter
“Noncuprate Superconductors: Materials, Structures and Properties”)

Parameter NbTi Nb3Sn MgB2 YBCO Bi-2223

T c (K) 9 18 39 92 110

anisotropy Negligible Negligible 1.5–5 5–7 50–200

jc at 4.2 K (A/cm2) ~106 ~106 ~106 ~106 ~107

Bc2 (T) at 4.2 K 11–12 25–29 15–20 >100 >100

Birr (T) at 4.2 K 10–11 21–24 6–12 5–7 (77 K) 0.2 (77 K)

ξ(0) (nm) 4–5 3 4–5 1.5 1.5

λ(0) (nm) 240 65 100 ~ 140 150 150

Resistivity ρ(T c) (μ� cm) 60 5 0.4 150–800 40–60
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Fig. 12 Results of the critical current density (whole wire, T = 4.2 K) from various types of wire
samples, including MgB2-wires, NbTi, Nb3Sn and the HTSc-compounds Bi-2212, Bi-2223 and
YBCO [104]

Figure 12 presents data of the whole wire critical current density at T = 4.2 K
(liquid Helium temperature) as function of the applied magnetic field. At the given
low temperature, the HTScmaterials show their ultimately high critical fields, but the
critical currents of the nowadays well-developed Nb3Sn and NbTi-wires can surpass
the ones of the HTSc in an appropriate field range.

The critical current data of the MgB2-wire are still the lowest ones, but of course,
the MgB2-wire production is still not as mature as that of NbTi, so there is hope for
future developments improving the flux pinning properties.

4.2 Fabrication of Wires for Applications

Careful design is required to develop superconducting wires and cables as detailed in
the reviews of wire manufacturing in Refs. [4, 5]. For different types of applications,
the wire design needs to be adapted accordingly, which adds complexity to the wire
architecture in the sense that also the outer shell and the manufacturing route have
to be selected carefully to achieve the demanded superconducting properties.

NbTi is practically an ideal material for conductor fabrication, with no anisotropy
(cubic crystal structure), the only metallic superconductor being ductile and being
composed of only two constituents [5]. Figure 13 presents cross-section views of
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Fig. 13 Modern 504 filament (left) and 288 filament (right) PIT wires, manufactured by Shape
Metal Innovations (SMI, Enschede, TheNetherlands). Reproducedwith permission fromRef. [105]

(a) a 504 filament and (b) 288 filament powder-in-tube (PIT) NbTi wires fabricated
by Shape Metal Innovations (SMI). The properties of these wires were discussed in
detail in Ref. [105]. However, as shown before in Fig. 12, the applicable field range
for NbTi is limited up to 9 T, so for the high-field applications in laboratory magnets
and the large particle colliders, Nb3Sn wires are required for the magnet design
[106]. In Ref. [107], the properties of Nb3Sn wires for applications at CERN (Large
HadronCollider, LH-LHCquadrupoles)were discussed and thewires stemming from
different manufacturers were compared to each other. This illustrated in Fig. 14a,
b. Figure 14c, d present Nb3Sn wires with different manufacturing processes from
SMI (reinforced ternary PIT wire) and a wire fabricated by the ternary bronze route
fromVacuumschmelze, respectively. A comprehensive discussion of the Nb3Sn wire
fabrication was presented by Godeke [108].

Accelerator magnets use high-current, multi-strand superconducting cables to
reduce the number of turns in the coils, and thus magnet inductance [106]. A face
view and the cross-sections of such a 40-strand Nb3Sn cable are presented in Fig. 15.

Figure 16 presents the steps made towards an MgB2-wire fabrication, which can
profit from the existing knowledge of the other metallic compounds, but also from
the lessons learned from the HTScwires of the first generation. The images of Fig. 16
present a MgB2 monofilament, the strand architecture, shaped wires and 3 × 3 and
12-strand cables. Even though the MgB2 material is relatively new as compared to
the metal alloys of the 1960s, multifilament wires and cables of MgB2 can already
be manufactured, but there are still lot of efforts required to bring the MgB2 wires to
a similar stage like the metal alloys NbTi and Nb3Sn. The current status of European
MgB2-wire manufacturing was recently reviewed in [105].

Finally, Fig. 17 illustrates the conductor development of the Chevrel phase super-
conductor, TMC (ternary Mo chalcogenides, i.e., the compound PbMo6S8). The
superconducting material is packed in a Mo shell, and then into a stainless-steel tube
to improve the mechanical properties as the final conductor is foreseen for high-field
experiments [110, 111]. The extrusion billet shown weighs 1.5 kg. The TMC wires
are not only working at much higher fields as those of Nb3Sn, but may also have an
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Fig. 14 Nb3Sn wire development. a Restacked-rod process (RRP)-wires from Oxford Instruments
(USA) and b PIT-wires from Bruker (Hanau, Germany). Reprinted from Ref. [107]. c Reinforced
ternary PIT wire from SMI and d wires using the ternary bronze route from Vacuumschmelze
(Hanau, Germany). Reprinted from Ref. [108]

Fig. 15 Nb3Sn Rutherford cables: a large face view of cable with stainless-steel (SS) core; b
cross-sections of 40-strand cable. Reprinted from Ref. [109]

advantage of lower fabrication and material costs involved [111]. Wires of this type
are manufactured by Plansee SE (Austria) [110].
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Fig. 16 MgB2-wire development [109], showing the steps towards useful wire architecture

Fig. 17 Development of
Chevrel-phase conductors of
the TMC-type, showing an
extrusion billet (~1.4 kg) for
a 1 km long wire.
Reinforcement by stainless
steel is required for the
foreseen high-field
applications, Image from
Plansee SE, courtesy B.
Seeber [110]

5 Other Superconducting Materials

5.1 Heavy Fermions

The prerequisite for heavy fermion (HF) compounds is a high concentration of
magnetic ions which build up periodic lattice sites. As consequence, it seemed to be
remote to find superconductivity as the presence of strong magnetism prohibits in
principle the formation of Cooper pairs. However, Steglich et al. [112] have found the
superconductor CeCu2Si2, exhibiting unconventional superconductivity in ambient
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Fig. 18 Crystal structure of
the heavy-fermion
superconductor CeCu2Si2

conditions; the crystal structure is presented in Fig. 18. Since this time, supercon-
ductivity was discovered in more than 30 HF materials mainly containing Ce and U,
and many more of their substituted phases, building up an entire class of materials
with ferromagnetic and antiferromagnetic order. The superconductivity takes place
mostly at T c values below 2K, but the most recently found materials NpPd5Al2 with
T c = 4.9 K [113] and PuCoGa5 [114] with a T c of even 18.5 K exhibit an even more
strange behaviour (Table 5).

The unique properties of the HF superconductors were reviewed by Stewart [115]
and Steglich [12, 116, 117]. Some superconducting parameters are listed in Table 4.
The HF materials are strongly correlated materials with an effective charge carrier
being 10—1000 larger than that of a free electron, with the direct consequence
that the pairing mechanism is unconventional. These materials are still a big puzzle
concerning the coexistence of magnetism and superconductivity [118], and so a
recent article concludes that the superconducting statemay arise due to themagnetism
rather than in spite of it [119]. These observations on the HF systems, being classified

Table 5 Properties of selected heavy-fermion compounds. Data were collected from Refs. [12,
115]

Material T c (K) Eff. mass (em) Bc2 (T) λL (nm) ξGL (nm)

URu2Si 1.5 140 8 1000 10

CeCu2Si2 1.5 380 1.5–2.5 500 9

UPt3 1.5 180 1.5 >1500 20

UBe13 0.85 260 10 1100 9.5

UNi2Al3 1 48 <1 330 24

UPd2Al3 2 66 2.5–3 400 8.5
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as unconventional superconductors, may also shed light on the pairing mechanism
leading to high-T c superconductivity (d-wave superconductivity), where a similar
phase diagram with a coexistence of magnetism (antiferromagnetism) exists.

5.2 Borocarbides

At the same time as the Chevrel phases, ternary borides and stannides were discov-
ered, all of which show also an interplay between magnetism and superconductivity.
The formulae of these compounds are RERh4B4 (where RE = Nd, Sm, Er, or Tm)
and the stannides are described by RERhxSny (where RE = La or Er with x ≈ 1–1.5
and y ≈ 3.5–4.5) [7]. The magnetic order in these materials can be ferromagnetic,
antiferromagnetic, spin glass-type, oscillatory, as well as weakly ferromagnetic.

Themost recent addition to this class ofmaterials are the quaternaryborides,which
showan interplaywith antiferromagnetism [3, 7]. TheNi-based borocarbideswith the
chemical formula RENi2B2C (RE =Dy, Ho, Er, Tm, or Lu) exhibit superconducting
transitions in the range between 6 and 17 K, with the most prominent member,
YNi2B2C, becoming superconducting at 15.5 K (see Table 6). The T c-value is found
to increase up to 23 K, when Ni is replaced by Pd. The crystal structure (see Fig. 19)
is body-centered tetragonal, with the electrical conduction taking place in the Ni2B2

layers. The T c and the Néel temperature, TN, values are very close to each other,
exhibiting all possible combinations T c > TN, T c < TN, and T c ≈ TN.

The superconducting properties in these compounds were reviewed in [120–123]
and are considered as conventional superconductors, but similar to MgB2, different
energy bands contribute in different fashion to superconductivity. Borocarbides are
type-2 superconductorswithκ~15 (ξ~10nm,λ~150nmandBc2 up to 10T). Further-
more, in this family also antiferromagnetism and superconductivity can coexist, with
the compound YbNi2B2C exhibiting a heavy-fermion behavior. Furthermore, it was
shown in [124] that the grain boundaries of polycrystalline borocarbide samples act
as weak links like in the case of the HTSc cuprates, which makes them uninteresting
for possible applications.

Table 6 Properties of selected borocarbide compounds. Data were collected from Refs. [3, 120–
123]

Material T c (K) Bc2 (T) λL (nm) ξGL (nm)

YPd2B2C 23 – – –

LuNi2B2C 16.6 7 70–130 7

YNi2B2C 15.5 6.5 120–350 6.5

TmNi 2B2C 11 – – –

ErNi2B2C 10.5 1.4 750 15

HoNi2B2C 7.5 – – –
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Fig. 19 Crystal structure of
the quarternary borocarbide
RENi2B2C (RE = rare
earths)

5.3 Layered Superconductors

The thin film preparation technology enabled the growth of multilayered systems
consisting of, e.g., a metal and a superconductor, an insulator and a superconductor
or two superconductorswith different superconducting properties. As the thicknesses
of the constituents can be varied, artificial multilayers with a variety of properties can
be fabricated. Such materials were reviewed in [125, 126]. Even more interesting are
materials with an internal layer structure or real 2D superconductors. If the coherence
length gets smaller than the interlayer distance, the superconducting state will vary
spatially, and in the extremecase, therewill be an atomic sequenceof superconducting
and non-superconducting layers, where superconducting current perpendicular to the
layers will flow as Josephson currents. Beginning in the 1960s, such natural layered
superconductors were investigated. The general formula of these systems can be
written asMX2 withM being a transition metal and X a chalcogenide Se, S or Te [3,
7]. A typical crystal structure of this material class is shown in Fig. 20 for the case
of niobium diselenide (NbSe2), which was described first in [127].

This material is very interesting for low-temperature STM investigations as a
calibration material, as the structure can readily be cleaved. With the upcoming of
van der Waals-coupled multilayer engineering [128, 129], NbSe2 is best suited to
provide a superconducting contribution for such 2D-vdW-architectures.
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Fig. 20 Crystal structure of
NbSe2 as an example of
layered or
2D-superconductors

6 New Developments

6.1 New Materials

New superconducting materials are still searched for, and the Matthias’ rule is still
an important guide to do so [130]. Recently, the Matthias’ rules helped to find a
new class of superconductors, which crystallize in the AuCu3-type lattice, that is,
the compounds of LaBi3 [19]. The finding of superconducting high-entropy alloys is
also strongly guided by the valence electron count, e/a. This demonstrates that there
are still many more superconducting materials to discover, and the help of machine
learning to search databases and to perform band structure calculations [21–23] will
certainly contribute to these efforts in the future.

6.2 High-Entropy Alloys (HEA) Compounds

Anewfield for research openedupwhen the high-entropy alloys (HEA)were found to
contain also superconducting members. Based on the overall structure of the Nb-Ti-
system, a total of 5 elements were composed to achieve the HEA effect as illustrated
in Fig. 21. All atoms may occupy any lattice site with the same probability. The first
such alloy was Ta34Nb33Ti11Zr14Hf8, found by Kozelj et al. [20] with a T c of 7.3 K.
The basic idea of the HEA compound is depicted in Fig. 20. All atoms involved may
take any position in the unit cell, in this case a bcc one. In the meantime, other HEA
compounds includingNb-Re-Hf-Zr-Ti, Hf-Nb-Ti-V-Zr,Mo-Re-Ru-Rh-Ti [131, 132]
and such containing U were found to be superconductors [133].
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Fig. 21 Composition
scheme of the HEA alloys in
the bcc structure. All atoms
involved may occupy each
lattice site as indicated by the
different colors

It was later shown that HEA is not limited to the bcc unit cell as a superconducting
hexagonal HEA alloy (Re56Nb11Ti11Zr11Hf11) with a T c of 4.4 K was found [134],
and the HEAAgInSnPbBiTe5 crystallizes in a NaCl-structure (space group Fm-3m),
with the metals on the cation site and Te on the anion site. The T c of this system is
2.8 K [135]. V-Nb-Mo-Al-Ga shows polymorphism and crystallizes for somemixing
ratio in the bcc structure but upon annealing, an A15-structure is obtained [136].

While in the A15-structure, the highest upper critical field for all HEAs of 20.1 T
was measured. All the superconducting HEAs are type-2 superconductors with crit-
ical fields up to 8–10 T. The remarkable behavior of the electron system of the HEA
compounds became visible in high-pressure experiments as shown in Fig. 6, which
indicates that the electronic character of the HEA is different from that of the single
constituents. The consequences this may have for the fabrication of wires is still not
yet explored. Thus, there will be for sure more interesting physics coming out from
such systems in the future.

6.3 Magic-Angle Bi-layered Graphene

Carbon becomes superconducting in various forms, including the carbon-doped
diamond films and carbon nanotubes [30, 31]. Another interesting carbon mate-
rial is graphene, and superconductivity in such systems was discovered recently in
magic-angle, twisted bi-layered graphene (MA-tblG) [32–34]. Placing two graphene
layers together under an angle of 1.1° forms a Moiré pattern as shown in Fig. 22.
This observation leads to a new type of superconducting material, being the start
of the so-called Moiré superconductivity, where superconductivity depends on the
Moiré pattern formed between two or more atomically flat layers with a much larger
lattice parameter. The T c of MA-tblG is low with T c ranging between 0.5 and 1.4 K,
but it could be shown that adding hexagonal boron nitride (h-BN) layers of different
thickness improves T c up to 4 K [34].
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Fig. 22 Magic-angle bi-layered graphene (MA-tblG), presented as Moiré-pattern of two 5°-tilted
graphene layers for clarity. The bold line shows the newMoiré lattice parameter. The inset presents
the arrangement for measurements, where the sample is covered by few layers of graphite flakes
(flG) acting as gates

The superconductivity of the MA-tblG layers is on the way to be understood in
detail [137], even though more careful experiments on the Moiré superconductors,
which include also other 2D-layers with similar structure like e.g., WSe2 [138],
regarding their superconducting properties are still required.

6.4 Metal Hydrides Under Pressure

Superconductivity in metal-hydrides was found in 1972 by Skoskiewicz in the Pd-H
system [139]. A maximum T c of ~4 K was obtained for a ratio H/Pd ~ 0.9 in ambient
conditions. However, if the pressure is sufficiently high, hydrogen is believed to
become a monatomic metal with exotic electronic properties owing to the quantum
nature of this low-Z system [28, 140]. Due to the fact that very high pressures
are required to create such states, hydrogen-rich metal compounds, in which the
hydrogen is chemically pre-compressed, have been considered as an alternative for
experimental work.

In recent experiments, X-ray diffraction and optical studies have demonstrated
that super-hydrides of lanthanum can be synthesized with La atoms in an fcc lattice
at 170 GPa upon heating to about 1000 K. The results obtained in [27, 141, 142]
match the predicted cubic metallic phase of LaH10 [143] having cages of thirty-two
hydrogen atoms surrounding eachLa atom.This configuration is up to now the closest
one to pure metallic hydrogen. Four-probe electrical transport measurements were
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Fig. 23 Resistance measurements under high pressure (188 GPa) on LaH10.Reproduced with
permission from Ref. [141]. On the right, the crystal structure of R-3 m-LaH10 is shown, with
the blue arrows indicating displacements of the H-cluster. Below the H32-cluster which surrounds
each La atom in the structure is presented. Reproduced with permission from Ref. [143]

performed in the high-pressure environment that display significant drops in resis-
tivity on cooling up to 260 K and 180–200 GPa. These measured transitions repre-
sent signatures of superconductivity at near room temperature, which is a remark-
able result, initiating a new area in superconductivity [42]. The underlying mecha-
nism is, however, that of conventional superconductivity based on electron–phonon
interaction (Fig. 23).

7 Conclusion

The conventional or low-T c superconductors are by no means dead as one could
think during the hype around the various high-T c materials: The LTSc still serve
as model systems in basic physics, e.g., for creating mesoscopic superconducting
samples, 2D superconductors or model systems to investigate flux pinning prop-
erties. Concerning the fabrication of superconducting wires, there is still a lot of
development required to design and produce the wires and cables for the current big
projects like ITER and the planned fusion reactors. And, very important, there are
new and unexpected results reported in the literature, which give the entire field a
new push. This concerns mainly the discovery of new superconducting materials like
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the discovery of the high-entropy alloys (HEA), which was based on the Matthias’
rules. These materials show up with interesting new properties. This is especially the
case for the high-pressure dependence of T c, which exhibited superconductivity up
to 190 GPa pressure. This result points out that the electron system of a HEA is truly
different from its individual components like No or Ta. Very remarkably, it was found
that the parent compound of the HEA, NbTi, was never investigated before at high
pressures, carrying out this experiment recently, brought out the striking result that
T c of NbTi can be increased up to 19 K, and the superconductivity persists also up
to 261 GPa, the highest pressure which can be applied experimentally. Furthermore,
superconductivity was found in magic-angle, bi-layered graphene, creating a new
class of superconducting materials, the Moiré-type superconductors. And, the high-
pressure experiments on LaH10 reaching room-temperature superconductivity put
the research on metallic superconductors to the forefront of interest. Thus, there is a
lot of exciting new physics in this field, coming up certainly with new and important
results in the near future.
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High-Tc Cuprate Superconductors:
Materials, Structures and Properties

Anjela Koblischka-Veneva and Michael R. Koblischka

Abstract The cuprate superconductors are the first and the most important high-
T c superconducting materials, as still today applications of superconductivity at the
temperature of liquid nitrogen (77 K) are only possible with cuprate superconductors
(and here, especially the three compositions YBa2Cu3O7−δ (abbreviated as Y-123 or
YBCO), Bi2Sr2CaCu2O8+δ (Bi-2212) and Bi2Sr2Ca2Cu2O10+δ (Bi-2223)). In this
chapter, we present the crystal structures of the main 5 HTSc cuprate families (Ln-
Cu–O (Ln-214), Y-Ba-Cu–O (YBCO), Bi-Sr-Ca-Cu–O (BSCCO), Tl-Ba-Ca-Cu–O
(TlBCCO), and Hg-Ba-Ca-Cu–O (HgBCCO)) and their specific crystallographic
features and discuss the resulting superconducting properties and the electric and
magnetic characteristics being important for the applications, including the normal
state properties, the grain boundary problem, the irreversibility lines, and issues of
creating flux pinning sites to increase the critical current density, jc. We further
point out the progress in the material development in the direction for applications
concerning the microstructure and texture and present the typical sample shapes.

Keywords High-T c superconductors · Cuprates · Crystal structures · Phase
diagram · Doping · Oxygen content · Irreversibility lines · Microstructure ·
Applications

1 Introduction

The cuprate high-temperature superconductors (HTSc) were the first materials with
a superconducting transition temperature, T c, above 30 K, being clearly above that of
the previous record holder, Nb3Ge films with T c = 23.2 K [1–3]. In their pioneering
paper, Bednorz and Müller (Nobel prize 1989) presented the compound LaBaCuO
(the stoichiometric composition turned out to be La1.85Ba0.15CuO4, now abbreviated
as La-214) as a possible HTSc material [4]. The striking difference to all previous
superconductors being metals and metal alloys was the fact that this material was a
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ceramic, which was thought to be impossible as ceramics are normally insulators.
Soon after the results could be reproduced by other groups, a race for even higher T c’s
set in, the early stages ofwhich are nicely narrated in the bookbyHazen [5] and in very
short times after, the compound (La,Sr)2CuO4 was foundwithT c =38K [6].Byhigh-
pressure experiments on La-Ba-Cu–O, the idea came up to replace La by the smaller
ionofY, and so theYBCOcompoundwith aT c of 91…93Kwas foundbyWuet al. [7]
and Chu et al. [8]. This was the first time to raise T c above the temperature of liquid
nitrogen (77 K), so superconductivity was no longer a phenomenon which could
take place only behind the steel walls of cryostats, but could now be demonstrated
easily to the public or even in class rooms. Following this progress, about a year
later the first members of the BSCCO-family were announced by Maeda et al. [9]
and Zandbergen et al. [10], raising T c from 85 K in Bi2Sr2CaCu2O8+δ (Bi-2212) to
105 K in Bi2Sr2Ca2Cu3O10+δ (Bi-2223). The next steps of the quest to find materials
with even higher T c were the finding of the Tl-based superconducting family [11–
13] and the Hg-based family [14, 15], which brought up T c to 138 K in slightly
Tl-doped HgSr2Ca2Cu3O9 (Hg-1223). This material still holds today the T c record
for a material in ambient conditions [1]. Under pressure, the T c of Hg-1223 could
be raised further to 165 K [16, 17], which is now surpassed by reaching nearly room
temperature in H3S [18] and then in LaH10 [19]. Even though now more than 100
HTSc superconductors are known with T c’s above the HTSc limit of 30 K, none of
thesematerials could further improve themaximum T c [20]. ThemainHTSc families
and their maximum T c are plotted in Figs. 1 and 2 below.

The La-124 system was developed further with family members doped with elec-
trons, instead of hole-doping like for all other cuprate HTSc, making up the general

Fig. 1 Superconducting transition temperature, T c, of various cuprate HTSc. Different HTSc
families are indicated by different colors. Data were collected from Refs. [1–3]
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Fig. 2 The raise of T c as a
function of time, starting
from the first
superconductor, Hg,
discovered in 1911. The
borderline between LTSc and
HTSc is defined at T = 30 K,
and several other
superconducting materials
discovered since 1960 are
also shown for comparison.
Data were collected from
Refs. [1–3]

formula Ln2−xMxCuO4−δ (with Ln = rare earths Pr3+, Nd3+, Sm3+, or Eu3+ andM =
Ce4+ or Th4+ where x≈ 0.1–0.18 and δ ≈ 0.02), yielding the highest T c of about 25 K
for NCCO (i.e. Nd2−xCexCuO4−δ) [21, 22]. These materials are especially important
to test theories of the Cooper pair formation in HTSc materials.

From the applications’ point of view, only the three systems, (RE)-BCO with RE
denoting light rare earth elements, i.e., Nd, Eu, Sm and Gd, and the Bi-2212 and Bi-
2223 systems, are really usefulmaterials to be produced in a variety of shapes, ranging
from epitaxial thin films, thick films, coated conductors, powder-in-tube wires and
tapes, andbulkmaterials [23–25].Very recently, even superconducting foams [26, 27]
and nanofiber mats [28, 29] could be produced.Most attractive for many applications
are such with cooling by liquid nitrogen (T = 77 K), even though nowadays the
development of cryocooling systems [30] has largely advanced allowing to reach
even low temperatures in a cryogen-free manner.

Figure 2 gives the superconducting transition temperatures, T c, as function of the
year of discovery, starting from 1911 with Hg discovered by Kammerlingh Onnes
[31].Aborderline at 30K separates the conventional, low-T c superconductors (LTSc)
from the HTSc compounds [1].

The common feature of all the cuprate HTSc crystal structures is the layered
structure consisting of several different plane layers. The most important one are the
Cu–O-planes, which are considered to be the main superconducting highways. All
other layers in the crystal structure serve as charge carrier reservoirs. The layered
structure leads in turn to a high anisotropy of the superconducting properties [1–
3], which causes interesting magnetic properties as discussed in Chap. 3. Another
common issue for all cuprate superconductors is the fact that they are ceramic oxidic
materials, and as consequence, the oxygen loading and oxygen distribution within
the Cu–O-planes is an important issue for the resulting superconducting perfor-
mance. A generic phase diagram of the HTSc materials is presented in Fig. 3 below.
Depending on the hole concentration p, the material can be driven from an antifer-
romagnet (AF, with the corresponding Néel temperature TN) via a spin glass state to
a superconductor, SC.
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Fig. 3 Generic phase
diagram for cuprate HTSc
showing temperature versus
the charge carrier
concentration (doping)

At temperatures above TN or T c, the compound may behave as “normal” metal,
mostly as semiconductor [32, 33]. This coexistence of an antiferromagnetic state
with superconductivity may be the key for the underlying pairing mechanism in the
cuprate HTSc [34].

In this chapter, we discuss the crystal structures of the cuprate HTSc families and
the resulting consequences, the microstructures and the important superconducting
properties. Furthermore, we discuss the use of the cuprate HTSc in applications of
superconductivity.

2 Crystal Structures of the Cuprate HTSc Families

The HTSc cuprate superconductors have either tetragonal or orthorhombic crystal
structures, and their unit cells are formed by stacking various layers together along
the c-direction, which causes the c-axis parameter to be much longer than the a- and
b-axes. One or more Cu–O-planes that are present are particularly important, as they
constitute the superconducting layers, where the mobile charge carriers (electrons or
holes) reside and that undergo superconducting condensation when cooled below T c.
Other intervening metal oxide and pure metal layers are present as well, namely Tl–
O, Bi–O, Hg–O, Ba–O, and Sr–O layers. Furthermore, Cu–O chains, and Y and Ca
layers appear in the HTSc unit cells, which provide the necessary structural frame-
work for the pertinent number of Cu–O-planes to exist. Several of the oxide layers
(e.g., Tl–O, Bi–O, Hg–O layers and the Cu–O chains) exhibit a mixed-valence char-
acter, which makes them serve as charge reservoir layers supplying mobile carriers
to the superconducting Cu–O-planes. At the same time, these layers render a low
dimensionality to their electronic structure by serving as blocking or spacer layers
between the superconducting layers. A negative consequence of the presence of such
additional layers is that they weaken the electronic coupling along the c-direction to
make the material quasi-two-dimensional, and thus promote a significant anisotropy
in both the superconducting and normal states. The ratio of the normal-state resistiv-
ities along and perpendicular to the c-direction, ρc/ρab, ranges from the order of 102
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to the order of 105 and the critical current across the layers in the superconducting
state can be orders of magnitude lower than in the (a,b)-plane [20, 35]. This poses a
serious constraint and a challenge for material science to prepare HTSc conductors
achieving the high critical current densities, jc, required for practical applications
[36].

2.1 YBCO

Wewill start with the YBCO compound, which is the most important HTSc material
for present-day’s applications [23–25]. Interestingly enough, YBCO was the first
HTSc material with T c at 91 K, which is well above 77 K, the temperature of liquid
nitrogen, allowing the operation of applications at this temperature. Starting from
high pressure studies on LBCO, Chu et al. [8] noted a large and positive pressure
coefficient of T c, with the onset of superconductivity occurring at 52.5 K [37]. So, the
idea was born to simulate this pressure in a chemical way (i.e., internal pressure) by
replacing La3+ with the smaller Y3+ ion. The resulting material was a mixture of two
phases, the superconducting (black) YBCO and the green (insulating) Y2BaCuO5

(Y-211) phase [5]. This phasemixture is still an important issue to create a reasonable
amount of flux pinning sites in the 123-compounds today [38].

The unit cell of YBaCuO6+y possesses double Cu–O-planes and a single plane
with Cu–O-chains as shown in Fig. 4 for y = 0.5 (double unit cell), y = 0.7 and y
= 1.0. YBCO has an orthorhombic unit cell (i.e., a �= b) for y = 0.5 to 1.0, and a
tetragonal one (a = b) below 0.5. The material is optimally doped at y = 1.0 (that
is, O7), and is underdoped for all other y [39–41]. This is further illustrated in Fig. 5

Fig. 4 Crystal structures of YBCO compounds depending on the oxygen content, y, ranging from
y = 0.5 (half doped) via y = 0.7 (underdoped) to y = 1.0 (optimally doped)
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Fig. 5 T c as function of the
oxygen content (redrawn
with permission from Ref.
[40]). Below y = 0.5, YBCO
is tetragonal, above
orthorhombic. YBCO is
optimally doped at y = 1,
otherwise only underdoped.
The green circle marks the
range where δT c-pinning can
appear (fishtail effect in the
MHLs)

below. Practically, to reach full oxygen loading, long times are required (diffusion),
so this poses a problem when fabricating large sample sizes like YBCO bulks [42].
Note also that it is not possible to create an overdoped YBCO superconductor by
oxygen loading.

The consequence of all this is a strongdependence ofYBCOon the oxygen loading
achieved. In [40], Poulsen et al. have shown by experimental neutron scattering
data and simulations that the oxygen atoms have a strong tendency to form chains
in the Cu–O-planes. In the state y = 0.5, every second row of oxygen atoms is
unoccupied, thus the doubling of the unit cell to describe this situation properly. A
slight oxygen deficiency is already sufficient to reduce T c, which poses a big problem
when investigating the surface of an YBCO crystal under UHV conditions, e.g., by
STM [43, 44]. For y < 1, regions with lower T c (= broken chains) are embedded in
the YBCO7 matrix when being close to optimal doping. If these regions are of similar
size to ξ, then the order parameter only varies slightly, but if the regions are larger
than 2 ξ, so-called δT c-pinning sites [45, 46] may be formed, and the corresponding
magnetization loops may show the so-called fishtail effect [45, 47]. The resulting
fishtail effect is only weak, and further oxygen loading may completely remove this
peculiar shape of theMHLs again in ultrapure single crystals [48]. The region, where
this can happen, is marked by the green dashed circle in Fig. 5 below. In this sense,
an YBCO crystal with y < 1 can be seen as a granular material on the nanoscale,
which confirms the early observations of Däumling et al. [49].

In subsequent experiments, it was soon realized that the formation of the high-T c

phase was not confined to Y3+ alone, but, a superconducting RE-123 family could
be created [50] with nearly all lanthanides RE, except Ce and Tb, resulting in non-
superconducting multi-phases. This is commonly attributed to their relatively bigger
ion size (see also Fig. 6). The case of Pr was long debated in the literature, but the
final conclusion is that also Pr does not yield a superconducting material [51, 52].

Figure 6 presents the lattice parameter of the RE-BCO unit cells for the rare
earth elements in the order of their ionic radius, compiled from literature data. Erbe
et al. [53] also showed recently the lattice parameter of the two most important
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Fig. 6 Lattice parameter of
RE-BCO depending on the
ionic radius of the RE ions,
(data were collected from
Ref. [53]). The four LRE
elements are marked in red.
Pr, Tb and Ce do not form
HTSc materials, Pm is
radioactive

substrates for thin film production, SrTiO3 (STO) and LaAlOx (LAO), which are
just engulfing the RE-BCO compounds, thus leading to some stress/strain in the
thin film samples. The quest to further enhance the critical currents in the RE-BCO
compounds, especially for large bulk samples, lead to interesting combinations of
more than one RE element, leading to binary [54, 55], ternary [56, 57], and even
to HEA-inspired (see Chap. 6) RE-BCO compounds with five RE elements [58],
where the increased disorder on the Y-site provides new possibilities to design an
appropriate material for applications with high current densities.

For the set of light rare earth elements (LRE =Nd, Sm, Eu and Gd), the ion size of
the LRE3+-ion becomes comparable to that of Ba2+-ion. As result, the LRE3+-ion can
substitute Ba2+, thus forming a LRE-rich compound with reduced superconducting
properties (T c ~ 65 K) [59]. A controlled mixture of these two phases by dedicated
processing steps enables increased flux pinning, at low temperatures by variation
of the order parameter ξ (δT c-pinning) and at elevated temperatures by magnetic-
field induced pinning of the LRE-rich sites rendered normal. The final result are
magnetization curves with a large secondary peak, i.e., strongly increased critical
currents at elevated magnetic fields [46, 60]. In contrast to the fishtail effect caused
by oxygen vacancies, this LRE-induced fishtail effect is very strong and also not
reversible. All these observations nicely illustrate the importance of nanoengineering
of flux pinning sites in the RE-BCO compounds to tailor the flux pinning properties
and the resulting critical current densities [61].

The surface of NdBCO is reported to be much more stable as that of YBCO,
so measurements within an UHV environment are possible [63]. Low-temperature
scanning tunnelling spectroscopy (STS) was performed on high-quality, doped Nd-
123 single-crystal samples [62] as shown in Fig. 7 with T c values of 76 K (highly
underdoped), 93.5 K (underdoped) and 95.5 K (optimally doped), respectively. The
measurements were taken on an (a, b)-plane for the underdoped samples and on a (b,
c)-plane for the optimally doped sample. From the dI/dV-curves obtained showing
features like the conductance peaks (marked as P), dips (D) and humps (H), the



188 A. Koblischka-Veneva and M. R. Koblischka

Fig. 7 Representative dI/dV-curves obtained atT = 4.2KonNdBCOsingle crystalswithT c values
of 76K (highly underdoped, UD76, a), 93.5K (underdoped, UD93, b) and 95.5K (optimally doped,
OP95, c). Spectra shown for UD76 were obtained along a 5 nm scan line and for UD93 they were
obtained along a 20 nm scan line. The spectra shown for OP95 were obtained at the same location.
The curves observed at different locations are staggered for clarity. Reproduced with permission
from Ref. [62]

energy gap (2�) measured from peak-to-peak separation monotonically increases
as the T c values decrease monotonically due to underdoping. In detail, values of
56 ± 4 meV for OP95, 70.6 ± 1.5 meV for UD93 and 117 ± 25 meV for UD76
were obtained. These values are in the range reported for both Bi-2212 and YBCO
compounds [64].

The YBCO-family has two more members by created by adding additional layers
to the original composition. The compound REBa2Cu4O8 (i.e., RE-124, where RE
denotes any lanthanide other than Ce, Tb, or Pr) with T c ~ 80 K was subsequently
discovered, which is an analogue of RE-123, but with an extra plane containing Cu–
O chains [65], whereas a combination of the 123 and 124 systems turned out to be
an ordered inter-growth in the form of the Y2Ba4Cu7O15 (Y-247) system, which has
a T c of 95 K [66]. The crystal structures of Y-124 and Y-247 are presented in Fig. 8.
Y-124 was found to appear as stacking fault in Y-123 crystals. The more complicated
preparation route to achieve pure materials has excluded them from applications.

2.2 BSCCO Family

Starting from the LaSrCuO compound, Michel et al. [67] had found the T c of several
Bi–Sr–Cu–O compounds to range between 7 and 22 K, which later was raised even
to 34 K. These findings suggested the replacement of the La-ion by Bi in LSCO,
although the resulting crystal structure was found to be different from the original
K2NiF4 structure. The crystal structures of theBSCCO family are illustrated in Fig. 9,
starting with the single CuO-layer (n= 1) compound Bi2Sr2CuO6 (Bi-2201), having
a T c of ~25 K. Subsequently Maeda et al. [9] found a substantially enhanced T c of
the order of 80–110 K for Bi–Sr–Ca–Cu–O (BSCCO), and the generic formula of
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Fig. 8 Crystal structures of
the YBCO-family members,
Y-124 and Y-247. Y-124 has
an extra chain layer as
compared to Y-123, and
Y-247 is an intergrowth of
both Y-123 and Y-124 phases

the BSCCO family turned out as Bi2Sr2Can−1CunO2n+4. For the Bi2Sr2CaCu2O8+d

(Bi-2212) compound with two (n = 2) Cu–O-layers, T c ranged from 85 to 95 K,
while for Bi2Sr2Ca2Cu3O10+d (Bi-2223) containing three (n = 3) Cu–O-planes, T c

was up to 110 K [10]. A partial substitution of Bi by Pb, (Bi,Pb)2Sr2Ca2Cu3O10+d,
was found to contribute to the phase stability in the processing steps [68]. Among
the BSCCO family, the Bi-2212 compound has the highest anisotropy, which is
the highest one of all HTSc compounds [20]. This leads, of course, to interesting
consequences concerning the magnetic properties as discussed in Chap. 3.

Many of the superconducting and normal state properties of the BSCCO
compounds were discussed in [70]. Important is here that in the BSCCO system
underdoped, optimally doped and overdoped superconductors may be created, which
enables to test the prediction of the phase diagram. Figure 10 illustrates how the
resistivity curves will vary upon doping for the two situations, in-plane and out-of-
plane. Thus, one can recognize, e.g., the optimally-doped situation directly from the
resistivity measurement.

Figure 11 presents resistivity measurements carried out on optimally doped Bi-
2212 as well as on underdoped material [71, 72]. The resistivity curve of the under-
doped material is assumed to approach the pseudogap temperature, T*, visualized
by the first deviation from the otherwise linear behavior.
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Fig. 9 Crystal structures of members of the BSCCO HTSc family, Bi-2201, Bi-2212 and Bi-2223

Fig. 10 Schematic overview of the dependence of the measured resistivity on doping effects. The
top row shows the in-plane resistivity, and the lower row the out-of-plane resistivity. The two insets
illustrate the direction of the current, I. Reproduced with permission from Ref. [69]
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Fig. 11 Resistivities along
the a-axis measured on
Bi-2212 single crystals for
various oxygen dopings, δ.
Optimally doped material
(δ = 0.24) shows no extra
kink at high T indicating the
pseudogap temperature T*
(see also the phase
diagrams), whereas
underdoped material (δ =
0.22–0.2135) does.
Reproduced from Ref. [72]

Furthermore, the BSCCO material is less sensitive to oxygen loss, so proper
surfacesmaybepreparedby cleavingunderUHVconditions, so high-resolutionSTM
measurements became possible especially on the Bi-2212 system, revealing inter-
esting physics. Figure 12 shows two so-called gap-maps as determined by STM/STS
[73], where the superconducting gap is determined from I/V-curvesmeasured locally
by STS (see also Fig. 7) and then plotted as a function of position. These maps reveal
the local variation of the superconducting gap size, and it is clearly visible that
regions with similar gap sizes form clusters in both cases (a—underdoped) and (b—
as grown, which is slightly overdoped). As seen before in the case of NdBCO, the

Fig. 12 STM images (“gap maps”) of a Bi-2212 single crystal. a Shows an underdoped crystal,
and b the as-grown state (which is, i.e., slightly overdoped). The color code for the superconducting
gap is chosen to be the same for both images. The observation temperature was T = 4.2 K; the
image size is 56 × 56 nm2. The points in the white rectangle were further analyzed in [63]. Note
that the gaps in (a) and (b) are quite different from each other, but in both cases, nanometer-sized
areas of different gaps are visible in the images. Reproduced with permission from Ref. [73]
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superconducting gaps of the underdoped samples are much larger as compared to the
optimally doped or overdoped cases, the two maps differ in the size of the measured
gaps, but show the same clustering.

The gap maps clearly demonstrate that oxygenation is creating a kind of internal
granularity (i.e., a spatial variation of the superconducting gaps due to different
oxygen content) on the nanometer scale even in high-quality single crystals. This
important result should always be kept in mind when interpreting results of electric
or magnetic measurements of superconducting properties of HTSc samples.

2.3 TlBCCO Family

By completely replacing Bi by Tl and Sr by Ba, that is, forming the Tl–Ba–
Ca–Cu–O family (in short TBCCO), one may have single- or double-Tl-layered
compounds [11] with the generic chemical compositions TlBa2Can−1CunO2n+3 and
Tl2Ba2Can−1CunO2n+4, respectively. Crystal structures of the compounds Tl-1212,
Tl-1223 and Tl-2212 are presented in Fig. 13.

Fig. 13 Crystal structures of the Tl-based HTSC family, showing the compounds Tl-1212, Tl-1223
and Tl-2212
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As already seen in case of the BSCCO compounds, the nominal composition
and the processing schedule influence the resulting T c and the structural details of
the synthesized phases of the TBCCO system. Most notable is here that among the
single-Tl-layer compounds, Tl-1223 and Tl-1234 exhibit the highest T c values of
133 K [12] and 127 K [74], respectively. Among the double-Tl-layer compounds,
the two compositions Tl-2223 and Tl-2234 possess T c values of 128 K [13] and
119 K [75], respectively. The structural, chemical and mechanical properties of the
TlBCCO family were summarized by Bellingeri and Flükiger [76], including also
the less common members of the family like Tl-1222, Tl-1234 and Tl-2234. The last
two compounds exhibit even four Cu–O-layers per unit cell. The pressure depen-
dence of T c of the two compounds Tl-2223 (3 Cu–O-layers) and Tl-2234 exhibited
a clear kink at ~12 GPa [12], suggesting that the inner and outer Cu–O-layers, which
are inequivalent (the inner layer has fourfold oxygen coordination, the outer ones
fivefold), also behave differently under pressure. In ambient conditions, due to the
only proximity weak coupling between the Cu–O-layers, T c is determined by the
Cu–O-layer with the highest intrinsic T c.

Due to the high T c and the lower anisotropy as compared to Bi-2212, it was
attempted to fabricate powder-in-tube tapes, especially with the compound Tl-1223,
which presented reasonably high irreversibility fields. However, the grain boundary
weak link problem, which is essential for all HTSc compounds [77–79], led only
to reduced critical current densities of these tapes [80], making them obsolete for
applications. Furthermore, the compounds Tl-1212 and Tl-2212 were used for the
fabrication of microwave devices, showing a low surface resistance in frequencies up
to 10 GHz [81]. Another important obstacle is the toxicity and volatility of Tl, which
is according to [76] controllable by taking specific measures and encapsulating the
superconducting material like as is done in the Ag-sheathed tapes. However, extra
costs caused by these procedures are hindering the applications of the TlBCCO
compounds.

2.4 HgSCCO Family

The HgSCCO HTSc family is rich of members following the basic compositions
HgBa2Can−1CunO2n+3 and Hg2Ba2Can−1CunO2n+4 [14–16] describing single- and
double-layered Hg systems. Figure 14 presents the crystal structures of the Hg-1201,
Hg-1212 and Hg-1223 compounds. As pointed out already before, the single-Hg-
layered compound Hg-1223 exhibiting three Cu–O planes (n= 3) has a T c of 134 K,
but hasmanifested the highestT c = 138Kof all cuprateHTSc,whenHg ismarginally
replaced by 0.2% Tl. Now other material showed a higher T c at ambient conditions,
even to date.

Schwartz and Sastry [82] summarized the properties of the HgBCCO family
members, and also the efforts made with the fabrication of thin films, thick films and
tapes of the Hg-based compounds. Although the irreversibility lines of the undoped
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Fig. 14 Crystal structures of the Hg-based HTSC family, showing the compounds Hg-1201, Hg-
1212 and Hg-1223, the T c-record holder for the cuprate HTSc

and doped HgBa2Can-1CunO2n+2 compounds show the highest values for the irre-
versibility field at high temperatures of any known superconductor, it is only compa-
rable to that of YBCO at 77K. Furthermore, it was found that the position ofBirr(T ) is
strongly dependent upon added dopants, which is an important issue fromboth funda-
mental and technological points-of-view, offering possibilities to tailor the magnetic
properties.

Plotting the irreversibility field, Birr, versus the reduced temperature, T /T c, it was
shown that Birr is above that of the Bi–Sr–Ca–Cu–O double layer compounds, but
below the one of the YBCO compound [83]. This observation is thus consistent
with the model that the irreversibility field as a function of normalized temperature
is inversely proportional to the separation of the Cu–O-layer in the unit cell. As a
consequence of the record-high T c, the absolute value of Birr(T ) is as high as that of
YBCO at 77 K, and consequently, above it for higher temperatures [84].

There have been several efforts in the literature to produce especially thin film
materials of the HgBCCO family members, but overall, the fact that HgBCCOmate-
rials are not considered for practical applications demonstrates that T c is not the deci-
sive criterion for the use in applications, but the achievable critical current density,
jc.

Figure 15 shows the superconducting transition temperature, T c, as a function of
n, the number of Cu–O-layers per unit cell for the BSCCO, TlBCCO and HgBCCO
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Fig. 15 T c as function of
the layer number n of
Cu–O-layers per unit cell of
the BSCCO, TlBCCO and
HgBCCO HTSc families.
Data were collected from
Ref. [85]

families. The highest T c’s are obtained at n = 3, whereas an increase to 4 Cu–O-
layers reduces T c again, which is also a consequence of the inequality of the inner
and outer Cu–O-layers as observed in the pressure experiments [12]. Nevertheless,
it was attempted to create a so-called infinite layer compound, (Sr1-xCax)1-yCuO2,
consisting of only Cu–O-layers in the literature, but the resulting T c reached in first
experiments hardly 45K, but was reported to achieve 110K in later experiments [86].
The fact that the infinite layer compound does not achieve a very high T c proves
the importance of the charge carrier reservoirs and spacer layers for the high-T c

superconductivity in the other cuprate HTSc materials.

2.5 RE-214 Family

The general formula of the RE-214 family is La2−xMxCuO4 (M = Ba, Sr, Ca, or Na;
with x = 0.15–0.17). This family was developed on the base of the first experiments
by Bednorz and Müller [4], reaching a maximum T c value of 38 K [6]. However,
this was only the start of this HTSc family, which developed further into the most
complete HTSc family with both hole-doped and electron-doped members. As the
basic pairingmechanism for high-T c superconductivity is still unknown, the common
opinion is that the Cu–O-planes play the key role, and these planes can be obtained
by electron- or hole doping of the parent Mott insulator system. Thus, the finding
in 1989 of true electron superconductors among the cuprate HTSc has significant
implications for the understanding of HTSc superconductivity, allowing to test new
and existing theories experimentally [21, 87, 88]. The first electron-doped analogue
of the LSCO cuprate system was RE2−xMxCuO4−δ (RE = rare earth elements Pr3+,
Nd3+, Sm3+, or Eu3+; andM = Ce4+ or Th4+; with the parameters x ≈ 0.1–0.18 and
δ ≈ 0.02). The highest T c of this group was 25 K for the NCCO compound (i.e.,
Nd2−xCexCuO4−δ).
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The electron-doped cuprate family does have the Cu–O-planes like the other
cuprate HTSc, but the oxygen coordination is different. Figure 16 presents the crystal
structure of NCCO (called T’-phase) in comparison with the other crystal structures
(T-phase showing Cu–O octahedra) and the T*-phase (showing Cu–O pyramids).
While the hole-doped HTSc are either of the T or the T*-phase type, the T’-phase
is composed of sheets of Cu–O squares and has no apical oxygen atoms. As result,
the T’-phase can only be doped by electrons [89]. Figure 17 gives the phase diagram
for the RE-214 family, which is the most complete one of all cuprate HTSc families.
There are two superconducting domes (SC) on each side of the diagram, separated by
the antiferromagnetic (AF) phase. The resulting T c values of the NCCO compounds
are ranging only between 13 and 25 K, while the highest T c of LaCCO of 30 K can
only be stabilized in thin film form. These low T c’s do not pose a problem for the
basic research, but there are no envisaged applications of this cuprate HTSc family
to date.

Fig. 16 Crystal structures of the 214 HTSc family with the three compounds Nd2-xCexCuO4 (T’),
La2-xSrxCuO4 (T) and Nd2-xCexSr2CuO4 (T*)



High-T c Cuprate Superconductors: Materials, Structures … 197

Fig. 17 Phase diagram of
the RE-214 HTSc family
with both hole-doping and
electron doping.
Superconducting states are
obtained in the two red
domes on both sides of the
diagram, separated by the
antiferromagnetic state.
Reproduced with permission
from Ref. [88]

3 Important Superconducting Properties and Typical
Microstructures

The most important property for applications of superconductors is the achievable
critical magnetic fields as those define in which fields the superconductor stays
superconducting. However, as discussed in Chap. 3, the irreversibility fields are
the ones limiting the superconducting performance of the HTSc materials. Thus,
Fig. 18 presents the irreversibility fields, Birr(T ), together with the Bc2(T )-lines for
various HTSc materials. The Birr(T )-line or often called irreversibility line (IL) gives
the upper limit for possible applications as the flux pinning, and thus the critical
currents, goes to zero at this line, but the material stays superconducting up to the
upper critical field, Bc2(T ). The data presented are collected from various literature
data [90, 91]. Here, one should note that the IL is always located much lower than
the corresponding Bc2(T ), which is due to thermally activated flux creep, and the
principal temperature dependence of both lines is supposed to be similar [45]. An
exception to this rule occurs if there are anisotropy effects present, i.e., the rigid
vortex lines are dissociating into vortex pancakes which only exist within the Cu–
O-planes [92]. In this case, the temperature dependencies of the vortex state and the
pancake state can be clearly different from each other, whereby the low temperature
part corresponds to the ones of the less anisotropic samples.

This is, e.g., realized in the case of Bi-2212, where a clear change of shape of
the IL below 20 K is visible in the diagram [91]. The effect is less pronounced in
Bi-2223, which is accordingly also less anisotropic than Bi-2212. The Bc2(T )-lines
of both materials are not shown, but Bc2(T ) of Bi-2212 is almost similar to that of
YBCObut reaching even higher fields at lowT, so there is a hugh differences between
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Fig. 18 Diagram comparing the irreversibility fields, Birr(T) and the upper critical fields, Bc2(T ),
of various HTSc materials. The conventional LTSc alloys NbTi, Nb3Sn andMgB2 are also included
for comparison, and alsoNdFeAs0.7F0.3 and FeSe1-xTex, which are two different types of iron-based
superconductors. The full lines indicate the Bc2(T )-lines of a superconductor, and the dashed lines
represent the irreversibility lines. Note the difference between Bc2(T ) and Birr(T ) of Y-123, which
reflects the effect of thermal fluctuations. The BSCCO materials show the effect of dimensionality.
Reproduced with permission from Ref. [90]

the two lines. The ILs strongly depend on the experimental conditions, that is, the
sweep rate of the external magnetic field or the current criterion employed in the
measurements due to the thermally activated flux creep. Therefore, an analysis of the
underlying pinning mechanism(s) by only measuring the IL is not straightforward.
Table 1 presents the superconducting parameters of several HTSc materials [92],
including the upper critical fields, Bc2, measured parallel (Bc2

ab) and perpendicular
(Bc2

c) to the (a,b)-plane.

Table 1 Superconducting parameters of several HTSc compounds. Data were collected from Ref.
[69]

Cuprate T c (K) ξab (nm) ξc (nm) λab (nm) λc (nm) Bc2
ab (T) Bc2

c (T) κab

LSCO 38 3.3 0.25 200 2000 80 15 61

NCCO 25 7–8 0.15 120 2600 7 – 15

YBCO 92 1.3 0.2 145 600 150 40 115

Bi-2212 95 1.5 0.1 180 700 120 30 120

Bi-2223 110 1.3 0.1 200 1000 250 30 150

Tl-1223 133 1.4 0.1 150 – 160 – 110

Hg-1223 134 1.3 0.2 177 3000 190 – 136
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The data of Fig. 18 and of Table 1 now reveal that applications operating at 77 K
demand the use of the RE-123 compounds, whereas tapes or wires of the BSCCO
family require to be cooled down to at least 20 K [93], if not to 4.2 K, where the so
much higher Bc2 is justifying their use even as inset coils into conventional Nb3Sn
magnets.

To discuss the problems appearing for the use of RE-123 in applications, it is
essential to have a closer look on the characteristic microstructure of the supercon-
ducting samples. When preparing HTSc superconductors in a solid-state reaction,
the resulting material will be polycrystalline consisting of superconducting grains
with typical sizes ranging between 1 and 20 μm. When sending electric currents
through such samples, one immediately realizes that only small currents can be sent
without showing a too high resistance. The problems are due to the grain boundaries
(GBs), which act as weak links for the current flow. Thus, to avoid the GBs, texture
of the material is required, which is very demanding for the sample preparation, and
lot of work in the field of HTSc was devoted to develop preparation techniques to
achieve a good texture [76–78].

A first stage of microstructures is presented in Fig. 19, where single crystals and
melt-textured RE-123 samples are shown [94–96]. The typical structure is caused by
the twin boundaries, which appear in the sample preparation when cooling down the
sample from close to themelting temperature. In this stage, RE-123 has the tetragonal
crystal structure and is converted to orthorhombic by oxygen uptake, which is done

Fig. 19 Various microstructures of YBCO samples. a Typical RE-123 single crystal, optical image
[91]. b Polarization image of an (a,b)-surface revealing the twin structure [91]. c Twins and
embedded Gd-211 particles in the superconducting matrix of NEG-123. d Analysis of the twin
structure by means of EBSD. (Image (d) was reproduced from Ref. [95]). eNanostripes of SmBCO
showing a regular pattern and f irregular pattern [91]
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Fig. 20 Illustrations to the GB problem of HTSc. a Gives a schematic view of a polycrystalline
sample with grains of different orientations in blue. The border area of the grain (violet) can be
oxygen-depleted. b Shows possible grain boundaries, (1) tilted, (2) rotated in plane and (3) distorted.
The small graph indicates that currents are lowest for case (3). c Shows the cancelling effect as a
reason for the weak link effect of the GBs regarding the superconducting phase (d-wave-symmetry).
Reproduced with permission from Ref. [88]

mostly in a separate oxygen-loading step. The twins are 90°-twins by interchanging
the a- and b-axis of the material, and form twin domains [90]. The twin boundaries
are guiding the vortex motion in a superconducting sample, as moving along the
twins is easier as crossing them. The border area of such twin domains is also a weak
section, allowing penetrating flux to rush along there [97]. Thus, the twin pattern
does have an influence on the magnetic properties of the RE-123 compounds. The
nanostripes of some RE-BCO compounds are observable using AFM or STM at
ambient conditions [96] and are created during the growth of the superconducting
matrix, especially in the melt-growth techniques, which are applied to grow bulk
samples. Also these nanostripes can influence the vortex motion as demonstrated in
dedicated transport measurements [98].

The basic character of the GBs in all HTSc materials was topic of many research
reports in the literature, and the output is summarized in [76–78]. Figure 20 gives a
short overview of the GB problem. In (a), a typical polycrystalline sample is sketched
schematically. The grains may have different orientations, and their border areas may
beoxygen-depleted. Furthermore, some impurities or secondary phasesmaybe found
along the GBs. (b) shows three cases (1–3) of GBs, and the small inset indicates that
the situation (3) is the worst for a transport current. Finally, (c) illustrates a possible
explanation for the weak link character regarding the superconducting phase in each
grain (d-wave character). The interaction between the two different phases reduces
the currents through the GB as indicated; maximum correlation yields the highest
current through the boundary, the minimal configuration the lowest.

Figure 21 presents a magneto-optical (MO) analysis of the flux penetration along
GBs with different angles, which were obtained in YBCO thin films, deposited on
respective bicrystal substrates [99]. The MO images demonstrate clearly that flux
can easily rush along a GB if the misorientation is higher than 5°. Thus, it is obvious
that achieving a good texture is essential to reach high critical current densities in
HTSc samples.
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Fig. 21 Magneto-optic observations of flux penetration a thin film along aGBwith different angles.
The current ratio, Jb/Jc, strongly reduces on increasing the angle. Reproducedwith permission from
Ref. [99]

4 HTSc Cuprates and Applications

Several new preparation techniques and approaches were developed since the
discovery of the HTSc, with the main demand to achieve a good sample texture.
Figure 22 presents several samples for applications of the RE-123 family. Image

Fig. 22 Typical samples of the RE-123 HTSc family for applications. aMelt-textured Gd-123 bulk
(see the seed crystal in the sample center) [91]. b 15 cm-diameter YBCO thin film (Ceraco) [103],
c Sketch of YBCO coated conductor [104], d Large twinned single crystal of NdBCO for basic
research [105], e Superconducting YBCO foam (details described in open accessed Ref. [106]),
and f YBCO nanofiber mat [28]. Images c, d, and f were reproduced from Refs. [104, 105], and
[28], respectively
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(a) shows a melt-textured, bulk RE-123 sample with a typical diameter of 2 cm for
laboratory use. This type of sample processing was discussed in Refs. [100, 101].
Nowadays, batch-processed samples with diameters up to 10 cm can be fabricated
[102]. (b) presents a YBCO thin film sample with a diameter of 15 cm, fabricated by
Ceraco [103]. (c) shows an YBCO coated conductor in uncovered state. The YBCO
thick film is prepared by CVD on a metal substrate, requiring some intermediate
buffer layers to get a suitable base for the growth of YBCO [104]. (d) presents a
large, twinned single crystal of NdBCO [105] which is interesting for basic research,
and (e) gives a superconducting, open-cell porous YBCO foam [106] and finally, (f)
a solution-spun YBCO nanofiber mat [28, 107].

The last two sample types are porous materials, the advantages of which were
discussed inRefs. [107, 108, 109]; thematerials are lightweight and exhibit improved
oxygenation and cooling properties, avoiding the problems appearing when trying
to increase to sample diameters further.

Figure 23 shows samples for applications from the BSCCO HTSc family. As
it was most straightforward to use the powder-in-tube technique from the Nb3Sn-
fabrication also for HTSc, the Bi-2223 compound turned out to bemore useful in tape
form as YBCO due to the easier alignment of the elongated Bi-2223 grains during
rolling and wire drawing. Tapes of this type could reach 1 km in length (a), and were
thus the first choice for demonstrators for energy applications [110]. Bi-2212 wires

Fig. 23 Samples and microstructures of the BSCCO family for applications. a First-generation
silver-sheathed Bi-2223 tape [110], bmelt-cast Bi-2212 samples for current leads (Nexans, [112]).
c presents the cross-sections of multifilamentary Bi-2223 tapes, image from [113], d an extracted
filament, and e anAFM topography image of theBi-2223 grains. Images (d) and (e)were reproduced
from Ref. [114]
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Fig. 24 a EBSD-analysis of a section of a Bi-2223 tape, showing the phase map (color code below
the map) together with the EBSD-detected GBs (marked white). Reproduced with permission from
Ref. [116]. b Kikuchi pattern of the Bi-2223 phase and c indexation

were also fabricated in the same way for high-field applications at low temperatures
[111], andmelt-cast Bi-2212 samples (b) could be used for current leads [112]. Image
(c) gives two cross-sections of Bi-2223 multifilamentary tape [113], (d) presents an
optical image of an extracted filament and an AFM topography image [114].

Here, it must be mentioned that the microstructure of the HTSc samples requires
nanoengineering, as the flux pinning sites should be of a size comparable to 2ξ,
and thus, the size of the optimum flux pinning sites is about 10 nm [61, 115]. The
consequence of this is that also the required analysis techniques are pushed to their
limits. A typical example for a dedicated sample analysis is presented in Fig. 24 as
performed in [116].

The electron backscatter diffraction (EBSD) technique developed into a routine
tool to investigate the nanostructures of ceramic materials during the development of
the HTSc conductors and could thus deliver important contributions to it [116–118].
The main problem for the fabrication of HTSc wires or tapes is now to maintain
control on the nanoscale while preparing meter-long materials. All the efforts made
are summarized in [119–123]. Thus, the preparationofHTSc samples for applications
is still a demanding challenge for further research and development.

5 Conclusion

The present chapter has shown the crystal structures of all the important HTSc family
members and discussed the respective properties due to the nature of being ceramic
oxidic materials. Thus, effects of doping, oxygen-loading and –depletion play an
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important role for the superconducting performance of the cuprate HTSc samples.
The cuprate HTSc are still the only superconducting materials enabling applications
of superconductivity at 77 K with liquid nitrogen as coolant. Samples for appli-
cations come mainly from the RE-123 family and of the BSCCO family, whereas
the TlBCCO and HgBCCO families are not considered for applications despite their
much higher T c-values. Themain reason for this is the grain boundary problem, from
which all cuprateHTSc suffer. This also lines out that achieving good sample textures
in the sample fabrication is an essential task to obtain high critical current densities
demanded for the applications. To do so, not only the preparation techniques had to
be developed or to be improved, but also the required analysis and characterization
techniques required further development in order to enable nanoengineering of the
flux pinning sites within the HTSc materials.

All the images of crystal structures were prepared using the software VESTA
[124].
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Noncuprate Superconductors: Materials,
Structures and Properties

Soubhik Bhattacharyya and P. M. Sarun

Abstract This chapter briefly deals with the structures, properties, and applications
of some of the well-studied classes of non-cuprate superconductors. The chapter
begins with a brief discussion on low-Tc superconductors, such as superconducting
elements, A-15 superconductors, superconducting binary compounds, etc. In the next
part of the chapter, two important classes of superconductors have been discussed—
MgB2 and iron-based superconductors. These two classes are probably the most
widely studied non-cuprate superconductors around the globe in the last two decades.
Electronic bandstructure, the impacts of doping on superconducting characteristics
of MgB2, etc., have been dealt with in detail. Structural, magnetic, superconducting
properties at ambient and non-ambient pressures of various iron-based superconduc-
tors have been reviewed on iron-based superconductors. Subsequently, other classes
of superconductors like superconducting nickelates, oxide superconductors, organic
superconductors, Chevrel phases, heavy-fermion superconductors, etc., have been
included. Among them, nickelate superconductors are the most recently discov-
ered class of superconductors. In the last section, a brief history of the invention of
superconductivity near ambient temperature in themetal hydrides has beendiscussed.

Keywords Superconductors · Non-cuprate · MgB2 · Iron-based superconductors ·
Superconducting properties · Crystal structure

1 Introduction

The complete absence of electrical resistance in pure metal was first discovered in
1911 by Heike Kamerlingh Onnes [1] and his research group. They successfully
investigated the properties of matter at low temperatures, which led to the liquefica-
tion of liquid Helium. They detected a sharp drop of resistance of mercury at 4.2 K.
The new phenomenon was termed superconductivity. Hence, the state of matter is
known as the superconducting state. The temperature at which the phase transition
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occurs from the normal state to the superconducting state is the critical tempera-
ture or transition temperature (Tc). Indeed, this disagrees with the postulate that
the resistance in metal would stay finite at zero Kelvin. Meissner and Ochsenfeld
[2] discovered perfect diamagnetism in the superconducting state in 1933, which is
unique in elemental superconductors. The external weak magnetic field is expelled
in the superconducting state, which is later known as the Meissner effect.

Numerous theories developed to explain the phenomenon of superconductivity.
Most prominent among them are phenomenology theory by F. and H. London [3],
semi phenomenology theory by Ginzburg and Landau [4], and the microscopic
theory, known as BCS theory, hypothesized by Bardeen, Cooper, and Schrieffer [5]
in 1957. Ginzburg–Landau’s (GL) theory divides the superconductors into type-I and
type-II based on their behavior in an external magnetic field. BCS theory explains the
mechanism of superconductivity in the elemental superconductors and few classes
of the low-Tc superconductors. These are known as conventional superconductors
or BCS superconductors. Nevertheless, most of the superconductors, especially the
high-Tc superconductors, are unconventional superconductors. The BCS theory can
not explain the mechanism of superconductivity in these compounds.

After discovering superconductivity, many new families of superconductors have
been discovered in the last century. At present, there are several thousands of known
superconducting compounds exist. In this chapter, only a few well-studied and tech-
nologically essential classes of non-cuprate superconductors have been discussed
briefly.

2 Low-Tc Superconductors

2.1 Superconducting Elements

After almost two years of discovering elemental superconductivity in mercury in
1911 [1], another two elements, Sn and Pb,were found to be superconducting at 3.7K
and 7.2 K, respectively [6]. Today, 31 elements are known to be superconducting at
ambient pressure (the elements are shown in yellow color in the periodic table of
Fig. 1). Several elements (around 21 at the moment of writing) superconduct under
high pressure or when made into thin films (The elements shown in blue in the
periodic table). However, noble metals—copper, silver, gold—which are excellent
conductors of electricity at room temperature never become superconducting.

Themechanismof superconductivity in the elements can be explainedbasedon the
electron–phonon interaction described in conventional BCS theory, i.e., the cooper
pairs form via electron–phonon coupling. Most of the elemental superconductors are
type-I superconductors. None of the pure elemental superconductors is suitable for
large-scale practical applications.
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Fig. 1 Periodic table showing the elements exhibiting superconductivity and their Tc. Reproduced
from Ref. [7]

2.2 Binary Alloys and Stoichiometric Compounds

2.2.1 A-15 Superconductors

The compounds, having the structure A3B, where A is a transition metal, namely,
Ta, V, Nb, Zr, etc., and B is a non-transition element, namely, Sn, Ge, Al, Si, etc.,
are denoted as A-15 in crystallography. In 1953, Hardy and Hulm discovered super-
conductivity in a compound with an A-15 structure in V3Si with Tc at 17.1 K [8].
Table 1 shows the superconducting characteristics of some A-15 compounds. Until
discovering high-Tc cuprates, the record for the highest Tc transition temperature was
claimed by A-15 superconductors. The transition temperature of A-15 compounds
is highly susceptible to the change in 3:1 stoichiometry [9].

Figure 2a shows the typical crystal structure of A3B compounds. The structure
is elucidated with the formation of one-dimensional chains by the A-atoms in the

Table 1 Basic
superconducting properties of
some A-15 compounds. Data
were taken from Refs. [8,
10–16]

Materials Tc (K) Hc2 (T) Gap ratio (2�/KTc)

V3Si 17.1 22 3.5 ± 0.2

Nb3Sn 18 21.5 at 1.5 K 4.2–4.4

Nb3Ge 21.8 38 4.2

Nb3Al 18.7 35 –

Nb3Ga 19.8 35 –

Nb3Al0.8Ge0.2 20 43 –
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Fig. 2 a Crystal structure of A-15 compounds. b Cubic-to-tetragonal structural transformation of
V3Si at TM ~ 20.5 K. Reproduced with permission from Ref. [18]

three orthogonal directions, with each chain bisecting the faces of the cubic structure.
B-atoms arrange in the sublattice of the body-centered cubic structure [17].

BCS theory is well suited to describe the mechanisms of superconductivity in A-
15 compounds. The one-dimensional chains of transition metal atoms increase the
electronic density of states N(0) at the Fermi energy. The high critical temperature
of A-15 compounds is because of the high N(0) value at the Fermi energy.

A-15 compounds have incredibly soft acoustic and optical phonon modes. Nb3Sn
and V3Si, exhibited extreme phonon softening in few modes where the elastic
modulus (c11–c12) becomes zero [18]. This leads to structural phase transition from
cubic to tetragonal, called martensite phase, and the process is volume-conserving
in nature. The phase transition temperature TM is close or above Tc. Such structural
transition for the V3Si compound is shown in Fig. 2b.

A-15 superconductors have large Hc2 and Jc [19], which is useful for practical
applications.Nevertheless, thesematerials are too brittle and quite sensitive to strains.
Hence, for making magnet coils, the wind and react method is used. Generally, the
powder-in-tube (PIT) method or internal bronze or tin processes are used to fabricate
multifilamentary strands of Nb3Sn wires [19, 20].

2.2.2 Transition Metal Nitrides and Carbides

Transition metal nitrides (TMN) and transition metal carbides (TMC) are fascinating
materials because of their outstanding thermal, physical, and superconducting prop-
erties. They are binary compounds AB with NaCl-type structure. In crystallography,
such structure is denoted as B1. In the structure shown in Fig. 3, A-atom is a transition
element of III, IV, V, and VI subgroups, and B-atom is a non-transitional element.

The combinationof transitionmetalswith lighter covalent bonds forming elements
like N or C often leads to materials with a high melting point, high hardness, and
very low compressibility compared with pure metals [21]. Table 2 shows some of
the binary nitrides and carbides and their Tc values.
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Fig. 3 Crystal structure of
AB compounds (Example,
NaCl-type structure)

Table 2 The critical
temperature for some nitrides
and carbides compounds.
Data were taken from Refs.
[22–24]

Nitrides Tc (K) Carbides Tc (K)

NbN 17.0 TaC 10.3

ZrN 10.7 NbC 11.1

HfN 6.2 MoC 14.3

TiN 5.6 WC 10.0

The tunneling measurements in superconducting nitrides and carbides revealed
that superconductivity in these materials is mainly due to the electron–phonon inter-
action [25]. From the study on the effect of neutron irradiation upon superconducting
B1 compounds, it is seen that these compounds are much more resistant to radiation
than the A-15 compounds [26]. Despite the extreme hardness and very high melting
point of these compounds, the nitrides and carbides are pretty brittle, and that is why
fabricating wires using the B1 compounds is very difficult.

2.2.3 Laves Phases

Laves phases are metallic AB2 type compounds having a cubic or hexagonal crystal
structure. Laves phases form a vast class of intermetallic compounds, in which few
superconducting lavephases have transition temperatures above10 K and ahighupper
critical field, Hc2. The critical temperature of laves phases ZrV2 and HfV2 are 9 K
and 2 K, respectively, and their upper critical fields measured at 4.2 K are 10.3 T and
20 T, respectively [22]. HfxZr1−xV2 is an interesting pseudobinary laves phase with
Tc at 10.1 K [27]. It has high Hc2, and Jc is less brittle than the A-15 compounds and
shows high resistance to neutron irradiation. These spectacular properties make (Hf,
Zr) V2 superconductors well suited for high-field applications like fusion reactors
[28].
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3 MgB2 Superconductor

Magnesium diboride, MgB2, has been a known material since the 1950s. Still,
the discovery of superconductivity in MgB2 by Jun Akimitsu’s group in 2001
[29] surprised the field of material science because of its unusually high critical
temperature (Tc) of 39 K. Soon after the discovery of the MgB2 superconductor;
it drew significant attention from both theorists and experimentalists. Because its
high critical temperature made people suspect the mechanism of superconductivity
in MgB2. Also, its simple structure with lower anisotropy [30], nearly transparent
grain boundary [31], and relatively high Tc [29] made experimentalists interested in
this material.

According to BCS theory, Tc ~ θD exp(−1/λeff) is the relationship of the critical
temperature in terms of the Debye temperature (θD) of metal and coupling constant
between phonons and electrons [λeff = λ = V × N(EF)]. N(EF) is the density of
states of electrons near the Fermi surface, V is the average matrix element of electron
interaction. For MgB2, the Debye temperature (θD) is high but only comparable to
the other light materials and diborides. Also, MgB2 has low N(EF) because of the
absenceof d-electrons.Thus, the exceptionally higherTc of theMgB2 superconductor
made people initially think of an unconventional mechanism of superconductivity in
MgB2. Besides these, the MgB2 superconductor is different from other conventional
BCS superconductors in another aspect, i.e., the presence of two distinct energy gaps
in the superconducting state [32]. After much experimental and theoretical work, it
is now widely accepted that MgB2 is a phonon-mediated BCS superconductor. It
is also evident that the unusually high transition temperature is due to the strong
anharmonicity of the phonons involved. Evidence of the isotope effect also indicates
the importance of phonons in the pairing mechanism in the MgB2 superconductor.
Figure 4a shows superconducting transitions for the isotopically substituted MgB2.
The partial isotope effect coefficient of boron is 0.3 [33], a pretty significant value

Fig. 4 a The relative magnetization versus T (K) for isotopically substituted MgB2 sample. nMg
indicates sampleswith naturalMg (Reproducedwith permission fromRef. [33]).bCrystal structure
of MgB2
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indicating the crucial role in the superconductivity of the phonons associated with
boron atoms in MgB2. While the isotope effect coefficient for Mg is small, 0.02,
indicating the negligible effect of the vibrational frequencies of Mg on its Tc [33].

Crystal Structure

MgB2 is a type-II superconductor with layered structure. Its atoms, Mg and B
arranged in the layers of hexagonal closed packed structure. with space group
P6/mmm (Fig. 4b) [34, 35]. The structure is comprising of layers of magnesium
and boron, alternating along the c-axis. Each boron layer is a graphite-like hexag-
onal lattice. The magnesium atoms reside between the boron layers and at the center
of the hexagons. The typical values of the a-and c-lattice parameter of MgB2 are
obtained as 3.084 Å and c = 3.524 Å, respectively.

Band Structure

In MgB2 crystal, Mg and B atoms form an ionic bond when Mg atoms share the
valence electron to the boron atoms arranged in a planar lattice. There are 2D covalent
bonds between the in-plane boron atoms and 3Dmetallic bonding between the layers.
The partially filled 2D covalent σ bands are formed by the sp2 hybrids of boron
2 s and px,y orbitals. These bands are localized on boron planes and act as hole
bands. The pz orbitals in boron atoms form the localized 3D metallic type π band,
containing both holes and electrons as charge carriers [36]. The dynamics of the
electrical conductivity at the normal state and the electronic density of states at the
Fermi level of MgB2 are mainly governed by these σ andπ bands. The occurrence of
superconductivity is ascribed to the σ band on the boron layer in theMgB2. Figure 5a
shows the electronic band structure of MgB2.

Boron pσ,π bands, mainly form the valence bands in MgB2. Both the σpx,y, and
πpz bands have strong in-plane dispersion due to considerable overlap between all
p-orbitals for neighboring boron atoms [39]. Figure 5b shows the pictorial repre-
sentation of the Fermi surface of MgB2. The two nearly cylindrical hole-type Fermi
surfaces represent the degenerate σ bands which are mainly flat and lie above the

Fig. 5 a Electronic structure of MgB2. Inset: Brillouin zone of the simple hexagonal structure. b
Fermi surface of MgB2. c Temperature dependence of the superconducting gaps. Reproduced with
permission from Refs. [37, 38]
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Fermi level. The Fermi surface split into eight pieces around the four vertical �–�
lines. The π bands are represented by the two webbed tunnels (π sheets) along H–L
and K–M lines, where the lower and upper K–M lines are equivalent [38, 39].

In the superconducting state, MgB2 exhibits two energy gaps. One is a large gap
(5.5–8.0 meV at 4 K), and another one is a small gap (1.5–3.5 meV at 4 K) [40, 41].
Both the gaps have s-wave symmetry. The σ-orbital band is responsible for a larger
energy gap. In comparison, theπ-orbital band is responsible for a smaller energy gap
[38]. Figure 5c shows the calculated energy gap at different temperatures below the
transition temperature. It is evident from the graph that the temperature dependence
of the σ-bonding energy gap (Larger gap) and theπ-bonding energy gap (smaller gap)
are different. At low temperatures, the values of the two superconducting energy gaps
are significantly different. Moreover, both the energy gaps disappear simultaneously
at the superconducting transition temperature [42].

It is observed from the Hall coefficient measurements (in-plane and out-of-plane)
that the dominant charge carriers along the ab-plane and c-direction are holes and
electrons, respectively. The results indicate that the transport properties of MgB2 are
governed by the multi-band characteristics [43].

Superconducting Properties of MgB2

MgB2 is metallic at normal temperatures. It has much lower room temperature resis-
tivity than the normal state resistivities of other superconducting materials [44].
MgB2 has a distinct and sharp Tc

onset of 39 K. Also, the width of the supercon-
ducting transition is very narrow, which is less than 1 K [29]. The doping studies on
MgB2 to increase its transition temperature give disappointing results.Whendifferent
dopants are substituted at B- or Mg-site, in all the cases, Tc decreases, and the rate
of decrease is different for different dopants. In MgB2, Tc is mainly influenced by
the interband scattering, Fermi surface geometry, lattice parameter, charge density
at the Fermi level, and lattice microstructure in the B-B layer [45].

The irreversibility field Hirr and the critical magnetic field Hc2 of pure MgB2

samples are about 6–12 T and 15–25 T, respectively. Hc2 decreases with the increase
in coherence length, ξ. The dopants added in MgB2 act as electron scatterers. Hence,
the mean free path of the electrons decreases, which in turn decreases the coher-
ence length and subsequently improves the Hc2. Carrier scattering within the two
bands of MgB2 (2D σ and 3D π) strongly affects Hc2 and Hirr. It is found that when
the synthesized MgB2 samples show higher normal state resistivity, then the critical
magnetic field is also higher. Besides this, the Hc2 can be improved by doping at
the Mg and B-sites with suitable dopants. The doping tunes the extent of the inter-
band and intraband scattering rates, which affects the two energy gaps in the MgB2

superconductor. A comparison of superconducting properties ofMgB2 and few other
classes of non-cuprates superconductors is shown in Table 3.

Applications of MgB2 Superconductor

MgB2 superconductor is a promising material for superconducting applications due
to its relatively high transition temperature, large in-field critical current density, and
high upper critical field [46]. PhysicallyMgB2 is a brittle material. The large value of
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Table 3 Basic
superconducting properties of
some non-cuprate
compounds. Data were taken
from Refs. [47, 48]

Material Tc (K) Hc2 (T) Coherence length (nm)

MgB2 39 15–20 at 4.2 K 4–5

NbTi 9 11–12 at 4.2 K 4–5

Nb3Sn 18 25–29 at 4.2 K 3

BKBO 34 30 at 2 K 3.5–5

Jc makes MgB2 suitable for superconducting wire formation. Various techniques are
being used for the superconducting MgB2 wires, such as diffusion method, coating
technique, powder in tube (PIT) method, etc.

4 Iron-Based Superconductors

A new class of superconductors emerged when superconductivity was discovered
in LaFePO at 4 K in 2006 [49]. In 2008, an analogous material LaFeAs(O, F), was
discovered, superconducting at 26 K [50]. This discovery surprised physicists and
material scientists because the compounds contained Iron, a ferromagnetic element.
Until then, Ironwas considered deleterious to superconductivity due to its strong local
magnetic moment. The highest Tc in bulk iron-based superconductors was reported
in SmFeAsO1-xFx at 55 K by Ren et al. [51]. Iron-based superconductors can be
categorized mainly into four families—Iron pnictides 1111 (e.g., LnFeAsO, Ln =
All lanthanides), 122 (e.g., BaFe2As2), 111 (e.g., NaFeAs), Iron chalcogenides 11
(e.g. FeSe). There are two newer families, such as iron pnictide of 21,311, Sometimes
called 42,622 (e.g., Sr2ScO3FeP) and iron chalcogenides of 122-type, also called
122* (e.g., AxFe2−ySe2; A = Tl, Rb, Cs, K).

Semimettalic properties are observed in Iron-based superconductors [52]. There
are many common features in iron-based superconductors and high-Tc cuprates;
both are unconventional superconductors, i.e., the mechanism of superconductivity
in these materials is not explained by electron–phonon interactions in conventional
BCS theory. Superconductivity in both of these classes (quasi 2D systems) is believed
to be originated from the repulsive interaction of electron–electron systems, which
induces fluctuations in the antiferromagnetic domain structure. Nevertheless, the
actual mechanism of superconductivity in iron-based superconductors and high-Tc

cuprates remains an unsolved problem.
The low-energy electronic structure is dominated by the Fe 3d states in the iron-

based superconductors [53]. The presence of multiple Fermi surfaces in the normal
states, including the hole Fermi pockets and electron Fermi pockets, are confirmed
for the Fe-based superconductors from polarization-dependent ARPES experiment
and DFT calculations. The typical band structure along the �-M direction is shown
in Fig. 6.



220 S. Bhattacharyya and P. M. Sarun

Fig. 6 Band structure of
iron pnictides. Reproduced
from Ref. [54]

Multiple orbitals like dxy, dxz, and dyz contribute to the states near the Fermi
energy [55]. The hole Fermi and nested electron surfaces indicate the itinerant origin
of antiferromagnetism in iron-based superconductors [56].

Phase Diagram

The crystal structure of the iron-based superconductors is of tetragonal symmetry at
room temperature. The crystal symmetry changes from tetragonal to orthorhombic
symmetry at the structural transition temperature, Ts, as the temperature is gradu-
ally lowered. Below the Ts, the material exists with a long-range antiferromagnetic
ordering. Such structural transition originates not because of the structural effects but
from electron-driven phase transition. The antiferromagnetic transition is strongly
coupled with the electron-driven phase transition. The origin of antiferromagnetism
is associated with the spin-density-wave (SDW) ordering of itinerant electrons [57].
TSDW is usually equal to or slightly lower to Ts. Phase diagrams for different classes
of Fe-based superconductors are shown in Fig. 7. The superconductivity in the iron-
based compounds starts to emerge after doping electron- or hole-type charge carriers
above a critical doping level beyond with a maximum Tc is observed at the optimum
doping concentration. Both structural and antiferromagnetic transitions are contin-
uously suppressed with the increasing charge carriers due to doping beyond the
optimal concentration.

In the phase diagram of Ba(Fe1−xCox)2As2 (Fig. 7c), it is observed that the anti-
ferromagnetic transition temperature, TN and the structural transition temperature,
Ts split with co-doping. At the same time, in the case of Ba1−xKxFe2As2 (Fig. 7b),
they remain coincident with K-doping. For doped BaFe2As2 compounds (Figs. 7b–
d), the superconducting states coexist with the suppressed SDW order. However, For
Fe1−ySexTe1-x there is no such coexistence prevails (Fig. 7e). For LaFeAsO1−xFx
compounds, these two states do not coexist under normal pressure (see Fig. 7a).
However, hydrostatic pressure experiments demonstrate that these two states can
coexist in this material under pressure [58].
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Fig. 7 Phase diagrams of Fe-based materials: LaFeAsO1−xFx (a), BaFe2As2 mateial with doping
at three sites—Ba (b), Fe (c), As (d), and Fe1−ySexTe1−x (e). Reproduced with permission from
Refs. [59–63]

Crystal Structure and Properties of Iron-Based Superconductors

1111-Type Iron-Based Superconductors

The general structure of iron-based materials of 1111-type is LnTMPnO, where Ln
= Rare-earth metal atoms like La, Sm, Gd, etc., TM = Transition metals like Ni, Co,
Fe, etc., Pn = Pnicogen anions like As, P, etc.

LnFeASO has tetragonal, tP8 (“8” atoms per unit cell, “t” means tetragonal, and
“P” means primitive unit cell) ZrCuSiAs-type structure, and they belong to P4/nmm
space group. Figure 8a shows the crystal structure of the LaFeAsO. In the structure,

Fig. 8 a Crystal structure of 1111-type iron pnictide. b Resistivity (ρ) versus temperature (T) for
undoped and LaFeAsO1−xFx: x = 0.04, 0.05, 0.11, and 0.12. Inset shows zoomed ρ-T curves at
low temperatures. Reproduced from Ref. [50]
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Table 4 A list of iron-based
superconductors and their
corresponding critical
temperatures. Data were
taken from Refs. [50, 51, 64,
69–75]

Compound Tc (K) Compound Tc (K)

LaFeAsO0.89F0.11 26 Ba0.6K0.4Fe2As2 38

NdFeAsO0.88F0.12 50 BaFe2(As0.65P0.35)2 30

SmFeAsO0.8F0.2 52 LiFeAs 18

PrFeAsO0.89F0.11 52 NaFeAs 9

La(Fe0.85Co0.15)AsO 14.3 α-FeSe 8

SmFe(As0.7P0.3)O 10.5 FeSe0.5Te0.5 14

BaFe1.85Co0.15As2 25 (Fe0.95Co0.05)Se 10

BaFe1.9Ni0.1As2 20 FeTe0.8S0.2 10

there is a negatively charged 2D Fe-As layer along the c-axis, and an alternating
positively charged Ln–O layer.

At room temperature, the parent compounds of 1111 pnictides have tetragonal
crystal structures [64]. The structural phase transition occurs inLnFeAsOcompounds
from the tetragonal P4/nmm to the orthorhombic structures by reducing the temper-
ature. The orthorhombic form of LnFeAsO has space group P112/n or P2/c or
Cmma.

TheLn–As bond length and the Fe–As–Fe bond angle are two essential parameters
to be controlled to enhance superconductivity in 1111 pnictides [65]. Shirange et al.
revealed that the a-axis length, which corresponds to the inter-atomic distance of Iron
atoms, strongly correlates with Tc [66]. Again, Tc strongly depends on the As–Fe–As
bond angle in LnFeAsO1−y due to the tetragonal distortion. Tc becomes maximum
when a regular tetrahedron is formed by the As–Fe–As bond [67].

At high temperatures, the parent compound (x = 0) of LaFeAsO1−xFx is a Pauli
paramagnetic metal. a drastic decrease in magnetic susceptibility and resistivity is
observed at 160 K as temperature decreases and reaches a minimum value and after
that increases (see Fig. 8b). When fluorine is doped at the oxygen site for x = 0.04,
zero-resistivity is observed at T > 4 K. Table 4 shows the critical temperatures of
some iron-based superconductors.

In iron pnictides/chalcogenides, external pressure has a significant effect on the
superconducting properties of the compounds. Takahashi et al. [68] reported an
enhanced Tc of 43 K in the LaFeAsO1−xFx superconductor under 4 GPa of pressure.
External pressure increases the charge transfer between the conducting (FeAs) and
insulating (LnO) layers. Also, the main reason for the enhancement of Tc is that
the pressure induces an anisotropic shrinkage. Tc gradually increases to a maximum
value and after which the Tc decreases with the progressive increase of external
pressure.

122 and 111-Type Iron-Based Superconductor

122-type iron pnictides have general structure AFe2As2, where A corresponds to a
divalent ion (A=Ca, Ba, Sr, etc.). The iron pnictides of 122 families are most widely
studied and probably have the largest number of members as one can dope on any
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Fig. 9 Crystal structures of a 122 BaFe2As2, b 111 LiFeP, and c 11 FeSe

of the three sites. The first reported 122-type compound was BaFe2As2. The crystal
structure of BaFe2As2 is shown in Fig. 9a [64]. 122 compounds have tetragonal with
tI10 (“t” refers to tetragonal, “I10” means there is an atom at the center of 10 atom
unit cell), standard ThCr2Si2 structure. The Single Ba atom separates the FeAs layers
in the structure.

111-type iron pnictide superconductors are highly reactive in air, and this prop-
erty makes these compounds challenging to investigate. The 111 compounds have
a Cu2Sb-type structure with P4/nmm symmetry. The crystal structure of the LiFeP
compound is shown in Fig. 9b [76]. Li layer and iron pnictide are stacked alter-
nately, forming the layered structure. FeP4 tetrahedron is formed from the four-fold
coordination of Fe atoms.

11-Type Iron-Based Superconductor

The 11 compounds among the iron-based superconductors have the simplest crystal
structure. Hsu et al. discovered the superconductivity in anti-PbO-type FeSe at 8 K
[70]. The crystal structure of an 11 compound (FeSe) is shown in Fig. 9c. FeSe
contains only the FeSe layers. It has a tetragonal crystal structure with P4/nmm
symmetry. The lowest Tc has been observed for these types of superconductors
among the iron-based superconductors. 11 compounds are very reactive with air and
moisture. In solid-state-reacted FeTe0.8S0.2 samples, moisture-induced superconduc-
tivity was observed. Surprisingly, superconducting properties improved dramatically
by exposing the samples to the air [77]. Similar to 1111 superconductors, external
pressure significantly influences the superconducting properties of 11-type chalco-
genide superconductors. At ambient pressure, FeSe has the Tc of 8 K, which goes
up to 37 K at an external pressure of 7–9 GPa [78]. In the FeSe system, the grains in
the system are tightly packed at low pressures, and hence, the Tc increases. As the
pressure is continued to increase, the DOS increases, and as a result, Tc increases.
However, after a particular value of external pressure, Tc decreases because of the
lattice stiffening effect [79].

The newer families of Fe-based superconductors are iron pnictide of 21,311 and
iron chalcogenides of 122-type. The crystal structures of two representative mate-
rials from these two families are shown in Fig. 10. The crystal structure of 21,311
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Fig. 10 a Crystal structure of 21,311 Sr2ScO3FeP and b 122* K0.8Fe1.6Se2

compound Sr2ScO3FeP (Fig. 10a) has P4/nmm symmetry. This structure is visu-
alized as the layer of perovskite Sr4Sc2O6 oxide alternating with the Fe2P2 layer.
The transition temperature of this family of iron-based superconductors has been
increased up to ~47 K by the intercalation of further layers of atoms between the
FeAs layers [80]. Figure 10b shows the crystal structure of the most recently discov-
ered class of iron-based superconductors. Its structure is an ordered defect alteration
of the 122 BaFe2As2 structure (called 122* also), written as A0.8Fe1.6Se2 or some-
times AxFe2-ySe2 (A = Tl, K, Rb, Cs etc.). These materials have an exceptionally
highmagneticmoment of ~3μB per Fe atom and highNeel temperature (TN > 500K)
[81]. Further details on the structures and properties could be found in references
[82, 83].

Applications of Iron-Based Superconductors

Nowadays, iron-based superconductors are promising for technological applications
due to their relatively large Hc2 and high critical temperature. Generally, the powder-
in-tube (PIT) technique is widely used tomake superconductingwires. Gao et al. [84]
reported using the PIT technique to make F-La1111 and F-Sm1111 superconducting
wires with high Tc and Jc values.

5 Nickelate Superconductors

In August 2019, superconductivity was observed in Sr doped NdNiO2 thin film by Li
et al., the first candidate in the nickel-oxide superconductor [85]. Rare-earth infinite
layer nickelate RNiO2 are visualized as the series Rn+1NinO2n+2 compound with
each member in the series contains n-NiO2 layers, where n = ∞ number. The first
nickelate superconductor was an epitaxial thin film of Nd0.8Sr0.2NiO2 (001), and it
was grown on SrTiO3 (001) substrate using CaH2 as a reducing agent by pulsed laser
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Fig. 11 a Topotactic reduction of nickelate thin films (Reproduced with permission from Ref.
[85]). b Ball and stick model of the unit cell of the RNiO2 infinite layer nickelate superconductor

deposition (PLD) [85]. Figure 11a describes the topotactic reduction of nickelate
thin film. Figure 11a shows the crystal structure of Nd0.8Sr0.2NiO3 (left-hand side)
and the crystal structure of Nd0.8Sr0.2NiO2 thin films grown on SrTiO3 (001) single-
crystal substrate (right-hand side). The films undergo a topotactic transition to the
infinite-layer phase from the perovskite phase upon low-temperature reduction.

The infinite layer nickelates, RNiO2 (R = Rare-earth), have a crystal structure
similar to the cuprates. The rare-earth spacer layer separates the NiO2 layers in the
crystal structure of nickelates. These materials have Ni-3d electrons. The weakly-
interacting three-dimensional 5dmetallic states are supported by the rare-earth spacer
layer in the infinite layer nickelate. This three-dimensional 5d state of rare-earth
hybridizes with a 3dx2−y2 state in the NiO2 layer, a quasi-two-dimensional and
strongly correlated state, resulting in the multi-band character of the Nickelates.
In addition to that, the rare-earth 5d state also hybridizes with Ni-3dz2, and thus the
full, eg = {dx2−y2, dz2} sector of Ni-3d states becomes active in infinite layer nicke-
lates [86]. In the normal state, the infinite layer nickelates show a weak-insulating or
bad-metal behavior, which means that no superconductivity is observed in the pris-
tine nickelate compound. Superconductivity is only observed in the nickelate thin
films doped with charge carriers. Moreover, the doped bulk nickelates have not yet
shown any superconductivity [87, 88].

The mechanism of superconductivity in the infinite layer nickelates can not be
explained via electron–phonon interaction in the conventional BCS theory. Instead,
Cooper pair formation in these systems is thought to be because of the repulsive
interactions mediated by spin-fluctuations [89, 90]. From the fluctuation exchange
(FLEX) and the random phase approximation (RPA) calculations for the many-body
multi-orbital Hamiltonian, it is concluded that d-wave superconductivity is observed
in nickelates.

Figure 12a shows the temperature-dependent resistivity for Nd1-xSrxNiO2 thin
films for the various concentration of Sr-doping [91]. The resistivity curves of
the parent compound (x = 0) and that of the underdoped and overdoped samples
(x = 0.1, 0.125, and 0.25) show a rise in resistivity at lower temperatures. This rise
in resistivity is due to weak localization or the onset of the Kondo effect at low
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Fig. 12 a Temperature-dependent resistivity was measured for Nd1−xSrxNiO2 samples with
different doping levels. b Phase diagram of Nd1−xSrxNiO2 samples. Tc10%R (Tc90%R) denotes
the temperature at which the resistivity is 10% (90%) of the resistivity value at 20 K. Reproduced
with permission from Ref. [91]

temperatures [92]. The resistivity curves show metallic nature in the normal state.
The thin films with x = 0.15, 0.175, 0.2, and 0.225 show superconducting transition
at low temperature with different Tc.

The phase diagram clearly shows the superconducting dome (Fig. 12b). This
system is a bad metallic or weak insulating at all ranges in the phase diagram. A
slight dip in Tc is observed at x=0.2, but its significance is still unknown. A recent
NMR study has reported the presence of quasi-static antiferromagnetic order and
antiferromagnetic fluctuations in Nd0.85Sr0.15NiO2 below 40K. However, long-range
magnetic order has not been reported yet for the undoped infinite layer nickelates
[93].

From the Hall coefficient measurements performed in Nd1−xSrxNiO2, it is
observed that the electrons are the primary charge carriers in the parent compound.
For the superconducting and the overdoped samples, the main charge carriers change
fromelectron to hole at low temperatures [91]. This indicates themulti-band character
in the infinite layer nickelates.

6 Non-Cuprate Oxide Superconductors

6.1 Metal Oxide BKBO

In 1975, superconductivity was discovered in the metal oxide BaPb1-xBixO3 (BPBO)
by Sleight et al. [94]. The maximum Tc was obtained at ~13.7 K for x = 0.25.
Mattheiss et al. [95] substituted K on Ba site, and Tc increased to greater than 20 K

in Ba1−xKxBiO3 (BKBO) compound. Later, Cava et al. has reported a transition
temperature of 30 K [96] and finally to 34 K [97] for this compound.
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Fig. 13 a Cubic perovskite unit cell of BKBO. b Critical temperature Tc versus x for Ba1−x
KxBiO3. Reproduced from Ref. [98]

Figure 13a shows the crystal structure of Ba1−xKxBiO3. BKBO has a cubic
perovskite structure for the potassium concentration x ≥ 0.37. The parent compound
BaBiO3 is semiconducting and hasmonoclinic symmetry [98–100]. Electronic struc-
ture calculations of BaBiO3 indicate a half-filled band system, i.e., a metallic system.
Superconductivity in BKBO is found to occur near a metal–insulator transition. In
the cubic perovskite phase, the bulk superconductivity exists for x ≥ 0.37. Initially,
the cubic structure distorts because of the tilting of BiO6 octahedral, and then
distortion occurs by symmetric oxygen breathing-mode at room temperature as K-
concentration is decreased. Ba1−xKxBiO3 becomes semiconducting and has mono-
clinic symmetry at low doping ranges (0.0≤ x≤ 0.1). This semiconducting behavior
can be explained based on a commensurate charge-densitywave [98]. Various studies
suggest that the mechanism responsible for the superconductivity in BKBO is the
electron–phonon coupling which is also justified by the isotope shift of Tc with rela-
tively high values of isotope exponent α obtained in measurements of oxygen isotope
effect [99].

Figure 13b shows the variation of transition temperature for the bulk Ba1−x

KxBiO3 with potassium content x. Sharp resistive transitions were observed for the
K-concentration 0.35 ≤ x ≤ 0.45. Samples with potassium concentration x < 0.3
are semiconducting. The maximum Tc was observed at x = 0.37, which decreases
further with the increasing K-doping concentration.

Semiconductor-like behavior is often observed in BKBO thin films. Few
researchers [101] suggest that the BKBO sample is a mixture of both and can be
modeled by a semiconductor and a metal in series. The rise of resistivity with the
decrease in temperature indicates the variable-range hopping conduction (VRH) in
BKBO films and follows a T−1/4 dependence [102]. Muon spin resonance studies on
BaBiO3, (Ba,K)BiO3, andBa(Pb,Bi)O3 suggest that thesematerials are non-magnetic
[103].
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6.2 Some Other Non-Cuprate Oxide Superconductors

The oxide superconductor is probably the most extensive family among all super-
conducting materials. In 1964, superconductivity was observed in an oxide semi-
conductor, SrTiO3, at 0.3 K [104]. This was the first example of an unconventional
superconductor. After that, many more oxides were discovered which exhibit super-
conductivity, namely, NbO, TiO. They have transition temperatures in the vicinity
of 1 K [105]. Superconductivity was observed in different tungsten bronzes such as
NaxWO3, CaxWO3, BaxWO3, SrxWO3, KxWO3, RbxWO3, CsxWO3, etc. They have
Tc’s in the 2–6 K range [106]. Besides these, superconducting transitions have been
found in KxReO3 and KxMoO3 at 3.6 K and 4.2 K, respectively [107]. LiTi2O4 was
found to be superconducting at the Tc of 13.7 K [108]. In 1994, superconductivity
was first observed in a layered perovskite without copper Sr2RuO4 with a Tc value
of 0.93 K [109]. The development of more new oxide superconductors continues till
now and in the future.

7 Organic Superconductors

7.1 Charge Transfer Organic Salts

Research on electronically conductive organic materials was started in the 1940s. In
1973, a pronounced conductivity peak was observed in the TTF-TCNQ compound
near 60 K [110], the first stable quasi-1D organic conductor. Superconductivity in
an organic compound was first observed in 1979 when Bechgaard and Jerome found
a molecular salt (TMTSF)2PF6, which becomes a superconductor under a pressure
of 1.2 GPa and has Tc of 0.9 K [111]. The transition temperatures of most organic
superconductors are very low.

The crystal structures of some organic compounds that form superconductors are
shown in Fig. 14 [112]. In general, the organic molecules are flat, planar molecules.
These molecules form their crystals by arranging them in stacks. These molecular
crystals then aligned parallel to the chains of other atoms (Br, I, etc.) or molecules
(PF6, FeCl4, etc.). In organic superconductors, unpaired electrons are created by a
partial charge transfer between an acceptor and a donor molecule. An inorganic (in
most cases) electron-acceptor complex X combines with the organic donor molecule
D according to the reaction [Xn]+[Dm]→ [Xn]−δ + [Dm]+δ. Mainly, the π-electrons
of the D molecules take part in the charge transfer process, and the anions act mainly
as charge-compensating spacers. The delocalization of charge carriers is obtained by
overlapping the π-orbitals of the partially filled outer molecular shells of the densely
packed donor molecules.

In the section below, the properties of few classes of organic superconductors are
discussed briefly.
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Fig. 14 Structure of organic molecules that form superconductors

TMTSF and TMTTF salts

Soon after discovering conductivity in organic compounds, the TMTSF salts became
an area of interest formaterial scientists. Figure 15a shows the resistivity-temperature
plot for the (TMTSF)2PF6 superconductor at ambient pressure. It is observed that
a metal–insulator transition occurs at a temperature below 20 K as the temperature
is gradually decreased. The observed rapid rise in resistivity at low temperature
indicates a transition into an insulating SDW ground state.

Due to the minor transfer energy between one-dimensional columns in the
molecule, TMTTF salts are more one-dimensional. As seen in the resistivity-
temperature plot of Fig. 15a, the resistivity minima occur for (TMTTF)2PF6 at 250 K
[115]. Charge-order (CO) transition for PF6 salts occurs at 70 K [116], then at 15 K,
the spin Peierls (SP) transition occurs to be a non-magnetic insulating state [117].
(TMTTF)2PF6 becomes superconducting at 1.8K under 5.4GPa [118]. The universal
phase diagram of TMTSF and TMTTF salts is shown in Fig. 15b.
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Fig. 15 a Resistivity vs temperature for various (TMTSF)2X and (TMTTF)2X salts at ambient
pressure. b Electronic phase diagram of TMTSF and TMTTF salts. Reproduced with permission
from Refs. [113, 114]

BEDT-TTF salts

Superconductivity was first observed in a BEDT-TTF salt was in β-(BEDT-TTF)2-
ReO4 at Tc = 2 K under 0.4 GPa of pressure [119]. β-(BEDT-TTF)2X (X=AuI2, I3,
IBr2) are ambient pressure superconductors, and Tc’s of these compounds decrease
with an increase in applied pressure [120]. Depending on applied pressure, κ-type
BEDT-TTF salts exhibit a long-range antiferromagnetic (AF) ordering. The P–T
phase diagram for a series of κ-type BEDT-TTF is shown in Fig. 16a. There exists
a Mott–Hubbard antiferromagnetic insulating state in the vicinity of the supercon-
ducting state [121]. The bandwidth (W) of the electronic bands increases with an
increase in pressure (Fig. 16b). Therefore, by applying pressure or changing U/W
(U is the on-site Coulomb repulsion), the antiferromagnetic state is transformed to a
metallic and a superconducting state.

Fig. 16 Phase diagram of κ-type BEDT-TTF salts: a Temperature (T)—Pressure (P), and b (U/W)
versus T. diagrams
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BETS salts

BETSmolecules were synthesized by introducing Se atoms to a TTF structure. In the
quasi-2D organic salt λ-(BETS)2FeCl4, superconductivity is originated Tc = 0.1 K
by the application of a strong external magnetic field (17 T) [122]. In contrast, BETS
salts are antiferromagnetic insulators below 8.5 K at the zero-field condition.

DMET, M(dmit)2[M = Ni, Pd]

DMET compounds have been developed to get superior donor compounds. B-
(DMET)2X (X = AuI2, Au(CN)2) show SDW transition [123], similar to TMTSF
salts. Again, κ-(DMET)2AuBr2 is an ambient pressure superconductor, similar to
κ-BEDT-TTF salt [124]. Therefore, the DMET superconductors possess both char-
acteristic features of BEDT-TTF and TMTSF salts. α-(TTF)[Ni(dmit)2]2 is the first
M(dmit)2 superconductor with Tc = 1.62K under 0.7GPa of pressure [125]. This salt
is a multi-band system, and for this, despite a CDW is formed at 40 K in Ni(dmit)2
columns, it is semi(metallic)with the resistivityminimumat~3Kat ambient pressure.
Under pressure, the superconducting state competes with the CDW state.

7.2 Fullerides

The fullerenes (C60, C70,…) were officially discovered in 1985 by Kroto et al. [126].
It gained much interest when the metallic behavior is observed in solid C60 by the
intercalation of alkali metal atoms in solid C60 [127]. Very soon after this, super-
conductivity was observed in a few alkali-metal-doped C60 with Tc less than the
cuprates [128]. The highest Tc at ambient pressure is observed in RbCs2C60 at 33 K
[129], and for Cs3C60, the superconducting transition at Tc = 40 K is observed under
a pressure of 1.2 GPa [130].

C60 crystals have face-centered cubic symmetry. When doped with alkali atoms,
the alkali atoms can easily fit in the space between the C60 molecular balls. Figure 17a
shows the unit cell of A3C60. The small spheres represent the alkali ions, and the
large spheres represent the C60 molecules. In the tri-alkali-fullerides, for example,
K3C60, potassium becomes positively ionized K+, and each C60 molecule accepts
three electrons to form C60

3−. These extra electrons in the C60 molecules are delo-
calized electrons and can jump from one molecule to another and contribute to
the electrical conductivity [131]. When A3C60 crystal is formed, its lattice constant
slightly increases compared to that of C60 crystal, and as the dopant size increases,
the lattice constant and the interfullerene separation also increases. It is found that
the Tc of fcc A3C60 increases monotonically with the increase in the lattice constant
[128] (see Fig. 17b).

The dominant pairing mechanism in the fullerides is the electron–phonon interac-
tion [131]. Also, antiferromagnetic spin fluctuations participate in mediating super-
conductivity in fullerides [134]. These are type-II superconductors. Fullerides burn
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Fig. 17 a Unit cell of A3C60. b Tc versus lattice constant a for various compositions of fcc A3C60
and primitive cubic Na2A1C60 (A1 = Rb, Cs). Reproduced with permission from Refs. [132, 133]

spontaneously and are extremely air-sensitive, and hence, they must be preserved in
an inert atmosphere.

8 Chevrel Phases

Chevrel and Sergent [135] discovered a new class of materials in 1971 presenting
spectacular physical and chemical properties. The general chemical formula of this
class of materials is MxMo6X8, where M stands for a large number of monovalent,
divalent, or trivalent metals with x varying from 0 up to 4, depending on their ionic
size.X is an anion,mainly chalcogen (S, Se, or Te). This class ofmaterials is known as
Chevrel phases. The highest transition temperature of the Chevrel phases is 15 K for
PbMo6S8 [136]. The Chevrel phases have a remarkably high upper critical magnetic
field (Hc2). Table 5 shows the values of Tc and Hc2 for some Chevrel phases.

Figure 18a shows the crystal structure of PbMo6S8. The Chevrel phases crystalize
in a hexagonal-rhombohedral structure, and the building blocks of the crystal struc-
ture are the elementM (e.g., Pb) and theMo6X8 (X=S in the figure) molecular cluster.
Each Mo6X8 is a moderately distorted cube where the anion X is at the corners, and
the Mo atoms arrange on the faces of the cube. Mo atoms within the cubes form an

Table 5 Tc and Hc2 values of
some Chevrel phases. Data
were collected from Refs.
[136–139]

Compounds Tc (K) Hc2 (T)

PbMo6S8 15 60

SnMo6S8 12 34

LaMo6S8 7 44.5

LaMo6Se8 11 5
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Fig. 18 a Crystal structure of the Chevrel phase PbMo6S8. b Upper critical field Hc2 versus
temperature ( Reproduced with permission from Ref. [140])

octahedron, and this octahedron is a strongly bonded electronic entity. The M atoms
(Pb atoms) lie between the cubes. Eight Mo6S8 cubes surround each Pb atom.

The localized 4f-shell electrons of rare-earth atoms are responsible for magnetic
ordering in Chevrel phases, while the 4d-shell electrons of Mo are associated
with superconductivity. Most (RE)Mo6X8 become superconducting (except Ce and
Eu) well above their antiferromagnetic ordering temperature TN. So, it is evident
that superconductivity coexists with antiferromagnetism in the Chevrel phases
[140, 141].

High values of upper critical field make Chevrel phases attractive candidates
for practical applications. Figure 18b shows the comparison plots for the Hc2 for
PbMo6S8, Nb3Sn, and NbTi compounds. It is seen from the figure plots that the
PbMo6S8 has a much higher Hc2 than that of the Nb3Sn and NbTi. Nevertheless,
Chevrel phases are brittle materials, so it is not easy to make wires or ribbons out of
thesematerials. However, a broad range of applications has been opened based on the
electrochemical properties [142]. Chevrel phases appear promising candidates for
applications to batteries and cathode materials, a new generation of thermoelectrical
devices, etc. [143, 144].

9 Heavy-Fermion Superconductors

Heavy-fermion systems are intermetallic alloys or compounds which consist of an
element or elements beings, p or d-electron metals, and one magnetic ion with local-
ized 4f or 5f electrons. The effective mass of the charge carriers in Heavy-fermion
systems is enormous, which is several hundred times greater than that of free elec-
trons. This large effective mass of the charge carriers is the consequence of coupling
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Fig. 19 Body-centered
tetragonal crystal structure of
CeT2X2 (T = Cu, Rh, Ni,
Pd; X = Si, Ge)
heavy-fermion compounds

between the conduction electrons of s, p, or d-electron metal and f-electrons of the
magnetic ion. The first discovery of superconductivity in a heavy-fermion system
was made by Steglich et al. in 1979 [145]. The compound was CeCu2Si2 with Tc at
0.65 K. after that; superconductivity was found in UBe13 at 0.85 K [146] and UPt3 at
0.54 K [147].

The crystal structure of these compounds varies for different materials in this
family. The crystal structure of the first discovered heavy-fermion superconductor
CeCu2Si2 has a body-centered tetragonal structure (see in Fig. 19, [148]), but UPt3
and UBe13 have hexagonal and cubic structures, respectively.

The heavy-fermion superconductors are unconventional superconductors that
exhibit an interplay between magnetism and superconductivity. Superconductivity
and antiferromagnetic order do not compete in heavy-fermion systems since
superconductivity is mediated by spin fluctuations [149].

10 Journey to the Room-Temperature Superconductivity

The quest for room-temperature superconductors has been going for many years.
Over the years, since the first discovery of superconductivity, the field has continu-
ously evolved, and superconductors with higher and higher Tc’s have been discov-
ered. In 1968,Ashcroft [150] predicted that the atomicmetallic phases formed at high
pressure (>25 GPa) be stable and could also be a high-temperature superconductor.
This conjecture was based on BCS considerations. It is known that hydrogen does
not transform directly from an insulating molecular phase to an atomic metallic
solid. However, it undergoes a series of transformations to semiconducting and
semimetallic molecular phases with increasing pressure to several hundred GPa
[151]. The transformation to the atomic metallic phase is currently constrained to be
near 500 GPa [152]. Recent calculations predict that this crystalline phase could be a
superconductor with a very high Tc of almost 400 K [152]. However, this prediction
is yet to be proved experimentally due to the constraints of the current technology.
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Fig. 20 Periodic table of superconducting binary hydrides (0–300 GPa). Reproduced from Ref. [7]

Ashcroft et al. later suggested a different way to effectively reduce the transition
to atomic metallic hydrogen by using the dopants in the structure [153]. In 2004,
Ashcroft [154] extended the above considerations and postulated that the hydrogen
molecules in dense structure might be expected to dissociate at a pressure well below
the pressure required for pure hydrogen, realizing an effective chemical precompres-
sion of the hydrogen sublattice. This idea led to rapid progress in both the exper-
imental and the computational structure search for high-Tc high-pressure hydride,
whichwas startedwith the discovery of Tc at 235 K in CaH6 [155]. In 2015, supercon-
ductivity was observed in the high-Tc hydride H3S at 203 K at 155 GPa of pressure
[156]. In 2019, near room-temperature superconductivity was discovered in LaH10

with a Tc of 250 K at a pressure of 180–200 GPa [157]. Figure 20 shows the periodic
table of both experimentally confirmed and theoretically predicted superconducting
binary hydrides available till now. This table shows the compositions with the highest
Tc predicted in the pressure range 0 to 300 GPa.

11 Conclusion

This chapter has attempted to discuss the structures, properties, and applications of
few important classes of non-cuprate superconductors. It provides a review on non-
cuprate superconductors is sketchy, considering the vastness of literature available
on these materials. Hopefully, this chapter will give a broad overview of the vibrant
area of superconductivity research.
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Design of Cuprate HTS Superconductors

Devendra K. Namburi and David A. Cardwell

Abstract This chapter focuses on two important aspects of advancing and
engineering rare-earth, cuprate-based bulk high-temperature superconductors
[(RE)BCO] for both established andmore innovative applications of these technolog-
ically important materials. This chapter presents a brief review of recent advances in
processing, including the reliability of single grain growth, enhancement in the super-
conducting properties ofmelt-grownand infiltration-grown (RE)BCObulkmaterials,
achieved via engineering of the sample microstructure. Subsequently, the design
of single grain (RE)BCO bulk superconductors for a range of novel applications,
including hybrid trapped field magnetic lensing, high-performance magnetic shields,
large-gradientmagnetic separation and bench-topNMR/MRI ring-shaped stackswill
be discussed. The second part of the chapter focuses on the applications where large
electromagnetic stresses are characteristically a limiting factor. In this context, the
in-situ and ex-situ reinforcement strategies explored in the (RE)BCObulk framework
to transform these ceramic-like materials into more robust, high performance bulk
superconductors is reviewed and summarized. In-situ reinforcement strategies such
as the addition of Ag, introducing thin-wall artificial holes in bulk samples during
processing and the integration of fibres into the bulk (RE)BCO microstructure and
ex-situ reinforcement strategies such as composite stacking comprising of laminated
(RE)BCO bulk discs sandwiched between layers of stainless-steel plates and pre-
stressing the bulk single grains with stainless-steel rings via a shrink-fit approach
will be discussed and reviewed. Overall, therefore, this chapter will address the
advances made in bringing single grain (RE)BCO bulk superconductors closer to
deployment in both established and more innovative and challenging applications.
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1 Introduction

Over the last three decades, extensive research has been carried out on cuprate-
based high-temperature superconducting (HTS) oxide materials which led to signif-
icant advancements in both the processing and properties of these materials [1–4].
(RE)Ba2Cu3O7−δ (RE-123), where RE stands for rare-earth component such as Gd,
Sm, Nd, Yb, Y etc., is the composition which exhibits critical temperature (Tc,
of ~90 K) well above the boiling temperature of liquid nitrogen (77.3 K). Liquid
nitrogen being more economical and with abundance availability in comparison
to liquid helium (which is required for invoking the superconducting properties in
low temperature superconducting ‘LTS’ materials) encouraged more research to be
carried out on (RE)BCO-based materials, especially due to the merits associated
with this system in terms of enhanced irreversibility fields (Hirr) and large current
carrying ability (often referred to as critical current density Jc or more practically
engineering critical current density Je) possible at practical cryogenic temperatures.

Since the discovery of YBCO by Chu and Wu in 1987 [5], substantial effort has
been made to improve both the critical aspects namely the single grain growth and
the critical current densities in these materials [1–4, 6]. In the initial efforts, the fabri-
cation procedures as followed in conventional ceramics such as solid state sintering
were tried to produce YBCO superconducting material but it was soon realized that
obtaining a single grain was the first and foremost task as the grain boundaries could
adversely affect the superconducting properties. If thematerial is not processed prop-
erly, it can result in multiple grains as shown in Fig. 1. Two examples of the occur-
rence of multiple grains, one where no seed crystal was employed during processing
of YBCO and the other where seed crystal was used but the heat treatment was
not appropriate i.e., when the sample assembly was fast-cooled through its peritectic
temperature (Tp), are shown in Fig. 1. In this figure, an optical micrograph exhibiting
presence of multiple and tilted grains is shown which outlines the fact that the single
grain need be achieved. The current carrying ability within each of these little grains
is high (of the order of 103–104 A/cm2 at 77 K), but across the grain-boundaries, the
value of Jc can be smaller by 2–3 orders of magnitude and hence the (RE)BCO bulk
as a whole will exhibit poor superconducting properties—i.e. nearly no considerable
magnetic field can be trapped and hence thematerial will be unusable in applications.

Several fabrication processes (involving either hot-seeding or cold-seeding based
approaches) have been developed and modified to achieve single grain growth
in (RE)BCO. Initially, the hot–seeding based approach [7, 8] was developed
and explored but the complexity and the practical challenges associated with
this approach did not encourage considerable research in this direction. Subse-
quently, cold–seeding based approaches which employed higher peritectic temper-
ature (RE)BCO material (such as NdBCO or SmBCO) as the seed crystal for the
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Fig. 1 Occurrence of multiple grains in (RE)BCO bulks where a no seed was employed and b
seed was used but the sample assembly was cooled rapidly through the peritectic temperature of
the compound. c Optical micrograph recorded in sintered YBCO material showing presence of
different grains with different orientations. The marker in the optical micrograph is 10μm in length

YBCO system. Some of the cold–seeding approaches which were successful in
producing reasonable single grains of (RE)BCO are quench melt growth (QMG)
[9], melt-powder melt growth (MPMG) [10], melt-textured growth (MTG) [11],
oxygen-controlled melt growth (OCMG) [12], top-seeded melt growth (TSMG) [13,
14] and top-seeded infiltration and growth (TSIG) [15, 16]. Every processing tech-
nique has its own merits and demerits. In this present chapter, we will confine our
discussion to TSMG and TSIG-based approaches, as these are the two fabrication
processes that are being followed currently due to the advanced technical readiness
level these have got to in terms of enabling batch- and mass-production of (RE)BCO
single-grain materials. Since the superconducting and mechanical properties of the
(RE)BCOmaterials are largely governed by their microstructure, special attention is
to be given to the microstructural engineering aspect. In this chapter, the designing
of the (RE)BCO material for its microstructure, flux pinning ability and novel rein-
forcement strategies investigated will be reviewed and the details will be discussed.
Some of the novel designed geometries in (RE)BCO bulks including long cavities
with fused caps formagnetic shielding performance, conical geometries formagnetic
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lensing effects, ring-shaped bulkswith lens assemblyworking as hybrid-trapped field
magnetic lens (HTFML) will also be discussed and highlighted.

2 Processing of (RE)BCO via Melt-Growth Approaches

The melt growth (MG) process, initially developed by Jin et al. [17] had been
improved significantly to enable single grain growth of (RE)BCO. The informa-
tion often derived from the phase diagram is crucial, to tailor the heat-treatments
that enables single grain growth in (RE)BCO. A pseudo-binary phase diagram of
(RE)BCO with an example of YBCO [18] is shown in Fig. 2.

It can be seen from the Fig. 2 that the YBCO material when heated in air, above
900 °C, the liquid phase gets initiated and when heated its characteristic tempera-
ture called the peritectic temperature Tp, of the compound, the Y-123 phase under-
goes incongruent melting and forms solid Y-211 component and the liquid phase
comprising of BaCuO2 and CuO, as described in Eq. (1). The (RE)BCO system
when heated above its melting temperature and slow-cooled through Tp, the Y-211
and liquid phase reacts and recombines to form Y-123.

YBa2Cu3O7−x
Heat←→ Y2BaCuO5 + 3BaCuO2 + 2CuO (1)

2.1 Fabrication via Top Seeded Melt Growth

In the top-seeded melt growth (TSMG) approach, choosing an appropriate
seed crystal is crucial. A material which possesses characteristics as (i) higher

Fig. 2 Pseudo-binary phase
diagram of Y–Ba–Cu–O
system [18]. Here L stands
for the liquid phase (largely
comprising of BaCuO2 and
CuO) and Tp for the
peritectic temperature
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Table 1 Peritectic
temperature (Tp) of various
(RE)BCO compounds. Data
were taken from Ref. [2]

RE in (REBa2Cu3O7-δ) Peritectic Temperature Tp (oC)
(±5 °C)

Yb 960

Er 990

Y 1005

Ho 1005

Dy 1010

Gd 1030

Eu 1046

Sm 1054

Nd 1068

melting/peritectic temperature compared to the material being fabricated, (ii) similar
crystal structure as the material being grown, and (iii) exhibiting phase stability with
the melt, categorizes it as a seed crystal. To fabricate YBCO single grain, cleaved
slab of SmBCO or NdBCO bulk or even the recently developed NdBCO film seed
[19, 20] works as a seed crystal. The peritectic temperature of some of the (RE)BCO
compounds in air atmosphere can be appreciated from Table 1. It has been found
that the growth rate of Y-123 is very small (~0.035 mm/h) and hence often Y-211
phase is added to the precursor powder to increase the growth rate of Y-123 through
supply of Y-ions during the growth. Further, the presence of Y-211 inclusions in the
final product is known to aid the magnetic flux pinning strength through creation of
suitable interfacial defects. The size and amount of RE-211, and its distribution in the
matrix of RE-123 is known to control the superconducting properties. Since finer the
size of RE-211, larger are the interfacial defects and hence higher the current densi-
ties achieved. In order to refine the size of RE-211 inclusions in the final product
microstructure, Pt or CeO2 is added to the precursor powder which changes the
viscosity of molten liquid thereby inhibits the grain growth of RE-211 in the matrix
of RE-123.

TheYBCOsample assembly configuration and the single grain formed employing
TSMG are shown in Fig. 3. In the TSMG process, the precursor composition of 75%
RE-123 + 25% RE-211 + 0.5% CeO2 is compacted into a pellet and supported with
a seed crystal and heat-treated by exposing the sample to a temperature above the
Tp of the (RE)BCO material being fabricated. At this temperature, as described in
Eq. 1, the RE-123 phase undergoes incongruentmelting and formsRE-211 and liquid
phase. On slow-cooling through the Tp of the REBCO compound, the liquid phase
reacts with RE-211 phase to form RE-123. During this process, the heterogenous
nucleation occurs at the seed location and the single grain grows transforming the
entire material into a single grain. The growth sectors and growth sector boundaries
both in a-growth and c-growth regions of the single-grain sample can also be seen
in the figure. Though the single grain is achieved, the reliability aspect was of great
concern in TSMG as the success rate was limited to 30–40%. Some of the typical
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Fig. 3 a Sample assembly configuration for producing YBCO bulk via top-seeded melt growth
(TSMG) technique. NdBCO seed crystal positioned on the top of the YBCO precursor pellet,
prepared for TSMG processing can be seen. The top and side-views of the TSMG-processed single
grain of YBCO are shown in (b) and (c) respectively. The growth sector boundaries as observed
both in a-growth and c-growth regions are highlighted with arrows (yellow in color)

failures in terms of single grain usually observed via conventional TSMG are shown
in Fig. 4. It can be seen that the aggressive liquid phase component that forms during
the peritectic reactions can get in contact with the seed crystal resulting in either a
partial or complete melting of the seed crystal. These deleterious effects get worse
with longer duration of heat treatments. In this context, the buffer technique initially
developed and explored by Yao et al. [21, 22] and C-J Kim et al. [23] was further
improved and optimized by the Cambridge Bulk Superconductivity Group (BSG)
[24–26] is indeed appealing as the success rate of TSMGwas enhanced significantly
to >90%, via this integrated and modified TSMG referred as buffer-aided TSMG
‘BA-TSMG’ technique. The details of this BA-TSMG are discussed in the next
section.

2.2 Buffer-Aided TSMG (BA-TSMG) Approach

In this fabrication approach, a buffer pellet comprising of the same composition
as the main sample but without added RE-211 grain-refining agent, is compacted
into a mini-pellet and is arranged between the seed crystal and the main sample
being grown. This aspect of sample arrangement is shown in Fig. 5a. The processed
YBCO samples (both via TSMG and BA-TMSG) and the cross-sectional optical
micrographs recorded in these samples indicating the growth regions can be seen in
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Fig. 4 Occurrence of partial (a, b) or complete (c, d) melting of the seed crystal as observed in
TSMG processed YBCO samples. The failure of the seed crystal is because of its contact with the
aggressive liquid phase component

Fig. 5 a Arrangement of the YBCO sample assemblies in the TMG and buffer-aided TSMG
approaches. In the case ofYBCOsystem, a buffer pellet (of ~5–8mm in diameter and ~2–3 in height)
composed of 75% Y-123 + 25% Y-211 is placed between the seed crystal and the main sample
being fabricated. b Single grain YBCO samples obtained via TSMG and BA-TSMG are shown. The
cross-sectional, optical micrographs obtained in both the TSMG and BA-TSMG processed YBCO
samples are shown in (c) and (d) respectively
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Fig. 6 A scanning electron micrograph recorded at the interface between seed-buffer location in
a BA-TSMG processed YBCO sample. The lattice mismatch effects causing cracks are present at
the seed-buffer interface and getting confined within the buffer pellet region can be seen in the
micrograph. The cracks and defects occurring at the interface are indicated with arrows (yellow in
color)

Fig. 5b–d. Introduction of the buffer pellet has resulted out to be of a great advantage
[24–26] as outlined below:

(i) The reliability of single grain growth has increased appreciably as the liquid
phase component that gets into contact with the seed crystal is reduced
significantly.

(ii) The lattice mis-match effects arising due to seed-sample system are all
absorbed within the buffer pellet thereby shielding the main sample from
these defects.

(iii) The buffer pellet shields the diffusion of the seed crystal element from getting
into main sample thereby enabling better uniformity in the superconducting
properties as observed across the volume of the samples.

(iv) The buffer pellet also shields Ag from diffusing upwards—Ag in (RE)BCO
+ Ag sample from reaching the seed crystal.

The cracks and defects that occur due to lattice-mismatch effects, at the seed-
sample interface are absorbed within the buffer pellet as shown in Fig. 6. Further,
the seed crystal element (Nd in this case) diffusion was found to be confined within
the buffer pellet thereby overcoming the problem of solid-solution or low Tc phase
formation with the main sample being fabricated. The aspect of buffer pellet deploy-
ment shielding the seed crystal element (Nd) diffusion into the (RE)BCO sample,
aiding improving uniformity in Tc and Jc(H) [24], can be appreciated from Fig. 7.

3 Microstructural Engineering of (RE)BCO Bulks

Presence of microstructural defects such as pores and cracks remain one of the
weak spots in the rare-earth, cuprate based bulk superconducting materials. In
order to improve this aspect, two approaches investigated recently are reviewed and
summarized in this section.
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Fig. 7 Critical temperature ‘T c’ and field dependence of critical current density ‘Jc(H)’ (measured
at 77 K) in YBCO samples fabricated via TSMG (without buffer) and buffer-aided TSMG (with
buffer) are shown in (a) and (b) respectively. The figures were reproduced from [24]. The positions
corresponding to 1ta, 1tb, 1tc, and 3ta are schematically shown in (c)

3.1 Thin-Walled YBCO Bulks—Improved Microstructure

(RE)BCO bulk superconductors are limited by their mechanical and thermal prop-
erties rather than the superconducting properties and hence have been hindering
them from being deployed in some challenging applications where electromagnetic
stresses have been of concern. Typical microstructure of YBCO bulk superconductor
obtained via TSMG is shown in Fig. 8. It can be seen that significant fraction of
pores and cracks are present within the microstructure of the material. The reason
for the occurrence of these microstructural defects is associated with the oxygen gas
evolution that happens during the peritectic reactions, as explained in Eq. 2.

2 YBa2Cu3O7 → Y2BaCuO5 + 3 BaCuO2 + 2 CuO

2 CuO → Cu2O + 1
2

O2 ↑  

(2)

Very often, presence of cracks and pores within the microstructure of these mate-
rials creates further defects (at their interfaces with the matrix) that tend to aggravate
and hence break the entire material when excited sufficiently either viamechanical or
electromagnetic pressure. The pores occurring in the circumferential/outer regions
of the bulk can diffuse out relatively easily but the ones formed within the core of
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Fig. 8 a Cross-section of a YBCO bulk superconductor fabricated via TSMG approach. Optical
micrographs recorded under a magnification of 50 × and 1000 × are shown in (b) and (c) respec-
tively. Presence of pores and cracks occurring within the microstructure of the bulk sample can be
seen

the bulk remains trapped as indicated in Fig. 9. Hence, the weak spot within the bulk
sample is present at its central location [27].

To address this aspect of excess porosity within the bulk and also to create perme-
ation channels for oxygen to reach the centre of sample during the oxygenation

Fig. 9 a Cross-sectional optical micrograph exhibiting the presence of pores within the TSMG-
processed YBCO sample is shown. The same optical micrograph is presented again in (b) but with
a schematic version indicating how the pores that would have appeared in the outer/edge regions of
the bulk samplewould have diffused out into the atmosphere during the processing step.Reproduced
with permission from Ref. [27]
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Fig. 10 Microstructures at the centre of the YBCO bulks—both in standard and thin-walled bulk
containing artificial holes. Reduction of pores in the areas close to the artificially drilled hole regions
are highlighted with arrows (red in color). These figures were reproduced from Ref. [31]

process, few efforts have beenmade. Initially Chaud et al. [28] andNoudem et al. [29]
and recently Hlasek et al. [30] and Huang et al. [31] explored pathways by creating
artificial holes in the bulk during the compaction stage. The advantage of introducing
artificial holes in (RE)BCO bulks is threefold: (i) to enable O2 gas formed during
peritectic reactions to diffuse out thereby reducing the porosity levels, (ii) to speed up
the oxygenation process, and (iii) to enable enhancing the thermal properties of the
bulk by subsequently filling these artificial holes with resin/conducting paste/wires.
It was found that fraction of pores reduced in the samples containing artificial holes,
as can be seen in Fig. 10. Furthermore, the mechanical properties exhibited by these
bulks were found to be higher compared to the standard (RE)BCO bulks. Huang
et al. [31] recently further filled these open holes with copper wires and solder to
minimize the stress-concentration points and further assisting the cooling process.
Such a reinforced YBCO sample could overcome Lorentz forces with applied fields
of up to 11.5 T and could trap a magnetic field of ~8 T at 35 K and ~9 T at 30 K. The
presence of copper in the matrix has improved the thermal conductivity of bulk and
hence assisted in overcoming flux jumps to a moderate extent. Hence, these results
are greatly encouraging from large-stress applications perspective.

3.2 Processing of (RE)BCO via Infiltration Growth Approach

To address some of the limitations unavoidable with the conventional TSMG, the
infiltration and growth (IG) process was developed [15, 32, 33], inspired from the
ceramic-based technology.The IG-based fabrication approach enables near-net shape
fabrication of the (RE)BCO material and further can improve its microstructure by
reducing the fraction of pores and cracks significantly. If the processing parameters
are well tuned, this fabrication approach can produce (RE)BCO bulks with improved
superconducting and mechanical properties. In the IG process, the sample assembly
comprises of an RE-211 preform placed in contact with the liquid phase reservoir
pellet. A buffer pellet capped with a seed crystal is then arranged on the top of
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Fig. 11 a Sample assembly arrangement as followed in buffer-aided TSIG approach is shown. The
description of each of the pellets involved (i.e. RE-211 preform pellet, the liquid phase reservoir
pellet, the liquid phase support pellet—Yb2O3 plate in this case, the buffer pellet and the seed crystal)
is provided in (b). The liquid phase infiltration into RE-211 preform during the heat treatment is
schematically indicated with arrows in (b). The top and side-views of a GdBCO+ Ag single grain
as obtained via BA-TSIG process are shown in (c) and (d) respectively

the RE-211 preform to aid the seeding process. During the heat treatment step, the
copper rich liquid phase (comprising of BaCuO2 and CuO) is made to infiltrate into
porous RE-211 preform above the Tp of the compound, which subsequently below
Tp, reacts with the RE-211 phase to form RE-123, as described in Eq. 3. The sample
assembly arrangement and the seed configuration along with the buffer pellet are
shown in Fig. 11a, b. The top and side-views of a typical single grain GdBCO + Ag
bulk obtained via buffer-aided TSIG approach are shown in Fig. 11c, d.

(RE)2BaCuO5 + [3BaCuO2 + 2CuO]
As T cools through Tp−−−−−−−−−−−→ →(RE)Ba2Cu3O7−x (3)

3.2.1 Potential of TSIG Approach

Some of the merits possible due to the employment of TSIG approach are:

(i) Near-net shaping of (RE)BCO bulks with nearly no shrinkage.
(ii) Supports dense microstructures with significantly reduced pores and cracks,

in comparison to the ones possible via conventional TSMG approach,
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(iii) enables homogeneous distribution of RE-211 particles in the final (RE)BCO
product thereby supporting uniform current densities across the volume of the
samples,

(iv) Enables improvement in the mechanical properties, partly due to reduced
pores and cracks in the microstructure of the material.

In the conventional TSMG approach, the samples suffer a shrinkage of ~18–
20% and this is unavoidable as the RE-123 phase undergoes incongruent melting
during which there is an outflow of the liquid phase component. In contrast, in the
TSIG approach, no liquid phase forms in the RE-211 preform pellet. During the
heat treatment, the liquid phase that forms in the liquid phase reservoir pellet gets
infiltrated into the preform pellet and hence results in nearly no shrinkage. This
infiltrated liquid phase, under suitable heat treatment condition, reacts with the RE-
211 phase to formRE-123. Typical shrinkage observed inTSMGandTSIGprocessed
YBCO samples are shown in Fig. 12a. Optical micrographs recorded under low
magnification of 50× in the TSMG and TSIG processed YBCO samples, indicating
the level of porosity, are provided in Fig. 12b and c respectively. Due to this ability
of near-net shaping, the IG approach has been extended and explored to produce
shielding cavities [15, 34], superconducting fabrics and foams [35–37].

Fig. 12 a Shrinkage as observed in the YBCO samples fabricated via TSMG and TSIG. Both these
sample preforms were of the same size but due to the outflow of the liquid phase, the TSMG one
(sample on the left) suffered ~20% shrinkage while the TSIG processed sample (the sample on the
right) retained its shape and size. Optical micrographs obtained in each of these samples (produced
via TSMG and TSIG) are shown in (b) and (c) respectively
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Fig. 13 Comparison of TSMG and TSIG processed YBCO samples’ microstructure from the
perspective of the presence of RE-211-free regions. Optical micrographs recorded under magnifi-
cations of 200× and 1000× in both the samples—one processed via TSMG (a and b) and the other
via TSIG (c and d) are shown

In TSMG processing, during the heat treatment step, some of the pores/voids
occurring due to the evolution of oxygen gas can get filled with liquid phase pools,
which, while cooling via Tp of the compound react completely with RE-211 phase,
forming RE-123. Such regions transform themselves as RE-211-free regions in the
final product microstructure as shown in Fig. 13a, b. Such RE-211-free regions affect
the homogeneity in the distribution of RE-211 and hence the uniformity of Jc across
the sample volume. This also leads to variation in the mechanical properties across
the sample volume. In TSIG, as described above, no gas evolutions occur in the main
(RE)BCO sample and hence no RE-211-free regions occur in the microstructure.
These aspects are shown in Fig. 13c, d.

Recently, three important advancements, as listed below, have been made to the
TSIG processing to increase the reliability of single grain growth and to achieve
improved superconducting properties.

1. Integrating the buffer pellet strategy to TSIG to shield or reduce significantly
the interaction of the liquid phase with the seed crystal during the processing
step.

2. Identifying the suitable liquid phase component that would effectively and effi-
ciently infiltrate into theRE-211 preformunder optimized conditions and further
will not cause sub-grain from forming.

3. Separating the infiltration and growth, steps and carrying them sequentially—
this refined and advanced process is termed as 2-step buffer-aided TSIG (2-step
BA-TSIG)
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Fig. 14 Comparison of single grain growth in two different configurations of TSIG—one with no
buffer assembly and the other with buffer pellet arranged between the RE-211 preform and the seed
crystal. It can be seen that the single grain growth is reliable and successful when buffer strategy
is adapted in TSIG. Collection of several single grain (RE)BCO samples produced via BA-TSIG is
shown in (e)

The buffer pellet integration in TSIG, as described earlier in the case of BA-
TSMG, has been very productive in enhancing the success rate of single grain growth
for (RE)BCO materials [24, 25]. In the context of TSIG, the buffer pellet role is
furthermore more crucial as the liquid phase component is higher in this approach
and hence can get into the vicinity of the seed crystal relatively easily. A comparison
of YBCO sample fabrication via TSIG employing no buffer and with buffer pellet
assembly is shown in Fig. 14. It can be seen that when buffer pellet strategy is
employed, the reliability of single grain growth is higher, as indicated in Fig. 14e.
Further, employing a suitable liquid phase component overcomes issues such as
stability and sub-grain formation in the material. The success rate of single-grain
fabrication via BA-TSIG is now in excess of 90% and hence has emerged as potential
fabrication approach enabling mass production of these materials.

3.2.2 Controlling the RE-211 Content in the TSIG Approach

The size of RE-211 inclusions and the content of RE-211 phase in the final product
microstructure, plays a crucial role in governing the flux pinning strength of the
material and hence the superconducting properties (i.e. both the trapped field and
the current density performance). In this context, in the TSMG processing the RE-
211 content can be conveniently controlled by adjusting the starting composition as
RE-123 + x% RE-211. However, in TSIG approach, the control of RE-211 content
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is more complex and is indeed very challenging. This is due to the fact that the
final RE-211 content depends on a number of parameters including the compaction
porosity present in the RE-211 preform pellet, the particle size of the initial RE-211
phase, and amount of the liquid phase that gets infiltrated into the RE-211 preform
pellet during the heat-treatment step. These processing parameters are too complex
to tune and are further inter-dependent, making the task of controlling the RE-211
content in TSIG processing very challenging. In conventional TSIG processing, the
RE-211 content in final product microstructure often results between 40 and 55%
by volume fraction which is too large a content for the non-superconducting phase
to be present in the matrix and affects the superconducting properties of (RE)BCO
material significantly.

D. K. Namburi et al. tuned and optimised the critical parameters in TSIG such
as infiltration temperature (Ti) and infiltration time (ti) to achieve optimum levels
of liquid phase infiltration into the RE-211 preform, which subsequently, below Tp,
reacts with RE-211 and leaves back suitable amount of RE-211 flux pinning inclu-
sions in the final product microstructure thereby supporting higher current densities
and hence can trap large magnetic fields. In this context, the 2-step buffer-assisted
TSIG (2-stepBA-TSIG) approach emerged advantageous as it enables reliable single-
grain growth, supports enhanced superconducting and mechanical properties due to
the improved microstructures (with reduced pores and cracks and with optimum
RE-211 content) possible. These aspects are shown in Fig. 15.

Fig. 15 a Steps involved for obtaining (RE)BCO samples via 2-step buffer-aided TSIG approach
are shown schematically. Here, Ti stands for infiltration temperature, Tmax for maximum temper-
ature to which the sample assembly is heated to, and Tg refers to the growth-temperatures. The
step-1 and step-2 referring to the infiltration and growth steps are also indicated in the figure. b
Trapped field profile (at 77 K) obtained in one of the YBCO samples fabricated via 2-step BA-TSIG
approach. c Sectioning of the sample and labelling scheme followed are schematically shown. d
Typical optical micrograph exhibiting presence of Y-211 inclusions and e Jc(H) at 77 K, obtained
in 2-step BA-TSIG processed YBCO sample are shown
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4 Reinforcement Strategies in (RE)BCO Bulks

The reliability in single grain growth of (RE)BCO achieved encouraged various
designs and shapes to be explored for applications. But, to reliably deploy these
materials in real-scale applications especially in the ones where large electromag-
netic stresses get generated, some form of reinforcement is essential. While magne-
tizing a bulk superconductor an external magnetic field need by applied and this

creates a magnetic pressure
(
∝ B2

2µ0

)
which is indeed experienced by the supercon-

ducting bulk as the Lorentz force. A plot between the applied magnetic field and the
magnetic pressure it creates is shown in Fig. 16a. It can be seen that in order to take
magnetic fields beyond 7–8 T, the (RE)BCO bulk need some form of reinforcement
to aid its mechanical strength. An example where a (RE)BCO sample is exposed
to a 10 T magnetic field, generated using a superconducting magnet, undergoing
cracking/breaking is shown in Fig. 16b, c.

To magnetise the bulk superconductors, a field cooled magnetization (FCM)
approach is commonly used. In the FCM method, the bulk superconductor to be
magnetized is positioned firmly in the sample holder at room temperature and then
exposed to an applied magnetic field (Bappl) (generated using either an electromagnet
or a superconducting solenoidal magnet) with Bappl c-axis of the sample and subse-
quently cooled (with cryogen) to the required experimental operating temperature
(T<Tc). Once the sample reaches thermal equilibrium, the external appliedmagnetic
field is removed, and the superconductor is found to trap magnetic field based on
its magnetic flux pinning strength. A (RE)BCO superconductor, depending on its

Fig. 16 a Magnetic pressure as a function of applied external magnetic field. It can be seen that
the superconducting sample experiences a magnetic pressure of 40 MPa, 90 MPa, and 160 MPa for
applied fields of 5 T, 10 T and 20 T respectively. Typical failure occurring in a (RE)BCO sample
when exposed to a magnetic field of 10 T applied field (generated using a superconducting magnet)
is shown in (b) and (c)
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microstructure and its magnetic flux pinning capability, can trap a magnetic field of
~6–8 T on its surface. If larger fields are applied, the Lorentz force generated is so
high that the material can crack/break (as shown in Fig. 16b) due to its poor tensile
strength. The mechanical properties and methods to improve them will be discussed
in this section.

4.1 In-Situ Reinforcement Approaches

Twoof the in-situ reinforcement approaches investigated in (RE)BCObulk supercon-
ducting materials namely Ag addition and fibre-integration into the superconducting
matrix are discussed in this section.

4.1.1 Ag Addition

The addition of Ag into (RE)BCO has been explored to improve the strength and
fracture toughness of this ceramic-natured brittle material. It has been observed
that addition of Ag reduces the peritectic temperature of the (RE)BCO phase being
fabricated. Simultaneously it was observed that Ag particles get accumulated in
the pore-regions within the microstructure of the final (RE)BCO product thereby
increasing the strength of the composite. Both the factors namely the pores reduction
and the pore-regions being occupied by ductile, high conductivity Ag particles in
advantageous from the aspects of mechanical and thermal conductivity properties.
Themicrostructures ofAg-free andAg-addedYBCO samples are shown in Fig. 17. It
can be seen from this figure that the pore-regions are dominantly filledwith the ductile
Ag particles which indeed is advantageous from mechanical properties perspective
[38, 39].

Fig. 17 Effect of Ag addition on the microstructure in YBCO is shown. Optical micrographs
obtained in Ag-free and Ag-added YBCO bulk superconductors are shown in (a) and (b) respec-
tively. It can be seen that Ag is getting segregated in pore and cracks regions of the sample thereby
improving the microstructure significantly. Reproduced with permission from Ref. [39]
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4.1.2 Fibre Integration

In conventional ceramics, introduction and integration of suitable fibres have resulted
in the enhancement of stiffness and strength of the composite. An example is a glass-
fibre-reinforced-polymer (GFRP)where the polymermatrix is significantly strength-
ened through addition of glass fibres. In the same spirit, attempts have been made to
enhance themechanical strength of (RE)BCO bulks via fibre integration. A variety of
fibres including Ti, W, Ta, quartz, SiC etc. have been tested in order to integrate them
into (RE)BCO bulks with an aim to increase the strength of these ceramic-like mate-
rials. The task here is furthermore challenging as the choice of suitable fibres, their
method of introduction and integration into the superconductor matrix is involved
but crucial to retain the superconducting properties and simultaneously enhance the
mechanical properties of the reinforced (RE)BCO bulk.

Since most of the fibre components have their melting temperature well above
the peritectic temperature of (RE)BCO, it is highly likely that the fibres can cause
sub-grain formations if not well introduced. Hence, the pre-processing stepwhere the
(RE)BCO precursor powders are treated and homogenized with the fibres is indeed
vital. A recent work where a careful study was carried out investigating the reinforce-
ment with W–SiC hybrid fibres has been very promising [40, 41]. These fibres of
~100 μm in dimeter with aW-core of ~20 μmwhen successfully introduced into the
matrix improved the tensile strength of such reinforced bulk superconductors signif-
icantly. Two examples where fibres were chopped and homogenously distributed
within the YBCO bulk single grain and the other where fibres were aligned in a
preferential direction are shown in Fig. 18. In both these cases, the tensile strength
of the fibre-reinforced YBCO bulk was found to be higher by at least 40% compared
to the reference/standard fibre-free YBCO bulk samples, as shown in Fig. 18f.

4.2 Ex-Situ Reinforcement Approaches

Two of the potential ex-situ reinforcement approaches being greatly considered and
followed for bulk superconducting materials are discussed and reviewed in this
section.

4.2.1 Pre-stressing via Shrink-Fit Approach

RE–Ba–Cu–O bulk superconductors are brittle ceramics and need reinforcement
for realizing practical applications. Pre-compression is known to be very effective
in reinforcing bulk superconductors. YBCO bulks were encapsulated with Fe-Mn-
Si-based shape-memory alloy ring to generate large pre-compression as the shape
recovery strain achieved using this material was ~2% [42]. This approach showed an
enhancement in the mechanical property of the YBCO bulk. Even more interesting,
in 2003, Tomita and Murakami [43] used a combined reinforcement strategy and
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Fig. 18 Hybrid SiC (containing W at its core) fibres chopped and aligned in the YBCO precursor
powders before heat treatment are shown in (a) and (b). Sample assemblies prepared with the
added fibres are shown in (c) and as-obtained single grain samples are shown in (d). Trapped
field measured at 77 K in one of the fibre-added samples in shown in (e) and tensile strength as
measured, via Brazilian technique, in fibre-free standard YBCO (represented with black squares)
and in fibre-added YBCO sample (represented in red circles) are shown in (f). Some of these figures
were reproduced from Ref. [40]

achieved a trapped field of 17.24 T at 29 K between two YBCO samples (26 mm
in diameter) impregnated with resin and Wood’s metal and further reinforced with
carbon fibre.

Due to higher critical temperature and high Jc performance, GdBCO + Ag bulk
superconductors are attractive from the potential of trapping higher magnetic field. In
this context, in 2014, Durrell et al. [44] used the pre-stressing mechanism to shrink-
fit the machined GdBCO bulks with stainless steel (SS) rings as shown in Fig. 19b.
For this purpose, the SS ring was made with smaller radii compared to the machined
GdBCO bulk and the ring was heated to a temperature of 350 °C and then dropped
over the bulk sample, to obtain the pre-stressing. Two such shrink-fitted GdBCO +
Ag bulks were arranged one above the other with Hall sensors positioned between
them to measure the trapped magnetic field during the field-cooled magnetisation
experiments. A schematic of the field cooled magnetization approach, followed for
trapping the magnetic field in the superconducting bulks is shown in Fig. 19a. Some
of the sample fabrication aspects and the obtained trapped field results from the
stacked bulks are shown in Fig. 19.
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Fig. 19 a Field cooled magnetization process is shown schematically. b Photograph of the shrink-
fitted GdBCO+Ag sample and stacked two-sample configuration with five Hall sensors positioned
between the bulks are shown. c Trapped field as measured between two GdBCO+Ag bulks at 26 K
and in temperature range 26–50 K. Some of these figures were reproduced from Refs. [4] and [44]

4.2.2 Composite Stacking/Laminating Approach

It is very challenging to trap large magnetic fields, in excess of 16 T, even in the two
sample stacked configurations of (RE)BCO. This is partially due to the fact that the
tensile strength of these materials are poor, due to the presence of pores and cracks
within the (RE)BCO material microstructure as discussed earlier. In this context, a
reinforcement concept initially suggested by Morito et al. [45] later extended and
investigated for (RE)BCO tapes byPatel et al. [46] and laminatedGdBCO+Agbulks
by Huang et al. [47]. As an example, we discuss the laminated structure as followed
recently in GdBCO + Ag bulk materials. In this approach, thin layers (of 1.5–2 mm
thickness) were sliced from single grain GdBCO + Ag bulk superconductors (of
~25 mm in diameter). Stainless steel discs (~22 mm in diameter and ~0.5 mm thick-
ness) were sandwiched between the layers of superconductors as shown in Fig. 20a.
The entire composite structure thus obtained wasmachined and subsequently shrink-
fitted in stainless steel ring (as can be seen in Fig. 20b), to provide the pre-stress.
This reinforced sample assembly on field-cooled magnetization succeeded trapping
magnetic fields in excess of 17 T reliably, as can be seen in Fig. 20c, d and also in
repeated cycles, which is promising from real-scale applications perspective.
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Fig. 20 a A schematic showing the sample assembly arrangement with the laminated layers of
GdBCO+Ag thin slices and stainless-steel discs in between, termed as composite structure is shown.
The entire sample assembly is then machined and shrink-fitted in stainless steel rings as shown in
(b). Trapped field data, obtained via field cooling, at 22.5 K are shown in (c) and (d). The numbers
1–5 in (c) corresponds to Hall sensors which are positioned symmetrically on the sample surface.
These figures were reproduced from Ref. [47]

5 Novel Applications Employing Bulk Superconducting
Materials

Deployment of hybrid-reinforced (RE)BCO bulk superconductors in real-scale,
novel applications are discussed in this section.

5.1 Hybrid Trapped Field Magnetic Lensing (HTFML)

Here, initially, a description on the superconducting magnetic lens and the
method/mechanism by which it can generate higher concentrated field than the
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applied magnetic field is presented. Subsequently, the hybrid trapped field magnetic
lens (HTFML) is described, where bulk superconductors of two different geometries
(one as solenoidal discs, for trapping the magnetic field, and the other as conical
hollow lens, for concentrating the magnetic field) are arranged and integrated.

A magnetic lens is conventionally used for focusing and therefore achieving
enhancement in the strength of magnetic field (greater than the applied field) at
the focus point. These magnetic lenses are used in a range of applications including
electron microscopes, cathode-ray tubes and particle accelerators. Superconductors
due to their inherent characteristic property of magnetic flux expulsion (Meissner
effect) can aid concentrating the magnetic flux. Hence, these materials when shaped
in the form of a hollow cone and provided with a slit to suppress the circumferential
current loops, guide the current loops for concentrating the magnetic flux and hence
works as efficient magnetic lenses. NbTi on Cu-rings fabricated in the form of lens
exhibited a concentrated field of 0.618 T for an applied magnetic field of 0.339 T at
4 K, accounting to a concentration ratio of 1.82 [48]. At 20 K, GdBCO bulk conical
lens with the slit exhibited a lensing field of 12.42 T for an applied field of 8 T,
with a concentration ratio of ~1.55 [49]. At 4 K, employing a GdBCO bulk lens
assembly, the concentrated field reached 14.76 T with an increase from 12 to 13 T
of the external applied field [50]. At 4.2 K, long GdBCO lens samples (60 mm in
height) exhibited a concentrated field of 5.65 T with an applied external magnetic
field of 2 T [51]. MgB2 bulk, shaped in the form of a magnetic lens, exhibited a
concentration field of 2.1 T with an applied field of 1 T, at 17 K [52]. The side and
top-views of (RE)BCO lens supported with a stainless-steel tube are schematically
shown in Fig. 21a and b respectively. A YBCO bulk superconductor fabricated in the
form of a magnetic lens and also the slit created in the bulk, are shown in Fig. 21c–e.
The bulk was zero-field cooled and the lensing effect was studied in different field
ranges, measured at 30 K, for this lens are shown in Fig. 21f. At every field step,
the sample assembly was given sufficient time to achieve equilibrium in terms of
magnetic flux arrangement and hence on the concentrated field achieved.

The HTFML system proposed and developed recently by Keita Takahashi et al.
[53], comprises of two major components: (i) conical structure with slit which works
as lens, and (ii) ring-shaped, solenoidal stacked cylinders which work as the source
for trapping magnetic field during a field-cooling experiment. Both these mate-
rials are superconductors but the way of cooling them (i.e. the way the material
is brought into superconducting state), governs which property (i.e. magnetic flux
pinning or diamagnetic shielding) is being utilised to exhibit the property of interest.
The concentric arrangement of the conical lens and cylindrical solenoidal discs are
schematically shown in Fig. 22a. The advantage of HTFML is that the external
applied magnetic field need not be continuous. Once the superconducting solenoid
is magnetised and the field is trapped in it, the external field can be removed and the
system yet behaves as a complete, independent and continuous lensing facility (as
long as the temperature is maintained), leading to a potential pathway for portable
efficient trapped field magnets with higher capabilities. The cooling steps of the
arrangement is illustrated in Fig. 22b.
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Fig. 21 a A schematic showing the side and top views of the lens-assembly configuration are
shown in (a) and (b) respectively. The slit made is also indicated in the figure. A stainless tube
encapsulated over the lens bulk is shown in blue color and the current path in the bulk sample
is indicate in yellow arrows. The photographs obtained on the bulk lens-configured sample along
with slicing and slit formation, are in shown in (c)–(e). The external magnetic field applied, and
the concentrated magnetic field measured in the bore of the YBCO lens, in a zero-field cooled
experiment carried out at 30 K, are shown in (f)

As an example two superconductors: i.e. GdBCO lens (with Tc of ~92 K) and
MgB2 solenoidal cylindrical discs (with Tc of ~39 K) as studied in Ref. [53] The
basic science behind the experiment is involved in cooling the sample assembly and
in applying the magnetic field. Initially, entire HTFML is cooled to 40 K (where the
MgB2 is in the normal state but GdBCO lens is in the superconducting state) and then
the external magnetic field (Bappl) is applied and subsequently the sample assembly
is cooled to 20 K. This approach enables MgB2 cylindrical discs to get field cooled
making them as trapped field magnets while the GdBCO lens to work opposing
the applied field due to its diamagnetic approach. This enables concentrated field to
obtain at the centre of the system, and is measured with the Hall sensor. At the end
of the step, the external field is switched off and the trapped field in the MgB2 bulk
remains trapped (depending on its pinning ability). The trapped field as measured in
plain-MgB2 cylinder and also the concentrated field in the assembled configuration
of HTFML are shown in Fig. 23. It can be seen that a concentrated field of 3.55 T
has been achieved in the HTFML, with an applied field of 2 T at 20 K. In yet another
study [54], the HTFML consisting of a GdBCO bulk magnetic lens and EuBCO bulk
cylinder was investigated at liquid nitrogen temperature where concentrated field of
0.8 T was achieved with an applied field of 0.5 T.
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Fig. 22 a A schematic showing the side-view of the hybrid-trapped field magnet lens (HTFML)
assembly. The direction in which the external magnetic field is applied can also be seen in the figure.
b The cooling scheme followed in an example case where the lens was made of GdBCO bulk and
solenoidal trapped field discs were made of MgB2 is shown. The sequential steps followed while
cooling and applying/removing the magnetic field is schematically shown in the figure. The figure
in (b) was reproduced from Ref. [53]

Fig. 23 Trapped field
measured in the MgB2
cylinder (shown as red
circles) and concentrated
field (Bc) as measured in the
hybrid trapped HTML
(comprising of MgB2
cylinder in which the
GdBCO lens is arranged at
the centre) is shown in blue
squares [53]

5.2 High-Performance Magnetic Shields

Conventionally the ferromagnetic materials/mu-metals due to their large magnetic
permeability, are used formagnetic shielding applications.However, the performance
of the shield is limited by the saturation magnetization of the material, and hence the
deployment of the shield is confined to the low frequency range (<1 kHz). Super-
conductors, due to their property of magnetic flux expulsion (referred to Meissner
effect) can work as efficient magnetic shields. Superconducting cavities can work
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effectively as frequency independent (in a wide range of 80 Hz–100 kHz) passive
magnetic shields [55]. The field up to which the magnetic flux entry into the mate-
rial is completely shielded is defined as the limiting field (Blim). In two different
configurations, the magnetic shields can be of immense use:

(i) To safeguards the sensitive devices such as SQUID magnetometers from the
external electromagnetic noise.

(ii) To shield the outside atmosphere from the magnetic field generated by the
device e.g. to attenuate the magnetic field strength outside a superconducting
high-field magnet.

When external magnetic field is seen by the superconducting material, macro-
scopic current loops get generated in its outer core to repel the magnetic flux entry
thereby shielding the material. However, if the external magnetic field is beyond the
threshold limit (referred to as limiting field Blim), then the magnetic flux enters the
material, as shown in Fig. 24a. Two examples where a BSCCO tube (made by CAN
Superconductors) and a YBCO cavity with one-end fused are shown in Fig. 24b, c.
The shielding performance as measured in a YBCO cavity in the temperature range
77–20 K are shown in Fig. 24d. Effective shielding has been achieved of ~1.5 T at
20 K in a YBCO tube of 30 mm in height.

The performance of the superconducting shield is often governed by two char-
acteristic parameters: the limiting field Blim, and the shielding factor (SF, defined
as ∝ Bappl

Bin
), where Bappl is the applied magnetic field and Bin is the induced field.

Several superconducting materials, composed of (RE)BCO/Bi-2223/MgB2, shaped
in the form of hollow tubes, cavities with bottom- or top-sealed have been explored
as effective magnetic shields [34, 56–61]. The values for Blim or SF as observed in
superconducting magnetic shields made from bulk materials are shown in Table 2.

5.3 Bench-Top NMR/MRI with (RE)BCO Bulk Materials

Requirement of large magnetic fields is getting important and essential both in
the medical and science and research-based applications. Two prominent high-field
applications are Magnetic Resonance Imaging (MRI) and Nuclear Magnetic Reso-
nance (NMR). Achieving large and uniform magnetic field comprises of employing
low temperature superconducting materials (e.g. NbTi/Nb3Sn wires or tapes, which
need liquid helium to exhibit the superconducting properties) or more expensive
(RE)BCO tapes (which can work with liquid nitrogen but mostly operated at liquid
hydrogen or liquid helium temperatures for better performance) which makes the
entire facility expensive and a bit involved. In this context, economical bench-top
NMR/MRI facilities employing bulk superconductingmaterials is a novel and attrac-
tive approach which can address some of the mid-range tasks to a satisfactory level,
by operating the facility at liquid nitrogen temperature.

(RE)BCO bulk superconductor fabricated in the form of rings when field cooled
can provide high magnetic field within its bore. (RE)BCO ring-shaped discs when
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Fig. 24 a Typical plot between induced magnetic field (Bin) and applied magnetic field (Ba) is
shown. The field up towhich there is no entry of themagnetic flux occurs is referred to as the limiting
field (Blim). Typical images obtained on a BSCCO tube and an YBCO cavity which when zero-field
cooled can work as magnetic shields are shown in (b) and (c) respectively. Shielding performance
obtained in a YBCO cavity, in the temperature range 77–20 K is shown in (d). Reproduced with
permission from Ref. [2]

Table 2 Shielding properties of various (RE)BCO cavities, made from bulk superconductors

Sample/configuration Blim References

Bi-2223 14 mT @ 77 K [59]

YBCO 51 mT @ 77 K [60]

YBCO 1.5 T @ 20 K [60]

GdBCO (32 mm OD; 10 mm ID; 13 mm height) 0.4 T @ 77 K [34]

GdBCO (20 mm OD; 2 mm ID; 20 mm height) 2 T @ 30 K [61]

stacked can provide relatively uniform magnetic fields. Two SmBCO ring-shaped
bulk superconductors with a bore diameter of 7 mm enabled NMR (123MHz) signal
detection at 2.89 T, with a NMR signal sensitivity of 1850 ppm [62]. In another
experiment, six Eu–Ba–Cu–O ring-shaped bulks (each of 60 mmOD and 28 mm ID,
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Fig. 25 Cross-sectional 3-D images obtained, employing a bench-top MRI facility, from a
chemically-fixed mouse fetus are shown in (a)–(c). In a similar experiment, the NMR spectrum
obtained in ethanol is shown in (d). Spectrum with no shimming, with 1st order shimming and with
shimming via multichannel shim coils are shown in the same figure (d). Images were reproduced
with permission from Ref. [63]

20 mm height, reinforced with 5 mm-thick aluminum rings to shield them from the
electromagnetic hoop stress) were stacked and field-cooled in 4.7 T applied field.
The magnetic field trapped in the solenoidal bulk magnet was used for capturing
3-D magnetic resonance images from formalin-fixed mouse fetus [63]. Employing
ring-shaped bulk superconductors in the trapped field mode, MRI scanned images in
chemically fixed mouse fetus are shown in Fig. 25a–c and a NMR spectra obtained
(with and without shimming) in ethanol are shown in Fig. 25d.

Similarly high and large-gradient magnetic fields are being actively considered in
clinical environments. An example of this is the magnetically targeted drug-delivery
system [64] employing bulk superconductors, for treating cancer cells/tumours. In
this approach, the drug is associated with the biocompatible magnetic particle and
with the help of the large-gradientmagnetic field facility, the drug ismade to reach the
tumour locationwith the help of themagnetic force (as governed by B.∇B). Here, the
magnetic particle and hence the drug is released and confined at the tumour location
by removing the magnetic field, by simply switching off the applied magnetic field
(by increasing the operating temperature to above the Tc of the superconducting
bulk). Two major advantages via this approach are: (i) healthy tissues/cells need
not get exposed to cancer-related drugs/radiation, overcoming side-effects related
problems to a large extent, and (ii) smaller quantities of medicine will be sufficient
as all of the injected drug reaches the tumour location, thereby reducing the cost of
the treatment significantly. The pulse-field magnetisation (PFM) [65] approach can
be very effective and convenient for charging the bulk superconductors in portable
mode, and hence can have a great influence in some of the real-scale applications.

Acknowledgements The authors acknowledge the current and past members of the Bulk Super-
conductivity Group (BSG), and especially John Durrell, Yunhua Shi, Mark D Ainslie and Tony
Dennis for their valuable support received while carrying out some of the experiments described
in this book chapter. Authors also acknowledge King Abdualaziz City for Science and Technology



Design of Cuprate HTS Superconductors 267

(KACST); and the Engineering and Physical Sciences Research Council (EPSRC) with grant code:
EP/P00962X/1. The Henry Royce Institute (Equipment grant ref. EP/P024947/1) is acknowledged
for the 12 T superconducting magnet.

References

1. J.H. Durrell, M.D. Ainslie, D. Zhou, P. Vanderbemden, T. Bradshaw, S. Speller, M. Filipenko,
D.A. Cardwell, Bulk superconductors: a roadmap to applications. Supercond. Sci. Technol. 31,
103501 (2018). https://doi.org/10.1088/1361-6668/aad7ce

2. D.K. Namburi, Y. Shi, D.A. Cardwell, The processing and properties of bulk (RE)BCO high
temperature superconductors: current status and future perspectives. Supercond. Sci. Technol.
34, 053002 (2021). https://doi.org/10.1088/1361-6668/abde88

3. D.A. Cardwell, D.S. Ginley (eds.), Handbook of Superconducting Materials Volume I: Super-
conductivity, Materials and Processes (IOP Publishing Ltd., Cornwall, 2003). ISBN 0 7503
0432 4

4. G. Krabbes, G. Fuchs, W.-R. Canders, H. May, R. Palka, High Temperature Supercon-
ductor BulkMaterials: Fundamentals—Processing—Properties Control—Application Aspects
(2006). https://doi.org/10.1002/3527608044. Print ISBN: 9783527403837, Online ISBN:
9783527608041

5. M.K. Wu, J.R. Ashburn, C.J. Torng, P.H. Hor, R.L. Meng, L. Gao, Z.J. Huang, Y.Q. Wang,
C.W. Chu, Superconductivity at 93 K in a new mixed-phase Y-Ba–Cu–O compound system at
ambient pressure. Phys. Rev. Lett. 58, 908 (1987). https://doi.org/10.1103/PhysRevLett.58.908

6. D.A. Cardwell, Processing and properties of large grain (RE)BCO. Mat. Sci. Eng. B 53, 1–10
(1998). https://doi.org/10.1016/S0921-5107(97)00293-6

7. H.S. Chauhan, M. Murakami, Hot seeding for the growth of c-axis-oriented Nd-Ba-Cu-O.
Supercond. Sci. Technol. 13, 672 (2000). https://doi.org/10.1088/0953-2048/13/6/308

8. S.J. Scruggs, P.T. Putman, Y.X. Zhou, H. Fang, K. Salama, Hot seeding using large Y-123
seeds. Supercond. Sci. Technol. 19, S451 (2006). https://doi.org/10.1088/0953-2048/19/7/S06

9. M. Morita, S. Takebayashi, M. Tanaka, K. Kimura, K. Miyamoto, K. Sawano, Quench and
melt growth (QMG) process for large bulk superconductor fabrication, in Advances in super-
conductivity III, ed. by K. Kajimura, H. Hayakawa (Springer, Tokyo, 1991). https://doi.org/10.
1007/978-4-431-68141-0_162

10. K. Yamaguchi, M. Murakami, H. Fujimoto, S. Gotoh, T. Oyama, Y. Shiohara, N. Koshizuka, S.
Tanaka, Microstructures of the melt-powder-melt-growth processed YBaCuO. J. Mater. Res.
6, 1404–1407 (1991). https://doi.org/10.1557/JMR.1991.1404

11. P. Fox,E.J.Hardman,G.J. Tatlock,D.G.McCartney,Thegrowthofmelt-texturedYBa2Cu3O7-δ
superconductors, 1998. Supercond. Sci. Technol. 11, 541 (1998). https://doi.org/10.1088/0953-
2048/11/6/001

12. Y. Adachi, T. Goto, K.Watanabe, Oxygen controlledmelt growth process of filamentaryGd123
superconductors. Physica C 357–360, 1077–1080 (2001). https://doi.org/10.1016/S0921-453
4(01)00551-2

13. M. Murakami, Melt processing of YBaCuO superconductors and critical currents. Mod. Phys.
Lett. B 4, 163–179 (1990). https://doi.org/10.1142/S0217984990000234

14. Y. Shi, N. Hari Babu, K. Iida, D.A. Cardwell, Growth rate and superconducting properties of
Gd-Ba-Cu-O bulk superconductors melt processed in air. IEEE Trans. Appl. Supercond. 17,
2984–2987 (2007). https://doi.org/10.1109/TASC.2007.899474

15. E.S. Reddy, T. Rajasekharan, Fabrication of textured REBa2Cu3O7/RE2BaCuO5 (RE=Y, Gd)
composites by infiltration and growth of RE2BaCuO5 pre-forms by liquid phases. Supercond.
Sci. Technol. 11, 523–534 (1998). https://doi.org/10.1088/0953-2048/11/5/014

https://doi.org/10.1088/1361-6668/aad7ce
https://doi.org/10.1088/1361-6668/abde88
https://doi.org/10.1002/3527608044
https://doi.org/10.1103/PhysRevLett.58.908
https://doi.org/10.1016/S0921-5107(97)00293-6
https://doi.org/10.1088/0953-2048/13/6/308
https://doi.org/10.1088/0953-2048/19/7/S06
https://doi.org/10.1007/978-4-431-68141-0_162
https://doi.org/10.1557/JMR.1991.1404
https://doi.org/10.1088/0953-2048/11/6/001
https://doi.org/10.1016/S0921-4534(01)00551-2
https://doi.org/10.1142/S0217984990000234
https://doi.org/10.1109/TASC.2007.899474
https://doi.org/10.1088/0953-2048/11/5/014


268 D. K. Namburi and D. A. Cardwell

16. D.K. Namburi, Y.H. Shi, K.G. Palmer, A.R. Dennis, J.H. Durrell, D.A. Cardwell, An improved
top seeded infiltration growthmethod for the fabrication of Y–Ba–Cu–O bulk superconductors.
J. Eur. Ceram. Soc. 36, 615–624 (2016). https://doi.org/10.1016/j.jeurceramsoc.2015.09.036

17. S. Jin, T.H. Tiefel, R.C. Sherwood, R.B. van Dover, M.E. Davis, G.W. Kammlott, R.A. Fast-
nacht, Melt-textured growth of polycrystalline YBa2Cu3O7−δ with high transport Jc at 77 K.
Phys. Rev. B 37, 7850 (1988). https://doi.org/10.1103/PhysRevB.37.7850

18. M.Murakami,Melt processed high-temperature superconductors.World Sci. 19 (1992). https://
doi.org/10.1142/1892. ISBN: 978-981-02-1244-5

19. H.H. Xu, Y.Y. Chen, L. Cheng, S.B. Yan, D.J. Yu, L.S. Guo, X. Yao, YBCO-buffered NdBCO
films with higher thermal stability in seeding REBCO growth and recycling failed bulk super-
conductors. J. Supercond. Novel Mag. 26, 919–922 (2013). https://doi.org/10.1007/s10948-
012-1981-7

20. Y. Chen, Cui X, Yao X, Peritectic melting of thin films, superheating and applications in
growth of REBCO superconductors. Prog. Mater. Sci. 68, 97–159 (2015). https://doi.org/10.
1016/j.pmatsci.2014.09.001

21. T.Y. Li, L. Cheng, S.B. Yan, L.J. Sun, X. Yao, Y. Yoshida, H. Ikuta, Growth and supercon-
ductivity of REBCO bulk processed by a seed/buffer layer/precursor construction. Supercond.
Sci. Technol. 23, 125002(2010). https://doi.org/10.1088/0953-2048/23/12/125002

22. Y. Zhu, Y. Mu, L. Zeng, M. Wang, X. Yao, Progress in buffer-supported seeding architectures
for reliable epitaxial growth of REBa2Cu3O7−δ bulk cryomagnets with superior properties.
Cryst. Growth Des. 20, 7533–7549 (2020). https://doi.org/10.1021/acs.cgd.0c01131

23. C.-J. Kim, J.H. Lee, S.-D. Park, B.-H. Jun, S.C. Han, Y.H. Han, Y2BaCuO5 buffer block as a
diffusion barrier for samarium in top seeded melt growth processed YBa2Cu3O7-y supercon-
ductors using a SmBa2Cu3O7-d seed. Supercond. Sci. Technol. 24, 015008 (2010). https://doi.
org/10.1088/0953-2048/24/1/015008

24. Y. Shi, D.K. Namburi, W. Zhao, J.H. Durrell, A.R. Dennis, D.A. Cardwell, The use of buffer
pellets to pseudo hot seed (RE)–Ba–Cu–O–(Ag) single grain bulk superconductors. Supercond.
Sci. Technol. 29, 015010 (2016). https://doi.org/10.1088/0953-2048/29/1/015010

25. D.K. Namburi, Y.H. Shi, W. Zhai, A.R. Dennis, J.H. Durrell, D.A. Cardwell, Buffer pellets for
high-yield, top-seeded melt growth of large grain Y-Ba–Cu–O superconductors. Cryst. Growth
Des. 15, 1472–1480 (2015). https://doi.org/10.1021/cg501813y

26. D.K. Namburi, Y. Shi, A.R. Dennis, J.H. Durrell, D.A. Cardwell, A robust seeding technique
for the growth of single grain (RE)BCO and (RE)BCO–Ag bulk superconductors. Supercond.
Sci. Technol. 31, 044003 (2018). https://doi.org/10.1088/1361-6668/aaad89

27. D.K. Namburi, K. Singh, K.-Y. Huang, S. Neelakantan, J.H. Durrell, D.A. Cardwell, Improved
mechanical properties through recycling of Y-Ba-Cu-O bulk superconductors. J. Eur. Ceram.
Soc. 41, 3480–3492 (2021). https://doi.org/10.1016/j.jeurceramsoc.2021.01.009

28. X. Chaud, S. Meslin, J. Noudem, C. Harnois, L. Porcar, Chateigner D, Tournier R, Isothermal
growth of large YBaCuO single domains through an artificial array of holes. J. Cryst. Growth
275, e855–e860 (2005). https://doi.org/10.1016/j.jcrysgro.2004.11.124

29. J.G.Noudem, S.Meslin, C.Harnois, D. Chateigner, X. Chaud,Melt texturedYBa2Cu3Oy bulks
with artificially patterned holes: a new way of processing c-axis fault current limiter meanders.
Supercond. Sci. Technol. 17, 931 (2004). https://doi.org/10.1088/0953-2048%2F17%2F7%
2F018

30. T.Hlásek et al., Enhancedmechanical properties of single-domainYBCObulk superconductors
processed with artificial holes. IEEE Trans. Appl. Supercond. 29(5), 1–4 (2019). https://doi.
org/10.1109/TASC.2019.2896538

31. K.Y. Huang, T. Hlásek, D.K. Namburi, A.R. Dennis, Y. Shi, M.D. Ainslie et al., Improved
trapped field performance of single grain Y-Ba-Cu-O bulk superconductors containing artificial
holes. J. Am. Ceram. Soc. 00, 1–10 (2021). https://doi.org/10.1111/jace.18017

32. Y.L. Chen, H.M. Chan, M.P. Harmer, V.R. Todt, S. Sengupta, D. Shi, A new method for net-
shape forming of large, single-domain YBa2Cu3O6 + x . Physica C 234, 232 (1994). https://
doi.org/10.1016/0921-4534(94)90568-1

https://doi.org/10.1016/j.jeurceramsoc.2015.09.036
https://doi.org/10.1103/PhysRevB.37.7850
https://doi.org/10.1142/1892
https://doi.org/10.1007/s10948-012-1981-7
https://doi.org/10.1016/j.pmatsci.2014.09.001
https://doi.org/10.1088/0953-2048/23/12/125002
https://doi.org/10.1021/acs.cgd.0c01131
https://doi.org/10.1088/0953-2048/24/1/015008
https://doi.org/10.1088/0953-2048/29/1/015010
https://doi.org/10.1021/cg501813y
https://doi.org/10.1088/1361-6668/aaad89
https://doi.org/10.1016/j.jeurceramsoc.2021.01.009
https://doi.org/10.1016/j.jcrysgro.2004.11.124
https://doi.org/10.1088/0953-2048%2F17%2F7%2F018
https://doi.org/10.1109/TASC.2019.2896538
https://doi.org/10.1111/jace.18017
https://doi.org/10.1016/0921-4534(94)90568-1


Design of Cuprate HTS Superconductors 269

33. N.V.N. Viswanath, T. Rajasekharan, N. Harish Kumar, L. Menon, S.K. Malik, Infiltration-
growth processing of SmBa2Cu3Oy superconductor. Supercond. Sci. Technol. 11, 420 (1998).
https://doi.org/10.1088/0953-2048/11/4/011

34. P.Yang, J.-F. Fagnard, Ph.Vanderbemden,W.Yang,Magnetic shielding of a short thickGdBCO
tube fabricated by the buffer aided top-seeded infiltration and growth method. Supercond. Sci.
Technol. 32, 115015 (2019). https://doi.org/10.1088/1361-6668/ab4309

35. E.S. Reddy, J.G. Noudem,M. Tarka, G.J. Schmitz, Mono-domain YBa2Cu3Oy superconductor
fabrics prepared by an infiltration process. Supercond. Sci. Technol. 13, 716 (2000). https://
doi.org/10.1088/0953-2048/13/6/317

36. E.S. Reddy, G.J. Schmitz, Superconducting foams. Supercond. Sci. Technol. 15, L21 (2002).
https://doi.org/10.1088/0953-2048/15/8/101

37. J.G. Noudem, E. Guilmeau, D. Chateigner, S. Lambert, E.S. Reddy, B. Ouladdiaf, G.J. Schmitz,
Properties of YBa2Cu3Oy-textured superconductor foams. Physica C 408–410, 655–656
(2004). https://doi.org/10.1016/j.physc.2004.03.098

38. K. Konstantopoulou, Y.H. Shi, A.R. Dennis, J.H. Durrell, J.Y. Pastor, D.A. Cardwell, Mechan-
ical characterization of GdBCO/Ag and YBCO single grains fabricated by top-seeded melt
growth at 77 and 300 K. Supercond. Sci. Technol. 27, 115011 (2014). https://doi.org/10.1088/
0953-2048/27/11/115011

39. J.V.J. Congreve, Y. Shi, K.Y. Huang, A.R. Dennis, J.H. Durrell, D.A. Cardwell, Improving
mechanical strength of YBCO bulk superconductors by addition of Ag. IEEE Trans Appl.
Supercond. 29, 1–5 (2019). https://doi.org/10.1109/TASC.2019.2907474

40. D.K. Namburi, K.-Y. Huang, W. Lau, Y.-H. Shi, K.G. Palmer, A.R. Dennis, D.A. Cardwell,
J.H. Durrell, A simple, reliable and robust reinforcement method for the fabrication of (RE)–
Ba–Cu–O bulk superconductors. Supercond. Sci. Technol. 33, 054005 (2020). https://doi.org/
10.1088/1361-6668/ab7ec4

41. D.K. Namburi et al., Reinforced bulk high temperature superconductors and method for
their manufacture, UK patent United Kingdom (GB) Patent Application No: 1908788.1 and
International patent PCT/EP2019/078582

42. H. Seki, Y. Honma, M. Nomura, C. Nakayama, N. Koshizuka, T. Maruyama, M. Murakami,
Reinforcement of bulkY-Ba-Cu-O superconductors by using Fe-Mn-Si-Ni shapememory alloy
rings. Phys. Procedia 27(144–147), 1875–3892 (2012). https://doi.org/10.1016/j.phpro.2012.
03.431

43. M. Tomita, M. Murakami, High-temperature superconductor bulk magnets that can trap
magnetic fields of over 17 tesla at 29 K. Nature 421, 517–20 (2003). https://doi.org/10.1038/
nature01350

44. J.H. Durrell et al., Supercond. Sci. Technol. 27, 082001 (2014). https://doi.org/10.1088/0953-
2048/27/8/082001

45. M.Morita,H. Teshima, S.Nariki,Development of new reinforcementmethod and 10Tmagneti-
zation of QMGmagnet. Nippon Steel & SumitomoMetal Technical Report 117, 36–43 (2017),
https://www.nipponsteel.com/tech/report/nssmc/pdf/407-07.pdf

46. A. Patel, A. Baskys, T. Mitchell-Williams, A. McCaul, W. Coniglio, J. Hänisch, M. Lao, B.A.
Glowacki, A trapped field of 17.7 T in a stack of high temperature superconducting tape.
Supercond. Sci. Technol. 31, 09LT01 (2018). https://doi.org/10.1088/1361-6668/aad34c

47. K.Y. Huang et al., Supercond. Sci. Technol. 33, 02LT01 (2020). https://doi.org/10.1088/1361-
6668/ab5e12

48. Z.Y. Zhang, S. Matsumoto, S. Choi, R. Teranishi, T. Kiyoshi, A new structure for a magnetic
field concentrator usingNbTi sheet superconductors. PhysicaC 471, 1547–1549 (2011). https://
doi.org/10.1016/j.physc.2011.05.235

49. Z.Y. Zhang, S. Matsumoto, R. Teranishi, T. Kiyoshi, Magnetic field, temperature and mechan-
ical crack performance of aGdBCOmagnetic lens. Supercond. Sci. Technol. 25, 115012(2012).
https://doi.org/10.1088/0953-2048/25/11/115012

50. S. Choi, T. Kiyoshi, S. Matsumoto, Magnetic field amplifier employing high Tc bulk
superconductor. J. Appl. Phys. 105, 07E705 (2009). https://doi.org/10.1063/1.3068645

https://doi.org/10.1088/0953-2048/11/4/011
https://doi.org/10.1088/1361-6668/ab4309
https://doi.org/10.1088/0953-2048/13/6/317
https://doi.org/10.1088/0953-2048/15/8/101
https://doi.org/10.1016/j.physc.2004.03.098
https://doi.org/10.1088/0953-2048/27/11/115011
https://doi.org/10.1109/TASC.2019.2907474
https://doi.org/10.1088/1361-6668/ab7ec4
https://doi.org/10.1016/j.phpro.2012.03.431
https://doi.org/10.1038/nature01350
https://doi.org/10.1088/0953-2048/27/8/082001
https://www.nipponsteel.com/tech/report/nssmc/pdf/407-07.pdf
https://doi.org/10.1088/1361-6668/aad34c
https://doi.org/10.1088/1361-6668/ab5e12
https://doi.org/10.1016/j.physc.2011.05.235
https://doi.org/10.1088/0953-2048/25/11/115012
https://doi.org/10.1063/1.3068645


270 D. K. Namburi and D. A. Cardwell

51. T. Kiyoshi, S. Choi, S. Matsumoto, T. Asano, D. Uglietti, Magnetic flux concentrator using
Gd-Ba-Cu-O bulk superconductors. IEEETrans. Appl. Supercond. 19, 2174–77 (2009). https://
doi.org/10.1109/TASC.2009.201844

52. Z.Y. Zhang, S. Choi, S. Matsumoto, R. Teranishi, G. Giunchi, A.F. Albisetti, T. Kiyoshi,
Magnetic lenses using different MgB2 bulk superconductors. Supercond. Sci. Technol. 31,
025009 (2012). https://doi.org/10.1088/0953-2048/25/2/025009

53. K. Takahashi, H. Fujishiro, M.D. Ainslie, A new concept of a hybrid trapped field magnet lens.
Supercond. Sci. Technol. 31, 044005(2018). https://doi.org/10.1088/1361-6668/aaae94

54. S. Namba, H. Fujishiro, T. Naito, M.D. Ainslie, D. Zhou, Realisation of hybrid trapped field
magnetic lens (HTFML) consisting of REBCO bulk lens and REBCO bulk cylinder at 77 K.
J. Phys.: Conf. Ser. 1559, 012079 (2020). https://doi.org/10.1088/1742-6596/1559/1/012079

55. H. Niculescu, R. Schmidmeier, B. Topolski, P.J. Gielisse, Shielding effects in ceramic
superconductors. Physica C 229, 105–112 (1994). https://doi.org/10.1016/0921-4534(94)908
18-4

56. J. Claycomb, Magnetic Shields Applied Superconductivity: Handbook on Devices and Appli-
cations, vol. 1, ed. by P. Seidel (Wiley, New York, 1999), pp. 780–806. ISBN: 3527670653,
9783527670659

57. J.F. Fagnard, S. Elschner, J. Bock, M. Dirickx, B. Vanderheyden, P. Vanderbemden, Shielding
efficiency and E(J) characteristics measured on large melt cast Bi-2212 hollow cylinders in
axial magnetic fields. Supercond. Sci. Technol. 23, 095012 (2010). https://doi.org/10.1088/
0953-2048/23/9/095012

58. K. Takahata, S. Nishijima, M. Ohgami, T. Okada, S. Nakagawa, M. Yoshiwa, Magnetic
shielding by a tubular superconducting winding in parallel and transverse fields. IEEE Trans.
Magn. 25, 1889 (1989). https://doi.org/10.1109/20.92674

59. L. Tomkow, M. Ciszek, M. Chorowski, Combined magnetic screen made of Bi-2223 bulk
cylinder and YBCO tape rings: modeling and experiments. J. Appl. Phys. 117, 043901 (2015).
https://doi.org/10.1063/1.4906399

60. L. Wéra, J.-F. Fagnard, D.K. Namburi, Y. Shi, B. Vanderheyden, P. Vanderbemden, Magnetic
shielding above 1 T at 20 K with bulk, large grain YBCO tubes made by buffer-aided top
seeded melt growth. IEEE Trans. Appl. Supercond. 27, 6800305 (2017). https://doi.org/10.
1109/TASC.2016.2633301

61. Z.Y. Zhang, S. Matsumo, R. Teranishi, T. Kiyoshi, Magneic shielding properties of GdBCO
bulks with different crystal orientation. Phys. Procedia 27, 180–183 (2012). https://doi.org/10.
1016/j.phpro.2012.03.440

62. T. Nakamura, Y. Itoh, M. Yoshikawa, T. Oka, J. Uzawa, Development of a superconducting
magnet for nuclearmagnetic resonanceusingbulkhigh-temperature superconductingmaterials.
Concepts Magn. Reson. B 31B, 65–70 (2007). https://doi.org/10.1002/cmr.b.20083

63. T. Nakamura, D. Tamada, Y. Yanagi, Y. Itoh, T. Nemoto, H. Utumi, K. Kose, Development of a
superconducting bulk magnet for NMR and MRI. J. Magn. Reson. 259, 68–75 (2015). https://
doi.org/10.1016/j.jmr.2015.07.012

64. S. Nishijima, S. Takeda, F. Mishima, Y. Tabata, M. Yamamoto, J.-I. Joh, H. Iseki, Y. Muragaki,
A. Sasaki, K. Jun, N. Saho, A study of magnetic drug delivery system using bulk high temper-
ature superconducting magnet. IEEE Trans. Appl. Supercond. 18, 874–877 (2008). https://doi.
org/10.1109/TASC.2008.921967

65. M.D. Ainslie, H. Fujishiro, T. Ujiie, J. Zou, A.R. Dennis, Y. Shi, D.A. Cardwell, Modelling
and comparison of trapped fields in (RE)BCO bulk superconductors for activation using pulsed
fieldmagnetization. Supercond. Sci. Technol. 27, 065008 (2014). https://doi.org/10.1088/0953-
2048/27/6/065008

https://doi.org/10.1109/TASC.2009.201844
https://doi.org/10.1088/0953-2048/25/2/025009
https://doi.org/10.1088/1361-6668/aaae94
https://doi.org/10.1088/1742-6596/1559/1/012079
https://doi.org/10.1016/0921-4534(94)90818-4
https://doi.org/10.1088/0953-2048/23/9/095012
https://doi.org/10.1109/20.92674
https://doi.org/10.1063/1.4906399
https://doi.org/10.1109/TASC.2016.2633301
https://doi.org/10.1016/j.phpro.2012.03.440
https://doi.org/10.1002/cmr.b.20083
https://doi.org/10.1016/j.jmr.2015.07.012
https://doi.org/10.1109/TASC.2008.921967
https://doi.org/10.1088/0953-2048/27/6/065008


Fabrication Technologies
of Superconducting Cables and Wires

Yassine Slimani and Essia Hannachi

Abstract Nowadays, MRI and NMR magnets, high magnetic fields measurement
devices, high-fieldmagnets for accelerators or for nuclear fusion equipment are some
examples that largely utilize superconducting cables and wires, which are largely
made of the low-temperature superconducting materials (LTS) Nb3Sn and Nb-Ti.
The high-temperature superconductors (HTS), with critical temperature exceeding
77K, displayed very great values of critical current density (Jc), and critical magnetic
field (Bc2). Therefore, the ability to utilize cryo-free cooling or liquid nitrogen-based
systems for HTS tapes is leading to significant advancements in technical appli-
cations like power transmission lines. Among HTS materials, BSCCO was easily
made in the forms of round wires and tapes. However, making REBCO into the
form of tapes faced some challenges due to the high production cost. Numerous
investigations have been focused on these kinds of materials and further develop-
ments are still under progress for better industrialization and commercialization.
MgB2 superconductor (having Tc ∼ 39 K) has also the opportunity to be a low-cost
superconductor, which can operate at lower refrigerating costs. Promising Jc values
have also been attained by the new family of iron-based superconductors (called as
pnictides). However, very few studies were performed on tapes based on MgB2 and
pnictide materials. The present chapter summarizes the most important requirements
for superconducting cables and wires. Then, based on the kind and family of mate-
rials, the main manufacturing processes/technologies and recent developments for
superconducting tapes and wires are reported.
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High-temperature superconductors · Superconducting cables and tapes ·
Superconducting wires · Superconducting multifilament · Mechanical properties ·
High field magnets

1 Introduction

Superconductivity was identified for the first time in 1911 by Heike K. Onnes
(University of Leiden, Holland). Indeed, some materials lose their resistance
to the circulation of electrical current at lower temperatures. The superconduc-
tivity phenomenon continues to remain a research interest in laboratory till the year
1954 when G. Yntema (from University of Illinois) [1] successfully created the first
magnet based on superconductor material, which produced about 0.7 T at 4.2 K. This
success signaled the beginning of the era of engineering superconductivity. During
that moment, the performances of the magnet are greatly lower than the anticipated
characteristics of a superconductor. The slow growth could be moderately ascribed
to: (i) the difficulties in achieving the needed very low temperatures, and (ii) the
insufficient knowledge on the way to make thermally and electrically stable super-
conducting wires. The main issue is that the superconductivity was limited not just
to lower temperatures but even to a limited range of electrical current density and
magnetic field. The range of these parameterswas specifically limited in earlier super-
conductingmaterials. The critical values ofmagnetic field (Hc), electrical current (Ic)
or current density (Jc), and transition temperature (Tc) are dependent to each other
and together constitute the so-called ‘critical surface’. The first superconductors
including Hg, Al, and Pb are categorized as type I superconductors.

The magnetic field is expelled from the volume of these superconductors, and
the Jc is limited to a surface layer of about 1/10 of a micron. In most cases, the
greatest fields that these superconductors could generate are below 0.1 T. Because
of these drawbacks, type-I superconductors are unsuitable for a wide range of prac-
tical applications. The different ‘technological superconductors’ (meaning super-
conducting materials that could be easily manufactured in the form of cables and/or
wires for high-currents and high-fields applications) are type-II superconductors.
The magnetic field is penetrating the volume of these superconducting materials,
forming the so-called vortices [2–4]. Nb3Sn (Tc ∼ 18 K) and Nb-Ti (Tc ∼ 9.7 K)
are the largely exploited materials as technological superconductors for wires and
cables, where Jc values higher than 109 A/m2 could be transported. The upper critical
magnetic fields (Bc2) are about 14.5 and 30 T for Nb-Ti and Nb3Sn, respectively.

The engineering Jc values at 4.2 K for tapes or strands with lengths greater
than 100 m are evaluated in Fig. 1. Low temperature superconducting (LTS) mate-
rials have a limited range of temperature. However, the costs of insulation and refrig-
eration are often higher than compensated by the lower energy expenses caused by
non-resistive current flow. Since the wasted energy quantity during the circulation
of current via a superconductor magnet is very low, it could be run with no supplying
power once it is charged. This ‘permanent current’ is greatly suitable for NMR and



Fabrication Technologies of Superconducting Cables and Wires 273

Fig. 1 Engineering Jc values for superconducting wires and/or tapes (updated in 2018) (Image
was taken from National MagLab, Tallahassee, USA [5].)

MRI applications due to the high stability of current flow (and hence for the field
also). Liquid helium (LHe) could be produced, which offers a cooling to around
4.2 K and reach a much lower temperature around 1.8 K at diminished pressure. The
use of superconducting materials has become increasingly interesting and widely
investigated due to the recent developments in cooling and refrigerating technologies.

The finding of materials that are classified as high-temperature superconduc-
tors (HTS) in 1986 (ceramics displaying Tc greater than 77 K (the boiling point of
liquid nitrogen, LN2)) driven a surge in interest in superconductivity applications.
The detection of superconductivity phenomena in MgB2 (2001, with Tc = 39 K) and
iron-based superconductors (in 2008, called also as pnictides, highest Tc is around
57.5 K) expanded the range of magnetic field and temperature for intermetallic
superconducting materials.

Despite the fact thatHTSconductors are still struggling tofindaviable commercial
market, the ability to operate at LN2 temperatures or at medium temperatures (20–
50 K) has broadened the range of prospective applications.

Aiming to be employed in high-currents and high-fields applications, supercon-
ducting materials should be manufactured and designed in the form of wires, which
could also be cabled. Since superconductingmaterials have a broad range ofmechan-
ical characteristics (such as fragile ceramics like HTS materials and strong ductile
alloys like Nb-Ti), the techniques for manufacturing wires and cables will vary
substantially. Among HTS materials, only Bi-2212 compound is made as round
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wires, while the others aremade in the formof tapes, either by performing an epitaxial
growth of the material on suitable substrate (coated conductors) like for REBCO (RE
means rare earth) or by employing roll and heat-treatments on powdered precursors
like in the BSCCO 2223 phase. Since brittle superconducting materials (like those in
the A-15 family, like Nb3Sn) could not be wire-drawn, they are mechanically treated
as fine powders or ductile precursors, which are then reacted to generate the final
composite. AlthoughNb-Ti could be coldworked to a large degree, heating processes
are involved during manufacturing steps to create a secondary phase within the
microstructure, which will eventually trap the vortices in the final wire and give
improved superconducting performances (much higher Jc and Bc2).

Due to these discrepancies, different manufacturing techniques will be presented
individually and based on the superconducting materials. Nevertheless, there exist
some critical components that all superconducting wires and cables have in common.
All these points will be reported and discussed in the next sections of this chapter.

2 Usual Requirements for Cables and Wires

2.1 Filaments and Matrix

Superconductor wires have a multifilamentary architecture where single filaments
(each with a diameter ranging from a few to tens of μm) are implanted in a highly
conductive matrix. When the critical surface conditions in a localized region of a
superconductor are exceeded, this region starts to conduct resistively and produces
localized heating. The generated heat and current transport present a falling tendency,
causing the entire superconductor to quickly transit to its normal state. The capacity
to transport heat and currents away from localized areas by separating the filaments
into a highly conductivematrix is themain step formaking practical superconducting
materials. The basic parts of cryogenic stabilization were not created until the middle
of 1960s and the initial multifilament NbTi wires were not accessible till 1967 [6].
Al and/or Cu were found to be the most preferred matrices. Silver is essential to
process HTS superconducting materials that require oxygen diffusion across the
matrix during heat treatments. Following heat treatments, external stabilizers are
frequently included. Besides the needs for stability, fine filaments are also required
to reduce hysteretic losses, which is important in both ac and dc applications wherein
pinned magnetization and jumps of flux must be prevented. The diameter criteria of
filaments for ac applications are extremely stringent where a diameter lesser than
1 μm is being preferred. For this case, a Cu–Mn and/or Cu–Ni or matrices are
frequently utilized to minimize filaments’ proximity coupling.

Multifilamentary designs are not possible to be fabricated by using the manufac-
turing methods of coated conductors. Superconducting layers are generally of one
μm in thickness in commercial tapes of 2–12 mm in wideness. When an additional
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subdivision is needed (such as in the case of ac applications), one should reduce the
width of tapes by the striation of the wire into individual strands.

2.2 Uniformity of Filaments

The current that could be transported by each filament is lowered when the diam-
eter of the filament is locally reduced. Although currents might be transported to
neighboring filaments, the critical current transition is widened, and the time the
wire can be worked in continuous mode is reduced (important for NMR and MRI
applications). Because diameters lesser than 20μmare frequently needed, the prepa-
ration of wires necessitates a high degree of controlling the quality. As much as the
superconducting transition is sharp with rising currents, it will reflect the uniformity
degree of filaments. The following power law may be used to describe the curve of
voltage versus current (V-I) in the early steps of the resistive transition:

V ∝ I n (1)

A superconducting material that carries a current density (J) will generate an
electric field (E):

E = Ec(J/Jc)
n (2)

where n is transition index and Jc is the critical current density.
With increasing the field, the transition index reduces. The initial low field value

is larger and the decline in n value is more pronounced when the filament cross-
sectional areas are more uniform. In the case of Nb3Sn for NMR applications, the
n values (at 12 T) are in the 40–80 interval. The n values (at 5 T) are in the range
of 50–100 in composites based on Nb-Ti wires. The large values of n in the former
Nb-Ti wires correspond to less than 2% variations in filaments’ cross-sectional area
[7]. The values of n are usually low for HTS materials.

2.3 Jc and Flux Pinning

Because a Lorentz force is created on the vortices when current runs throughout a
pure annealed superconductor, it cannot transport very high amount of current. The
flux lines lead to energy dissipation during their motion, and the superconducting
material gradually returns to normal state [8, 9]. Nevertheless, defects in the super-
conducting matrix could block the vortices in their places (called flux pinning [3,
10, 11]). Flux pinning capability could be enhanced using various ways depending
on the material. For example, the vortices are principally trapped by grain bound-
aries in A15-based superconducting materials (like Nb3Sn), hence improving the
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density of grain boundaries will lead to improve the critical currents. Furthermore,
the incorporation of elements like Ta and Ti in the superconducting matrix rises the
resistivity and thus the upper critical field (Hc2). The increment in Hc2 value will
lead to increase the critical current in the presence of large magnetic fields. Also,
the inclusion or generation of defects that act as artificial pinning centers (APC)
showed widely positive effect on pinning efficacy for LTS materials. Trapping is
highly anisotropic in HTS materials due to their layered crystal structure. Vortices
are efficiently trapped by the lattice planes once the magnetic field is parallel to
the (ab)-planes. However, the trapping along the c-axis is depending on the APC
and generated defects (such as columnar defects, dislocations, precipitates, etc.). In
conclusion, the grains size refinement and the inclusion of efficient pinning defects
are the main factors to develop technological superconductors.

2.4 Twisting

It is commonly necessary to twist the wire about its drawing axis to decrease the
non-stability of flux-jump induced by the variations of applied magnetic fields, as
well as to diminish eddy-current losses. Twisting is preferably done shortly before
the multifilament wire reaches its final size, allowing the twist to be held in position
by a subsequent die-pass. As the twist pitch is tighter, as the rate of field changes is
higher. In the Large Hadron Collider (LHC), about 80 rotations along the drawing
axis per meter were needed for continuous-state dipole magnets. For AC applications
of comparably sized wire, the twisting number per meter may reach 300. Twisting
pitches of about 10–20 times the diameter are commonly utilized.

2.5 Final Shaping and Cladding

The size and shape of the die or the use of independently regulated rollers working
along the wire surface could control the final cross-section of a strand. Filaments
having rectangular or square cross-sections could be made accordingly. Otherwise,
a larger duct, such as a rectangular Al or Cu external stabilizer, could be used to
introduce and strand the wire into it.

2.6 Mechanical Characteristics

Mechanical strength is a necessity for different superconducting cables and wires
working with high currents and magnetic fields. This is required to withstand the
deformations caused by the differential thermal contractions during cooling and
by the electromagnetic forces that develop during function. Cooling creates some



Fabrication Technologies of Superconducting Cables and Wires 277

tenths of a percent longitudinal compressive strain in the superconducting materials
in today’s accelerator magnets, but Lorentz loadings in forthcoming systems might
yield transverse stresses of up to 200 MPa [12]. The deformations in cables and
wires can generate a reversible deterioration of superconducting characteristics via
a typical curve of Ic versus strain (ε), the rupture of the active filaments above partic-
ular εirr values, and hence an irreversible degradation of performances. The ductile
Nb-47wt%Ti alloys are strain-insensitive in operationally relevant ranges. However,
the fragile Nb3Sn has a bell-shaped curve with a strain-free maximum and a compar-
ative decline in critical current density. Nb3Al, as an alternate A-15 superconducting
material, displays substantially lower sensitivity to strain, however, it is not easy to
be fabricated.

The electromechanical effects on the performance ofNb3Sn superconductors have
been extensively investigated, both experimentally and theoretically. The incorpora-
tion of additives, A15 constitution and development throughout the heat treatments,
and the cable design are the main factors that alter the irreversibility limits and strain
sensitivity of technological wires.

RE-Ba2Cu3Oy (noted RE-BCO, where RE is a rare earth element) tapes are
mechanically stronger than LTS wires because of the existence of a steel substrate.
With modest strain sensitivity of superconducting characteristics in the reversible
area, axial stresses of up to 700MPa could be achieved, favoring HTS to be used with
metallic materials. In contrast, because of differential thermal contraction of insu-
lators, certain concerns have been noticed once applying transverse tensile stresses
[13]. In bismuth-based HTSmaterials, the dependency of Jc on strain is dissimilar. A
linear tendency in Jc versus εaxial was observedwithin the reversibility zone [14]. This
indicates that the Tc is pressure-dependent. Adequately packed tapes based on Bi-
2223 have exhibitedmodest dependency on the axial strainwith reversibility reaching
0.35% axial tensile strain [15]. Different from other compounds, the irreversibility
happens even for extremely tiny compressive strains. The phenomena could be linked
to porosity in filaments for the example of Bi-2212 wires, where the compression
provokes collapsing of unsupported grains. The densification seems to be the main
factor for achieving high strain resistance and Jc values in this product. The efforts
made to utilize HTS products, that are capable to produce very intense magnetic
fields, are inspired from the continuous advances in their mechanical performances.

2.7 Performing Cables

One could cable or braid single filaments together to make a superconductor
wire/cable of very high capacity to carry very large currents. Amongst the greatest
prevalent architectures for roundwires based on LTS, the design of Rutherford cables
(consisting of a completely flatted, compacted, and transposed cable) is usually
utilized in accelerator magnets, wherein great engineering current densities, magnet
shape, and field quality constitute the major design operating criteria. Cables with a
high-aspect ratio of up to 46 wires could be made by employing this process [12].
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Fig. 2 Cross-sectional view
of a cable-in-conduit
conductor (∼4.4 cm)
wounded to form toroidal
field coil. It comprises 900
Nb3Sn strands mixed with
522 Cu strands. The outer
part is an austenitic stainless
steel conduit tube. The
central channel is used for
helium flow (Image was
extracted from [17].)

As well, wires could be joined together in a multi-stage and twisted form and then
placed within a conduit. This duct acts as a structural template as well as a contain-
ment structure for the circulation of the coolant, with a void portion for coolant
circulation (by keeping a certain hole/empty part). Figure 2 shows a cross-section of
the CICC (cable-in-conduit-conductor) cable as an example of the mentioned model.
CICC cables are necessary for nuclear fusion magnets, which need conductors with
very great capacities to transport higher currents and remove heat [16]. The tech-
nology of cabling for superconducting tapes is in advanced stages, where several
cable architectures are studied for the integration of many wires. Certain cables are
formed in a way that the tapes are stacked within aluminum or copper structures that
act as stabilizers. Some are created in a way that the tapes are winded in consecu-
tive layers on a circular core. Using another process, tapes can be initially chopped
to a meander form and subsequently assembled in Roebel architecture to achieve a
completely transposed structure.

The designs of cables must be improved for different kinds of materials to reduce
strain on the superconductors, with a focus on keeping it in the interval of ε < εirr.
The control of transverse pressure effects (that impact for instance the transportation
characteristics of Nb3Sn wires) is a major concern in the uses of accelerator magnets
[18]. The empty/hole part in CICC cables, which is required for cooling fluid circu-
lation, could enable changes in cables under electromagnetic forces. As a result of
the combined influence of contact, transverse, and axial stress parts, the filament in
Nb3Sn strands could be fractured during repetitive loading cycles. The resistance to
transverse stress could be enhanced by modifying the conductor design or improving
the cable twist pitch sequence, which leads to disperse the stress across the wires
that make up the cable.
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2.8 Length

Commercial Nb3Sn and Nb-Ti cables come in some tens of Km lengths. Due to
changes in mechanical characteristics of the constituents and connection of the fila-
ments that happened through mechanical reduction, the modifications could happen
on the length of the cable.As established byKanithi et al. [19], the changes in Ic values
over the length of Nb-Ti cables are closely ascribed to the changes in Cu/Nb-Ti ratio
alongside the length. The researchers generated cables for the project “Supercon-
ducting Supercollider”. They demonstrated that the variations in Ic values (because
of changes in the extrinsic characteristics, cable diameters, and ratio between Cu and
Nb-Ti) were more than the double changes observed in Jc values (intrinsic property).
The industry recently supplied huge amounts of Nb-Ti wires of around 1300 tons to
be used for magnets in the CERN LHC accelerator. This is a huge amount, which
corresponds approximately to the world production each year (around 1700 tons
per year). In another project, the ITER nuclear fusion needed around 250 tons of
fine Nb-Ti multi-filaments and massive amounts of Nb3Sn. Actually, an amount of
around 500 tons Nb3Sn wires are used to develop the ITER toroidal magnet system.
Cables based on HTSmaterials are still in the early stages of development, where the
length of single wire is of certain hundredmeters. In this case, a distinct phenomenon
is seen. Since it is exceedingly hard to preserve the perfect environments (such as
lower porosity and grains alignment) required for an excellent HTS cable across long
lengths, the global value of Ic will decrease with increasing the length.

3 Materials for Manufacturing Superconducting Wires
and Cables

3.1 Low-Temperature Superconductor (LTS) Materials

3.1.1 Niobium-Titanium (Nb-Ti) Alloys

Due to that it could be made in a robust and ductile structure with great Jc values, Nb-
Ti material is being the most popular superconductor in commerce. Manufacturing
Nb-Ti cable requires an alloy containing 46–50 wt% of titanium, which is commonly
denoted as Nb-47 wt% Ti. Reducing the amount of titanium below this interval will
lead to diminish the values of Tc and Hc2. Hc2 value can reach a value of about 12 T

at LHe temperature with a Ti amount of 44 wt%. The rise in Hc2 and Tc values is
largely attributed to the α-Ti precipitates that are beneficial for strengthening the
flux-pinning and hence improving Jc value. The hardness of the final Nb-Ti product
is greatly altered by the composition of the Nb-Ti, which affects the morphology of
precipitates. Therefore, it is crucial to start with homogeneous alloys. For a filament
having a diameter lesser than 0.05 mm, the alloy should be devoid of non-melted
niobium or inductile additives that might cause breaking in filaments and hence in
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the cable. Nb and Ti show a wide difference in their melting temperatures, which
hardness the manufacturing of the alloys. The levels of homogeneity in currently
commercially available alloys of Nb-47Ti are often substantially better than 1.5 wt%
titanium. Previously, it is recognized that the amount of impurities should be as much
as low, nevertheless, it has been demonstrated nowadays that raising the tolerable
amount of Fe could lead to significant precipitates size refinement with no affection
on the volume of the precipitate.

The Nb-Ti slab is hot-shaped to the needed diameter and subsequently subjected
to annealing process. Next, the Nb-Ti bar is wrapped within a Cu extrusion container
of high purity, which is then hot-extruded to generate well-connected monofilament.
To prevent the introduction of particles that could not be deformed to below the
size of a filament of 0.05 mm, the assembly of the billet should be done in a clean
environment. Nb-Ti rods arewrapped by aNb diffusion barrier to prevent the creation
of fragile Ti-Cu intermetallics throughout the heating process, which is desirable
for achieving higher Jc values and producing fine wires. Wire drawing is used to
reduce the diameters of filaments, which are then finished using a hexagonal die to
generate filaments that could be easily restacked. For Cu/Nb-Ti monofilaments, the
thickness of copper surrounding the Nb-Ti at this phase dictates the space among
Nb-Ti filaments. A ratio between spacing and diameter filament (s/d) of 0.15–0.20
is very good for greatest mechanical stability in Cu/Nb-Ti multi-filaments [20]. The
addition of stabilizers is typically needed, which could be provided by the addition
of a central core of stabilizers or by enlarging the wall thickness of the swelling
container. Ghosh and co-workers [21] determined that a least 0.4–0.5 μm copper
thickness is needed for dc magnet applications. If a pure Cu matrix is utilized, the
least need for the copper thickness restricts the least diameter of filaments to about
3 μm for s/d ratios of 0.15–0.20. One could add Mn or Ni to the Cu among filaments
when finer filaments are needed.

To produce themulti-filamentary composite, the filament is layeredwithin another
copper extrusion container. The diameter of the extrusion container could reach
330 mm with 400 kg in weight. In a single extrusion, up to 4000 filaments could be
combined. A formerly produced multifilamentary ingot could be restacked to yield
enormous quantities of finer filaments. Cables of up to 40,000 wires were produced
by employing this route. Nb-Ti bars could be directly incorporated within the drilled
holes in a hard cooper extrusion billet when a limited number of wide filaments
is required (usually for low-field MRI applications). It should be noted that warm
extrusion largely aids in the bonding of the multifilamentary composites.

Precipitation heat treatment is conducted when adequate cold working has been
done after multifilament extrusion. If very limited cold working is done prior to the
heat treatment, precipitates ofWidmanstätten-typewill form,which cause an increase
in the hardness (lowering the drawability) and produce a non-optimal precipitates
distribution and size. The amount of needed pre-strain rises in a linear way with the
weight % of titanium. As a consequence, a greater pre-strain is needed to prevent
precipitation of Widmanstätten structures in chemically inhomogeneous alloys than
in homogeneous alloys. The pre-strain needed for Nb-47Ti alloys is about 5, which
increases significantly to about 9 for a 55 wt% of titanium.
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Heat treatment steps generally take 20–80 h and are carried out at intervals of
370–420 °C. To achieve great Jc values, several sets of drawing and heat treatment
are necessary. Although the first heat treatment will just generate about 10 vol%
precipitation, the influence of the sluggish diffusion rate at these temperatures is
surmounted and more precipitates are generated by exerting further cold working
strain. The second and third treatment processes usually give 15 and 20 vol% of
alpha-Ti precipitates, respectively. Between heat treatment steps, there is a strain of
0.8–1.5, and at minimum three heat treatment stages are commonly used.

Lee et al. [22] demonstrated that the Jc values and the vol% of precipitates in
Nb-47Ti are linearly correlated. At 4.2 K and 5 T, a 20 vol% of alpha-Ti precipitates
are enough to achieve Jc values greater than 3 × 103 A/mm2. Rising the amount
of titanium will raise the rate and concentration of precipitates, however larger pre-
strains are necessary to retain excellent ductility and long piece lengths. Alternately,
the artificial pinning centers could be physically inserted by hand-assembling the
desirable microstructures at a large scale, similar to how multifilament billets are
constructed, and afterward lowering the dimensions to meet the fluxoid spacing by
numerous restacking and drawing stages. There is no need for extra heat treatments
for APCs’ strands, and the microstructural constituents would be more flexible. The
APCs methodology is not yet commercialized due to the higher expenses linked
to the repeated restacking procedure, even though the low field (<5 T) performances
are great.

The alpha-Ti precipitations are almost equiaxed in transversal cross-section
following the last heating process, where a diameter of 100–200 nm having an exten-
sion along the axis of the wire gives a 5–20 aspect ratio. The substantial last wire
drawing results in a slight strain in the b.c.c. beta-Nb-Ti that is sustained by Nb-
Ti grains inter-curling. Throughout the last wire drawing, the alpha-Ti precipitates
will be distorted to tightly folded plates. The folding technique quickly reduces the
spacing and thickness of precipitates while rising the lengths of precipitates per area
[23]. When the microstructure is optimized, the Jc value rises until it achieves a
peak and then starts to fall gradually. The maximum in Jc value for multifilamen-
tary strands having homogeneous filaments for a monofilament happens at a strain
of about 5. When the cross-section of the filaments is non-uniform, the maximum
appeared early and at a lower Jc. Strands that have an early and reduced peak in
Jc during the last drawing process is considered as ‘extrinsically limited’ since it
did not reach the intrinsic Jc of the microstructure. Sausaging of the strands because
of a lack of coupling among the constituents of the composite or the intermetallic
development is by far the most frequent cause of extrinsic limitations. Hence, a tight
quality control is required.

To present, the major technical issue has been for the applications, in which
a reduced filament diameter is desired while ensuring lower vicinity coupling
conditions, reducing ac losses, and improving Jc, quench protection, and stability.
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3.1.2 Niobium-Tin (Nb3Sn) Alloys

The second largely utilized superconducting material is Nb3Sn, which displays a
Tc (around 18 K) higher than that of Nb-Ti. Nb3Sn is largely produced and has
demonstrated significant strain tolerance in application, allowing it to be utilized in
huge solenoids like the ITER CS model coils that store 640 MJ of energy and in
high-field (above 20 T) magnets for NMR applications [24, 25]. Since A15 products
are fragile, the different manufacturing processes employ ductile precursors that are
heated to generate the A15 at desired dimensions via solid-state diffusion. Earlier,
it was established that the existence of copper considerably helps the creation of
Nb3Sn at temperatures lower than 800 °C. Under intense magnetic fields (above
12 T), the addition of 7.5 wt% of Ta or 0.7–1.0 wt% of Ti enhances the Jc values.

Commercially available Nb3Sn is produced using mainly one of the following
three approaches: powder-in-tube (PIT) technique, internal Sn process, and bronze
process. Figure 3 illustrates these three techniques.

Fig. 3 Schematic illustration of the three main designs of commercial Nb3Sn-based supercon-
ducting strands: PIT, internal Sn, and bronze process techniques
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• PIT technique:

Nb3Sn can be made using greater Sn concentration in Nb-Sn compositions
(NbSn2 and Nb6Sn5) by placing the powdered intermetallics inside Niobium tubes
and heating at 650–700 °C. Copper too is needed for the creation of the A-15
phases at temperatures ranging between 650 and 700 °C while maintaining fine
grains size. To increase the Sn/Nb ratio, Sn element is also added. These cables do
not require low-temperature heating process, and the heating process for forming
the A-15 phases requires merely a short duration (from 50 to 75 h). The optimum
combination of great Jc values (up to 2.5 × 103 A/mm2 at 4.2 K and 12 T) and
smaller filament diameter (lower than 35mmfor cableswith higher Jc values, or lesser
than 25 mm for cables with relatively low Jc values) is used in this approach [26].
This enables them to overcome the lower instabilities of magnetic fields related to
large filaments in distributed barriers, large-Jc internal Sn wires. Limited amounts for
demanding applicationsweremanufactured using thismethod.Although the viability
of the approach has been shown in a variety of areas, like nuclear fusion and high-
energy physics, the costs to commercialize the products are still very high. For PIT
wires, the amount of A-15 phases inside the non-copper region, the concentration of
tin within the A-15 layer, and the high-field pinning capabilities should be greatly
optimized [26]. Figure 4 shows images obtained by field-emission scanning elec-
tron microscope (FE-SEM) for a PIT composite wire manufactured by ShapeMetal
Innovation (SMI).

• Bronze process:

The ‘bronze process’ is by far the popular method for MRI applications. Here,
rods of niobium alloy are wrapped in ductile Cu/Sn bronze and afterward joined
within another tube of Cu/Sn, like in the preparation of Nb-Ti multifilament inside

Fig. 4 Micrographs obtained by FE-SEM technique for a PIT composite wire produced by SMI
(Holland). Images were taken from Refs. [27] (Left image) and [28] (Right image)
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copper for niobium-tin strands. Several restacking cycles could be utilized to enhance
the number of filaments, like in the case of Nb-Ti alloys. The tin from the bronze will
react with the niobium during the heating step (usually between 600 and 700 °C) to
generate the superconducting A-15 material. Since the Cu-Sn alloys do not operate
as stabilizers, extra highly pure copper should be placed inside and/or outside the
bronze-Nb filament composite, along with a diffusion barrier of Nb and/or Ta, to
prevent the stabilizer frombeing contaminatedwith tin. Figure 5 shows two examples

Fig. 5 Cross-section images obtained by FE-SEM for bronze process ITER wires produced by:
Furukawa (reacted at 650 °C for 240 h), and Vacuumschmelze (reacted by a diffusion step at 570 °C
for 220 h followed by a A-15 creation stage at 650 °C for 175 h). Images were taken from Ref. [27]
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of wires prepared via the ‘bronze process’. Although vanadium was being utilized as
a barrier, it resulted in lowering Jc value. This approach could produce strands with
highly uniform sized and distributed filament, making them appropriate products for
high-fields NMR and other applications that need lower hysteresis loss. The bronze,
on the other hand, rapidly became hard during the draw of wires and should be
subjected to annealing regularly to preserve the ductility of strands, which influ-
ences the production costs. The amount of tin, that could be added (generally less than
16 wt%) to the bronze whilst preserving the ductility, also limits the tin concentration
in the composite. At 12 T and 4.2 K, Jc values cannot exceed roughly 103 A/mm2

(low Jc values) for inadequate Sn amount.

• Internal tin process:

By maintaining the tin isolated from the copper during strands manufacturing, one
could achieve very high amount of tin and Jc values. The internal tin process, where a
tin core is placed within a niobium-filament/copper matrix, is based on this. The
tin core could be alloyed to serve as a carrier for Nb3Sn alloys or to enhance
the mechanical performances of the soft tin. Figure 3 shows how the Cu/Nb-Sn
composites could be utilized in subelements inside single and/or distributed diffu-
sion barriers. Figure 6 shows real cross-sectional images of the well-known Nb3Sn
wires manufactured using the internal-Sn process, as well as their main character-
istics. In this Figure, the products labeled with OKSC and OST-I correspond to the
first typology of wires, and those designated with EM-LMI and OCSI abbreviations
belong to the second typology. These different products were investigated at the
ENEA-Italy laboratory [29]. Strands generated by this technique by employing the
dispersed barrier architecture attained the greatest Jc values for Nb3Sn (more than 3
× 103 A/mm2 at 12 T and 4.2 K). High Jc values are accomplished by lowering
the quantity of copper within the copper/filament/tin composite: increasing Sn/Cu

Fig. 6 Cross-section images of the well-knownNb3Sn wires manufactured through the internal-Sn
process along with their main characteristics. Image was reproduced with permission from [29]
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ratio leads to higher tin concentration inside the A-15 layers. Moreover, the heating
process can bridge the filament, provoking undesired enlargement in the diame-
ters of filaments. Filaments with smaller sizes (5–10 μm) could be obtained for
certain wire designs, but for wires with greatest Jc values, individual filaments have
coalesced into macrostructures specified by the subelements, as shown in Fig. 3, with
practical diameters exceeding 50 μm.

To avoid contamination of the copper stabilizer, diffusing barriers (Nb and/or
Ta or NbTa alloys) are needed, like in the case of the ‘bronze process’. At the
temperatures (can reach 700 °C) utilized for the formation of A-15 compounds,
tin is diffusing quickly via copper, posing a serious threat to barrier integrity.
Several lower-temperature stages precede the heating process of strands to generate
the A-15 phases, which are intended to join the tin and the copper in a certain manner
that the niobium filaments are not dissolved by the liquid tin or Cu6Sn5.

As a part of the US Department of Energy’s Conductor Development Program
(CDP) for applications in high-energy physics, Oxford Instruments—Supercon-
ducting Technology (OI-ST) pioneered the production method enabling them to
achieve the maximum Jc value of 3 × 103 A/mm2 (at 12 T and 4.2 K) [30]. In
the designated ‘Rod Restack Process (RRP)’, hot extrusion is employed to generate
subelements of filamentary niobium alloyswithin aCumatrixwhere the core consists
of tin alloys, which are subjected subsequently to restacking and hot extruding
process in highly conductive copper for the stabilization ofwires. In the sub-elements,
rods of pure niobium or Ta-Nb alloys could be utilized. Instead that tin cores being
alloyed, some of the niobium rods might be changed by Nb-47Ti rods as a supplier of
titanium. Optimizing the Nb3Sn layers is the main advance to reach great Jc values
in these wires [31]. This could be accomplished by reducing microstructural and
chemical inhomogeneities and getting a large proportion of the layer near to stoi-
chiometric Sn concentration. Each sub-element surrounded by Ta-Nb or Nb alloying
barrier is intended to partly interact and improve to the global Jc value.

3.1.3 Nb3Al Superconductor

Strands based on Nb3Al compound did not yet reach commercialization. However, it
could be designated as a practical superconductor since it is produced with uniform
kilometer lengths and good performances, which have been used to build full-scale
devices. Jc values close to those of Nb3Sn strands could be achieved under magnetic
fields greater than 20 T.Over 24 T, effective Jc values up to 4.1× 103 A/mm2 could be
attained. The great strain tolerance of Nb3Al strands in comparison to Nb3Sn ones is
by far the most significant property of Nb3Al superconductor. A total length of
210 km (approximately 1 ton in mass) of ‘jelly-roll’ processed Nb3Al-based strands
was produced for use in the ITER Central Solenoid coils [32].

Co-winding sheets of niobium and aluminum together on a pure Cu core (free of
oxygen) leads to create the Cu/Nb-Al jellyrolls (Fig. 7). This will constitute a single
filament in the multifilamentary strand. To produce an extruded tape, the assembled
core and jellyroll are placed inside a pure Cu tube. The ingot is pulled down to
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Fig. 7 Fabrication procedures of the jellyroll Cu/Nb3Al precursors [34]: a 1st stacking of Nb-Al
composite, b individual filament having 0.6 cm in diameter, c restacking of Cu/Nb-Al billets, and d
Cross-section image for final Cu/Nb-Al precursor (having 18 cores and size of 0.9 mm in diameter)

a tiny sufficient diameter upon hydrostatic extrusion, which could be subjected to
a restacking cycle to form a multifilamentary ingot. The strand is again subjected
to hydrostatic extrusion and drawing to reach the appropriate diameter size. In the
filaments, theNb-Al layers’ thickness is reduced to less than 1μmupon extruding and
restacking steps. The ITER insert strand’s manufacturing yields are about 70% for
cables with a distance exceeding 1.5 km and that can reach up to 11 km in length.
To make Nb3Al, the final strands are subjected to heat treatment (often at 800 °C for
10 h). At 4.2 K-12 T, this approach could yield Jc values up to 600 A/mm2 [33].

The largest Tc and Hc2 values for Nb3Al alloys are obtained upon heating
at high temperatures followed by quick cooling. In the quick heating-quenching-
transformation approach, Nb-Al products are heat-treated at temperatures ranging
between 1900 and 2000 °C and afterward quickly quench treated in a molten Ga bath
at about 40 °C, which yields the metastable b.c.c. super-saturated solid solution,
Nb(Al)ss, within a niobium matrix [35]. The heat treatment duration is about 0.1 s.
Since the Nb(Al)ss is highly ductile, the strands could be mechanically cabled with
copper at this phase, and the stabilized strands can also be wrapped in devices.
At 800 °C, Nb(Al)ss will be converted into Nb3Al. Nb3Al products manufactured
through the quick heating-quenching-transformation approach revealed Bc2 of about
26 T and Tc around 17.8 K, which are 4 T and 0.7 K smaller than those observed
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in products achieved via electron or laser beam irradiation [36]. The stacking faults
generated within the A-15 product are thought to be responsible for this discrepancy
[37]. The basic the quick heating-quenching-transformation approach follows the
double quickly heating-quenching process, however in the place of a low heat-
treating temperature (lesser than 1000 °C), the second the quick heating-quenching
procedure forms the A-15 composition, which is then followed by a long-range
ordering heating process at 800 °C for 12 h [38]. Strands that do not display these
stacking faults showedTc of about 18.4K, indicating excellent stoichiometry.At 25T,
a Jc value of about 135 A/mm2 was also achieved [25]. The brittle A-15 composi-
tion is generated throughout high-temperature treatment, which is a drawback of
this approach. Similarly, the transformation-heating-based up-quenching approach
uses a rapid heat treatment phase at 1000 °C after the first quick heating-quenching
of the quick heating-quenching-transformation procedure. At this temperature, the
heat generated by localized transition from the Nb(Al)ss toward the A-15 composi-
tion induces quick localized heating and reaction diffusion over the lengths of the
strands. Since the self-heating is confined to the A-15 region, the heat will promptly
dissipate after the reaction through the niobium and stabilizer regions, preventing
the outer copper stabilizer from melting [36].

The optimization margins of the performance could be predicted as: Jc could be
enhanced by refining the grains, the diameter of filaments should be minimized, and
irreversible stress limit could be raised, which all can be achieved by the application
of an extra stacking well after the quick heating-quenching process.

3.2 High-Temperature Superconductors (HTS)

HTS products technology has reached a point that allows them to be utilized for
actual applications in a wide range of sectors. Superconducting Magnetic Energy
Storage (SMES) systems, Superconducting Fault Current Limiters (SFCLs), power
transmission cables, and high-field magnets (like for MRI, NMR, fusion, and high-
energy physics, etc.) are just a few examples.

The increased attention on HTS materials is mainly attributed to their inter-
esting performances and elevated temperatures in comparison to LTS ones. For
instance, HTS materials can show superconductivity phenomena by using low-cost
liquid nitrogen as coolant and they display outstanding superconducting perfor-
mances. Nevertheless, owing to the greater difficulty of creating low-cost
lengthy conductors, HTS tapes and wires did not yet achieve great commercial
interest like the case of LTS wires/cables. The current flow barrier posed by grain
boundaries with high angle, as well as the anisotropy of their superconducting prop-
erties, are the major factors of this issue. As a result, the strands should be made with
the excellent alignment of grains.

Until today, there exist two main kinds of HTS products on the market that are
suitable for technical applications; (Bi,Pb)2Sr2Can-1CunOy (noted as abbreviations
BSCCO, or Bi-2212 if n= 2 andBi-2223 if n= 3) andREBa2Cu3Oy (notedREBCO,
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where RE is a rare earth element like Y, Pr, Sm, Pr, Gd, etc.). Despite not fully
adhering to the HTS class, the magnesium-diboride (MgB2) material with medium
temperature will be addressed (see Sect. 3.2.3). As well, the new family of iron-based
superconducting materials (or called as pnictides) will be covered in Sect. 3.2.4.

3.2.1 Tapes and Wires Based on Bi-2212 and Bi-2223 Materials

Just Bi-2212 material, out of different HTS materials, could be easily formed in
the form of round wires and multifilamentary strands. Cross-sectional views of Bi-
2212 round wire are depicted in Fig. 8, as an example [39]. The design of round
wires enables researchers and engineers to use the techniques and processes that
are already developed for LTS cables and wires. In general, the PIT manufac-
turing approach involves a conventional heating step in pure O2 at 1 bar. During

Fig. 8 a, b Cross-sectional SEM images of as drawn Bi-2212 wire with 18 × 85 configuration
(left) and 18 × 37 configuration (right). c An enlarged view of a fully-heat-treated Bi-2212 wire
after overpressure heat treatment. Images were taken from Refs. [41, 42]
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the melting of the powder upon the conventional heating step, an enormous agglom-
eration of bubbles appears in the filaments, which is one of the biggest downsides
of this method. During the conventional heating step in a O2-Ar environment, an
over-pressure must be applied to avoid the creation of bubbles and detrimental
creep densification [40]. Due to the necessity for high-pressure, high-temperature
furnaces limit the size of coils that could be manufactured. One should react Bi-2212
phase after the fabrication of coils sine it is brittle.Another challenge in fabricating the
BSCCO2212material is the great sensitivity to heating temperatures. For example, at
890 °C and round 100 bar, lesser than one-degree Celsius control should be applied
over the whole length of the strand. Furthermore, this technique necessitates oxygen
diffusion within the HTS material during production. This basically implies that an
argon sheath (that is more costly and soft than the traditional stabilizers Al and Cu)
should be utilized as a stabilizer for the superconducting strands.

Bi-2212 round wires with great Jc values (near to those found with REBCO tapes)
are now widely available today and have been seen in coils. Bi-2212 has achieved
Jc values (at 4.2 K) of 3.2 × 103 A/mm2 and 2.5 × 103 A/mm2 under 12 and 20 T
applied fields, respectively [40, 43]. This material also reached irreversibility larger
than 100 T (at 4.2 K). As a result, this material gained great interest to be used in the
forthcoming upgraded-LHC and for high-fields MRI and NMR applications.

On the other hand, the Bi-2223HTSmaterial (Tc around 110K) showed also great
capabilities to be employed in diverse applications including motors, fault current
limiters, transformers, magnetic energy storage devices, superconducting power
cables, and so on. However, these applications necessitate a substantial decrease
in manufacturing costs. PIT approaches are widely utilized for the fabrication of Bi-
2223 by packing Bi-2212 powders with different precursor oxides ((Sr,Ca)14Cu24Ox,
CuO, Ca2PbO4) inside a silver tube (very similar toNb3Sn production). It is crucial to
utilize highly pure powders in the PIT approach to prevent unwanted organic contam-
inations. In most cases, Pb is used for stabilizing the Bi-2223 phase. To restacking
the size of monofilaments, groove rolling is used in addition to typical wire drawing
processes. The compositemultifilament could be then bonded byhot extrusion,which
increases the density of powder and reduces the diameter of the billet. Following the
extrusion step, there is further drawing and groove rolling before rolling into a tape.
By profiting from the lamellated structure of the BSCCO 2212 composition and its
capability to be oriented towards the c-axis once compressed, the last step (known as
texturing step) is required to optimally align the c-axes of grains normal to the plane
of tape. A first partial heat treatment step is employed to create the HTS phase when
it has been rolled into tapes. Since it produces a significant loss in density, the first
thermal process is terminated prior to the entire creation of the Bi-2223 phase. After
this partial heat treatment, the ceramic core is densified by a deformation process.
Lastly, under high O2 pressure, an additional heating step will complete the transfor-
mation to the HTS phase. This material is easily exploited to produce high amounts
of largely sized products since the material is subjected to conventional mechanical
processes. Nowadays, the available commercial tapes could exhibit a 15° full-width
at half maximum (FWHM) uniaxial texturing with no in-plane texturing, as well
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as a Jc value of near to 500 A/mm2 at 77 K and in the absence of applied magnetic
field [44].

Researchers and engineers succeeded in employing tapes based on Bi-2223 in
accelerator magnets, especially in the HTS current leads [45]. From 2010, over
1300 Bi-based HTS current leads are running at the CERN LHC: About 65 current
leads having Irated ∼ 13 × 103 A are used in the main dipoles and quadrupoles,
the insertion magnets use around 300 current leads having Irated ∼ 0.6 kA, and the
corrector magnets use more than 800 current leads of Irated ∼ 0.6 kA. The overall
energetic power was thus decreased from 1290 kW using traditional leads to 450 kW
by adopting the BSCCO HTS leads.

Superconducting power lines are another interesting application forBSCCOmate-
rials. Despite their small diameter, these cables have the capability of transporting
huge amounts of currentswith low losses. Particularly, superconducting power cables
look to be highly exciting in populous regions, where high-voltage traditional cables
can be changed by superconducting cables, which will lead to eliminate the need for
substations attached to cables. Numerous DC or AC superconducting power cables
were constructed and evaluated in Korea, China, European Union, the United States,
and Japan. Table 1 lists some projects on typical examples of superconducting power
cables. Figure 9 depicts a Bi-2223 superconducting cable of three phases manufac-

Table 1 List of some projects on typical examples of superconducting power cable

Region Project Place Length (m) Voltage (kV) Current (kA)

Korea DAPAS2 Lab 30 154 3.75

DAPAS1 Lab 100 22.9 1.25

KEPCO Lab 100 22.9 1.25

China IEE/CAS (DC) Factory 380 1.3 10

Lanzhou Factory 75 10.5 1.5

Yunnan Grid 33.5 35 2

Europe St. Petersburg (DC) Grid 2500 20 2.5

Essen Grid 1000 10 2.3

VNIIKP Grid 200 20 1.4

Denmark Grid 30 30 0.2

USA LIPA Grid 600 138 2.4

Ohio Grid 200 13.8 3

Albany Grid 350 34.5 0.8

Japan METI (DC) Grid 2000 10 5

RTRI (DC) Lab 30 1.5 5

Sumitomo Factory 70 3.3 0.4

Yokohama Grid 240 66 2

Chubu University (DC) Lab 200 20 2

EPCO/CRIEPI/Sumitomo Lab 100 66 1
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Fig. 9 Constituents of Bi-2223 superconducting cable of three phases designed by Nexans. Image
was taken from [46]

tured by Nexans. A neutral shielding conductor, three BSCCO 2223 conductors
separated by a dielectric, electrical insulation, and cable cryostat make up this cable.
The cooling fluid could effectively circulate via both the outer and inner channels of
the cable. A vacuum layer separates the structure from its outside shell, preventing
the transfer of the thermal energy to the surrounding medium.

3.2.2 REBCO Coated Conductors

REBCO superconductors have also attracted the interest as be potential candidates
for high-fields magnet technologies due to their outstanding Birr and Jc values.
For instance, Birr value along the c-axis of bulk YBCO (Tc = 92 K) could reach
100 T at 0 K [47, 48]. Although REBCO tapes showed outstanding supercon-
ducting performances, round wires based on this material are still unavailable
by utilizing the present approaches. The PIT technique could not be employed here.
Actually, REBCO conductors could only be made as epitaxial films deposited on flat
and flexible metallic tapes that have been coated with stabilizing layers and buffering
metal oxides. 2nd generation (2G) technology of HTS coated conductors is the name
given to this technology. Figure 10 shows the design of a lengthy coated conductor
that SuperPower Co. is presently commercializing. Some of the characteristics of
this product can be found in the website of SuperPower Inc. [49].

The main factor that limits the preparation of REBCO materials in the form of
round wires is the more pronounced deterioration of Jc (owing to the misalign-
ment of crystal grains) in these products compared to that seen in BSCCO mate-
rials. Indeed, Jc decreases rapidly in an exponential way when the misorienta-
tion angles of neighboring crystallites increase (surpassing 5°–10°). Therefore,
texturing the substrate could help to reduce grain boundariesmisorientation. Tomake
coated conducting tapes, many producers have implemented a range of advanced
approaches. The sophisticated techniques are the ion beam assisted deposition
(IBAD) and rolled assisted biaxially-textured substrates (RABiTS) technologies.
Due to the fact that the IBAD technique does not need a textured substrate, poly-
crystalline Hastelloy or stainless-steel tapes could be employed. In basic pulsed laser
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Fig. 10 Design of REBCO 2GHTS coated conductors commercialized by SuperPower Inc. Image
was taken from [49]

deposition (PLD) configuration, one will deposit a seed layer (Y2O3) and a diffusion-
barrier layer (Al2O3) on the metallic substrate’s surface, proceeded by depositing a
biaxially textured layer (MgO) by an assisted ion beam of 1 keV Ar+. For coated
conductors made using RABiTSmethod, the texture is readily incorporated in a NiW
substrate (biaxial texture) by rolling procedures and recrystallizing heat treatments
[50]. After that, epitaxial buffer layers are coated on the NiW textured substrate to
offer a lattice matching for growing the superconducting layer. The superconductor’s
cross-section is around 1% of the cross-section of the entire tape owing to the exis-
tence of many buffer layers and stabilizers (see Fig. 10). Because the dimensions
of these layers cannot be reduced, the thickness of the superconducting layer must
be increased to boost the Jc value. Nevertheless, maintaining an ideal texture in
thicknesses over 1 μm is extremely difficult challenging.

The active REBCO layers may be deposited using a variety of procedures,
including physical (such as PLD and reactive co-evaporation (RCE)) and chemical
(metal–organic chemical vapor deposition (MOCVD) and metal–organic deposition
(MOD)) techniques. Nowadays, several coated conductors’ manufactures use some
of these methods such as MOCVD by SuperPower Inc.; RCE by STI and SuNAM
Co.; PLD by SuperOx, Sumitomo, Fujikura, and Bruker Co.; MOD by American
Superconductors.

Coated conducting tapes are often intended to operate under specified circum-
stances. The tapes with APCs reveal improved performances under applied magnetic
fields (potential for high-field magnets). Other tapes have been developed to function
under low fields at liquid nitrogen temperature (promising for transmission cables).
Figure 11 depicts the Jc values versus magnetic fields of a coated conducting tape
designed by SuperPower Co., as an example [51]. It is clear that the Jc values are
extremely high and illustrate a weak dependency on the field, indicating that coated
conductor tapes have a lot of potentials. Jc is about 2 × 106 A/cm2 at 77 K and
0 T and increased with reducing the temperature. When the thickness of the film
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Fig. 11 Variations of Jc
versus magnetic field for a
coated conductor tape
manufactured by
SuperPower Co. Image was
reproduced with permission
from Ref. [51]

is raised further, a dead layer composed of secondary phases and pores could be
formed. Numerous approaches are currently being proposed to address this issue.

3.2.3 Magnesium Diboride

MgB2 superconductor has attracted the attention (discovered in 2001) since it
possesses the greatest Tc (∼39 K) in comparison to other intermetallic superconduc-
tors. MgB2 crystallized in hexagonal structure and displays anisotropic supercon-
ducting characteristics. Nevertheless, this anisotropy is less pronounced in compar-
ison toHTSmaterials, and thematerial behavesmore likeLTSmaterials. PIT is a scal-
able method that has previously been used to fabricate strands using both ex-situ [52]
and in-situ [53] processing for future manufacture of kilometer-lengthy MgB2. The
combined MgB2 powder mixtures are subjected to an annealing step at high temper-
ature during the ending deformation step for the case of ex-situ wires. However,
the in-situ process begins by mixing MgB2 precursors (B and Mg powders) and
a heating treatment at 650 °C is applied at the ending deformation step. Giunchi
and co-workers [54] established another interesting mechanism designated as the
Internal Magnesium Diffusion (IMD) process. Here, magnesium rods are inserted
within a tube constructed of pressed B powders, and the reaction takes place after
the deformation step. Among these three techniques, products generated by means
of this approach showed the greatest density of mass.

Since the perpendicular Birr value of MgB2 is smaller than that of Nb3Sn
(the extensively utilized intermetallic superconductor), it might limit its applica-
tions at lower fields. However, the greater Tc makes it particularly interesting for
applications in the temperature interval of 10–30K, whichmay be obtained using gas
helium, liquid hydrogen, or cryogen-free cooling systems. The ability to operate with
no LHe is extremely interesting since it is either excessively costly or not available in
several places of the world. In terms of transport performances, Li et al. [55] achieved
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the highest Jc value in 2012 (Jeng ∼ 1.7 × 104 A/cm2 at 4.2 K and 10 T) using the
IMD technique. Ex-situ wires showed superior performances at lower fields, while
in-situ and IMD wires showed greater Jc at high fields. Furthermore, carbon-based
additives are easy to be introduced to enhance pinning capabilities.

MgB2 material is currently being exploited for numerous technological applica-
tions, such as for 10 MW direct drive offshore wind turbine generators [56], current
busbars at CERN [57], MRI magnets [58].

3.2.4 Iron-Based Superconductors (Pnictides)

The first iron-based superconductor was discovered in 2008 in LaFeAsO1-xFx mate-
rial with Tc of about 26 K [59]. This discovery was followed by the observation
of superconductivity phenomena in numerous similar compositions that belong to
the same family where Tc can reach up to 60 K. Like in HTS materials, iron-based
superconductors display high anisotropy (but lower than those of YBCOandBSCCO
materials), as well as extremely great Bc2 (can reach up to 100–200 T at 0 K) and
Jc(B,T) values.

For practical applications, the physical and crystalline features of iron-based
superconductors enable the utilization of PIT technologies to fabricate supercon-
ducting wires [60]. For example, the measured Jc values, reaching up to 105 A/cm2

(at 4.2 K and 10 T) in the ‘122’ pnictide family [61, 62], surpass the practical appli-
cations criterion for high-field magnets. The fabrication of pnictide wires via PIT
technique, exhibiting comparable Jc values, received also great interest. Nevertheless,
when employing the PIT approach to make wires, the chemical reaction between the
iron-based superconducting phase with the metallic sheath poses a problem [63, 64]
has established the efficacy of FeSe0.5Te0.5 coated conducting tapes, transporting Jc
greater than 105 A/cm2 at 30 T, as an alternate route.

4 Conclusion

Nb3Sn and Nb-Ti superconducting materials have been well commercialized. They
have a solidmarket forMRI andNMR instruments, and highmagnetic fieldmeasure-
ment devices. New developments will be driven by the future markets in energy
storage, accelerator magnets, and fusion reactors. Nb3Al’s strain tolerance must keep
it in the spotlight for high-fields applications wherein the cost of conductors will not
be a problem. Using LN2 as a cooling fluid for HTS conductors, like REBCO or
Bi-2223 tapes, is absolutely interesting for using these tapes in diverse applications
like power transmission lines. Bi-2212 round wires have outstanding features that
make them promise for extremely high-fields applications at lower temperatures, but
they still need to be further industrially developed. REBCO tapes will need to be less
expensive prior to being economically feasible for broad applications. Because of its
moderate Tc, MgB2 has the ability to be a low-cost superconductor and thus several
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investigations on making it into the form of cables or tapes are still under devel-
opment. The new family of iron-based superconductors has revealed outstanding Jc
values, which, alongside their lowermagnetic field anisotropy and lesser dependency
on the field, make them interesting for low-temperatures and high-fields applications.
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Progress in Superconducting Materials
for Powerful Energy Storage Systems

Essia Hannachi, Zayneb Trabelsi, and Yassine Slimani

Abstract With the increasing demand for energy worldwide, many scientists have
devoted their research work to developing new materials that can serve as powerful
energy storage systems. Thus, the number of publications focusing on this topic keeps
increasing with the rise of projects and funding. Superconductor materials are being
envisaged for Superconducting Magnetic Energy Storage (SMES). It is among the
most important energy storage systems particularly used in applications allowing to
give stability to the electrical grids. SMES is an electrical energy storage technology
which can provide a concrete answer to serious problems related to the electrical cut
causing a lot of damage. It features high power, strong power conversion efficiency
and instant response times. It is capable to deliver a great amount of electricity in
milliseconds when the electrical system fails and improve the quality of the elec-
trical network. All these characteristics render them strong competitors in marketing,
particularly with the arising and quickly upward energy storage market pushed by
renewables, carbon emissions focus, smart grids, and transportation electrification.
This chapter of the book reviews the progression in superconductingmagnetic storage
energy and covers all core concepts of SMES, including its working concept, design
limitations, evolution, different types, advantages over other storage methods as well
as its drawbacks, applications, potential solutions, and the future perspectives.

Keywords SMES system · Stored energy · Power efficiency · Superconducting
coil · Mechanical limits · Quench protection
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1 Introduction

Global electricity consumption has known an abundantly increase, propelled by
technological progress and stable global economic growth, pushed by technological
progress and steady global economic evolution. As stated by to the latest evaluation
of global energy demand by the International Energy Agency (IEA), the demand of
global energy is set to rise by 4.6% in 2021 [1]. Nearly 70% of the expected increase
in global energy demand is in the markets. Emerging and developing economies,
where demand is expected to rise to 3.4% above 2019 levels. A device that can store
electrical energy and able to use it later when required is called an “energy storage
system”. There are various energy storage technologies based on their composition
materials and formation like thermal energy storage, electrostatic energy storage,
and magnetic energy storage [2]. According to the above-mentioned statistics and
the proliferation of applications requiring electricity alongside the growing need for
grid stability, SMES has a role to play. This system is among the most important
technology that can store energy through the flowing a current in a superconducting
coil without resistive losses. The energy is then stored in act direct current (DC)
electricity form which is a source of a DC magnetic field. The conductor oper-
ates to carry current at extremely cold temperatures where it features a supercon-
ducting state and therefore has virtually no loss in resistance since it generates the
magnetic field.Niobium–titanium (NbTi) alloys, that operate at liquid helium temper-
atures (2–4 K), are the most exploited for storage. The use of superconductors with
higher critical temperatures (e.g., 60–70 K) needs more investigation and advance-
ment. Today’s total cooling and superconducting technology defines and builds the
components of an SMES device. The integrated module seems to be feasible for
certain utility applications at a cost competitive with other technologies. SMES is
the sole technology based on superconductivity appropriate to electrical utilities
that is commercially available today [3]. Compared to others energy storage energy,
SMES have different advantages: (i) high cyclic productivity, (ii) quick response
time (fewmilliseconds) i.e. SMES possesses direct electrical power conversion (over
95%), whereas the other different energy storage systems include electrical–mechan-
ical conversion or electrical-chemical conversion, which is very slow. (iii) Inherent
recharge and discharge capacity-contrasting to batteries, SMES could recharge and
discharge absolutely for an unrestricted number of times [4]. Nevertheless, the SMES
system is not free from ingrained drawbacks such as weak volumetric and gravita-
tional energy density, physical fatigue, and high cost. Due to its great efficiency
and extremely low response time, the SMES systems has strong potential in diverse
applications. This makes them very attractive and are of primary interest to a large
number of researchers seeking to develop these systems and overcome the problems
they encounter.

This chapter book provides the basic operation of SMES emphasizing their excep-
tional characteristics, related to its energy production, that are valuable to powerful
energy storage. Advances so far in several SMES have also been described. The
challenge of these systems and future perspectives have also reviewed.
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2 Operation Concept of Superconducting Magnetic Energy
Storage System (SMES)

2.1 General Description

SMES systems store electrical energy directly within a magnetic field without the
need to mechanical or chemical conversion [5]. In such device, a flow of direct DC is
produced in superconducting coils, that show no resistance to the flow of current [6]
and will create a magnetic field where electrical energy will be stored. Therefore, the
core of SMES consists of the superconducting magnet, which should meet certain
exigencies like a poor stray field and a suitable mechanical conception to sustain the
large Lorentz forces. A schematic drawing of a typical superconducting magnet is
given in Fig. 1 in which a current flow through a closed-circuit coil. The working
principle of SMES is that when a DC voltage is exerted through the terminals of
the coil, the energy will be stored. The current in the coil will peruse to circulate
even after the voltage source is eliminated. This is in fact due to the prior cooling
of the superconducting coil to a temperature under its critical superconductivity
temperature allowing the coil to have no resistance [7]. Thus, when the electrical
energy will pass through the cable surrounding the coil. The latter will not undergo
any resistance and therefore will not heat up, which will allow energy not to be lost
and will be stored by the magnetic field generated by its inherent current. The total
energy coupled to the magnetic field is then written as follows [8]:

E =
∫

τ∞

B2

2μ0
dτ (1)

where B represents the magnetic flux density and τ∞ denotes the infinite space.

Fig. 1 Storing energy in
magnetic form in a
short-circuited
superconducting winding
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Over amediumof hugemagnetic fields, the integral can be limitedwithout causing
a significant error. When the coil is in its superconducting state, no resistance is
observed which allow to create a short circuit at its terminals. Thus, the indefinitely
storage of the magnetic energy is possible as no decay of the current takes place. As
another option, if the terminals are linked through a weak resistance contact, a quite
dissipation will be occurred, and the energy can be stored for long periods of time.

To avoid energy losses, superconductingmaterials, such as the cheapest Niobium-
Titanium alloy, are used for the cables surrounding the coil [9]. The energy stored
in DC can be subsequently transformed into alternating current (AC) and delivered
to the electrical network by discharging the coil. Such transformation will be done
through the use of a power converter module [9]. SMES can go from full charged
state to full discharge state very quickly and back, because the efficiency of SMES is
ultrahigh compared to normal coils. In general, SMES has a very fast self-discharge
due to self-cooling by the coolant liquid. Among the most important characteristics
of this system, we cite [7, 9, 10]: a power density of 4000 W/L, a discharge in less
than 1 min, the cycle efficiency of its charges/discharges is between 95 and 98%,
a lifetime of more than 30 years, an energy storage efficiency over 97% anda high
discharge rate around 10–15%.

Figure 2 illustrates the general components ofSMES. Itmainly involves threemain
components: (1) a low-temperature/high-temperature superconducting coil magnet
which will be cooled by a cryostat to a temperature under its critical superconducting
temperature. (2) a cryogenic refrigerator; here liquid helium at 4.2 K (−268.95 °C)
or super fluid Helium at 1.8 K (−271.35 °C) will generally be used to cool the system

Fig. 2 Basic components of an SMES system
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and (3) a driving circuit that will ensure the DC–AC conversion and vice versa. A
control system is also introduced in order to regulate the energy exchanges between
the electricity network and the SMES and therefore ensures the stability and fluidity
of exchanges. Superconducting coil magnet and coolant are serving for storing the
energy. While the driving circuit is employed for removing the power from SMES.

2.2 Superconducting Coils

Superconducting coil is the core of any SMES. It is composed of several super-
conducting wire/tape windings. This is done by employing diverse superconducting
materials arranged in thin wires. To provide better strength and protection against
quenches, a matrix of Cu, Al or Ag alloys is used. Instead of normal coils, it signif-
icantly lessens the energy desirable for the production of a magnetic field. Rarely
is additional power from externally sources needed to preserve current in such coils
for an extended period of time. All one has to do is compensate for the negligible
power losses in the resistive busbars and transferring devices connected in series
with the coils and in the contacts links. Power build-up continues before the trial
campaign and power extraction from the coils after the campaign is completed for
an extended period of time which essentially makes it possible to reduce the power
of the power supply, i.e., AC/DC converter. This one provides the current increment
and decrement of files according to a specific program and its stability at a specific
level. Protecting the coil in the local transition from the superconducting state to the
normal state (quench) is actually the major challenge in designing a superconducting
coil power supply system. This will be shown in detail below in the following subsec-
tions. Generally, in the superconducting coils, there exists a ferromagnetic core that
promotes the energy storage capacity of SMES due to its ability to store, at low
current density, a massive amount of energy. For elevated gain the core configuration
is “closed core (CC)”. The configuration of (CC) lodges the volume both outside and
inside the coil. This layout avoids the leakage of the flux. For rendering the leakage
trivial, the novel modified configuration of CC is “pot core (PC)”. In PC configu-
ration, the cross-sectional area lengthways the flux line or a flux path is maintained
invariable, so that the flux leakage from the core is minimal.

Since the superconducting coil is the main component of a SMES system, the
maximum stored energy is affected by three main factors: (i) the size and the shape
of the coil; the stored energy amount increases while increasing the size of the coil,
(ii) the characteristics of the conductor, that define the maximum current and (iii) the
mechanical structure.

2.2.1 Superconducting Coil Design for SMES

Overall, the design of the superconducting coil is directed towards specific goals.
This element must minimize the amount of superconducting material, provide a
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Fig. 3 Toroidal (a) and solenoidal (b) topologies with generated stresses. c schematic illustration
of hexagonal arrangement

rigid platform for electromagnetic forces, and ensure good cooling. In this design,
the magnet must be well protected against quenches which should be avoided as
much as possible. There are two recognized topologies of the superconducting coil:
the solenoid and the toroid. Superconducting windings generally consist of assem-
bled modular elements. If these modules are flat, they are called pancakes. As shown
in Fig. 3a, b, two different configurations are possible: solenoid if these pancakes are
stacked or toroid if they are spaced at a regular angle. The solenoid shape consists of
linearly stacked pancake coils in which electromagnetic forces are easier to manip-
ulate compared to in a toroid that is subjected to additional radial forces. Solenoid
design can store higher energy, but a stray field can be induced outside the cryostat
yielding to adverse effects on the environment. Such an unwanted field is very limited
in case of toroid shape since the perpendicular component of the magnetic field is
reduced hence the AC current is lowered. However, it stores only approximately
1/2 of the energy that can be stored by the solenoid. In general, the presence of a
such field requires a very large active shielding and therefore greater amounts of
superconductor.

It has been shown that a hexagonal arrangement of solenoids, as illustrated in
Fig. 3c, helps in minimizing the induced stray fields appreciably [11]. This topology
is advantageous by its modular conception with elemental solenoid which optimize
the energy per unit conductor volume with a diameter to height ratio of 5. For small
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dimensions and if the shielding is not taken into consideration, the solenoid is more
adopted due to its cost effectiveness since it is simpler to manufacture, uses a smaller
amount of superconducting material and allows easier processing of the electromag-
netic stress [12, 13]. It has been proven that; a thin solenoid coil is found to be a
relevant shape for energy storage [14].

However, in the case of large dimensions, the toroidal shape is more desired for
two reasons: (i) they have the possibility of being built in parts in the form of small
modules which will subsequently be easily and directly assembled in the land, (ii)
this design can reduce the external magnetic forces and hence the dimensions of the
mechanical structure. In fact, a great size of SMES leads to an increase in mechanical
forces. The toroidal form is also given preference whenever second generation HTS
or anisotropic superconductor such as YBCO are considered [14, 15]. Indeed, if a
solenoidal coil is used in such a case, a significant radial component is generated on
the conductor thus causing a remarkable degradation of the quality of the wire. Thus,
the choice of the coil shape is strongly related to the used superconducting material,
the size and power of the device to be manufactured, the generated electromagnetic
constraints and the cost. We note that there are other coil designs that are envisioned
for SMES such as dipoles, tilted toroidal coil, bunch of solenoids, etc. Although these
topologies are complex and difficult to achieve, they are interesting and offer relevant
solutions for certain problems. For instance, Tilted Toroidal Coils, Force Balanced
Coils and Stress Balanced Coils have been applied for large scale applications and
they showed satisfactory results.

2.2.2 Conductor Characteristics

Themagnetic conductor used inSMESsystemshas tomeet certain requirements [16].
It must mainly withstand stresses and strains without losing their superconducting
properties, be cheap, operate at a temperature as high as possible and exhibit elevated
engineering critical current density in high magnetic field. Beside the appropriate
superconducting section that the conductor must have, it must include a sufficient
quantity of stabilizing material in order to protect itself well from quenches and
to provide adequate mechanical resistance. In addition, a very low AC loss is also
required. This can be achieved using low AC loss conductors in which the conductor
filaments must be surrounded by resistive barrier. Since the magnetic field shows
a linear trend with the total current per unit length, a reduced mass of conductor
that operates with substantially high current density or vice versa (i.e., large mass
and reduced current density) can generate the desired high magnetic field. From a
practical point of view, this field must be of the order of several Tesla to provide
volume energy densities suitable for SMES. Due to these strong magnetic fields,
the conductor must withstand the stress distribution caused by the presence of large
Lorentz forces in the coil.

Until now, theNbTi conductors are themost used for the SMES since theymeet all
the requirements except for the operating temperature which is very low requiring
cryogenics with liquid helium. This process remains costly in terms of investment
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and operating cost. The progressive advances in large cryocoolers aim to reduce the
electrical refrigeration load and extend themaintenance cycle. Another improvement
is to introduce HTS conductors. The cooling process of these materials can be done
using liquid nitrogen near to its boiling temperature of 77 K which can significantly
reduce losses as well as the quantity of energy input needed for refrigeration hence
the cryogenic operating cost. If such high operating temperature are considered, high
voltage protection can be provided by using thicker electric insulation. This must be
optimized while keeping the temperature difference between the conductor and the
coolant low.

2.2.3 Mechanical Structure

Goodmechanical design is amajor key to have better performance of SMES systems.
It is admitted that the maximum energy stored by a superconducting magnet is
restricted by the strength of the mechanical structure (see Sect. 3.3). In order to
contain the Lorentz forces causing significant stresses, it is essential to consider a
vigorous structure. For this purpose, two techniques are envisioned. The first is to
bury the magnet system in the ground. Thus, the rocks and the reinforcements will
withstand all the efforts. In this case a rigid infrastructure is required. In the second
technique, the magnet will support the forces via its cold structure. The support
material may be a glass fiber reinforced epoxy that fits with cryogenic. The second
method is widely used for SMES systems reaching an energy of the order of GJ. It
appears to be a more economical technique.

2.3 Cryogenic Refrigerator

The temperature of the superconducting SMES coil should be kept low enough to
maintain a superconducting state without any loss. A Cryogenic refrigerator is there-
fore indispensable. It contains compressor, cryostat, coolant, vacuum, enclosures, etc.
Energy cannot be stored in a normal conductor because of the small resistance nature
of the conductor. This resistance can be eliminated from the conductor by lowering
its temperature. For this reason, coolant is used in the SMES system. On the basis
of the coolant, SMES are subdivided into two sets. High Temperature (HTS) and
Low Temperature (LTS) Superconductors. HTS are cooled at liquid nitrogen (LN2)
temperature of 77Kwhile LTS is generally cooled using liquid helium (LHe) at 4.2K.
As LN2 is lower priced than LHe, so now all commercial SMES used currently LN2

as a coolant. Also, LN2 is higher operational temperaturewith supreme cooling effec-
tiveness [17]. The current flowing in the coil is directly dependent on the coolant, and
the power of cooling is proportionate to the operating temperature T and the room
temperature Troom as T/(Troom − T ). The productivity of SMES directly depends on
the accuracy and performance of the used coolant [18].

The maximum energy stored in the SMES is [19]:
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Emax = 1

2
L I 2 = 1

2
N Bsat I S (2)

in which L represents the inductance, I is the current flowing in the coil, N denotes
the number of turns, S is the coil section and B themagnetic field. Based to (Eq. 2) the
stored energy caused by ferromagnetic core is directly proportional to the induction
of the coil and core.

2.4 Driving Circuit

The SMES also contains a protection system, which serves to shield the supercon-
ductor from damage, that may occur because of abrupt quench [20]. Figure 4 illus-
trates the equivalent electrical circuit of the SMES system. The main components of
the SMES are transformer (converter), inverter, two DC connection capacitor, four
switches and one varistor.

The transformer delivers DC power to charge the SMES, and the switches define
the charging and discharging situations. SMES is being charged once switching Sw1
and Sw4 are shut and Sw2, Sw3 are unlocked.While during the discharging, Sw2 and
Sw3 are locked whereas Sw1 and Sw4 are unlocked. The double DC link capacitors
are intended for redressing at the output and input side. The varistor is used for
overvoltage protection in SMES. The inverter is employed to supply power to the
AC load [21, 22]. In this entire assembly the losses of power arewithin the transformer
and switches, as all the settings are operating at extremely low temperature, so the
resistance characteristic of the switches and transformer is lower than the normal
value and the power loss is much less compared to normal operation.

As mentioned above by (Eq. 2), the maximum energy Emax is proportionate to
the saturated magnetic field Bsat . The magnetic field strength and the proficiency of
the superconducting coil depend on the quality factor Q that is expressed as follows:

Fig. 4 Electric circuit of SMES
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Q = 5 × 103
(

(Emax )
2

Bmax

)0.33

× 1{(
r
a − 1

)[
r
a −

(
r2
a2 − 1

)0.5
]2

}1/3 (3)

a and r denoted the minor and the major radius of the coil, respectively, and Bmax is
the maximum magnetic field. To avoid normal phase spread, which can drive an arc
accident, the stored energy must be rapidly eliminated from the coils.

The power discharge time is specified in order to protect the error coil partition.
Nevertheless, voltage reinforcement is necessary when the discharge time is very
short. The current flowing throughout the coil can be rapidly minimized by intro-
ducing a discharge resistor in the circuit. It is firstly connected with the coil in series
mode, whereas in normal functioning mode it is bypassed by a circuit breaker (CB).
The protection signal renders the contacts of CB open, inserting a resistor into the
circuit. The constant time is dependent on the inductance of the coil and the active
resistance of the discharge resistor. More details on superconducting coil power
supply system were given in Ref. [23].

2.5 Thermal Design and Protection

When designing a coil for SMES, the temperature should be assumed to be uniform
and fixed. In practice, heat loss can be caused in several ways, raison for which the
coil cannot be ideally protected. These losses can come from the radiation of the
external surface of the cryostat, from the conduction across the mechanical support
of the coil and from the current wires which are used for the electrical connection.
On the other hand, losses by Joule effect can be created by the superconducting
connection wires. The superconducting coil in turn generates operating heat when
the conductor gets very close to its critical current. Thus, the design of the thermal
system must meet two important criteria: a sufficiently low coil temperature, and a
uniform and stable operating temperature.

On the other hand, a sudden extinction due to unexpected eventsmust be taken into
account. Passive or active protection of the coil against quenches is then necessary.
The device must be equipped with a quench detection system.

2.5.1 LTS Magnet

Heat dissipation in LTSmagnets is almost zero until transition. However, the specific
heat of these materials at a very low temperature of around 4.2 K is highly inferior to
at room temperature. Thus, the thermal inertia (the resistance of the material to the
change of temperature when a disturbance of its thermal equilibrium occurs) is low
and a quench can occur even following a small event (cosmic ray, vibration, etc.). To



Progress in Superconducting Materials for Powerful … 311

increase thermal inertia, a significant amount of conductive material such as copper
alloys must be incorporated into LTS wires. This can ensure reliable operation with
stable temperature.

LTS coils can provide intrinsic protection against quenches [24]. Indeed, because
the thermal conductivity is excellent, the coil limits the temperature gradient in the
conductor. In addition, the low thermal inertia favors a massive extinction of the
coil, and the dissipation of the stored energy will take place throughout the volume
of the coil. Thus, just a small rise in the average temperature is reported. However,
the design constraints alongside to the giant size of the system make this intrinsic
protection more difficult [25].

2.5.2 HTS Magnet

Unlike LTS magnets, dissipation in HTS magnets is not negligible and must be
taken into consideration during design. If the cooling system cannot absorb these
heat flows, the temperature will gradually increase, and the heat dissipation will
slowly develop. This has the effect of causing a slow thermal runaway. Since the
operating temperature is higher than for LTS, the temperature stability problem is
more manageable. Indeed, in these materials the low thermal inertia does not cause
a problem because the transition is not rigid and small events can be sustained.

In HTS magnets, the specific heat is high, and its propagation is very slow on the
order of a few centimeters per second [26]. Heat dissipation will then take place in
very limited volumes called hot spots. High mechanical stresses and strains can be
generated in hot spots due to thermal expansion and the superconducting signature
can be lost at very high temperature. Thus, protection against quenches for these
HTS magnets is a major issue [27, 28] and active protection is required to reduce the
maximum temperature of hot spots.

Two classic routes of active protection are considered [16]. The first is to avoid the
creation of hot spots. To do this, the conductor must be heated at the start of a quench
in order to promote dissipation of the energy stored over the entire volume of the
coil. This method requires reinforcement by heating elements which must be in good
thermal contact with the winding and having sufficient heating power which ensures
rapid and uniform temperature growth. The second method consists of dissipation of
the stored energy in an external load. In this case, the magnet must be discharged as
soon as a quench occurs which requires a rapid discharge as well as a high discharge
voltage.

2.6 Summary of the Main SMES Design Criteria

When designing an SMES system, the superconducting coil structure must have
the best performance depending on the application for which the SMES will be
used. The general objective, apart from the minimization of the production cost
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and the maximization of the discharge speed etc., is to abase the losses over the
charges/discharges of the system.

The first step is to design a system so that the volume density of stored energy is
maximum. A configuration for which the magnetic field inside the system is at all
points as close as possible to its maximum value is then required. This value will be
determined by the currents circulating in the superconducting materials.

Afterwards, the amount of superconductor to be used should be minimized as
much as possible. This is imposed by the problem of the relatively high cost of super-
conducting materials compared to conventional copper conductors. It is advisable to
carefully choose the superconductor to be used, ensuring the correct functioning of
the system and minimizing the manufacturing costs. Looking for a favorable mate-
rial by taking into account its cost, performance, manufacturing complication and
accuracy remains a key challenge in the conception of SMES systems and it strongly
related to the application features.

The last condition is tominimize asmuch as possible the electromagnetic pollution
of the surrounding space caused by the system. Indeed, during the charges and
discharges of the system, the variation of the induction will induce losses by eddy
currents in the surrounding metal parts as well as losses in the cryostat. In addition,
with the increasing requirements in terms of electromagnetic compatibility between
the various devices, the minimization of magnetic leakage fields is today a key point
in the design of SMES.

3 Fundamentals of SMES

3.1 Stored Energy

Biot-Savart’s law postulates that an electric current flowing through a wire induces
a magnetic field. The magnetic energy Emag of a circuit is given by the following
relation:

Emag = 1

2

˚

space

BHdxdydz (4)

where B is the magnetic flux density and H represents the magnetic field. A
simplification of Eq. (4) is given by:

Emag = 1

2

˚

space

B2

μ0μr
dxdydz (5)
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with μ0 is the vacuum permeability, μr is the relative permeability. Equation (5) can
be interpreted as follow:

• The confinement of the magnetic field in a restricted volume (with the aim of
limiting electromagnetic pollution for example) causes a decrease in the energy
storage capacity since the integration is done over the entire volume.

• Generally, the energy is stored in the media for which μr is minimal. The use of
magnetic materials does not bring improvement in the energy storage capacity,
especially with their heavy mass.

It then turns out to be more adequate to analyze the energy storage in terms of
inductance L which defines a coil. The stored energy can be written in terms of the
current I and the inductance L as follows:

Emag = 1

2
L I 2 (6)

Noting that relation of Eq. (6) highlights the similarities with energy storage in
capacitors defined by

Ecap = 1

2
CV 2 (7)

where C and V denote the capacity the voltage, respectively. SMES and capacitors
are the only energy storage technologies that can power an electrical circuit without
resorting to energy conversion.

By relying on the first approximation of a superconducting winding which
considers the material as purely inductive, the relation between the voltage of the
circuit U and the inductance L will be given by the relation which follows:

U = L
d I

dt
(8)

3.2 Relation Between Nominal Current and Inductance

For a winding with homogeneous current density J , the distribution of the magnetic
field and consequently the stored energy are independent of the turns number and
of the conductor section chosen for the winding. On the other hand, they depend
on the value of J and on the geometry of the windings. For further explanation,
let’s take two windings having a 10 by 1 cm cross section, the first consists of 1
by 1 cm square conductor with 10 turns and the second is made of 1000 turns of
1 by 1 mm square conductor. These two windings have the same total magnetic
energy and the same value of J , but they have different inductances and nominal
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currents. According to Eq. (6) and for a given energy, the inductance undergoes an
evolution inversely proportional to the square of the nominal current. To protect a
superconducting magnet during sudden extinction, rapid discharge is required. Thus,
an adequate choice of the rated current must be taken into consideration to provide
such a discharge. The voltage across a superconducting magnet, considered as a
perfect inductance, is given by Eq. (8). From Eqs. (5) and (8), it is apparent that
a faster discharge of the magnet can be obtained if its rated current is higher, or
in other words its inductance is lower. However, achieving a high current source
remains difficult.

3.3 Mechanical Constraints

Any portion of a conductor of length dl, which transports a current I and subjected
to a magnetic field B, is then subjected to a Laplace force

−→
F L (see Eq. (9)); whose

volume density in a winding is defined by the vector product of the current density
J and the local field B as expressed by Eq. (10).

d
−→
F L = I

−→
dl ∧ −→

B (9)

d
−→
F L

dV
= −→

J ∧ −→
B (10)

The conductormust then be able towithstand these forces induced by themagnetic
flux. By relying on the fact that the Laplace force is zero if the magnetic flux density
and the circulating current are oriented in the same direction, it is convenient to create
coils without force, thus avoiding the problem of mechanical structure. To achieve
this, a well-suited geometry of the coil must be taken into consideration.

3.3.1 The Virial Theorem

Asystem that induces amagnetic field is necessarily subjected tomechanical stresses.
The virial law can govern the maximum energy density in an SMES system from
a mechanical point of view. From this theorem, a theoretical determination of the
minimum amount of material needed for storing a given energy is possible. The
Lorentz force, created in a magnet following the interaction between the operating
current and the magnetic field, will produce a tensile stress on the conductor. The
stress present in the body of a non-ferromagnetic system and the energy stored within
it are related by the following relation [19, 29]:
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∫

Body

T r(Tσ )dV =
∫

space

B2

2μ0
dV = Emag (11)

with Tr(Tσ ) is the trace of the stress tensor. It is clear that the magnetic energy stored
by the system and the integral of the stress on its body are proportional. This equation
needs to have a more simplified form to understand its physical meaning. Therefore,
the new equation can be established by considering that the absolute value of the
stress is equal to σ and by neglecting the components of compression and tension of
the stress tensor. Equation (11) is then rewritten as:

σ(VT − VC) = Emag (12)

where VT represents the volume of the body in tension while VC is its volume when
it is in compression. Equation (12) means that the majority of the body of an energy
storing system is in traction. In addition, it shows that the stress of a body with a
given volume is proportional to the system energy.

Considering a hypothetical geometry in which only one tensile stress is present,
the optimal energy per volume ratio is given by

σ = E

Voptim
(13)

This relation allows to estimate the absolute limit of the energy stored by an
inductive storage system [19].

Let us denote by ρ the density of the system body, Eq. (12) can be written in the
following form:

σ

ρ
= Emag

MT − MC
(14)

where MT is the mass of the body in tension and MC is its mass when it is in
compression. Note that the stress distribution is affected by the topology of the
system. This dependence allows to write this relation:

k
σ

ρ
= Emag

Mtotal
(15)

where k is a positive coefficient such that k < 1 and Mtotal denotes the total mass of
the body. In the ideal case, where the entire body is uniformly subjected to a tensile
stress equal to σ , k reaches its limit called virial limit, i.e., k = 1. According to
Eq. (15) the maximum specific energy depends on three parameters: (i) the system
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geometry, (ii) the maximum admissible stress and (iii) the average density of the
body.

The analytical calculation of the value of k for some topologies was then possible.
For example, it has been shown that k ranged from 1/3 for longer thin solenoids to
1/1.62 for very shorter thin solenoids [19, 30]. Another study on a thin-walled toroid
shows that k is less than or equal to 1/3 [31]. From these results, a solenoid is then
more suitable compared to a toroid to achieve a highly specific energy. Furthermore,
a study carried out on a comparison between thick-walled and thin-walled solenoids
shows that k is lower if the walls are thicker because the stress is no longer uniform
in this case [30].

3.3.2 Mechanical Limits

According to the virial law, an important factor must be taken into account in
the SMES conception which is the mechanical stability. The conductive material,
the insulating materials and the mechanical support must be sufficiently resistant
to the tensile stress which takes place within the magnet. Thus, the mechanical
support material should be chosen with care during the winding process. As a conse-
quence of the virial law given by (Eq. 13), optimum coil design should meet to two
characteristics:

• The coil should be designed to keep the volume subjected to compressive stress
to a minimum as much as possible. This comes down to the fact that energy is
only actually stored by the winding sections subjected to tensile stress.

• The conductor should work as close to its mechanical limits as possible and its
resistance should be extremely high. In the case of a uniform conductor, the tensile
stress to which it is subjected must also be uniform. Otherwise, a reinforcement
can be added.

3.3.3 Nature of the Stored Energy in SMES Systems

According to the virial theorem, the generated magnetic field induces a stress inside
the system body. A question on the nature of the energy stored by the system
(magnetic or elastic) is then asked. Since the body of a coil under tension is stiff
and relying on the fact that the elastic energy stored by a system under elastic stress
is inversely proportional to the stiffness of the material, the elastic energy stored
by the coil is very low. Therefore, the elastic energy in the coil is insignificant in
comparison with the magnetic energy.
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3.4 Parameters Affecting SMES Technology

Power exchange between the storage system and the grid is controlled by a set
of solid-state power converters (PCS). Additional processes as cooling and control
are required for proper functioning of the system. It is to note that, such system is
affected by some parameters ensuring its better functioning. The main ones are (i)
the maximum power P or the charge–discharge rate; (ii) the number of cycles N
performed during the lifetime; (iii) the system response time tr , and (iv) the duration
of the power delivery, �t .

Rapid discharges cause AC losses which can cause quenches if they exceed the
available cooling power. Necessarily, a minimum amount of energy Em always have
to exist in the storage device. Thus, the rated energy E is expressed by:

E = Em + P�t (16)

and the storage system efficiency in one cycle is given by:

η = P�t
P�t
ηsηc

+ Ploss�t loss + Psup�t cycle
(17)

where ηc is the converters efficiency while ηs is the storage device round trip effi-
ciency. Psup denotes the power needed for supplied services and Ploss is the power
loss over the idling phase.

According to this equation, supplied and idling losses must be low to provide
long-term storage efficiency. On another side, this efficiency can reduce if the SMES
operateswithminimized input/output power during long cycles. Some solutionswere
then proposed to reduce these losses such as the use of cables composed by transposed
conductors, optimization of the cooling system and cryostat for the reduction of eddy
losses, etc.

Alongside losses, the maximum power of SMES have other limitations related to
current and voltage. It is well known that the product of the maximum current of an
SMES by the maximum voltage that it can withstand defines its maximum power. In
an SMES, the maximum operating current is related to the design of the coil which in
turn is limited bymechanical stress. On another side, the voltage imposed by the load
impedance must not exceed the breakdown voltage of the insulating layers which
protect the conductive parts. However, high voltage isolation complicates the coil
cooling process, and, in this case, a more powerful cooling system is required. To
have a high power SMES, the energy density must be low especially when operating
temperatures below 50 K are considered.

Likewise, the leakage magnetic field must necessarily be reduced, especially in
the case of a solenoid-shaped magnet. In the case of a toroid, the leakage field is self-
constrained by the magnet. Such a field causes serious dangers both for engineers
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handling and for electronic devices. SMES systems must meet safety and health
regulations. An accurate calculation of the leakage field must then be provided.

4 Development of Superconducting Magnetic Energy
Storage System (SMES)

4.1 LTS Based SMES

The first SEMS, designed in 1963, was based on a low-temperature superconducting
material (LTS). At that time, this design has faced some structural complications.
Indeed, this type of system is designed for an energy storage of more than 5000
MWh [32]. The coils are then so large. Thus, to provide a strong mechanical struc-
ture which can withstand giant electromagnetic forces, the use of underground rocks
has been proposed. Since then, research has focused mainly on the study of design
and cost analysis. The charging and discharging of LTS-SMES was first demon-
strated in 1971. This gain allowed the design and development of SEMS for useful
applications achieved in 1979. The SEMS systemdesignwas intended to suppress the
low-frequency oscillations of the American Western Power System by Los Alamos
National Laboratory (LANL) in the USA, and was first installed commercially
in 1981. Subsequently, American Super Conductor (ASC) began developing and
marketing various SMES for various commercial uses which led to global research
to enhance SMES quality at reasonable cost. To effectively compete with the other
energy storage systems (EES), SMES must be cost-effective (initial costs and lower
lifetime costs). Compared to the other ESS, SMES displays high cyclic productivity
exceeding 90%, high power density, rapid response time and indefinite discharging
and charging cycles. SMES has been developedworldwide at three levels: small scale
(kJ), medium scale (MJ) and large scale (GJ). Japan has developed numerous MJ
and KJ class LTS-SMES only for voltage flabbiness and immediate voltage stability
respectively [33, 34]. China also developed MJ and KJ class SMES to enhance the
stability of the voltage [35–37] and energy fluctuation compensation [38, 39]. Korea
developed SMES to improve the quality and the stability of the power system [40, 41]
and to regulate the synchronization of smartmicro power grid [5, 42]. India developed
LTS-SMES. For example, the Indian Institute of Technology Kharagpur has fabri-
cated an SMES/UPS with a capacity of 0.5 MJ, that is able to deliver few kilowatts
of power for breaks of few seconds. The Variable Cyclotron Centre (VECC) in India
designed 0.6 MJ SMES for the purpose of voltage compensation [43]. Other coun-
tries such as Australia, Germany and France have manufactured SMES principally
for voltage stabilization and pulse energy source for sensitive load [43].
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4.2 HTS Based SMES

The discovery, in 1986, of high-temperature superconductors (HTS) led to a main
advance in SMES devices, letting the construction of magnets able to support high
critical currents densities and fields, at higher operating temperatures. Thus, making
these materials into practical conductors was the major goal. Since the critical transi-
tion temperatures inHTSsurpass 90K, it becamepossible toworkSMEScomponents
at temperature range of 20–30 K, with a much wider temperature margin compared
with LTS cases. To reduce the refrigeration load during operation, SMES technology
has introduced HTS, mainly BSCCO and REBCO tapes. Thanks to the exceptional
high field properties possessed byHTS, the capacities of SMES has greatly improved
giving rise to GJ class SMES using second generation YBCO.

4.2.1 First-Generation (1G) HTS for SMES

The primary HTS based SMES based on projects utilized first-generation (1G) mate-
rials, consist essentially of bismuth-based superconductors, with two structures: Bi-
2212 and Bi-2223. Bi-2212 is a very versatile material and have the advantage to be
fabricated into wires, bulks, and rods. Roundwires devoid of anisotropic features like
LTS materials are also possible with Bi-2212. The first practical use of this material
dates back to 1990. At that time, its current-carrying capacity was very low in an
external field, reason for that it not widely exploited in HTS magnet. However, the
advancement on this material in the last years make it more desired for high field
magnet applications, especially SMES devices, than NbTi and Nb3Sn [44]. Bi-2223
was another kind of HTS which has been made into practically used wires. Relying
on the powder-in-tube process, it has been successfully made into tapes with high
aspect ratio. The disadvantage of thismaterial over LTS andBi-2212 is its anisotropic
character which makes the design of the magnet some difficult because of the propa-
gation of the fields in different directions. These two HTSmagnets have experienced
different uses for SMES. One of the first SMES (5 kJ) using BSCCO-2223 conduc-
tors was built in 1997 by American Superconductor. The solenoid shape was adopted
for this magnet and the system was capable to operate at 25 K [45]. A 150 kJ SMES
based on Bi-2223 bands was developed by ACCEL Instruments and supported by
the German Ministry of Education and Research. This system can operate at 20 K
relying on a cryostat free of cryogen. It may be used as an uninterruptible power
supply and furnish a power of 20 kVA [46]. In France, the National Center for Scien-
tific Research has developed an SMES unit using Bi-2212 wires which operates at
20 K and have the potential to store 814 kJ of energy [47]. This system has been
designed to offer wide pulsed power for rail gun applications. Other SMES has been
also developed like a 600 kJ SMES based on Bi-2223 conceived by the Electrical
Research Institute in Korea [5] and the 1 MJ SMES Bi-2212 proposed by Chubu
Electric Power Corporation [48].
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4.2.2 Second-Generation (2G) HTS for SMES

Recently, researchers introduced the second generation (2G) HTS to improve the
skills of SMES systems. These materials are rare earth element copper ReBaCuO
(Re = Y, Sm, Gd). They have a multilayered structure completely different from
all other superconductors. Compared with 1G HTS, the 2G materials can maintain
higher critical currents in analogous external magnetic fields, thus enhancing the
SMES systems quality. As the 2G HTS tape manufacturing technologies are not yet
mature, a few small size units have been made including a 4 kJ YBCO magnet [49]
and a 93 J GdBCO unit [50]. Concept designs for larger 2G HTS SMES modules
have been suggested in many publications, ranging from a 90 kJ YBCO module to
improve photoelectric transient performance [51], a 5MJ YBCOmodule to compen-
sate for voltage drop [52] and up to a 2.4GJ toroidalYBCOmodule to compensate for
fluctuation load [53]. Recently Japan andChina have designed kJ SMES for the stabi-
lization of the power fluctuation of micro grid and wind generator. China developed,
through the National Natural Science Foundation, 100 kJ SMES with a conduction
cooling system to function at 20 k to dampen the power fluctuation of a small 25MW
grid [54]. A conduction-cooled HTS hybrid magnet is developed for a 150 kJ SMES
system. This system is composed by twin pancake coils using 1G BSCCO at the top
and the bottom and 2G YBCO tapes at the middle part to enhance the technical func-
tioning and cost efficiency [55]. Contrariwise, a collaboration betweenChina Electric
Power Research Institute, University of Cambridge and University of Bath allowed
the design of 6 kJ SMES with BSCCO 1G coils sited in middle, and YBCO 2G coils
sited in the top and the bottom sections of solenoid coil. Such arrangement allowed
the passage of high operating current and dealing with high vertically magnetic field
at the top and bottom parts of the solenoid [56]. The operating temperature of this
system ranges between 65 and 77 K relying on subcooled liquid nitrogen and it
has been proven to deliver better quality energy and dampen power oscillations in a
very short period. On other side, a hybrid energy storage system has been developed
with YBCO tapes based SMES combined with batteries [57]. In this structure, the
batteries have the role of regulating the low frequency components and increasing
their lifetime. While the SMES is used in order to compensate the high frequency
fluctuations thanks to their ultra-fast response. This kind of system finds potential
applications in electric vehicles and renewable energies. The design of a 60 kJ SMES
using YBCO bands and its simulation for a 10 kW wave energy converter provided
a remarkable increase in battery life [58, 59]. A prototype of a 2 kJ SMES-battery
hybrid system is also proposed for a micro-grid use and subsequently for renewable
energy integration [57].

4.3 MgB2 Compound for SMES

MgB2 compound has experienced a continuous increase in the critical current density
which explains the success of devices based on MgB2 magnets of small size. It has
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been used several times thanks to its critical temperature which is around 39 K.
For that reason, MgB2 have also been contemplated for SMES systems which can
operate at 20 K reached by the liquid hydrogen. For instance, an SMES system
was developed by The High Energy Accelerator Research Organization in Japan by
adopting liquidhydrogen for cryogenics [60]. It is designed tofill the electricity deficit
in hospitals. Another 48GJ SMES with similar design based on MgB2 materials
was also suggested by Karlsruhe Institute of Technology [61]. On the other hand,
Atomura et al. [62] proposed a design of a 100 MJ MgB2 SMES in order to stabilize
the fluctuations of renewable energies, namely wind turbines and photovoltaics. A
hybrid energy storage system is considered in this design. It is a combination of a fuel
cell electrolyzer (FC-H2-EL) and an MgB2 PME with a storage capacity of 100 MJ.
This SMES is part of an advanced superconducting energy conditioning system.

5 Advantages and Drawbacks of SMES

Several advantages have been attributed to SMES but the most interesting one is
related to the speed of operation. SMES features a high efficiency of charging and
discharging (>95%) since no conversion of the electric energy from or to different
forms is associated. As a consequence, a rapid response within seconds is achieved
for SMES [7] making them suitable for power quality applications [63, 64]. Power
is almost instantly available and extremely high output power can be provided for an
extremely short delay. Compared to other energy storage systems equivalent in terms
of the amount of storage like Compressed Air Energy Storage (CAES) or Pumped
Storage hydropower (PHS), this short time response constitutes an excellent advan-
tage in the event of an accidental failure of the power grid where the SMES can
react more quickly. Therefore, SMES present promising alternative in case of imme-
diate demand. This type of system can also be used to enhance the stability of the
power grid. In addition, SMES results in less power loss compared to other storing
systems since electric currents experience negligible resistance. Unlike batteries,
this storage system based on superconducting materials is preferred for the environ-
ment because no chemical reaction is necessary and thus have little environmental
impact [65]. SMES are also able to improve the capacity and performance of the
transmission line thanks to their extremely high energy recovery rate and significant
dynamic range. An SMES is then a real key for non-interruptible power supplies or
certain FACTS (Flexible AC Transmission System) in order to improve the operation
of electrical grids. It provides clear benefits in terms of productivity, lightness and
congestion; it is the smallest system that has seen commercial success, especially
for energy conditioning. In this context, several SMES, especially those based on
conventional superconductors, have proven their efficiency and operational capabil-
ities for powers in the megawatt range with very short duration. They are exploited
as non-interruptible source for sensitive loads or to stabilize certain electrical grids.
The obtained results are generally satisfactory, but the high cost of SMES as well as
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the competition with other more mature technologies face the development of this
system.

Economically seen, the use of low temperature (LTS) or high temperature (HTS)
superconductors explains the difference in cost since the cryogenic system represents
15% of the total cost of SMES. Indeed, when the SMES was invented, the price
of HTS was higher than that of LTS because technical advances in the field were
not yet sufficient. But with the technical developments, research was focused on
HTS technology accessible by cooling with liquid nitrogen as an alternative to the
expensive liquid hydrogen.Thus, the use ofHTSwill reduce the refrigeration required
and, consequently, the operating cost of this energy storage system [9]. However,
since the costs of HTS material remain high, they cannot yet bring satisfactory
reductions in the total cost of SMES and they are still far from being economically
viable. For instance, when compared to the 1G HTS wire (PIT, Powder-In-Tube,
using BSCCO superconductor), the cost of NbTi is more lower by approximately
two orders of magnitude. Thus, HTS conductors require additional research and
development. Despite of all, this does not prevent that such materials make SMES
more attractive because they show a remarkable improvement in energy density with
much less restrictive cryogenic conditions reaching temperatures in the order of −
253 °C [66]. Therefore, the need of cooling is the main drawback of SMES that
implies permanent power consumption and high cost when LTS are used. Another
limit is that high power necessarily requires relevant electrical insulation and high
currents. However, the production of very high current remains difficult. Because of
this disadvantage, SMES technology is currently exploited for short duration energy
storage.

6 Comparison with Other Energy Storage Systems

Currently, there are different types of energy storage technologies (electrochemical,
mechanical, thermal, magnetic) that are in serious competition. The SMES is an
inductive device. We have chosen to compare this system with two other energy
storage technologies: the flywheels that share it the same nature and the supercapac-
itors of a capacitive nature which appear to be the most competitive technology for
SMES.

6.1 Comparison with Flywheels

The specific mass energy of the two systems, SMES and flywheel, is fundamentally
limited by the virial theorem. They then have comparable specific energies. However,
for the energy conversion process (from mechanical energy into electrical energy),
the flywheel must be equipped with a generator whose size depends on the nominal
power required. This operation is never necessary in the case of SMES because the
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electric energy is directly stored in a magnetic field. In addition, the flywheel must
also befittedwith a reinforced housing in order to protect the systemagainst breakage.
The large sizing of these two elements, generator, and reinforced housing, are added
to the mass and to the overall system volume resulting in degraded energy and power
densities. The SMES, in turn, needs a cooling system aswell as a conditioning system
whose dimensions are also important. Nevertheless, the SMES seems safer than a
flywheel.

6.2 Comparison with Supercapacitors

SMES are characterized by higher specificmass and volume energy than supercapac-
itor banks. In the case where the thickness of the coil is neglected and the magnetic
field B is assumed to be homogeneous, the volume energy Eν of an SMES system
can be estimated by the following relation:

Eν = B2

2μ0
(18)

From this equation, a volume specific energy of 40 MJ/m3 can be achieved with
a magnetic field B of 10 T. In addition, HTS conductors provide the opportunity to
have magnetic fields that can reach 20 T at low temperatures which corresponds to
a volume specific energy of MJ/m3. The volume specific energy of supercapacitor
banks, however, is around 1 MJ/m3. It should be noted that the SMES is an inductive
system whereas the high-power capacitor banks are capacitive. Thus, SMES are
designated for more specific applications such as electromagnetic launchers [67]. If
not, they must be equipped with a suited power conditioning system to transmit the
stored energy [68].

6.3 Further Comparison

A detailed comparison of the three energy storage technologies through relevant
metrics like response time, power density, round-trip efficiency and cost in terms of
both power and energy is given in the following paragraph and recapitulated in Table
1 [57].

Response time: The fastest response times are attributed to SMES and supercapac-
itors. This is due to the fact that in these systems the stored electrical energy can
be supplied directly without energy conversion. Flywheels, however, have a longer
response time due to the time lost in the mechanical conversion of energy.
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Table 1 Comparison
between SMES,
supercapacitors and flywheels

SMES Supercapacitors Flywheels

Relative response
time (%)

0.1–1 0.1–1 1–10

Life time (years) 20 20 20

Self discharge (%
day)

10–15 2–40 20–100

Power cost
(e/kW)

100–400 100–400 100–300

Energy cost
(e/kW)

700–7000 300–4000 100–3500

Data were collected from Ref. [57]

Power density: Compared to flywheels and supercapacitors, SMES have a consid-
erably high-power density which is limited by the current flowing in the magnet as
well as the voltage of the winding insulation.

Lifetime: The three technologies considered have practically the same lifetime. For
the SMES system, there is a slight degradation ofmaterials for each operational cycle
which makes their lifetime very long.

Round-trip efficiency: Since the losses related to the charge/discharge process of
the SMES are very low, their cyclic efficiency is the highest in comparison with the
other energy storage technologies. This is because most of the losses come from
semiconductor switches.

It is clear that SMES systems are endowed by rapid response time, long lifetime,
large power density and high cyclic efficiency allowing them to be prime candidates
for power dense applications. However, this technology appears more expensive with
respect to energy when compared to flywheel and supercapacitor systems.

7 Challenges and Future Developments

Since the built of the 10 MVA/30 MJ Nb–Ti SMES system in 1983 whose effec-
tiveness was confirmed by successful laboratory tests [69], a lot of other prototypes
designed for power quality applications have been constructed worldwide. These
systems exhibit a rated power ranging between 0.1 and 10 MW and supplied energy
around 0.2–10 MJ, [70, 71]. For instance, a typical micro-SMES unit providing a
storage capacity of 3 MJ (0.83 kWh) and able to deliver 3 MW of power for 1 s is
commercially available today. As an advancement, these small units can be placed
in a container to facilitate its deployment. They are then used in industrial operations
requiring high-quality power. Another prospect in this sector is to integrate larger
superconducting coils that can maintain the stability of the generation system. These
new systems are expected to have outputs 10 times greater than the power supplied
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by the mico-SMES [72]. Thus, the development of these large systems will compete
with batteries in energy storage. The future advancement of SMES system strongly
depends on the maturity of superconducting materials technology in terms of their
critical temperature, prices and properties. The ultimate goal is then to discover
superconductors at room temperature. Although that SMES has been found to be a
promising energy storage technology offering fast response time and high efficiency,
it has some disadvantages mainly related to the cryogenic technology and high cost
and posing challenges to research.

7.1 HTS Conductors, Cost, and Refrigeration Issue

Despite that the development of HTSmaterials helped to reduce the operating cost of
the cryogenic refrigerator, the cost of the SMES system does not reduce significantly
since the refrigeration process is only a part of thewhole arrangement. Therefore, this
slight reduction is not sufficient to compete with alternative technologies. However,
compared to LTSwhich operate at about 4K, Carnot efficiency rises by a factor of 5.3
and 14.8 when it comes to 20 and 50 K operations respectively. Over the last decade,
the research on SMES based on HTS has seen an interesting progression. SMES
prototypes based on Bi-2212 and Bi-2223 conductors have been developed. They
showeda rated energyof about 0.6–1.0MJ. In this study a4.2Koperating temperature
has been chosen [71, 73]. In case of special demand, such system can be carried out
with operating temperature of 20 K [74]. However, as mentioned previously, the cost
of the superconductormaterials constitutes a real barrier to the development of SMES
based1GHTSconductors that operate at about 20K like Powder-In-Tube (PIT), using
BISSCO superconductor. It remains also two orders of magnitude higher than the
classical NbTi conductor cost. Additional efforts were devoted in order to reduce
the cost in the near future by using 2G HTS wires, such as the Coated Conductor
(CC) [75–77], that is expected to provide savings for SMES. These generation is
estimated to operate at 50–60 K for SMES magnetic flux densities of a few Teslas.
Currently, CC technology is showing rapid advancement and a CC with several
hundred meters in length is available now and more of kilometers in length are in
production. Research studying SMES based on YBCO-coated conductors with high
field and high energy density are in progress [71, 73, 78]. Recently, a design of an
SMES device with 100MW/2GJ characteristics exploiting high-performanceYBCO
tape that operate at 20 K to 11 T have been established [78]. The challenge now is to
achieve a SMES of 20 kW/3.2 MJ based on YBCO which operate at 4.2 K to 25 T.
Other projects are focused on carrying out SMES with the MgB2 compound which
is less expensive than YBCO. This system is expected to operate at 20 K relying on
liquid hydrogen technology [61, 79]. Nevertheless, MgB2 have lower critical field
resulting in a limited volume energy density which need larger windings and more
cryogenic requirements.

In the future, additional advantages, other to those associated with cryogenics,
can be reached. The high operating temperatures may bring more stability to the
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HTS magnet, making it more resistant to external disturbances. Indeed, the increase
in temperature causes a significant increase in specific heat. On the other hand,
the high temperature causes the electrical insulation to be thicker, thus promoting
an improvement in power by adopting a higher operating voltage. In addition, the
allowable temperature difference between the conductor and the cold source �T ,
mainly caused by AC losses during charges and discharges, can also be increased.
This difference is related to the AC loss and the thickness of the insulation di , by the
following relation:

di = λ
�T

ACloss
(19)

in which λ is the thermal conductivity of the insulation. The problem lies in providing
good protection of the magnet at high temperature. Indeed, the high temperature
favors too long quench causing remarkable damage.

If the cost of the refrigerationprocess is eliminatedbyusing a room temperature (or
near room temperature) superconductor material, other technical challenges toward
SMES must be taken into consideration.

7.2 Protection

A superconducting magnet enable to store a great amount of energy which can be
liberated in a short duration. In addition, the power is hugely high that can reach
100 MW/kg and massive magnetic field are involved. Therefore, special precaution
and an excellent isolation should be available mainly in case of a coil failure or an
accidental loss of coolant. In such event, the fast release of the energywill damage the
coil and the surrounding system.Assumptions have beenput forward to overcome this
problemwhichmainly consist in equipping the SMES systemwith a superconducting
cable allowing to absorb the energy after coil failure [80].

7.3 Precooling Time

Because of the extremely low operating temperature of a SMES (4.2 K), supercon-
ducting magnet takes four months, until now, to be cooled from room temperature
to operating temperature. Thus, after maintenance or in case of outage and even an
emergency energy release, the system needs the same period of time to be recovered.
This outcome is strongly linked to the improvement of the critical temperature of
superconducting materials. In other words, this time problem can be solved if the
design of HTS based SMES that work at temperature is successfully completed.
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7.4 Size and Infrastructure

To ensure sufficient and commercially useful energy storage of about 5 GWh (3.6
TJ) (600 m), an SMES center necessarily requires a loop of about 0.5 mile to be
properly installed while respecting all the requirements. This large area of land must
necessarily be confined in a vacuum flask of liquid nitrogen essential for the cooling
process. Thus, a very stable support must be founded by burying the installation
and kept underground [63], adding to the expense of the system. This infrastructure
problem will no longer be posed if superconducting materials at room temperature
are involved.

7.5 Challenge Related to Integration with Renewables
and Hybrid EES

It is well known that SMES systems are characterized by a strong potential allowing
the support of the renewable systems integrated in distributed production grids.
However, further study of the behavior of such systems in the long term is still
lacking. The study of the commercial, technical, and regulatory aspects of the appli-
cation of SMES is essential because it allows to better understand and develop this
technology. The use of liquid hydrogen (LH2) fuel in renewable technologies would
unleash the potential of SMES. Indeed, LH2 storage tanks can be considered in order
to maintain the SMES coils under very precise transition temperatures, which leads
to a significant reduction in the operating cost and a prospect towards hybrid systems
[61].

Creating hybrid EES is a key point to improve their performance and analyze the
optimal operational scenario. A complete hybrid system can be created by combining
anSMESwith high energy density technologies as a complement (because SMEShas
a low energy density). The applications of this system span a wider range including
shaving and voltage stability, power management and quality control [81]. This new
approach has the advantage of reducing the cost of EES. For example, a hybrid ESS
with an SMES and a pumped hydro energy storage brings a reduction of more than
90% in cost compared to a single SMES having the same energy storage capacity
[82]. The design of these systems has already been developed and they are used in
transportation to provide impulses by storing braking energy [83].

8 Applications of SMES

Load imbalance in electrical systems is inherent because of the random fluctua-
tions in loads induced either by customers or by unstable production from renewable
sources. This causes oscillations of frequencies which can cause serious damage in
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the event of a delay in compensation. To overcome this problem, persistent and rapid
control of the generated power loads is therefore essential. SMES systems represent
a potential route to minimize load imbalance and ensure the efficiency of the elec-
trical system. The customer, in turn, can benefit from appropriated power quality
and power absorption smoothing of impulse loads by using SMES. Thanks to their
power deliverable, energy density and efficiency, very rapid response time, and prac-
tically high/unlimited number of cycles, SMES have found a wide range of appli-
cations. These characteristics make it well appropriated for frequency regulation,
power quality control, and pulsed power supply. Noting that, until now, only SMES
exhibiting small storage capacities are commercially available and they found a great
success. They have been in use for several years in order to enhance industrial power
performance and to give a satisfactory service for individual customers exposed to
voltage fluctuations. However, large-scale applications remain in the experimental
phase and require large monetary investments [84].

8.1 Frequency Regulation

The net load of a power system is defined as the difference between the power
absorbed by all customers and the produced power from renewable sources. This has
the effect of continuously fluctuating the net load over a time scale of tens of seconds
or minutes [85]. Such fluctuations, usually in order of several tens of megawatt, will
disturb the frequency and therefore cause an instability of the system. SMES system
can compensate the loadmismatch owing its rapid response time and its great number
of cycles. It provides a reliable frequency regulation as it is capable to deliver tens
of megawatts with a response time in the order of seconds. Moreover, SMES is also
used as spinning reserve in order to balance the frequency. Indeed, it can reserve
an additional capacity which will be used in case of need, i.e., in case of electrical
network failures or if a significant grid of transmission lines is out of service.

8.2 Uninterruptible Power Supply (UPS)

Unexpected voltage disturbances can take place either as prolonged and repetitive
phenomena or occasionally. Certain applications such as data centers, industrial
plants, etc. are unable to support voltage disturbance for more than few millisec-
onds, hence they need continuously available power supplies with fast response to
avoid a lot of problems that can affect customers in terms of malfunctions, lack of
production, or security concerns. SMES-based UPSs can provide this compensation
due to their dynamic capabilities and long-term lifecycle. They have received a much
interest since they can instantly provide the necessary power requested and ensure
a continuous operation of systems [86]. Military and research laboratory applica-
tions as well as other applications requiring extremely clean power for sensitive
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treatments have benefited greatly from these SMES-based UPS devices which are
mainly provided byAmerican Superconductor company. It reported an accumulation
of more than 35 unit-years of operation.

8.3 Flexible AC Transmission System (FACTS)

FACTS is a stationary device which can be installed in the power grid in order
to improve the controllability and the power transfer capability. SMES systems are
widely used as FACTSdevices. Thefirst superconducting application has been imple-
mented in 1980 by the Bonneville Power Authority in U.S.A to attenuate the low
frequency [80, 87]. This device has successfully operated over a year with 1200 h of
energy transfer which corresponds to 106 cycles for the magnet. In this device, the
refrigerator and the power converter constitute the major problems in the operation
of SMES and no other problems have been encountered at the level of the cryo-
stat or the magnet. Thereafter, SMES systems using FACTS devices will act as a
system stabilizer. For instance, six SMES-based FACTS units have been installed at
at different key locations in the northern Winston in 2000 to improve the stability
of the electrical grid. They increased the voltage by providing reactive power in
the grid. Electricity transmission capacities have also been improved by 15%. Each
SME has the capacity to continuously supply 2.8 Mvar and 2 MW for a short period.
Furthermore, such devices are also exploited in renewable energy technologies such
as wind generator [80].

8.4 Electromagnetic Launchers

Electromagnetic launchers for military or civilian purposes, requiring pulsed energy
sources, also offer other opportunities for SMES. This device is an electric weapon
capable of accelerating projectiles to extremely high speeds. To benefit from a better
functioning of these rockets, high power pulse sources are essential. SMES as fast
releasers of stored energy with high power density provide a potential energy storage
device for creating high performance electromagnetic launchers [80].

8.5 Load Leveling

The quantity of electrical energy required, whether commercially or residentially,
fluctuates significantly during the day and throughout the seasons. Energy stability
is determined by the difference between the amount of energy consumed and that
generated. The role of the SMES system is to store energy when the power gener-
ated exceeds the demands [86, 88]. This energy will be released to compensate
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for power fluctuations during high demands. In this way, conventional production
units can operate more conveniently and efficiently at constant output. In the event
of a persistent imbalance between supply and demand, the SMES may be totally
discharged.

8.6 Circuit Breaker Reclosing

Electrical networks are generally equipped with conventional circuit breakers which
are used to close and put the transmission line back into service after an accidental
failure. This operation is performed whenever the power angle difference across the
circuit breaker reaches a certain limit. Otherwise, i.e., the power angle difference
is too great exceeding the imposed limit, the protection relays prevent the circuit
breakers from reclosing. In this situation, SMES systems can intervene to diminish
the power angle difference across a circuit breaker. They will provide a portion of the
power normally transmitted by the transmission line allowing the circuit breaker to be
reset. Rapid restoration of system power is then provided during severe transmission
line failures [86, 88].

8.7 Microgrid and Electrical Vehicle

The main purpose of microgrid sources is to serve energy to rural areas. The best-
known sources are fuel cell (FC), solar photovoltaic (PV) systems, wind power
systems and diesel generators. However, these technologies encounter certain prob-
lems related to intermittent power outputs which generate system instability. SMES
appears to be an appropriate solution to confront stability problems. The results
obtained depend on the reliability of the SMES used [89]. The energy stored in
the superconducting coil will be exchanged through the DC-DC converter and the
DC-AC inverter. To ensure a better self-switching capacity, the SMES is connected
to a voltage source converter. This technique will make it possible to reduce the
disturbances affecting the micro-grid. Consequently, a microgrid benefits from an
improvement in the quality of the power supply and the voltage if an SMES is
associated with it [46].

Electric vehicles will be the future of the transportation area. These require signif-
icant load requirements. Indeed, load fluctuations are possible in electric vehicles
caused by their sudden power load. These fluctuations, in turn, will cause harmonics
in the system. Intermittent powering of photovoltaic and wind power systems makes
the situation more serious if the sudden power load is connected to a microgrid.
Minimizing harmonics and compensating for the difference between intermittent
electricity from renewable sources and electric vehicles are therefore essential. The
microgrid systemwith SMESworksmuch better and allows harmonics to be reduced.
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In addition, the introduction of SMES can keep the charging voltage constant and
dampen the circulating currents [14].

Noting that new SMES designs such as 10 kJ class SMES, high-filed HTS
SMES coil or 200 kJ 2G HTS solenoidal SMES coil were recently studied [13,
90]. These new designs provide further opportunities for SMES that can be used in
mitigating wind energy system fluctuations, voltage harmonics and other perspec-
tives are offered [82, 91–93]. In China, superconducting plants have already been
installed and are in operation [94]. It is expected that, in the near future, SMES will
be found in space shuttles, satellite systems and also in medicine area.

9 Different SMES Scales: Some Examples

9.1 Large Scale SMES

The power scale required for an ESS to be able to balance the load in the electricity
distribution grid is in the range ofGW.For this reason, the SMESwere not entrusted to
fulfill this role. Indeed, this application requires a gigantic dimension (about 1 km in
diameter) of superconductingmagnets. The construction of such amagnet encounters
certain problems related to the cryogenics, the mechanical structure and the quantity
of the conductor to be used. The mechanical structure must be sufficiently robust
so that it can withstand the weight of the magnet and the components of the large
Lorentz forces: the radial component which tends to extend the coil and the axial
component which is symmetric with respect to the vertical line central.

The design of a large SMES system with a capacity of 1000 MW was developed
in 1987 in the United States but its construction has not been carried out until now.
This SMESmust meet certain specific parameters such as its size which corresponds
to a diameter of 1 km and a height of 19 m. It should operate at a temperature of 1.8 K
with an operating current of 200 K and a magnetic field of 5.18 T. The energy storage
capacity of this system is 18.9 TJ. Further characteristics are found in [12, 95].

9.2 Medium Scale SMES

In 1987, a 400MWSMES program was initiated from the United States Defense
Nuclear Agency (DNA). This SMES is designed for later use as a pulsed energy
source for electron laser directed energy weapons. It is also intended for load leveling
and stabilizing the electrical network. For this type of system, two different designs
were proposed by two teams, Bechtel and Ebasco. In Bechtel’s design, the magnet
has a diameter of 129 m and a height of 7.5 m. It was planned to use an Nb–Ti
Cable-in-Conduit Conductor (CICC) having very low losses in alternating current.
This system should operate at 1.8 K at a current of 303 kA generating a magnetic
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field of 5 T. The CICC conductor is designed with a Liquid Helium flow channel, so
the Liquid Helium vessel is not present in this design making cryostat construction
less complicated. Such high current as the proposed one can reduce the required
amount of conductor and keep the working voltage stable and not exceeding the safe
limit (10–12 kV).

In Ebasco’s design, a 60 kA Nb–Ti conductor was considered with Al stabiliza-
tion. The coil is 134 m in diameter and 4.2 m in height with a solenoidal magnet
configuration. In this design, extra effort is dedicated for mechanical support, elec-
trical insulation and quench protection by introducing fiberglass reinforced epoxy
G-10CR finger plates. More information is provided in [12, 96].

9.3 Micro Scale SMES

Small-sized micro SMES have the opportunity to be constructed and even success-
fully used in industries having remarkable sensitivity to semiconductors and liquid
crystals. Their role is to provide protection against unexpected voltage drops for
high power. Since 2011, 5 and 10 MVA [34, 71] commercial SMES manufactured
by Toshiba Corporation Power System Co and Chubu Electric Power Co. are oper-
ational. A four-pole solenoidal configuration is adopted for the 5 MVA SMES to
reduce the leakage magnetic field. The SMES was designed with a current of 2.66
kA at a temperature of 4.2 K and a magnetic field of 5.3 T. The compensation time is
1 s. YBCO class 1 kA wires have been proposed to join the current wires in parallel.
They are able to support a voltage of 6 kV. The same company also distributed SMSE
10 MVA units. Currently, a number of these units are operational in Japan.

10 Conclusion

Through SMES, superconductivity provides an alternative to store magnetic energy
and power an electrical circuit without energy conversion. These SMES have become
a realizable device thanks to approved advancements in superconducting materials
and cryogenics. They are therefore considered a suitable solution for several applica-
tions as they are attractive pulse/transient power sources allowing perfect frequency
control and promoting transient stability in power grids. The main advantages of
SMES system consist of the rapid power response and the high power and energy
density with outstanding conversion efficiency. Although their specific energy is
reasonable, beyond that of the batteries, the stored energy in an SMES system can
be released in an extremely short time and with negligible losses. This property is
not recognized for batteries. A certain number of projects dealing with the concep-
tion of SMES used as a power source for short-term duration have demonstrated the
versatile and potential applications of this device which can be found in electrical
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energy and power systems as pulse power source, frequency regulator, power fluctu-
ations stabilizer, etc. SMES can be revisited in smart grid projects, in particular for
intermittency management. This is related to the advancement in HTS materials and
conductor technologies which allow for more compact and robust SMES at lower
costs. Further creativity and persistence would be required in the future to meet the
SMES challenges.
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Rotating Machines Based
on Superconducting Materials

Abdurrahman Erciyas, Şükrü Yildiz, and Fedai Inanir

Abstract Novel FEM calculation method based on A-V Formulation of Maxwell
Equations have been proposed to compute the transient AC current losses of
superconducting rotating machineries, like generators. The calculations are carried
out in 2-Dimensions. The model generator under consideration is a three-phase
synchronous generator with a 12-pole and 12-slot rotor made of permanent magnets
and high-temperature superconducting coils carrying DC and the stator windings
made of high-temperature superconducting coils. Superconducting coils are wound
with 2G HTS coated conductors and the critical current intensity is around 300 A at
T= 77 K. Rotor magnets generate magnetic fields in the xy-plane and only current is
induced in the z-direction inside the HTS coils. The Loss calculation of the supercon-
ducting generator were then repeated with the H-formulation and the A-H Hybrid
model. AC loss is calculated for different rotor speeds using all three calculation
approaches. 2D electromagnetic, thermal and mechanical analyzes of MW order
superconducting generator designs are performed using the AV method including
nonlinear EJ. Current, magnetic field, AC losses, temperature and distributions and
mechanical stresses in coils wound from Coated Conductors are presented in 2D.

Keywords Superconductors · Coated conductor tape · Superconducting
generator · Finite element method · AC loss

1 Introduction

There is a general tendency for superconducting rotating machines of small sizes and
large powers to be more viable commercially. The main reason is that the cryogenic
subsystem required to be added to the system is a much smaller portion of the total
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machine weight and cost. The commercial availability of stranded NbT i supercon-
ductors from the late 1960smade it possible to begin applications for superconducting
rotary machines [1]. Since these superconductors were only convenient for carrying
direct current (DC), they were designed to replace the DC field windings on existing
rotary machines in early applications. The most ideal applications for these designs
were large synchronous motors, generators and unipolar DC machines.

The magnetic field strength in the air gap of conventional rotary machines is
generally limited by the saturation of the iron core teeth on the rotor and stator.
However, the high current carrying capacity of superconductors has made it possible
to generate much higher air-gap field strength with a small volume field winding
and the lower energy loss. First, the resistance losses are equal to the field and
the armature windings. From this point of view, the promised efficiency increase
can be realized by replacing the superconducting windings with the copper field
windings (representing about half of the total copper losses). In this sense, major
synchronous generator designs are General Electric [2], Westinghouse, Super-GM,
etc. implemented by companies [3, 4]. Although Super-GM implemented the project
in the 1990s in which it tested 70 MVA generators with three different rotors using
three different NbT i fieldwindings, noneof themwere found economically attractive
due to technical problems such as the inadequacy and cost of low-temperature cooling
systems, instability in the superconducting wire.

The discovery of HTS in 1986 provided an acceleration for the development of
various electrical machines based on these new superconductors. In particular, the
ability of these superconductors to operate at the higher temperatures (between 25
and 77 K) with the lower cost cooling systems has enabled applications around the
world where HTS technologies such as full-scale high or low speed motors and
generators are employed.

The American Superconductor Corporation (AmSC) built a 36.5 MW 120 rpm
ship propulsion engine for the United States navy between 2003 and 2007. Themotor
is a synchronous air-core machine with an HTS field wounds on the rotor. The stator
was constructed without iron teeth and cooled by a dielectric liquid [5]. An average
torque of 2750 kNm was obtained from the engine. This work has been inspiring for
all superconductor applications.

Siemens reached a torque of 320 kNm with its 4 MW ship propulsion engine,
which it completed in 2009, provided a 1/3weight and volume advantage over similar
diesel engines, and the efficiency of the engine was announced as approximately
97–98% [6]. This work has also been inspiring for all superconductor applications.
However, some improvements are still needed. In particular, the development of 2G
HTS tapes with cheaper, better mechanical properties and higher current density,
overcoming structural difficulties, developing efficient cooling systems, performing
robust fabrication and acceptance testing, and proposing newmethods for verification
in computational tools still remain as formidable challenges.

There are many studies on direct-drive high-power synchronous wind turbine
generators [7–11]. For a full-size machine, there is no reported production or testing.
However, some turbine components have been successfully built and tested [8–11].
In this type of generator and other superconducting rotating devices, knowing the AC
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losses beforehand is essential for optimal machinery design. As a result, both very
high costs and very long laboratory studies are required in experimental studies. It is
important to advance on to the design of the complete system, especially starting from
the components. In this sense, as mentioned before, the use of models containing the
Finite Element Method (FEM) is used for the analysis of both the components and
full devices. However, a coil or coil stack that is one of these basic components can
have hundreds or even thousands of turns. It is very difficult to enter such a system
separately into the program and to make loss calculations, and the calculation times
take quite a long time due to the meshing done. Even these calculation times vary
with a quadratic exponential relation with the number of the meshing elements [12].
In order to shorten this period, it was necessary to make some smart assumptions
and approximations that would not reduce the quality of the model. For this, the first
questions that come to mind are: (i) Is it necessary to simulate a whole system? (Can
symmetry or periodicity be used, or can the size of the problem be reduced?), (ii)
What level of physical representation is required? Is a simple guess enough? How
accurate is it to use experimental results to validate the model? (iii) Is it necessary
to look in detail at results such as the local area and current distribution, or do we
only need general quantities such as AC losses? What are the needs of industrialists
and manufacturers according to academics? It has developed models containing
2G HTS that answer all these questions within itself. Infinite thin-film approach
that reduces the size of the system [13–16], or in some applications where many
superconductors are placed or stacked on top of each other, getting rid of the geometry
of the individual tapes and stacking them. Special current constrains that make the
cross section homogeneous and approximations that preserve the physical behavior
of the system [17–20] can be suggested.

References [21–24] investigated the AC losses in HTS tape stacks where the
distances between tapes are very small compared to the tape width, with the numer-
ical model they developed using the variational method using the Finite Differ-
ence Method based on Critical State Model (CSM). Under the infinitely thin strip
approach, a critical current flowed at the edges of the strip perpendicular to the
flow, while subcritical currents were observed in the inner regions. Contrary to the
previous models, they showed that the AC losses depend on the distance between
the strips for the 10 and 20 strip stack, without making any approximations about
the shape of the subcritical region, and for small values of this distance, the lowest
AC loss takes place in the middle strip [21]. They also revealed that the results of
their model converge to the results obtained under the anionic stacked wire approach
as the number of tapes approaches 100, and that a scaled stack containing 10 or 20
tapes can be considered in order to reduce the AC loss calculation time to reasonable
levels for stacks consisting of hundreds of tapes [21].

A numerical model for the equivalent anisotropic bulk structure approximation
in the AC loss calculations of the coil stack is presented by Zermeno et al. [25].
While neglecting the geometry of the insulator, metal, superconductor and substrate
layers that make up the coil, the model, which aims to accurately obtain the magnetic
behaviors of the real coil stack, also does notmake any assumptions about the subcrit-
ical current regions in the strip and nonlinear E J , as in Prigozhin and Sokolovsky’s
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approach. It also provides the supercritical flow regions by using the power law rela-
tionship [21]. The results obtained by using the H formulation on 16, 32 and 64 strip
coated YBCO HTS coils with the model and using Kim CSM were compared with
those obtained with the two-dimensional FEMmethod based on the H formulation in
the literature [25]. 2.5% error was determined and the error decreases as the number
of strips increases [19]. Using the H formulation and assuming an E-J force law
relationship, Xia et al. also provided validation of the approach [26]. Ainslie et al.
investigated the total AC transport losses for structures consisting of stacks of HTS
tapes on magnetic substrates with symmetrical FEM simulations based on the H
formulation [27]. The H formulation, which uses a power law relationship between
E-J, was developed for the direct acquisition of magnetic field components in 2
dimensions and produces results that are in good agreement with the experimental
results. In their calculations for the total number of strips from 1 to 150, Ainslie et al.
showed that the magnetic substrate raised the total AC loss of the stack due to the
increase in the local magnetic flux density [23]. They also revealed that as themagne-
tization of the substrate increases, the flux penetrates deeper, thus increasing the AC
losses. They observed that the losses for the magnetic substrate were the highest in
the tapes in the middle of the stack. On the other hand, they showed that the results
obtained for non-magnetic substrate are compatible with existing approaches such
as single-lane and infinite stack confinement cases [28].

2 Simulation Methods Used in Design of Superconducting
Machinery

In this chapter, we have proposed to evolve a new simulation methods that have
been developed by us in frame of FEM in order to solve Maxwell equations for
complex generator architectures includingboth nonlinear current–voltage relation for
superconducting coils and also nonlinear magnetic permeability for ferromagnetic
body. New simulationmethods have been developed for the electromagnetic analysis
of the superconducting synchronous generators. Calculations were performed in
two dimensions and the model generator was designed (Fig. 1). The model design
considered is a three-phase synchronous generator the rotor of which has 12 poles
and 12 slots and is made of permanent magnets and the stator windings of which
are made of superconducting coils. Superconducting coils were wrapped on 2G
(RE)BCO coated conductor tapes, The superpower SCS12050-AP REBCO tape,
in which the critical current density is approximately 300A at self-field (B⊥ Tape
surface) in T = 77K ambient temperature. The rotor magnets generate magnetic
field in the xy-plane and current is induced in the HTS coils only in the z-direction.
The parameters used for model generators are given in Table 1. Initially, we aimed
to develop a simulation method for SC generators based on A-V formulation of
Maxwell Equations. Therefore, A-V formulation was primarily highlighted used for
the calculations. According to the A-V formulation based on the Ampère Equation,
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Fig. 1 The model generator
adopted in calculations. The
rotor of the generator was
schemed from permanent
magnets, and the magnets
were placed in a radial
direction to produce an
inward and outward
magnetic field. The stator is
composed of HTS coated
conductor coils

Table 1 Parameters for the
superconducting generator
chosen as a model

Parameter (Unit) Definition Value

Rsd (mm) Outer radius of stator 320

Rsi (mm) Inner radius of stator 188

Rrd (mm) Outer radius of rotor 172

Rri Inner radius of rotor 12

Dag (mm) Air gap distance 16

L (mm) Length of generator 600

p The number of poles of
the generator

12

s The number of slots of
the generator

12

Brem (T) The magnetic field of
permanent magnet

1.2

ω (rpm) The angular velocity of
generator

10, 30 … 180

Ic (A) The critical current
density of the tape

300

wsc (mm) The width of the tape 12

hsc (μm) The thickness of the
tape

100

Ec (V/m) Electric field criteria 1 × 10–4

n Power-law exponent 25

Ns The number of turn of
stator coils

100
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the current induced in the generator windings can be calculated as follows:

σ
∂A
∂t

+ 1

μ0μr
∇ × ∇ × A = 0 (1)

whereσ , represents the conductivity of thematerials such as theHTSor the back-iron,
etc. A the vector potential; μ0, the magnetic permeability of free space, and μr , the
relative magnetic permeability. A new simulation method has been developed within
COMSOL Multiphysics environment to be resolved Eq. (1) for defined boundary
condition.

For the convenience in the calculations, only the part (sector) of 2π/p was taken
into account since the generator is a periodic structure. The other approximation was
to take the coils consisting of HTS tapes which formed the stator as a whole, that is,
the homogenization approach was exploited [29]. As a result of this approach, the
critical current density of the superconducting tapes were accepted to decrease at a
rate of 0.78× Jc [30]. The following geometric transformations were used to model
the rotation in a superconducting generator rotating with the angular velocity, ω.

(
X(x, y, t)
Y (x, y, t)

)
=

[
cos(ωt) sin(ωt)

− sin(ωt) cos(ωt)

][
x
y

]
(2)

In this formula, x, y represents the spatial coordinate system and X,Y thematerial
type coordinate system. Similarly, the transformation as follow was used for the
magnetic field.

(
BX

BY

)
=

[
cos(ωt) sin(ωt)

− sin(ωt) cos(ωt)

][
Bx

By

]
(3)

Lorentz transformations are performed for the electric field.

E(x, y) = E(X,Y ) − v(x, y) × B(X,Y ) (4)

In here, v(x, y) indicates the non-relativistic dimensional velocity distribution of
rotational material.

The boundary condition is assessed that A the vector potential and Vm , the scalar
potential are anti-periodic on the right and left of the generator sector in given in
Fig. 1:

Alef t = −Ari ght ,

Vm,le f t = −Vm,right
(5)

In addition, the sector symmetry boundary condition for the boundary pairs sepa-
rating the rotor and stator was defined as:
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B · n̂ = 0 (6)

Magnetic isolation boundary condition is exploited for the outer envelope of
generator sector.

In order to reflect the nonlinear current–voltage relation of superconducting coils
in A-V formulation, the conductivity of the HTS material can be defined,

σ = Jc
Ec

( |E |
Ec

+ δ

)1/n−1

(7)

where Jc is the critical current density, Ec = 1×10−4 V/m, the electric field criterion,
δ ≈ 1 × 10−5 Ec the parameter that prevents divergence of the defined expression.
This parameter actually sets a lower limit for conductivity of superconductors. The
electric field given in Eq. 7 is defined as follow,

E = −∂A
∂t

(8)

We ignore the gradient of scaler potential that is only provided by the varying
magnetic field.Magnetic fluxdensity can be calculated the curl of the vector potential,

B = ∇ × A (9)

The second simulation method that has been aimed to simulate electromagnetic
response of the superconducting generators is actually based on the constraint on
the current, which was developed by Gömöry for superconducting tapes and coils
under dynamical transport current and magnetic field [31]. To our best knowledge,
the electromagnetic computation of the superconducting rotting machinery has not
been practiced yet. In this calculation method, supercurrents circulating through
superconducting coils are constrained,

J s = Jctanh

(− ∂A
∂t

Ec

)
(10)

Likewise, this method enables the solutions of Ampere’s equation given in Eq. 1.
However, Ampere’s equation is figured out in the critical state framework. Therefore,
it provides quite reasonable solutions for the amplitudes that are induced less than
Ic. The method is quite simple and stable in practice; however, it gives convergence
problems at high frequencies and high current amplitudes. Nevertheless, it is still a
reliable method as the generators operate at low rpm and the current is not wanted
to rise above a certain level.

The third method that was evolved comprises the approach in which A-V- and H-
formulation are combined. In frame of availablemethod, HTS coils in the stator of the
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model generator is solved byH-formulation. Electromagnetic analysis for the ferro-
magnetic or other solid parts, magnets are solved and also the boundary conditions
are implemented by means of the A formulation. The purpose of the development of
this method is that the periodic (Eq. 5) and continuity boundary (Eq. 6) conditions of
the H-formulation, especially used in generator design, could not be implemented.
H-formulation also gives fine results in electromagnetic analysis of superconducting
materials and is widely preferred for many research group all round world and we
can say that it is almost a defacto-method for modelling superconducting tapes and
coils. For this purpose, in order to be able to ascertain solutions with frame of the
H-formulation, it is necessary to ensure the time dependent solutions of the Faraday
equation given below. The Faraday equation is,

μ0μr
∂B
∂t

+ ∇ × E = 0 (11)

The relationship that connects the electric and magnetic fields is as follows;

J = ∇ × B,

E = ρ J
(12)

where ρ is resistivity of particular material and the resistivity peculiar to supercon-
ductors and the nonlinear voltage relation:

ρ = Ec

Jc

(
J

Jc

)n−1

+ ρ0 (13)

It is the point to be considered that the numerical solution defines a lower limit
on the resistivity (ρ0) of the superconducting material for the convergence. This
value should be approximately ∼10−17�m. Another important point is to define the
external current density (External Current Density) for regions other than the super-
conductor in order to use the A-V formulation into the H-formulation, and to enter
the expressions of the induced current densities calculated using theA-V formulation
into the formulation. This constitutes the main idea of the method and can be entered
as Jx = m f · Jix , Jy = m f · Jiy, Jz = m f · Jiz in Comsol Software. The formula
Jx , Jy, Jz on the right side of the equations represents the H-formulation’s external
current densities to which are assigned value, and m f · Jix ,m f · Jiy,m f · Jiz expres-
sions represent the induced current densities calculated by the A-V-formulation. The
(Magnetic Field “mf ”) in the A-V formulation in COMSOL Multiphysics software
denotes here default prefixes for evaluating magnetic field. This method is a bit
complicated and it is very difficult to apply directly in the ‘Magnetic Field Formula-
tion (mfh)’ which produces solutions based on the H-formulation that comes as stan-
dard in COMSOL software. Therefore, the H-formulation in this study was solved
using the partial differential equation form. In this method, the expression defining
the H-formulation is given,
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Ga
dH

dt
+ ∇ · 	 = T

[
μ0 0
0 μ0

][
dHx
dt
dHy

dt

]
+ ∇ ·

[
0 E(J )

−E(J ) 0

]
=

[
0
0

]
(14)

The “General Form” in the partial differential equations module in COMSOL
software can be used to be entered this Eq. (14) into Comsol. Another point to be
emphasized is that ρ0 resistance in the superconductor part given by Eq. (13) and the
resistance of the space outside the superconducting coils are adjusted in harmonywith
each other. It was found that the ratio between them should be around approximately
∼1011. In order for this method to work properly, both parameters must be set very
carefully.

In generator modelling, it is necessary to carefully consider the area and angle
dependence of the critical current density. Otherwise, as the superconducting coils
will be exposed to a high magnetic field, the current density will decrease due to
the field dependence of Jc. Similarly, since they are exposed to a rotating magnetic
field, it is necessary to take into account the angle dependence. The expression for
the field dependence of the critical current is employed [32],

Jc(B) = Jc0(
1 +

√
k2B2‖ +B2⊥

B0

)β
(15)

where Jc0, B0 andβ, are the adjustable parameters of YBCO coated conductor tapes.
For the angular dependence of the critical current of the YBCO coated conductor
[33], the equation is exploited,

Jc(B, θ) = Jc(B)
0.05√

sin(θ − 1.8)2 + cos(θ−1.8)2

400

+ 0.3 sin(θ) (16)

θ , in here, is the angle between the superconducting turn and the perpendicular
component of the magnetic field.

Considering the magnetic field and angle dependence of the critical current, its
value decreases by average 9% in per rotation. Above two expression must be taken
into account in real machinery design. The nonlinear B-H curve was taken into
account for the ferromagnetic iron in the stator and rotor of the generator (Fig. 2).
However, its conductivity was taken as zero to disregard the Eddy current losses in
the ferromagnetic part in order to avoid confusion in the calculations.
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Fig. 2 Magnetic Field
strength H (A/m) versus
magnetic flux density B (T)
corresponding to non-linear
magnetic permeability for
the ferromagnetic part

2.1 Electromagnetic Analysis of Superconducting Model
Generators

We present the electromagnetic analysis of superconducting generators for model
generator given in Fig. 3. The considered design is a three-phase synchronous gener-
ator, the rotor of which has 12 poles and 12 slots and is made of permanent magnets
and the stator windings of which are made of HTS superconducting coils. The super-
conducting coils are wrapped with 2G coated conductors and the critical current
density is approximately 300 A at T = 77 K. The rotor magnets generate magnetic

Fig. 3 The AC losses in a single stator coil during the entire cycle of the rotor that computed using
the three methods presented previous section as a function of generator rotational speed
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Table 2 Parameters of the fully superconducting generator

Parameter (Unit) Definition Value

Rsd (mm) Outer radius of stator 71.1

Rsi (mm) Inner radius of stator 61.3

Rrd (mm) Outer radius of rotor 60.9

Rri (mm) Inner radius of rotor 56.4

Dgap (mm) Air gap distance 0.6

Nr The number of the winding of rotor coils 200

Ns The number of the winding of of stator coils 100

ω(rpm) The angular velocity of the rotor 90

np The number of poles 12

ns The number of slots 16

Ic (A) Critical current density SC tape 100

wSC (mm) Width of tapes 4

hSC (μm) Thickness of tapes 1

n Electric field exponent 25

Ec (V/m) Electric field criterion 1 × 10–4

field in the xy-plane and current is induced in the HTS coils only in the z-direction.
The parameters for the generators are shown in Table 2.

In Fig. 3, AC losses that were computed by all three methods for varied generator
velocity were shown. As it can be seen in the figure, AC losses decreased almost
linearly as amplitude of the angular velocity increased. The reason can be easily
understood by looking at Fig. 4 because the flux penetration depth of the induced
current decreases as the rotational speed increases. Therefore, the losses decrease
proportionally. In Fig. 3 indicate instantaneous losses. For actual loss values, these
values should be multiplied by the frequency corresponding to the speed.

The remarkable point is that the difference between the losses calculated by the
pure A-V formulation (Eq. 7) and the A-V + tanh(J) (Eq. 10) formulation is around
1%. This is an expected result, since both the rotation velocity and the amplitude of
the induced field are f= 3Hz for 180 rpm and the amplitude of the current is quite low
at 60 A per tapes. Both does not exceed the critical state. The difference between H
and AV formulations is about 3% and we think that it is quite a reasonable level. This
difference may be due to numerical errors. A striking point in A-V methods is the
fluctuations in the loss curves. This can cause because samemeshing parameters was
employed for each angular velocity value. For a better calculation, it is apparent that
the meshing parameters should be adjusted at each angular velocity value. However,
themost important point to be considered here is the calculation time.The comparison
of calculation times using Intel Xenon CPU E5-2596 @2.3 GHz 7 core and 16 GB
RAM is given in Fig. 4.

The calculation time forH formulation is considerably longer than theA-V formu-
lation (Fig. 5). Computational time of pure A-V and A-V + tanh (J) formulations
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Fig. 4 The induced current distribution of HTS stator coils when the rotor rotates a quarter round
for ω = 10, 30, 150 and 180 rpm velocities and the magnetic field distribution (contours) around
whole generator body

Fig. 5 Comparison of the calculation times of AC losses using all three methods

are more reasonable. Both methods stand out in any machine optimization problem.
However, one of the disadvantages of thesemethods is that with each physical param-
eter change, the meshing parameters must be fine-adjusted to be denser or sparser.
The meshing type such as triangular or rectangular distribution, can modify as well
as the solver parameters need to be fine-tuned, too. In particular, it is necessary to
adjust the relative and absolute tolerance values of solver, respectively, in the order
of 10−10, 10−12. The solver type can choose Direct Solver, PRTISO or MUMPS.



Rotating Machines Based on Superconducting Materials 351

Fig. 6 The magnetic field distributions of the stator and rotor of the model generator during t =
0, 0.125, 0.25, 0.375, 0.5 s for ω = 60 rpm

Figure 6 displays the magnetic field distributions for different rotor positions like
the varied times. It can be seen in the figure that a large magnetic coupling appears in
the stator and rotor. The magnetic field is rather accumulated in the part of the stator
iron facing the coils. This is a desirable situation because it increases the leakage,
thus increasing the induced electromotor force (emf).

3 Stator AC Loss of Whole Superconducting Generators

In this section, electromagnetic analyses of generators both of whose stator and rotor
turns are formed with HTS (Re)BCO tapes are accomplished. Fully superconducting
generators are preferred for the advantages they provide in weight, size and cooling.
In the conceptual design of these generators, it is taken into account that the rotor
coils are made of coils wrapped with superconducting coated conductors circulating
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Superconducting 
Windings in 
Rotor  

Stator 
Superconducting 
Coils

Iron
Former

Aluminum

Fig. 7 Model generator both of whose stator and rotor designed from superconducting coils. The
model generator consists of 16 slots with 12 poles. Rotating rotor coils carry DC current and the
stator coils are subject to the time varying AC current

DC current. This provides both the adjustment of the applied magnetic field and
supplying the stronger magnetic field. In Fig. 7, a two-dimensional cross-sectional
view of the fully superconducting generator is given. The rotor coils lie in the xy-
plane and a constant DC current is passed in the z-direction. Likewise, an AC current
is induced in the z-direction when the stator coils are in the xy-plane.

In order to create a magnetic circuit in both the stator and rotor of the generator,
ferromagnetic iron with B(H) curve shown in Fig. 8 is used and the conductivity of
the material is taken as zero. The part forming the core of the generator is thought
to be made of aluminium. The geometric and physical parameters of the generator
is given in Table 2. In order to facilitate the calculations, as in the previous section,
the discrete structure of the coils are disregarded due to the wrapped tapes. However,
for convenience, 1/4 part of the generator is taken into account to reflect the periodic

Fig. 8 Calculated loss as a
function of DA applied in the
generator
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structure. The nonlinear effect in the ferromagnetic part and the supercurrent is
taken into account. The expressions given in Eqs. 15 and 16 are used for the area
and angle dependence of the induced current. The width of the HTS coils is taken
as approximately 4mm and the critical current density was 100A. The substrate
magnetism of such commercial superconducting tapes is not considered. The number
of the turns of rotor coils is considered as twice that of the stator coils in order to
produce a stronger magnetic field. The rotor iron gears are adjusted to be compatible
with the width of the area where the stator coils were placed so that they could
complete themagnetic circuit. In this way, a better cooling systemwould be designed
for the rotor coils. The expressions given in Eqs. 5 and 6 were used as boundary
conditions. With a different meshing technique, free quad latticing was used for both
rotor and stator, and calculations were made for 72,548 elements in the calculation
sector.

The alternative current (AC) losses in the stator coils against DC current amplitude
transported to the rotor coils are demonstrated in Fig. 8. In the calculations, Ampere’s
equation given byEq. 1was solved by using the non-linear conductivity relation given
by Eq. 7. Alternative current losses out of the whole coil cross section are evaluated
by,

P = 1

T

2T∫
T

dt
¨

J E dS (17)

here, T is the period of evolution and dS surface element for one cycle.
In Fig. 8, the AC loss increases with a quadratic dependence as a function of DC

current magnitude. This can be expected. Because the increase in current causes the
superconducting coils to be exposed to more magnetic fields and more current goes
to the stator coils. Briefly, the induced current is a result of ∝ B2

r the magnetic field
created in the air gap. The losses arising from the first application of DC in the rotor
were ignored.

For better analysis, it is necessary to examine the magnetic field distributions on
the generator. Figure 9 shows the magnetic field distributions in the superconducting
generator body in two dimensions. In the figure, the magnetic fields in the rotor and
stator form a perfect magnetic coupling. For example, the maximum magnetic field
value at a point on the coils is 0.38 T for Idc = 25A, and the maximum magnetic
field value at a point where the rotor and stator gear intersect is around 1.1 T. It is
seen that significant eddy currents may be induced in the rotor and stator materials
of the generator and lead to additional losses. Such a high field can also give rise to
magnetically saturate the stator and rotor irons. In this case, it may not be necessary to
use iron in the rotor and stator for the highDC of the fully superconducting generator.
However, as it gets closer to the outer envelope, the magnetic field value decreases
up to 0.11 T. The magnetic field on the outer stator iron shows a homogeneous
distribution. When Idc = 5A is examined, the magnetic field value at either edge
of the superconducting coil is around 0.17 T, and the value in the area between the
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Fig. 9 The distribution of Magnetic field on the instantaneous generator t = T/4 applied to the
stator coils with ω = 90 rpm velocity for IDC = 5, 10, 15, 20, 25A

rotor and stator is around 0.54 T. This explains why losses increase with a quadratic
correlation.

Figure 10 shows the current distributions in the stator coils for the selected DC
current values. Current distributions are consistent with Ref. [34]. The current in the
stator coils penetrates more on the right and left sides than in the rotor electromag-
nets. For IDC = 25A, the current penetration at the right and left outer edges is
approximately three times greater than at the facing edges of the coils. This means
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Fig. 10 The Magnetic field and current distributions on the instantaneous generator t = T/4
applied to the stator coils with ω = 90 rpm velocity for IDC = 5, 10, 15, 20, 25A

that the loss will be higher in these areas than others. Therefore, the coolant to be
flowed in these areas must have a higher velocity. In addition, as the density of the
current flowing in the rotor coils is increased, the penetration of the induced current
in the stator also increases. Therefore, this is an important factor that increases the
AC losses of stator coils.

3.1 Electromagnetic Analysis of Synchronous Generators
in the Order of MW, Whose Rotor Consists of Permanent
Magnets and Stator Windings of Superconducting Coils

Electromagnetic analyses of the MW order superconducting generator are carried
out by means of simulation method based on A-V formulation. The rotor of the
generator consists of permanent magnets placed in such a way as to produce a total
magnetic field in and out directions. The stator, on the other hand, consists of 36
pancake-shaped coils with 72 slots and wrapped with HTS coated conductors. The
generator is considered to produce approximately 3 MW of outcome power. There is
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Table 3 Parameters of the generator model used in the calculations

Parameters (Unit) Definition Value

Rsd (mm) Outer radius of stator 1080

Rsi (mm) Inner radius of stator 920

Rrd (mm) Outer radius of rotor 872

Rri (mm) Inner radius of rotor 792

Dag (mm) Air gap distance 48

L (mm) Length of generator 500

p The number of poles of the generator 78

s The number of slots of the generator 72

Brem (T) The magnetic field strength of permanent magnet 0.5, 1, …, 3

ω (rpm) The angular velocity of generator 16

Ic (A) The critical current density of the tape 300

wsc (mm) The width of the tape 12

hsc (μm) The thickness of the tape 100

Ec (V/m) Electric field criteria 1 × 10–4

n Power-law exponent 21

Ns The number of turn of stator coils 100

a large air gap between the rotor and the stator. The stator and rotor are supported by
ferromagnetic iron. The physical and geometric parameters of the generator are given
in Table 3. Ferromagnetic and eddy current losses in the rotor and stator parts are
neglected. Calculations are carried out in 2D, the cross-sectional area of the generator
is placed in the xy-plane and current is induced in z-plane, the HSS pancake coils
in the xy-direction. For the electromagnetic analysis of the superconducting coils,
Eq. (1) considering nonlinear EJ such as Eq. (1) are solved. Likewise, in order to
shorten the calculation time, the discrete structure of the coils is ignored and symmet-
rical structure of the machine is exploited. The expressions given by Eqs. 5 and 6
are employed as boundary conditions. For the meshing, the edge method was used
at the right and left ends of the sector, and the source and the destination are deter-
mined according to the generator rotation direction, such as in here anti-clockwise.
Free triangular meshing is adopted for the superconducting turns. The rotor and
stator are particularly densely meshed. In total, 53,752 mesh elements are resulted
in. A direct MUMPS solver is selected, with relative and absolute tolerance can be
taken as 10−10 and 10−12 respectively. It should be noted that for the method based
on the A-V formulation, the tolerances below this value do not reflect the charac-
teristics in the superconducting region quite well. In addition, the magnetic field
and angle dependence of the superconducting strips are included in the calculations
combining Eqs. 15 and 16. The tape properties used in the simulations are provided
by the SuperOX company and are determined as (SuperOx) [35]. The angle depen-
dence of themagnetic field orientation for particularly these kind of tapes is relatively
low. In the ferromagnetic part, nonlinear BH curve given in Fig. 1 for lossless steel
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Fig. 11 The evaluated
losses in the only one stator
coils for different values of
the magnetic field strength or
rotor magnet, ω = 16 rpm

is taken into account. The ferromagnetic part and the Cu stabilizer in the structure
of the tapes are neglected.

In Fig. 11, the computed losses as a function of the magnetic field strength of
rotor magnets are displayed for constant rotor speed. AC losses are calculated over
the cross-sectional area of the coils using Eq. 17. As is expected, the losses increase
linearly with the magnetic field strength of the magnet. The increase in the magnetic
field in the rotor magnet increases the strength of the magnetic field in the gap region
between the rotor and the stator, which causes the induced current to penetrate deeper
into the lower and upper parts of the strips, thus increasing the loss.

Figure 12 shows the induced superconducting current in the coils for different
magnetic field intensities and themagnetic field distribution over the generator cross-
sectional area. Here, as themagnetic field generated bymagnet increases, the amount
of induced current and the depth of penetration increase, so the losses also increase.
In addition, the current is not distributed homogeneously over the cross-sectional
area of the coils, but rather accumulates at the close edges to the magnets. This may
be due to the fact that the radial component Br of the magnetic field on the surface
of the coils is higher than the tangential component, Bt . This is an important result
because the ferromagnetic part in the stator serves as magnetic circuit, but does not
cause current induction at the top of the coils by reducing the radial component of
the magnetic field.

In Fig. 13, the magnetic field intensities of the magnet is chosen constant and the
induced current and magnetic field distributions in the stator coils for different times
are indicated. As can be seen from the figure, the current distributions in the coils are
extremely complex. This is due to both the rotational motion and the complexity of
the current distribution in the ferromagnetic part. Another result that can be deduced
from the figure; Coils 1 to 3, 2 to 4 are coupled. In other words, the current is induced
in coil 4 and completes its circuit over coil 2. Another important point here is that
the supercurrents induced in the coils try to suppress the magnetic field produced by
the rotor magnets. The reason can be clarified that the current prefers to flow in the
parts of the coil radially closer to the magnet.
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Fig. 12 Induced current in superconducting coils for selected magnetic field intensities of rotor
magnet at a quarter-cycle rotation of generator section. The contours represent magnetic vector
potential plots that represent the magnetic field. This figure imply a Brem = 0.5 T , b Brem = 1 T ,
c Brem = 1.5 T , d Brem = 2 T , e Brem = 2.5 T , ω = 16 rpm

Fig. 13 The Induced current distribution in the stator coils as the surface plot and the magnetic
vector potential distributions around it (contours). Here is the time instantaneous taken for one full
revolution of its rotor for a t = T/4, b t = T/2, c t = 3T/4 ve T = 4 ω = 16 rpm and Br = 2.5T
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Fig. 14 Instantaneous losses of superconducting coils in generator cross section for different
magnetic field intensities of magnets: a Brem = 0.5T, b Brem = 1T, c Brem = 1.5T, d
Brem = 2 T, e Brem = 2.5T for ω = 16 rpm and the instantaneous loss calculated by surface
integral Q = ˜

J Eds
[
W/m3

]

In Fig. 14 demonstrates 2D view of the instant loss occurring in the stator coils
for different magnetic field amplitudes, when the generator takes half a turn. We
intend to show which region of the coils the losses occur the most. In the figure, as
the magnetic field strength generated by the magnet raised, the amount of induced
current and the size of the region where the current will penetrate, thus the loss
enhanced as expected. Another important finding is that the losses occur mostly in
the parts of the stator coils facing the rotor directly. The instantaneous loss in the
radially inward side is on average 1500 times greater than the loss in the outward
facing portion. This is because the current is rather induced and flows in this region.
It is also seen in Fig. 14 that the normal component of the magnetic field is much
larger than the tangential component in the radial inner region where the loss is
very large. This comes into play as a factor that increases the losses. There are two
technically worthy results here. First, in the cooling part of the generator, whose
stator is made of superconducting coils, especially the part without ferromagnetic
substrate should be cooled better, that is, in the cooling design, especially the part
of the stator facing the rotor should be made it flow with liquid nitrogen. Another
result is that the preferred ferromagnetic material for the magnetic circuit should be
chosen very carefully. Because, while these materials do not directly contribute to
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Fig. 15 The currents in each coil forming the stator coils, Brem = 1T and ω = 16 rpm

current induction, they may have additional contributions to the loss as a result of
the eddy current losses they will create.

Figure 15 shows the induced currents in each of the turn constituting the stator
coils. The currents vary in a sinusoidally without breaking into their harmonics, and
in each of them a current of amplitude is induced. It is necessary to multiply the total
current induced in the coils by the number of turns. The designed generator shown
in the figure is three-phase.

3.2 Thermal Analysis of MW Order Superconducting
Synchronous Generators

Thermal analyses of the designed generator were carried out. For this purpose, the
results in the previous sectionwere used.However, unlike in this section, it is assumed
that there is liquid nitrogen around the stator coils and that it does not flow and
the velocity field is zero. For the thermal analysis of the superconductor generator,
the heat conduction equation and Ampere’s equation are self-consistently solved
containing the nonlinear conductivity term of the superconducting part. Likewise,
for ease of calculation, the continuity of the coils is assumed and only the part of the
generator is considered. We solve that the thermal conduction time dependent partial
differential equation is,

∇ · (κ∇T) + Q = ρCp
∂T

∂t
(18)

where κ is the thermal conductivity coefficient of the material, ρ is the density of
the material, Cp is its specific heat under constant pressure and the loss is calculated
using Q = ˜

J Eds
[
W/m3

]
. The values ofmaterials such as ferromagnetic, magnet

and liquid nitrogen used in the generator are given in Table 4.
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Table 4 Parameters adopted
in thermal analysis

Parameters (Unit) Liquid nitrogen Iron Magnet

κ(W/m · K ) 0.02583 50.2 50.2

ρ
(
kg/m3

)
1.25 7840 7840

Cp(J/kg · K ) 1040 502.414 502.414

Fig. 16 Variation of a thermal conductivity, κ and b specific heat under constant pressure Cp
values of YBCO tapes adopted in calculations with temperature

The values for thermal conductivity and specific heat for coated conductor consti-
tuting the superconducting coils instead of constant value is indicted by Fig. 16. The
density of YBO coated conductor is taken as ρ = 6.3 × 103 kg/m3. In Fig. 17, 2D
temperature distributions of magnets calculated according to different magnetic field
strength of rotor magnet are demonstrated. Here, as the magnetic field produced by

Fig. 17 Temperature distribution of superconducting coils in generator cross section for different
magnetic field intensities ofmagnets: a Brem = 0.5T,b Brem = 1T, c Brem = 1.5T,d Brem = 2 T,
e Brem = 2.5T, for ω = 16 rpm, t = T/2s
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the magnet increases, the temperatures arising in the coils also increase. The temper-
ature of both the coils and the liquid nitrogen around them is highly dependent on
the strength of the magnetic field produced in the magnet. Here, the temperature is
also distributed homogeneously on the coils. This is important for the stability of the
system. It is assumed that the area where the liquid nitrogen circulates and the other
parts are perfectly insulated, and there is no heat transfer between the regions. In
Fig. 17, it is seen that the temperature changes bring about mostly around the coils.
Therefore, it may be technically important to adjust the velocity field of the liquid
nitrogen circulating around the coils. In terms of selected parameters, the temperature
shows an average increase of 0.5 K.

The temperature variation taking place at any point on the stator coils of the
selected generator topology in Fig. 18 are given as a function of time for different
magnetic field strength fields. Here, the temperature on the coils increases exponen-
tially and becomes stable towards a certain value. When the generator first starts to
rotate, the temperature increases very rapidly. We conclude that this situation may
cause due to magnetic instabilities in the generator at the initial rotation.

Fig. 18 The variation of the temperature in the stator coils with time for different rotor magnet
field remnant magnetic field of the MW order synchronous generator



Rotating Machines Based on Superconducting Materials 363

3.3 Magneto-mechanical Analysis of Superconducting
Model Generators

Since the superconducting generators are exposed to a high magnetic field and can
carry high currents in the stator coils, enormous amounts of structural forces are
created in the coils and transfers it to the body of the generator. These forces can cause
deformation, especially in the coils of the generator. Therefore, careful calculation
of structural forces is required. In this part of the chapter, the structural stress in
generators is studied. For this purpose, the method developed in the previous parts
of the chapter to examine the stress in the stack structures was applied to semi-
superconductor generators.

First of all, the model generator topology given in the previous section was used in
the infrastructure of the modelling. In this topology, instead of calculating the entire
generator, only a certain section is calculated as two dimensions. Likewise, supercon-
ducting pancake coils are placed in the stator part of the generator and super current is
induced in the stator by the rotating rotor. For the magneto-mechanical analysis, first
of all, it is necessary to obtain the correct solutions of the Ampere equation. There-
fore, Eqs. 1–7 is solved self-consistently with the mechanical equilibrium equation.
The outline of the developed method can be found in the first section of this chapter.
However, here, some clues should be given in order for the calculation to work
stable and to give accurate results. Firstly, when dissolving the electromagnetic part,
the boundary conditions, the meshing and the solver settings are almost preserved.
However, it is very important to enter the correct boundary conditions first when
resolving the mechanical part. In the second stage, very densely meshing is required
for both the superconducting coils and the back iron of the meshing parameters.
Also, a number of tactics have been developed for meshing the slip axis between
the rotating rotor and the stationary stator. The first tactic is to choose the minimum
element length (minimum element size) at the boundary point where the rotor and
stator are located, at a value such as rotor outer radius/2000 for rotor and stator, and
stator radius/20000 for stator, respectively. Otherwise, structural forces cannot be
transferred from one point to another. It has also been observed that the stator coils
must be in the order of the minimum element length ∼10−5, i.e. very dense meshing
is required. These values may vary according to the selected geometry. It has been
concluded that direct solver do not give good results in the solver settings, so iterative
solver can be selected. All this significantly increases computation times.

For the electro-mechanical analysis of generators, Ampere and mechanical equi-
librium equations must be solved together. For this purpose, the time dependent
partial differential equation for mechanical equilibrium can be written as,

ρ
∂2u

∂t2
− ∇ · ξ = FL (19)

where ρ is the density of the material, u is the displacement area, ξ is the induced
stress and FL is the Lorentz force created by the flux pinning. The Lorentz force is
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simply calculated by FL = J × B in which the Ampere equation is employed to
evaluate the current density J and magnetic field B inside HTS coils. In the cross-
sectional area of the generator, the current flows in the z-direction and hence the
Lorentz force disperses in the xy-direction. In order to compute the forces generated
in the stator coils we employ,

Fx = Jz By

Fy = −Jz Bx (20)

The Lorentz force equation for the ferromagnetic back iron can be calculated with
FL = M∇H . This give,

Fx = χ

μ0μ2
r

(
∂Az

∂x

∂2Az

∂x2
+ ∂Az

∂y

∂2Az

∂x∂y

)
,

Fy = χ

μ0μ2
r

(
∂Az

∂x

∂2Az

∂x∂y
+ ∂Az

∂y

∂2Az

∂y2

) (21)

Here, χ is the magnetic susceptibility of the material, μ0 is the magnetic perme-
ability of vacuum. boşluğun geçirgenliği andμr is the relative magnetic permeability
of the material.

Figures 19 and 20 show the x-component of magnetic internal stress in the stator
coils and back iron of the generator for different magnetic field amplitudes, ξx and
its y-component ξy , respectively. The figures are drawn instantly corresponding to

Fig. 19 x-component of magnetic stress ξx calculated for different remnant fields of the rotor
magnet Rotor mıknatısı tarafından üretilen manyetik alan, a Brem = 0.5T, b Brem = 1T, c
Brem = 1.5T, d (d)Brem = 2 T, e Brem = 2.5T for ω = 16 rpm, t = T/2 s
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Fig. 20 y-component of magnetic stress ξy computed for different remnant fields of the rotor
magnet Rotor mıknatısı tarafından üretilen manyetik alan a Brem = 0.5T, b Brem = 1T, c
Brem = 1.5T, d Brem = 2 T, e Brem = 2.5T, for ω = 16 rpm, t = T/2 s

the situation where the generator is rotated a quarter t = T/4, in here the period T
indicates the time covered the full rotation. The striking conclusion at first glance is
that as the magnetic field strength increases, the stress and its components increase in
proportion to its square. This is an expected result, because it is ξx ∝ B2

x and ξy ∝ B2
y

[36]. The rotating magnetic field exposed by the rotor induces the large current in
the stator coils and this current causes internal stress by interacting its self field. As
can be seen in the figure, the x-component of the stress is higher especially in the
region where the current is penetrate deeper (Fig. 19). Another important point is the
formation of an expansive stress on the radially inner surfaces of the pancakes and
a compressive stress on the radially inner surfaces of the pancakes (Fig. 19). These
stresses can primarily cause the coils tomove inwards and outwards. Therefore, these
regions must be supported with a support that can resist the stresses. In Fig. 20, it is
seen that these stresses take place in the lateral directions.

In Figs. 21 and 22, the angular velocity and the remnant magnetic field of the
rotating part of generator are kept constant at ω = 16 rpm and Br = 1.0 T, respec-
tively, and the x- and y-components of the stress appearing at different times are given
in 2D. As it is clear from the figures, since the currents flow in the same amount and
in opposite directions from coils 1 and 3, the stresses in this coil pair are the same.
The same is true for coil pairs 2–4. However, due to the phase difference between the
induced currents between 1–3 and 2–4, the tension in these two coil pairs is different
from each other. As the rotor rotates, the tension in the coils increases and decreases.
However, it does not change direction in any way. This calculation is due to the
large number of poles of the model generator. Since the number of poles is high,
the generator is exposed is around 20 Hz with respect to the synchronous frequency
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Fig. 21 The x component of the magneto stress ξx for the different rotor positions at a t = T/4,
b t = T/2, c t = 3T/4, d t = T , the period of rotor T means time elapsed one full round of the
rotor. Brem = 1.0 T and ω = 16 rpm

Fig. 22 The y component of the magneto stress ξy for the different rotor positions at a t = T/4, b
t = T/2, c t = 3T/4, d t = T , the period of the rotor T means time elapsed one full round of the
rotor. Brem = 1.0 T and ω = 16 rpm
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of the magnetic field, f = ωp/60. In this case, the magnetic field penetrating the
coils changes very rapidly. As a result of this change, there is a significant change in
x-component of the stress, ξx . However, the situation is quite different for the strain
component.

In order to stud the stress in the back iron, the structural forces are calculated
from Eq. 21. The stress is computed by solving the Ampere-the Mechanical Equi-
librium equation in the same way. As can be seen from the Fig. 22, especially the
electro-mechanical stress in the back iron affected by the eddy current owing to the
changing magnetic field and the rotating magnetic field and the eddy current causes
an expanding stress in the radially inner parts as expected. What is interesting here
is the source of the compressive stress, especially at the sharp edges of the slots
where the coils are placed. This situation suggests that there may be a tension arising
from the interaction of eddy currents, especially in the back iron, with the magnetic
field. However, the value of this stress is quite low and not appreciable. Stress in
the ferromagnetic region is generally Hoop stress due to its circular structure and is
easier to eliminate. To cope with these stresses, it will be sufficient to use a thicker
iron block. However, since these stresses are well below the permissible limits for
iron, no additional precautions may be necessary.

As the rotor rotates, the magnetic field both its direction and its intensity of
magnetic stresses changes depending of rotor positions (Fig. 22). This may be due to
the fact that the radial component of the magnetic field produced in the rotor of the
designed generator is higher than the tangential component. Since the radial compo-
nent of the magnetic field in the air gap Bgap is considerably higher than its tangential
component, consequently y-component of the stress ξy is approximately 20% higher
than ξx . This is a remarkable result. Another important point that obtained as a
result of the simulations is that both ξx and ξy is not distributed homogeneously over
the entire coil surfaces. This situation, above all, complicates the stress analysis.
However, It is particularly important that if the stress is not distributed homoge-
neously, it can cause very serious irreversible deformation within the coils. For the
analysis of this, the maximum allowable stress values of the superconducting tapes
are below the values of the calculated stress [37, 38].

However, it should be noted that, since the two-dimensional analysis is performed
here, the mechanical stress caused by the winding of the coils and the thermal stress
arising from the cooling of the coils are not taken into account. When this stress is
added, the stress on the coils can lead to permanent deformation. However, it should
not be forgotten that the electro-mechanical stress for coils exposed to the magnetic
field is considerably higher than the thermal and mechanical stress. However, this
electro-mechanical strain can lead to a decrease in the critical current density.

Figure 23 shows the components the stress generated on the superconducting
generator for different rotor speeds. The angular speed of the rotor is doubled starting
from 16 rpm and simulated. The important point in the figure is that as you go from
low angular velocities to high velocities, there is an increase x-component of the
stress ξy initially, but there is no significant change in its y-component ξy . This may
be because, in the same way, the tangential component of the magnetic field is more
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Fig. 23 The x-component ξx (the left) and y-component ξy (the right) of the induced stress for
various rotor speed a ω = 16 rpm, b ω = 32 rpm, c ω = 48 rpm, d ω = 64 rpm by selecting
Brem = 1.0 T and t = T/4 s

dominant at low speeds. The development of stresses for each state and the points at
which the maximum stress occurs are almost identical.

4 Conclusion

The conceptual design of themodel superconducting synchronous generators and the
calculation of AC losses were performed with three new simulation methods in 2D:
the method based on the A − V formulation based od the solving Ampere Equation
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of Maxwell equations, the hybrid method in which the A − V + H− formulations,
in which the H formulation solves. The Farady Equation of the Maxwell Equations,
are used together, and the method in which the critical current density restricted the
tanh(J ) form is applied on the A − V formulation. It has been shown that induced
currents, magnetic field distributions and losses for different rotational speeds can
be calculated separately by these three methods. It was seen that the result of the
hybrid method in which A-V and H-formulation are used together is more reliable,
but the results of the A − V + tanh(J ) method are both very fast and (in a three
times shorter compared to the hybrid method) the results are within reliable limits.
AC losses are analyzed for different magnetic field values of the rotor magnets under
a constant rotation speed for different generator designs. The AC loss distributions
on each superconducting coil in the generator structure were evaluated for different
magneticfielddensities of themagnets. It has been concluded that the losses occurring
in the radially inward section are on average 1500 times higher than the losses in the
outward facing section, and the reason for this is that the current is rather induced and
flows in this region. By using the simulation method based on the AV formulation, it
is clearly demonstrated that it can also be used in the design of full superconducting
generators and generators producing high power.

The thermal analysis of the permanentmagnetmodel superconductor synchronous
generator, designed in 2 dimensions, by solving the A-V formulation and the thermal
conductivity equation self-consistently, was also carried out. The instantaneous loss
distributions in each superconducting coil in the generator structure for different
magnetic field intensities under constant rotation speed were calculated and the
temperature distributions in the environment were evaluated. It has been observed
that the temperature on the superconducting coils in the generator structure increases
exponentially and tends to form a plateau after a certain value.

Structural stress in 2D model superconductor generators is also investigated. The
distributions of the radial and the circumferential stress, or hoop stress, components of
the magnetic stress are displayed for the different magnetic field values produced by
the rotor magnet. It has been evaluated that the stresses in the back iron is expanding
radially in the inner parts as contracted, and this may result from the attraction of
the iron by the magnet. It is thought that the compressive stress, especially on the
sharp edges of the slots where the coils are placed, may be a stress arising from the
interaction of the eddy currents in the tread iron with the magnetic field.
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RF and Microwave Applications of High
Temperature Superconductors

Essia Hannachi and Yassine Slimani

Abstract Since the invention of superconducting oxide materials, tremendous
advances have taken place in designing and controlling these materials to meet
the requirements of specific applications. For example, the reasonably reproducible
preparation of high-quality thin-film superconducting materials has spawned a wide
range of prototype microwaves, some of which are already available on the market.
This chapter introduces the up-to-date microwave properties of high-temperature
superconductive materials. Certain examples of prototype apparatuses derived from
superconducting technology will be reviewed. These devices involve filters, mixers,
amplifiers transmission lines for microwave signals, and data processing circuits for
high-speed digital and analog waveforms, antenna, detectors and mixers. Reflections
are given on the long-term applications of superconducting microwave electronic
devices. At the end of this chapter, an emphasis will be placed on the superconducting
technology that should be advanced to introduce more practical radio frequency and
microwave applications.

Keywords HTSC materials · Microwave · Radio frequency · Cryogeny ·
Microwave devices

1 Introduction

Microwave (MW) and radio frequencies (RF) are two engineering technologies that
operate relatively the same trend. MW radiations are a subgroup of RF radiation
and denotes electromagnetic signals with frequencies ranging between 300 MHz
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and 300 GHz. MW and RF bands have been broadly exploited for numerous mili-
tary and industrial applications like communication and medical imaging systems,
radar systems, and heating systems. The fast evolution of communication systems
and the developing performance of spectrum sales have progressively imposed an
effective practice of the restricted frequency spectrum, and through growing the
number of subscribers the interfering between various systems might rise. Examples
of communication systems involve direct TV satellite, cell phone and video systems,
private communications systems, local wireless networks area, universal positioning
systems and multi-point provincial distribution system.

Since Onnes’s discovery of superconductivity (SC) in 1911, many attempts have
been made to synthesize superconducting materials that have good performance
allowing them to be exploited formany practical applications. Inventions and devices
with superconductive materials have evolved more rapidly upon the discovery of
superconductivity at high temperatures (HTSC). Since that time, the applications
of these materials have arisen in diverse fields of communications, high-energy
particle physics, engineering, microwave tools, medical and technical equipment
[1–3]. HTSC materials are enviable for practice in microwave circuits owing to their
ultra-low surface resistance (Rs) compared to the good normal conducting metals.
For example, at T = 77 K, HTSC displays an SR value three times lesser than that
of a copper surface at 1 GHz. This property led to microwave components with
minimal input loss and pressurized resonant structures with unusually high-quality
factors. Furthermore, significant advancement has been reached in the interim in the
design, manufacture, and purposeful display of mono-microwave apparatuses and
more complex subsystems, which greatly profit from the use of HTSC. The tech-
nology of microwave HTSC is one of the upward technologies for mobile communi-
cations like international mobile telecommunications and personal communication
systems [4]. Inmicrowave applications, HTSC provide revolutions in the functioning
of their components. Also, themain aspects of superconducting technology including
lightweight, tiny size, and better functioning are the key handlers in the manufac-
ture of microwave devices. The viability of utilizing this technology to fabricate
microwave apparatuses such as filters, antennas, couplers, delay lines, and resonators,
etc. with higher functioning has been already established. Initially, scientific research
has focused on problems of miniaturization and enhancement of communication
system performance concerning choosiness, noise figures, and losses as the main
benefits of HTSC apparatuses. Later on, researchers have directed their activities on
preparingHTSCwith satisfactory and reproductive quality on the one side, in addition
to the problems of cryogenic cooling on the other side, as they are considered among
the chief obstacles in the way of commercial applications of the HTSC systems.
Extended researches were dedicated to the applications of HTSC in microwave
and radio frequency systems [5–7] Prospective regulars have become conscious
of talented market prospects, and remarkable attempts are presently targeting to
commercialize HTSC systems in remote sensing and communication systems. Just
to name a few, in 2000, a German team interested in designing promising microwave
superconductors subsystems as part of the “Superconductor and Ceramics for Future
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Communication Technology” project supported by the German Ministry of Educa-
tion and Research. Through this subprogram, the research team aims to develop
reproducible HTSC with high quality and performance and then tests the systems
under real conditions [1]. Although research continues for superconductingmaterials
at room temperature, the quality of existing materials is sufficient to develop super-
conducting systems with higher RF performance for space and wireless requests,
particularly, in wireless base station applications, where the technology is presently
being marketed by many companionships in the European continent, Japan and the
United States.

This chapter book provides the basic characteristics of the material, emphasizing
the exceptional features that are pertinent to MW and RF applications. Advances
so far in several superconductivity for MW and RF applications have also been
described.

2 MW Screening Features

Most normal metals display a conductivity σ that is frequency and real independent
in the micro-wave to mm-wave frequency extend. For a plane wave colliding with
an ordinary metal fulfilling constitutive Ohm’s law local equivalence, the resolution
of Maxwell’s equations led to a complex surface impedance (Zs) expressed as:

Zs = (1 + i)/σδ (1)

δ is the skin depth, and it is dependent on frequency:

δ(w) = √
2/μ0wσ (2)

The tangential electric field E obeys the following equation:

Es = exp(−ikz) (3)

k is the wavenumber expressed as:

k = √
iμ0w/Zs (4)

According to the above-mentioned expressions, it can be revealed that MW
currents move in quadrature and in-phase to the executed E, and these currents will
both vibrate and break down versus the depth into the material as:

I (z) = expiz(δ(w))exp−z(δ(w)) (5)
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The normal metals have limitations because of the “skin effect” (decay features
with the frequency, and their strong dispersion in the oscillation. This prevents the
capacity of transmission lines of ordinary metal to transmit large band info [8].

On the other side, SC materials display a complex conductivity σ = σ1 − iσ2
(σ1 � σ2). This gives rise to a dominantly reactive Zs :

Zs = Rs + i Xs (6)

At low temperatures, Rs << Xs . Hence, the resultant screening currents in the SC
(entailed by the Meissner effect) demonstrates an uncomplicated penetration depth
that is independent on frequency as:

I (z) = exp−z/λ (7)

These currents do not oscillate. Therefore, the screening properties of SC are
frequency unrelated up to frequencies of the order of the superconducting energy
gap (in the THz range). More details on the qualitative comprehension of the MW
characteristics of SC are given in Ref. [8].

3 Benefits of SC for Radio Frequency (RF) and Microwave
(MW) Applications

SC materials show unique properties which are basically dissimilar from those
of conventional normal conducting metals. The most outstanding property is the
achievement of zero resistivity for temperature lower than to so-called critical temper-
ature Tc. Tc is a characteristic temperature for thematerial. For example, HTSCmate-
rials usually exploited in RF-applications exhibit Tc in the range of 90–110 K. With
the expanding progress of multi-service good performance wireless communication
systems, MW components and subsystems that strengthen numerous recent commu-
nication measures become a prevalent trend. The design of microwave and radio
frequency should always pay for better performance—both dimensions and cost.
For MW applications, the utmost interesting parameters of superconducting mate-
rials are Rs and the critical current density Jc, which denotes the supreme current
that able to be conducted by the SC before swapping to the non-SC state (normal
state). To measure these two parameters, numerous techniques are available [9]. For
example, the values of Rs and Jc are around 100–200 μ� and 106A/cm2, respec-
tively for HTSC thin films. In the following, we are going to list some exceptional
properties of SC enabled for MW applications.
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3.1 Low-Loss Characteristics at MW Frequencies

SC materials show only nil loss at just zero frequency. Heinz London was the first
to confirm empirically that SC materials display microwave loss different to zero
for temperatures lower than Tc. Later, Pippard showed that SC materials display
significant microwave reactance [10]. Plentiful MW applications of SC materials
based on the low microwave dissipations existing in the superconducting phase. As
demonstrated microscopically, in the beginning, by Mattis and Bardeen [11], the
direct absorption of microwave photons un-coupled electrons caused loss. For a full-
hole SC material, the losses are drastically negligible in the zero-temperature range
since the formation of un-coupled electrons necessitates their thermal activation
across a finite energy gap [12]. The Rs value of a SC material is proportionate
to the wasted energy E [13]. This low dissipation limit permits high productivity
of MW particle accelerator cavities with quality factors Q exceeding 1011 [14].
Cavities are considered to exchange MW energy into the kinetic energy of a charged
particle beam. The aim is to keep high Q (minimal loss) characteristics up to high
accelerated gradients (big RF electric field on the accelerator axis in aMW cavity) to
produce efficient and compact acceleration structures. In order to obtain high-quality
factor Q or minimal loss, they ought to consume coaxial or large and expensive
components. Only when specifications are reduced can a microwave designer take
advantage of the compact size and ease of manufacture of all-in-one thin-film hybrid
microwaves. The problem is moderately resolved by progress in HTSC in 1986. This
leads to possibly construct planar microwave apparatuses with similar performance
to the waveguide and coaxial analogs. The microwave Rs mainly determines the
performance of the passive microwave HTSC circuit. Although the superconductor
provides zero resistance to DC, the resistance is not nil at microwave frequencies.
For a well-advanced superconductor, the value of Rs is lesser tens to a thousand
times compared to that for copper normal metal under identical situations. The Rs’s
huge optimization magnitude greatly improves passive component performance. A
low Rs value renders directly into a high Q value or a low input loss. Therefore,
HTSC technology offers a solution of achieving tiny-size, high-order microwave
components with minimal input loss.

Despite this, the low loss properties of SC materials can be restricted by elevated
powerMWsignals that provoke currents coming close to the critical current of the SC
material [15]. Prior to this, SC harbored few nonlinearities, both indoor and outdoor,
it can restrict the performance of SC microwaves [16]. Additionally, if a SC shows
nodes in its gap energy, like d-wave superconductors (most HTSC cuprates), a few
new qualitative phenomena will emerge [17]. The first is the existence of enhance-
ment of low-temperature nonlinearity correlated to quasiparticle excitation closer to
superconducting gap nodes. This leads to increased intermodulation distortion, [18]
and Meissner nonlinear and anisotropic effects of both the paramagnetic [19] and
diamagnetic [20] behavior. Moreover, the linear dependency of the Rs as a function
of the temperature in the clean limit and at depleted temperatures do not allow nodal
superconductors to be efficient for extremely low loss applications.
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3.2 Superconducting Kinetic Inductance

The kinetic induction is caused by the inertia of the current-carrying charge carriers
and works in series with the conductor’s magnetic induction. SC kinetic induction
is directly linked to the densities of superfluid ns for a DC-carrying superconducting
wire of cross-section area (A) and a length (L). Therefore, any perturbation that
decreases the density of the superfluid will lead to improved kinetic agitation. Exam-
ples involve high transport currents close to critical current density Jc, temperature
close to Tc, and great magnetic fields when coming close to Hc. Nevertheless, a
decrease in the density of superfluid is associated with the formation of quasipar-
ticles, and an equivalent rise in Rs and loosed energy. Therefore, achieving great
kinetic inductance in this way is best suited for low frequencies applications like
highly accurate thermometry, [21]. A novel set of radiation detectors has been manu-
factured founded on the sensitivity of superconducting kinetic induction temperature
changes. In this situation the inductor is piece of a microwave resonant circuit, such
that variations in kinetic induction are translated into shifts of frequency of the
resonant element [22].

3.3 Dispersion of Close to Zero for SC Transmission Lines

Transmissions lines are structures considered to supply microwave power from one
point to another.Most of microwave circuits are manufactured using planar transmis-
sion lines. The scarcity of dispersion of transmission lines inSCmaterialsmakes them
desirable for highly-speed electronic devices [23] and develops the basis formanifold
generations of digital computing and electronics superconductivity. SC transmission
lines with low loss also provide the aptitude to reinforce reduce speed waves and
produce compressed slowness lines, and other kinds of equivalentmicrowave designs
[16, 24]. Great kinetic induction of SC is intensely reliant on on temperature and DC
transmission currents permitting broadly amplifiers and varying MW delay lines
[25, 26].

3.4 Compact SC Structures

A mysterious benefit of SC materials as compared to normal metal components is
their capacity to carry a great amount of current densities with no losses. This allows
construction of quasi-two-dimensional (with high-factor quality planar) structures
that are so compact and will subsist high current densities without significant degra-
dation of SC properties. It also enables intense sub-wavelength metaatom to produce
efficient mass media metamaterials with specific and low-loss properties. Instances
of metaatoms involve split-ring resonators [27] and compressed helical resonators
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[28], which are tiny comparing to the wavelength of microwaves resonant such as
the atomic hydrogen for visible illumination.

3.5 Macroscopic and Microscopic Quantum Phenomena

The SC state cannot be comprehended by classical concepts. It can be comprehended
only by its quantum mechanical traits. There exist two kinds of SC; class I and class
II. The distinction between the two types depends on their response on magnetic
field. In Type I SC, there exist only two states, Meissner (below the thermodynamic
critical field Hc), and normal states (when the magnetic field surpasses the Hc).
While, type II SC will concede with the magnetic field and form an intermediate
stare “mixed state” in which magnetic flux can penetrate the SC but only in isolated
flux-quantized packs, named vortices. Among the first experiments that evidently
prove the presence of vortices in type-II SC is microwave measurements. In reply
to microwave currents, the vortex will test the vacillating Lorentz force and create a
reactive and dispersive response [29]. Swirls are frequently considered unwanted for
numerous MW applications. For instance, they can create residual loss in the cavi-
ties, and they can disturb Josephson-based highly-speed digital computing systems.
Ideally, eddies are either removed from the materials, or lowered into “trenches” [30]
that efficiently disable and isolate them from MW currents. In reply to microwave
currents, the magnetic vortex will assess the oscillating Lorentz force and yield to
dissipative and reactive response [29].

The theory of Bardeen-Cooper-Schrieffer (BCS) established a microscopic
consideration of the SC state and presented that the quantum multiparticle wave-
function describing all electrons in a metal has a microscopic phase coherence and
stiffness that describe many exceptional properties [31]. The fundamental quantum
behavior of the SC state has allowed numerous applications and powered the upsurge
of quantum technology in the last decades.MatisseBardeen [11] theory of SCelectro-
dynamics established the significance of the SCenergy gap and the effects of quantum
coherence in the complex conduction and surface resistance of SC materials. This
theory expected that dissipations in full-gap SC become randomly miniature with
decreasing temperature, allowing good quality SC resonators for highly efficient
accelerators particle. The development of materials and setup upon many years has
fabricated solid cavities from niobium. Thismethodwas preferred for highly efficient
compact and charged accelerators particle, leading to the replacement of ordinary
metal accelerator by their superconducting counterparts [32].

Many auxiliary processes with superconducting qubits take benefit. For instance,
it is vital to regulate the electromagnetic impedance to which qubits are exposed at
MW frequencies [33]. Quantum states are very sensitive and susceptible easily to
getting lost due to electromagnetic interactions with the surroundings. The problem
is that there are parasitic dual-level systems in dielectrics that stimulate the features
of qubits and can pair to them and damage their quantum data [34, 35]. Additional
detached disturbances can be controlled by disposing the qubit in a highly impedance
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setting. This can be achieved by pairing it to great inductances, such as that offered
by high kinetic inductors or dispositions of nearby Josephson junctions [36].

In summary, HTSC devices are predictable to be revolutionary apparatuses in
the imminent infrastructure of mobile communications with desired good quality
services. HTSC technology is chiefly beneficial in communication apparatus, which
can enhance the quality network communications characteristics, deliver the modern
cohort of signal filtration solution. In addition, miniaturization of microwave devices
may reduce distribution outlays for novel base stations.

4 Superconducting Microwave Technologies

4.1 Superconducting Microwave Resonators

Microwave resonators are one of the vital building blocks of many microwave
circuits. The functioning of SC circuit for quantum computing is restricted by the
dissipations of the materials. Particularly, coherence times are usually constrained by
double-levels systems (DLS) loss at singular photon powers andmilli Kelvin temper-
ature. Defining minimal loss production techniques and thin-films and dielectrics
materials is important to attaining accessible designs for SC quantum computing.
SC quantum computing contains two main constituents which are the qubit that is
employed to process quantum data, and a superconducting microwave resonator, a
multi-function component exploited to protect and read qubits [37, 38]. In addition,
SCmicrowave resonators offer a suitable qubitmedium for evaluation of performance
and study of DLS loss and further mechanisms pertinent to superconducting circuits
like vortices and non-equilibrium quasiparticles. The essential resonant circuit is
composed by an inductive constituent with an inductance L attached with a capac-
itive constituent with capacitance C. The power stocked in the resonator alternates
between the capacitor and the inductor at a resonant frequency f * defined by:

f ∗ = 1

2π
√
LC

(8)

To have the merit of trade microwave measurement testing and equipment
and commercialized radio frequency components, superconducting microwave
resonators are usually fabricated to obtain resonant frequencies in the range of 4–
8 GHz for quantum computing. Resonator circuits frequently composed of super-
conducting thin metals and thin-film electrical insulators, usually on the order of
hundreds of nanometers, spotted on an insulating crystal substrate with thick of
hundreds of micrometers [39]. Practically, the resonator is attached to power dissi-
pation networks, producing its dissipation andminimizing its energy storage capacity.
For SCmicrowave resonators, the loss is not highwhen compared to ordinarymetallic
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resonators owing to the minimal loss behavior of the SC material. All the dissipa-
tions of the resonator can be integrated in an effective resistance R with the input
impedance Zin, expressed as:

Zin = 1

(R−1 + (iwL)−1 + icw)
(9)

The performance of resonator can be evaluating by determining the quality factor
Q that is related to power loss caused by the resistor P, and the full time-averaged
energy W:

Q = (2π f ∗/P) (10)

Generally, the quality factor Q defines the ratio of the global energy stocked close
the resonance and the global energy loss in the system. In qualitative term, the line
shape of resonance becomes more acute as Q increases. To examine the performance
of the resonator, a vector network analyzer (VNA) is frequently used. The principle
of this set up is as follow: first, the microwave signals are forwarded to the first port”
input port of the circuit” via a feedline attached to the resonator, and the answer is
considered by the second port “the output port”. The phase and amplitude of signals
are experimented, attaining an S21measurement. The complex S21 can be envisaged
by dividing it into magnitude and phase components, or into a real and imaginary
parts. Different geometries of the resonators are existing. Themost known are lumped
element resonators, distributed element resonators and microstrip resonators. Super-
conducting resonators constructed from strip line, microstrip, coplanar lines or other
planar transmission line engineering have the widest possible range of applications.
Such resonators are likely to be made of both thick-film and thin-film superconduc-
tors. Thin film has the distinct benefit that it has a much lower Rs than thick film,
thus generating higher Q resonators of identical geometry. Nevertheless, the thick
film has the benefit that it could be exploited over huge areas. For low frequency
and intermediate Q devices, an integrated microwave system can be constructed on
a single substrate with all, or some connections and components made of a thick
layer of superconductor. Presently, coplanar waveguide (CPW) resonators are more
frequently applied in the superconducting quantum computing field, because of their
simple of design, monolayer lithography manufacture, and the capacity to avoid lost
dielectrics. The CPW consists of a central conductor of some micrometers wide
detached from the ground planes on both sides by a gap of some micrometers. The
ground planes and conductor are made of superconducting metal and are placed on
a dielectric substrate. Although the minimal loss of SC resonators, these devices
suffer from varieties of intrinsic loss. Describing the sources of these losses is the
concern of numerous researches. The dependency of resonator loss on experimental
surroundings including temperature and applied power can be employed to assign
the losses to numerous mechanisms. More details about the loss mechanisms were
reviewed in Ref. [40]. Pappas et al. [41] studied the resonant frequency and loss in
superconductingCPWresonators versus temperature and power. The authors showed
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an increase of loss at both low temperature and power. This increment is ascribed
to the presence of DLS at interfaces, the surfaces, and insulators bulk deposited on
the structures. Both the temperature dependency of the resonant frequency and the
loss power dependency can be utilized to understand the DLS input to the loss. The
intrinsic loss tangent DLS resultant from the shift of frequency data at high power is
revealed to coincide with the directly loss measurements at low power. The former
permits for quite quick measurement of the TLS loss. J. Gaoa and J. Zmuidzinas
have determined noise in SC thin-film CPW resonators. This noise looks exactly like
phase noise, which is correspondent to the resonant frequency jitter. However, the
amplitude of fluctuations is not detected at the measurement sensitivity. The frac-
tion between the noise power in amplitude and phase directions is great, exceeding
30 dB. These findings showed significant consequences for the resonance readings of
various apparatuses like qubits, amplifiers, and detectors. According to this study, the
authors concluded that the phase noise is induced byDLS in the dielectric compounds
[42]. Bothner et al. [43] performed experiments onNb resonators with various spatial
scattering of micro pinning centers (antidots) and studied the energy loss induced
by vortices. Their study showed that the introduction of antidots into the resonator
minimize the loss caused by vortices. Consequently, the value of Q at exerted fields
in the milli-T extend can be significantly amplified. The Strategy for relocating these
findings to higher magnetic fields may comprise appropriate flux reduction focused
on ground level regions as well as application of trapping arrays at well-modeled
length scales in the submicron range.

4.2 Superconducting Detectors and Mixers

All microwave and RF systems detect signals in some way. This can be performed
by means of a simple detector circuit, or via a mixing circuit which also converts the
signal from one frequency to another. This frequency conversion allows the capacity
to transmit different signals at the same time at various frequencies. SC detectors
are tremendously sensitive and have large applications assortment including astro-
physics, mostly at millimeter via far-IR wavelengths, where the scientific prospects
face major difficulties in cosmology and astronomy. Amongst cryogenic detectors,
superconducting detectors are exclusively desirable due to lithographic manufac-
ture, possible thin-film deposition, exceptional sensitivity, and great array sizes,
particularly via the latest advance of multiplexing techniques. Numerous kinds have
been established, involving tunnel junction detectors [44, 45]. These types have
proven their efficiency in power-solved detection of discrete X-ray photons, ultra-
violet, optical, and sensitive detection of power at millimeter and submillimeter
wavelengths. For instance, Day et al. [22] proposed a broadband SC detector. The
detection principle of this device is illustrated in Fig. 1. Photons of enough energy
(hν > 2�) may smash one or many Cooper pairs (Fig. 1a). High-energy photon
absorption leads to the formation of quasiparticles. Afterwards, excess quasiparti-
cles reassembled into Cooper pairs at time scales τ ≈ 10–3–10–6 s. Throughout this
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Fig. 1 Detection principle of a broadband SC detector proposed by Day et al. [22]

period, quasiparticles can propagate at a certain distance. Correspondingly, absorp-
tion of a continuous stream of minimal energy (millimeter/submillimeter) photons
will increase the density of the stable state quasiparticles over their thermal equi-
librium level. The proposed detector takes advantage of the dependency of surface
resistance Zs on the density of quasiparticles. Despite the small variations in Z, highly
sensitive measurements can be performed by means of a resonant circuit (Fig. 1b).
The variations in the surface inductance Ls and in the surface resistance Rs influences
the resonant frequency and its width, respectively, leading to a modification in the
amplitude and phase of the microwave signal spread over the circuit (Fig. 1c, d).

This designed detector showed good performance for some applications like
sub-millimeter terrestrial imaging. Despite this, the authors suggested developing
a detector with ultra-low noise and ultra-sensitivity that can be easily applicable in
most applications. The ultra-sensitive superconducting detectors and mixers play a
significant role in THz astronomy. Indeed, terahertz (THz) range includes a part of far
infrared and the shortest wavelengths. THz regime occupies nearly half the photon
energy in the cosmos. Superconducting films based on Hot electronic barometer
frequency lower mixers (HEBM) provide standard sensitivity for THz receivers for
use in radio astronomy. The HEBM device has a simple structure; it mainly involves
an extremely short bridge made of a superconducting thin film. Such device structure
is moderately uncomplex compared to Schottky-diode system. This make it easily
integrated into a planar antenna structure. For frequencies higher than the bandgap
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frequency of the SC, the arriving radiation is absorbed by both quasiparticles and
Cooper pairs. The correctly aligned resistance varies very fast with the variation in
the energy absorbed. Thermal time constant is on the order of tens of ps and permits
for a supreme middle frequency (MF) of some gigahertz. Two sorts of HEBM were
settled: phonon-cooled HEBM, in which radiation-heated electrons are cooled by
phonons in the SC network [46]. The second type of HEBM uses hot electrons diffu-
sion cooling, in which cooling is achievedwhen heated electrons diffuse to the device
contact pads. For instance, Denis Büchel et al. [47] proposed SC waveguide mixer
hot electron bolometer (HEB) functioning at 4.7 THz. The assessment of the perfor-
mance of the proposed mixer showed an advanced dual sideband noise temperature
of 1100 K, with a mean MF bandwidth of 0.2–3.5 gigahertz. The noise rotation
rate is 3 dB at 3.5 GHz. This mixer has been successfully exploited in GREAT (the
German receiver for Astronomy Terahertz) instrument at the SOFIA (Stratospheric
Observatory for Far Infrared Astronomy).

4.3 Microwave Filter

In recent years, microwave filters have been attracted important commercial interest.
Microwave filters are consisting of many mutually and externally attached discrete
resonators. Hence, the exceptional features of superconducting resonators, i.e. being
very small or exhibiting unsurpassed high-quality factors, determine the specific
properties of the superconducting filters. For radio receivers, the superconductor
filter (SCF) acts as a frontal side attached to the antenna between it and the receiver.
The filter can be connected to a standing radio receiver as an application without
re-engineering the initial unit. HTSC filtration technologies are one of the most
important technologies of HTSC applications all over the world which can compete
with traditional microwave filters.

4.3.1 LTSC Filter Against HTSC Microwave Filters

In last years, microwave filters have attracted excessive attention due to their signif-
icant role in a diversity of digital and analog superconducting systems. LTSC
microwave circuits have been expansively explored for superconducting quantum
computing systems (SQCS) [48–50]. The design of microwave filter was started
by using niobium LTSC thin films on rectangular sapphire substrates, which are
anisotropic dielectric materials [51]. The objective of this attempts was to launch the
main technological challenging in manufacturing microwave devices with extremely
low loss, which were operating at cryogenic temperature. Overall, the majority of
the mechanical and thermal difficulties linked to cooling a device are similar at 77 K
as they are inferior to this temperature (i.e. 4.2 K in the case of the LTSC filters).
Moreover, the usage of sprayed thin niobium films is considered to be risk-free from
a material point of view, so it is easily to get good quality films on relatively large
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monocrystalline sapphire substrates. One benefit of sputtered niobium films is that
they can be deposited on both sides of the substrate. However, the quality of one of
the films can deteriorated during the process. After depositing the film, the substrate
had to be removed from the spray chamber in order to invert it to coat the back
side. When the substrate was heated again to grow the second film, decomposition
of the layer of the niobium oxide (=5 nm) that grows on the surface of the first
film takes place. A diffusion of oxygen inside this film can be occurred resulting in
its contamination. To avoid the degradation of the film, the mechanism should be
divided to flip the substrate inside the chamber, without stopping the vacuum. LTSC
thin films lead to make two six-pole strip line filters with contiguous passbands and
1.2% bandwidth and around 3 dB crossovers [51]. In 2009, Raihan Rafique and co-
workers [52] proposed a Nb-based SC tunable filter. The tunable filter resonators
use sequential arrays of superconducting quantum interference design (SQUID) as
tunable inductance. The attainable interval of induction tuning for a chain of 50
series SQUID is 65–200 pH. This filter showed frequency tunability of 40% with an
input loss ranging from 0.5 to 3.0 dB and an unloaded Q of 40. The filter’s power
range is restricted by the critical current of the Josephson junctions, and for this
proposal it is lower than 52 dBm. Yuxing He et al. [53] developed a novel type of
LTSC filter for grouped elements to reach acute selectivity and irregular group delay
performance. the proposed LTSC filter displays impressive advantages: (i) extremely
simple built-in topology (deprived of any cross-coupling), (ii) highly dense size based
on combined capacitor inductor elements, and (iii) manifold zeros transmission are
separately produced and regulated (across each resonant coupling). A set of bundled
element circuit models has been detailed, in which serial inductor capacitor units
are implemented for both resonant connections and resonators to enable physical
operations. The whole filter is then constructed by sequencing the assembled forms
one by one. A class 5 band filter stationed at 5 GHz, with a bandwidth of 500 MHz
and 3 TZs was conceived, simulated, and experienced at a cooling temperature of
4.2 K. The obtained results are encouraging making the proposed filter effective for
SQCS applications. The first era of the research and progress of HTSC led to major
improvements in material properties and especially in standardizing those proper-
ties. Over recent years, research has focused on designing thin films HTS filters,
and improving as well as standardizing their performances. Compared with tradi-
tional filters, HTSC filters is able to decrease the unwarranted interference, enhance
the rate of data transmission, enhance the battery lifetime and reduce the require-
ment for extra mobile phones base stations. The phenomenon of interference is also
anticipated to be resolved.

4.3.2 HTSC Filter Design

The largely employed HTSC filter structures are microstrip line and stripline config-
urations. Jumped element filters, dual mode resonator filters can also be utilized [54].
The most frequent filter structure is the microstrip line, due to its relatively simple
structure in addition to the facility of making external connections to the circuit.
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Theoretically, stripline configurations are more effective than microstrip lines for
two reasons: (i) The group and the phase velocities of the stripline are invariant with
the frequency. (ii) the phase velocities of the even and odd models are equivalent
for attached lines. These two features are of great interest for conceiving narrow-
phase filters. However, stripline circuits have practical drawbacks due to the air
disparity between the two substrates. Since the substrates used in HTSC circuits
display extremely high dielectric constant. Even a minor air disparity between the
substrates results in a large impact on the resonant frequency.

4.3.3 Properties of HTSC Filter

In the recent decades, numerous types of HTSC filters have been erected and
fruitful applications in various area have been accomplished. HTSC filters display
outstanding performance like low input loss, deep drop out of range, and a sharp
slope of the skirt, which can enhance the sensitivity and selection of the microwave
system.

• Input loss (IL)

In addition to Rs, the IL of the filter is associated with the center frequency (CF),
the fractional band width (FBW), and the sum of poles of the filter. For filters with
elevated FBW, the IL is lower than 0.05 dB [55, 56], which is unimportant for MW
receivers’ systems but appropriate for receptors in radio astronomy observatory. For
filters with very tiny FBW, with the correct selection of the resonator structure,
extremely small input loss can be also attained. Hong and his co-workers [57] manu-
factured a ten-pole HTSC bandpass filter for mobile communication systems with a
0.5% FBW at 2 GH that showed a least input loss of 0.2 dB. A10-pole HTSC filter
with CF of 2.185 GH and an FBW of 0.45% was developed by Cui et al. [58]. This
HTSC filter shows an IL lower than 0.15 dB. Overall, irrespective the CF and FBW,
the IL is lower than 1 dB for the most HTSC developed in the recent years.

• Fractional band width (FBW)

In recent years, the station records and the complication of communication systems
have progressively increased. A set of narrowband HTSC filters possibly will be a
major constituent of microwave channel receivers. Therefore, there is an increasing
demand for narrow bandpass filters for radar connections, satellite receivers, and
mobile communications. For a traditional MW filter, the IL will be unsatisfactorily
intense if the FBW is extremely tiny. Owing to the minimal Rs, HTSC filters can
display a minor FBW. In the past decades, numerous filters have been fabricated with
FBW less than 1%. By choosing suitable resonators with elevated quality factor and
using well-made coupling structures with feeble coupling constants, some HTSC
filters can exhibit FBW less than 0.1%. In 2003, Dustakar et al. [59] developed an
extremely narrow bandpass HTSC filter with 0.014% FBW and CF of 700 MHz. In
2009, Kawaguchi and his co-workers [60] introduced an HTSC filter with a 0.056%
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FBW at 5370 GHz. The filter was fabricated with microstrip hairpin resonators with
a wavelength of 1.5 times and displays an IL of 2.04 dB. Lately, a very narrow
bandpass HTSC filter with 0.02% FBW in the C band has been developed by Li et al.
[61]. Newmethods have been adopted to resolve the drawbacks of weak conjugation
and parasitic conjugation.

• Skirt slope and out-of-band rejection

The design of filter with a great quantity of poles, extremely high out-of-band rejec-
tion and skirt slope is easy tomanufacturewhen usingHTSCmaterials exhibiting low
Rs. For instance, in 2001, Hattori et al. [62] fabricated a 21-pole HTSC microstrip
thin-film filter having sharp degradation. This filter showed its applicability in IMT-
2000 (the International Mobile Telecommunications-2000) base stations receiving
systems, where elevated selectivity is required to preclude interference from signals
in the personal phone system band undermost the band of IMT-2000 directly. This
filter has the out-of-band rejection of 1 MHz under the passband edge is over 40 dB.
Due to design and manufacturing process improvements, the authors were able to
eliminate the necessity for alteration method in manufacturing procedures to mini-
mize the expenses of production and delivery time. In 2003, aChinese group designed
20-pole HTSC thin-filmmicrostrip filter with sharp band edges to solve the problems
of low call rate, poor sound quality that mobile phone calls have been confronting
in China [63]. The filter was designed by means of YBCO thin films with dual sides
deposited on LaAlO3 substrate. The IL of this filter is lower than 0.35 dB in the
bandpass, the sharpness of the band-edge is over 18 dB/MHz. In 2006, Zhang and
his co-workers [64] proposed an extremely discerning twenty-four-pole Chebyshev
HTSC bandpass filter. The filter was considered at 1748 MHz CF with bandwidth
of 75 MHz, which was appropriate for the mobile base station. The filter was devel-
oped by means of YBCO dual-sided films deposed on sapphire substrate. The filter
presented an outstanding discernment. At the band edge of the design, the slope of
skirt was around 17 dB MHz−1. Out-of-band rejection is superior than −90 dB.

• In-band group delay (In-BGD)

The selectivity as well as In-BGD are two challenging goals in the design of filter.
Many scientific publications are assigned to HTSC filters with effective In-BGD
and good selectivity. Conventionally, there are two routes to enhance the filter group
delay. The first route is to sequence the filter using an equalizer of externally set delay
via a circular or 3 dB turning coupler. Lately, Zhang et al. [65] established an eight-
pole semi-elliptic HTSC filter, and a unipolar set delay equalizer was integrated
to compress the In-BGD. The ultimate change of the In-BGD was <50 ns above
bandwidth around 79%. The second route for settling the In-BGD is to use dummy
frequency transmission zeros in the filter system. Hong et al. [66] fabricated an
18-pole HTSC bandpass filter with self-balancing set delay. The fabricated filter
exhibited a 15 MHz passband at a CF of 1967.5 MHz. Two convergent quadrupole
perceptron were established to realize either reduction poles at a finite frequency or
linear phases for set delay self-balancing. Both elevated selectivity and horizontal
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set delay were attained in the measured responses. HTSC filter with group delay
swells greater than 80% of the pass range of lower than 20 ns and an out-of-band
rejection superior than 80 dB have been developed by Zuo et al. [67]. In 2009, Gao
and co-workers [68] reported a narrowband 14-pole HTSC filter with bandwidth of
3 dB of 42 MHz and a CF of 8.625 GHz. By inserting single pair of transmission
zeros for better selectivity and double pairs of transmission zeros for horizontal set
delay, both elevated band edge slope and outstanding group delay smoothness were
accomplished. Band edge regression was measured above 11.7 dB MHz−1 at low
and high frequencies edges, consisting with a rectangle ratio of 60 dB; lower than
1.25. The out-of-band rejection was more than 70 dB at 5.98 MHz from the edge of
the 3 dB range. The set delay variance was below 23 ns above 33 MHz (78.5% of
the 3 dB bandwidth), and less than 30 ns above 34.5 MHz.

4.3.4 Types of HTSC Filter

Generally, there are three chief kinds of HTSC filters: (i) HTSC planar thin-film
filters; (ii) hybrid dielectric/HTSC filters; (iii) thick-film HTSC coated filters. In
HTSC thick-films coated and thin-films planar filters, the enhancement of quality
factor Q is principally ascribed to the decrease of Rs by swapping ordinary metals
with HTSC systems. While, the enhancement in Q in hybrid dielectric/HTSC filters
is accredited to the minimization of Rs, and the minimization of the tangent loss of
the substrates during to cooling.

(i) HTSC planar thin-film filters: The appearance of the HTSC technology has
launched the prospect for considerable advance in planar filter designs. During
the last years, numerous innovative filters have been suggested letting the
fulfilment of relatively innovative filter roles [69–71]. Since the 1190s, the
need for HTS planar filters has become evident with the advent of many
commercialized computer software packages for the design and simulation of
planar circuits. Although these commercialized packages did not consider the
properties of superconductors, they have been exploited with success in the
fabrication of planar HTSC filters, especially for applications required lower
energy.

(ii) Hybrid dielectric/HTSCfilters: Numerous hybrid dielectric/HTSCfilters have
been designed and tested by many researchers [72, 73]. This filter configu-
ration presents many benefits as comparing to HTSC planar thin-film filters.
Indeed, this filter design eradicates the necessity of gold contacts deposi-
tion that are mandatory for thin-films filters. Besides, there is no necessity to
produce contact masks and circuit. In addition, in this filter the chip is cut
into tiny parts of “short plates”. The chip is utilized effectively. In contrast to
thin-films filters where a great fraction of the HTSC compound is lost owing
to etching process. Finally, the filter has excellent counterfeit performance.
The image panel not only aids to diminish the size of filter, but also assists to
remove spurious modes, allowing it probable to fabricate filters of this kind
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with a false-free window of width above 2 GHz positioned in the center at a
frequency of 4 GHz. This type of filter presents a drawback regarding to the
mechanical design complexity.

(iii) Thick films HTSC coated filters: For microwave applications, thick films
YBCO prepared by melt-processing method were used [40]. Thick films
YBCO commonly exhibits a Jc of 103A/cm2 and have a minor value of Rs

of around 0.5 m� (5 GHz at 77 K). Recently, Woo Il Yang et al. [74] have
designed large YBCO superconductor films coated with gold. The objective
of this investigation is to study the effect of homogeneity in the microwave
RS of Au/YBCO films. This design allows the fabrication of multiple HTSC
filter for mobile communication and others microwave devices. The homo-
geneity in the properties of the film is imperative for manufacture multipole
filters with steep skirt properties. S. Y. Lee and and B. Oh have used pulsed
laser deposition to prepare YBCO films on MgO substrates. For microwave
applications, it is preferable that the thickness of YBCO film be three to four
times the depth of penetration at the operating temperature of interest to attain
an effective Rs

eff nearly the intrinsic Rs of YBCO. The authors have tested
the homogeneity of Rs

eff at different temperatures of 45, 60 and 77 K of a
typical thick YBCO film on MgO. Their results showed more homogenous
distributions of Rs

eff at 45 and 60 K than that of 77 K. That is means that the
homogeneity degree of Rs

eff examined at 77 K is not inevitably similar at the
temperature of interest, for example, the operating temperature (~70 K) of
the HTSC microwave devices. The main causes for the dissimilarity of Rs

eff

on the surface of film are not yet clearly comprehended. More details on the
homogeneity in the RS of large HTSC films can be found in Ref. [19].

4.4 Superconducting Amplifier

An amplifier is an electronic device that can upsurge signal strength (time-varying
current or voltage). It is a double-port electronic circuit that utilizes electrical energy
from a power source to rise the amplitude of the signal applied to its input terminals,
resulting in a relatively larger amplitude signal at its output. The quantity of ampli-
fication offered by an amplifier is decided by its gain: the ratio of the current voltage
output, or power to the input. An amplifier is a circuit that displays a power gain
higher than 1. A perfect amplifier displays extremely negligible noise, works above
a wide range of frequency, and exhibits huge dynamic range. Recently SC amplifier
was established, which displays an auspicious commercial application. Cryogenic
amplifier plays a leading role in the receiver’s design. SC front-end is categorized
by the bandwidth frequency out of band rejection, sharpness of filter, and the low
noise amplifiers (LNA). Such kind will upsurge the sensitivity and conserve voice
or data signal in better quality. For instance, Wang et al. [75] designed a cryogenic
amplifier which has a better performance in band frequency range of 780–880 MHz
at 77 K. Scattering parameters (S parameters) measure moving waves instead of
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total voltages and currents. S-parameters let for calculations performance of system
by means of the design’s room-temperature single-component sequence. These S
parameters are altered at cryogenic temperatures to result in high-electron-mobility
transistor (HEMT) working point bias. The gate voltage was regulated to correct
the change of the S- and phase parameters. At cryogenic temperature, the noise
figure can be minimized to be lower than 0.3 dB compared to the 0.55 dB at 25 °C.
In the meantime, the gain augmented about 1 dB in the working frequency band.
Over the last era, the amalgamation of good performance SC microprocessors and
negligible noise microwave frequency-cooled transistor amplifier data has demon-
strated to be effective for a large applications range, involving photon detecting tests
and quantum data. These progresses have renovated attention in SC amplifiers that
attain minimal reading noise. Extremely low-noise MW amplification has an essen-
tial role in measuring microwave domains to speedily and correctly infer the state
of qubits. For this purpose, parametric amplification, which was a familiar notion
for low-noise amplifiers in the sixties and seventies of the last century, became the
principal technology to enable highly effective MWmeasurements of these quantum
circuits. These superconducting parametric amplifiers take advantage of the nonlinear
Josephson junction inductance that is nearly perfectly reactive with negligible loss
lower than the critical current Ic. Consequently, Josephson parametric amplifiers
(JPA) can be ultra-sensitive, approximating the typical half-photon quantum limit
(�ω/2) for the noise power added per unit bandwidth in the normal situation when
the signal quadrants are equally amplified at frequency ω [76]. Noise can be reduced
in cases of amplification of only one quadrature. By comparison, the supplementary
noise of cooled transistor amplifiers is usually 10–20 times quantum limits [77].
Nevertheless, the dynamic range of Josephson parametric amplifiers is controlled by
the Josephson power EJ = Ic/2e (e is the electron charge) to much lower values than
for transistor amplifiers. As alternative to resonator, the electrical or optical track
can be opened into waveguide or a long non-linear transmission line. This leads to
a travel wave parametric amplifier which has a very wide internal frequency range
[26]. Nevertheless, a sufficiently low non-linear loss medium along an achievable
length ought to be acquired. At infrared and visible wavelengths, these necessities are
satisfied in silicon waveguides and optical fibers by the non-linear four-wave mixing
(FWM) process that induced by the refractive index intensity dependence, that is,
the Kerr effect. Fiber parametric amplifier reach high gain (exceeding 60 dB) and
the mono-square versions displayed noise levels under the normal quantum limits
[79]. Castellanos-Beltran et al. [78] fabricated JPA from a transmission line resonator
whose internal conductor consists of series of a SQUID device. This tunable JPA
exhibited gain higher than 28 dB and showed more sensitivity to a feeble microwave
signal than a small noise HEMT amplifier. In 2012, Byeong Ho Eom and his co-
workers proposed a parametric superconducting amplifier by using the geometry of
travel-wave and the non-linear kinetic inductance of a superconducting transmission
line. The gain extended above 2 GHz on either side of the 11.56 GHz pump tone
and set a superior limit for the supplementary noise of 3.4 photons at 9.4 GHz. The
dynamic range is quite great, and the notion of the authors can be implemented from
frequencies of GHz to ∼1 THz [26].
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4.5 Superconducting Antenna

Antennas is the important component of all receiving and transmitting systems
in wireless communications, radar spreading, surveillance, and other applications.
Antennas is identified as connecting apparatuses between free space and electronic
circuits. The size of the antenna is a direct function of the signal wavelength. To
ensure supreme transmission of input power to free spaces and to avert reflections
towards the generators, the antenna should be paired. To link the dipole antenna to
the transmission line, the entry point has to be selected where the antenna impedance
is approximately equivalent to the typical impedance of the line. Small electric super-
conducting antennas and superconducting antennas were first verified several years
ago [80]. The emergence of HTSC materials has renewed these thoughts [81]. The
minimal loss of theSC significantly decreases the electrical dissipation in the antenna,
especially in the antenna feed andmatch network. They are also exploited in commu-
nications arrangements to enhance the gain and to provide a solution for physical
tiny antennas particularly in the RF range [82, 83]. HTSC materials enhance the
performance of electrically tiny antennas (ETA) mainly by preventing the decay in
the efficiency of radiation related to reducing the size of the radiator. Small HTSC
loop antennas display radiation productivities approximating 95% compared to 5%
for counterparts’ copper elements having the same size. The influences of using a
SC in antenna construction can be explained by meticulous study of the effects of
the internal and external fields. For example, in a cylindrical dipole antenna, the
radiating field and its related radiation resistance, the energy stored in the proximate
field and the associated interaction, are produced by currents on the dipole surface;
these are external fields. Whereas, the internal fields of a bipolar cylinder are only
significant with respect to the conduction loss, which is regularly tiny. Using a SC
will cause little change in the external fields, and thus in the pattern, impedance, and
direction, as the diameter of the dipole cylinder is miniature in wavelengths. Only
the internal fields undergo significant change, which of course leads to zero or low
conduction loss. All antenna characteristics excepting for efficiency are reliant on
external fields, which are unaffected by SC. Recently, Kawakami et al. [84] have
fabricated nano-antennas to enhance the superconducting infrared detectors super-
conductors. The nano-antenna comprises of a dual pole antenna made of aluminum
strips and strips thin film NbN superconducting antenna that is placed in the center.
It was shown that the transition temperature of the SC strips is preserved after the
manufacture of nano-antenna. By evaluating the spectral transmission properties of
the nano-antenna of NbN strip-load impedance nano-antennas, notable absorption
properties with elevated polarization dependence at about 1400 cm−1 were detected.
The calculated impedance of the designed antenna was identical as the valued load
impedance. These findings confirmed that the designed nano-antennas can act as
infrared antennas. Active broadband antennas are essential for wireless information
technologies applications, particularly for broadband receivers with directly digiti-
zation of the inserted signals [85, 86]. Broadband receivers are allowed by high-
performance analog to digital superconductor converters (ADSCs). Current ADSCs
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show both elevated dynamic and linearity extend of 90 dB and even above [87, 88].
Nevertheless, small noise amplifier and the minimal performance features of the
receiving antenna in comparison to those of ADSCs limit the global performance
of the receiving systems. The development of a highly efficient active ETA able of
offering high linear reception and synchronous amplification with a large dynamic
interval will enhance the entire system. In recent years, many types of supercon-
ducting antenna have been developed. For example, Victor K. Kornev et al. [89]
reported aguide for the correct usageof anETAfoundedon superconductingquantum
array (SQA). Active ETA based on SQAs is a double ways active network with bias
and output in one port. Hence, unlike conventional passive antennas, the active ETA
must be highly incompatible with the associated load tomaintain the intense linearity
of the output voltage. When the output signal is connected to a low-impedance
device such as an ADSC, a broadband superconducting impedance converter could
be employed to link all other networks in the interface used and avoid permanent
wave constitution. Although it is necessary to use a strongly mismatched load for the
active ETA, a satisfactorily high output power can be offered with the support of the
active antenna bias source. The realized ETA using SQAs is able of simultaneously
the broadband reception and amplification of electromagnetic signals. Very recently,
scientists have directed their researches on Low-terahertz antenna. This innovative
technology is predicted to deliver extraordinary data rates in forthcoming genera-
tions of wireless communication system (like the 6th generation mobile). Rising the
carrier’s frequencies from millimeter wave to THz is a probable solution to assure
the broadcast rate and channel capacity. Owing to the high transmission dissipation
of Low-THz wave in free space, it is predominantly imperative to design antennas
with highly gain to recompense the extra path dissipation, and to overawe the energy
restraint of Low-THz source. Mei Yu and his co-workers [90] proposed a new kind
of bowtie antenna. This proposed design is joined with stubs pair and zigzags to
match HTSC YBCO Josephson junction impedance. Stubs pair were used to match
small impedance, whereas the zigzags were employed to regulate the impedance
reactance as a paired impedance association with the stub. This proposed antenna
retained the symmetric radiation designs even as a couple of zigzags were hosted
asymmetrically into the bowtie structure due to the cancellation of radiation from
the two winding arms, required by wide THz detection. In 2019, Holdengreber et al.
[91] executed developed electromagnetic simulations to get the ideal pattern of an
antenna system for the radiation of THz range. These simulations are based on the
Josephson junctions, which act as a detector component. This junction is consisting
of bi-crystal substrate technology and is executed by HTSC YBCO thin films. The
junction is positioned in the center of antenna to minimize the losses. Based on their
theoretical electromagnetic simulations, the authors fabricated experimental design.
Their results showed high sensitivity YBCO HTSC Josephson junction antenna for
200 GH detection.
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5 Limitations of Superconducting Technology and Future
Directions

A major limitation for a long time on the implementation of superconducting
microwave and RF technology has been the matter of cryogeny. A lot of past
research on superconductivity has been done with liquid cryogens, i.e., nitrogen
and helium, which are liquids for consumption with an unpredictable source, at fully
in helium case. The cryogenic cooler technique could be categorized into two key
categories: closed and open cycle. Open coolers session is huge and dispersive mate-
rials and require frequent mobilization of compressed gas or chillers. Hence, they are
perfect for workroom settings or in applications in which repairs of the equipment
is regularly. Yet, the initiation of closed-cycle mechanical cryogenic coolers, several
derivatives with increased productivity and scarcer dynamic parts, has renovated
cryogenic technology [92, 93]. Closed-cycle coolers are own-contained freezers that
use only electrical energy, needing no repairs under the considered lifespan. Closed-
cycle cryogenic chillers are mostly established for military applications and infrared
devices. The principal design for a closed-cycle refrigeration chiller is size, reliability,
and energy consumption. Cryogenic coolant reliability still the main obstacle to the
large spread commercial approval of superconducting devices. Nowadays, there are
numerous opportunities for cost effective and extremely reliable cryogenic equip-
ment, particularly those that have been exploited for cryogenic MW and RF appli-
cations [94]. For instance, in the past years, the reliability of the pulse-tube refrig-
erator, which eradicates all dynamic portions at low temperatures, has significantly
increased.

The capacity to have signals with superior frequency back and forth to the cryo-
genic environs without yielding signal integrity or the efficacy of the cooling cryo-
geny system present also big problem with microwave superconductivity. This has
guided to the progress of low-loss microwave transmission lines, which are at the
same time have a minor heat load on the cooled environs [95]. Superconductors are
poor thermal conductors at temperatures lower than Tc, in most situations, no worse
than insulators. The quantum computing innovation open the way to commercially
fabricated microwaves eligible for cryogeny [96]. MW devices have recently shown
huge progress in terms of low-noise, low-dispersion broadband amplifiers that are
well suitable to a cooled environment. This vast MW engineering defies are in stock
for the progress of broad scale coherent quantum computing apparatuses, producing
numerous prospects for innovative applications of SC materials. It is probable that
novel superconductors with exciting characteristics will persist to be invented. The
utmost pertinent superconductors are s-wave superconductors. These SC materials
usually display a complete energy gap excitation on the Fermi surface, leading to a
considerably few number of quasiparticles in the zero-temperature limit. A growing
number of SC discovered since the last decades have revealed clear evidence of the
quantum angular momentum states of coupling of electrons. These systems usually
exhibit nodes in their energy gap, which means that the quasiparticles could be
provoked even at the lowermost temperature, producing various minimal energy
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characteristic of these materials. To date, rare of these interesting materials can be
implemented in practical applications based precisely on these coupling proper-
ties. Additionally, it is prospective that novel SC materials with Tc beyond 100 K
will persist to be invented. Until now, many of these HTSC have been hard to be
exploited due to their poisonous chemical components, fragile mechanical traits, or
they can only be manufactured under extremely elevated pressure. Nevertheless, the
desire of scientific committee to expect the characteristics of novel materials, and
their steadiness, is being increasingly complex with time [97, 98]. These theoretical
attempts conduce to the discovery of innovative superconductors with Tc coming
close to ambient temperature [99, 100]. Transforming these innovative materials
into real-world apparatuses and fabrics will need period, but it looks most probably
that superconducting microwaves and RF will be widely used in the future.

6 Conclusion

Since the discovery of HTSC, it has been evident that one of themost common ranges
of application and marketing of these systems is microwave and radio frequency
electronics devices. First prototypes are ingoing service in industries of the mobile
communications, and a broad array of other apparatuses are at a somewhat advanced
step. This chapter of the book provided an overview of the microwave as well as the
radio frequency properties of superconducting materials. It also provided a review
of the most important microwave and radio frequency HTSC devices. This has made
great promise to young engineers and technologists in this exciting field. Researchers
in this field are intensely encouraged to pursuit reading on the topic and to understand
more about the possible, defies, and restrictions of this innovative technology. In the
near future, an integrated cryogenic technology based on HTSC materials should be
developed to put into practice.
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