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Preface

The 3rd International Conference on Computing, Communications, and Cyber-
Security (IC4S-2021) held on October 30–31, 2021, at Krishna Engineering College
(KEC), Ghaziabad, India. The conference covered themajority of the research papers
from five technical tracks; it includes (i) Communication and Networks Technolo-
gies, (ii) Advanced Computing Technologies, (iii) Data Analytics and Intelligent
Learning, (iv) Latest Electrical and Electronics Trend, and (v) Security and Privacy
Issues. The main idea of the conference is to provide a common platform for the
scientists, researchers, policy makers to discuss the novel ideas based on architec-
tures, algorithms, surveys, policies, design, communication challenges, open issues,
and future research aspects.

The conference was hosted by the Department of Electronics and Communi-
cation Engineering of Krishna Engineering College (KEC), Ghaziabad, India. The
inaugural speech along with the welcome address was given by the director and
joint director of KEC, Ghaziabad, followed by the address of general chair of the
conference. The first keynote talk was delivered by Dr. Vandana Bassco, Depart-
ment of Electrical and Electronics Engineering, University of Mauritius, Mauritius.
The vote of thanks during the inaugural address was given by Dr. A. N. Mishra,
Dean (SA) and HoD (ECE), KEC, Ghaziabad, and Local Organizing Chair of IC4S-
2021. Two more keynotes were also delivered by Dr. Noor Zaman Jhanjhi, Director
Center for Smart Society, School of Computer Science and Engineering, Faculty of
Innovation and Technology, Taylor’s University, Malaysia, and by Dr. Anand Paul,
Kyungpook National University, South Korea. The conference was organized with
the academic support of the Knowledge University, Erbil, Iraq; Southern Federal
University, Russia; and WSG University in Bydgoszcz, Poland, along with IAC,
India. Many experts from these institutions helped during the conference during call
for papers, review, in preparation of program schedule, during technical sessions,
and for other technical support activities.

We are highly thankful to our valuable authors for their contribution and presen-
tations. The organizing team is thankful to the Technical Program Committee for
their immense support during the review process. We express our sincere thanks to
the organizing team for hosting the two-day event and conducting two-day sessions
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vi Preface

very diligently. The IC4S-2021 team is thankful to all session chairs, who chaired the
various technical sessions and provided wonderful suggestions to the authors. The
session chairs have shared their technical expertise and enlightened the delegates
of the conference during the paper presentation sessions. We express our sincere
gratitude to our publication partner, Springer, LNNS Series, for believing in us.

Ghaziabad, India
Warsaw, Poland
Ahmedabad, India
Teresina, Brazil
Warsaw, Poland
October 2021

Pradeep Kumar Singh
Sławomir T. Wierzchón

Sudeep Tanwar
Joel J. P. C. Rodrigues

Maria Ganzha
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Enhancement of Energy Efficiency
in Wireless Sensor Network with Mobile
Sink: A Survey

Akhilesh Kumar Srivastava, Suneet Kumar Gupta, and Rijwan Khan

Abstract The energy consumed by any activity taking place in WSN should
be controlled such that limited energy in terms of battery backup remains focus
throughout. In the case of dying nodes, battery discharge may cause the network
to get disconnected. WSN design issues, e.g., location of sensor nodes, scheduling
activities, routes of data flow, mobile sink route, should be dealt with keeping energy
limitation in mind. The sensor nodes sense the data from the area of concern and
communicate the same to the sink for processing. Sensor nodes deployed in various
application areas have limited memory, computational power, and battery backup.
There is no defined topology of such network and frequently changing environment,
very less amount of battery, and limited storage capability of the nodes. It is essen-
tial that each node in the network has knowledge about the routing path to the sink
which is energy efficient. Since random placement of the nodes restrains coders
from presuming routing table data at the sensor nodes, numerous methods have been
suggested to create a dynamic path up to sink. Numerous researches are performed
for WSN using the mobile sink. Most of the research activities focused on energy
conservation in the background while proposing approaches for clustering, data flow
paths, trajectory design, etc. In theWSNwith a mobile sink, the trajectory of the sink
node plays a vital role. Designing of trajectory is an NP-hard problem. With the use
of nature-inspired techniques, e.g., particle swarm optimization (PSO), genetic algo-
rithm (GA), etc., can be used for generating a nearly optimal paths for themobile sink.
In this current article, the authors make attempt to present the summary of various
strategies for energy-efficient data collection methodology and energy-efficient path
planning of mobile sink in wireless sensor networks.
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1 Introduction

Wireless sensor networks (WSNs) have a dense and large quantity of sensing nodes.
These nodes are placed randomly over an area of significance. These nodes sense
the data from the area of concern and communicate the same to sink for processing.
These sensing nodes are organized to observe the indoor and outdoor surroundings,
industry and procedure mechanization under water activity monitoring, healthcare
system, etc. They have the application in tracing cattle/other creatures, vehicles,
etc. [1]. Sensor nodes deployed in various application areas have limited memory,
computational power, and battery backup [2]. There is no defined topology of such
network and frequently changing environment, very less amount of battery, and
limited storage capability of the nodes. It is essential that each node in the network
has the knowledge about the routing path to the sink which is energy efficient. Since
random placement of the nodes restrains coders from presuming routing table data
at the sensor nodes, numerous methods have been suggested to create dynamic path
up to sink.

If the topology changes slowly, a proactive routing approach can be effective
where topology detection is done on the periodically using broadcast of a beacon
signal from the sink to the complete network [3].

Alongwith creating routing pathswhich are energy efficient, twomore procedures
are used in practice for realizing energy efficiency: mobility of sink [4, 5] and duty
cycling of the nodes [6].

2 Challenges with WSN

• Fault-tolerant Communication: Since deployment of sensor nodes in any field
is random, there is a fair chance of faulty sensor nodes or nodes which die down
on or before observation. This may cause communication link to get broken [7].

• Low Latency: The events do take place rapidly in the WSN. The designed WSN
needs to record and report events quickly.

• Scalability: The system under observation is supposed to be scalable meaning
that additional nodes can be deployed in order to increase the observation area.

• Transmission Media: Faulty nodes can cause the broken links for communica-
tion.

• Coverage Problems: The quality of service in WSN is solely dependent on
coverage of sensor nodes. In case of less coverage sensing, the quality of sensor
nodes gets affected.
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• Sensor Holes: Also referred to as routing hole in which the nodes are either not
preset or unable to participate in routing.

It is assumed that a WSN comprises similar stationary sensor nodes. The sink is
either static or mobile, and it can be located at distinct positions in the WSN. Those
nodes which are closer to the sink in the case of static sink dissipate their battery
level faster than the nodes which are farther. This happens because of the frequent
load of data relay on nodes closer to the sink. To overcome this issue, mobile sinks
were introduced, where the sink travels along a defined path in the field. It has been
noticed that in majority of the situations sink mobility aids in creating a balanced
load of routing and energy depletion of the nodes [8, 9].

It is however sure that mobility of sink improves balancing of load in the nodes,
and it is a very important question if this improves the energy efficiency of such
networks. To address this query, it is required to create a methodology for efficiency
of energy.

One of the approaches for making comparison between various sink mobility
schemes is to have a match in the total energy consumption of WSN nodes for a
defined complete work (load) done by a WSN. This paper focuses at finding energy
dissipation on average per node Ebar, Ebar =

∑
Ni = 1eiN, N represents the total no.

of WSN nodes, and ei is the dissipation energy of ith node while in the observation
period.

Energy used by various nodes in the static sink is different for different nodes.
Nodes closer to the static sink have to repeatedly do the work of relaying information
to the sink because of which these nodes deplete their energy faster as compared to
the other nodes. Because of this, maximum energy depletion is investigated for each
node as Emax = Maxi = 1, 2, …, N ei.

For the purpose of load balancing, placement of static sink is usually done at the
central point of WSN. If plenty of nodes in the vicinity of a static sink die because
they have depleted their energy backups, the sink may get detached from remaining
nodes in the network. Hence, Emax is one the possible parameters that indicates the
lifespan of WSN [10, 11].

The energy consumption in uneven manner may cause the problem known as
energy hole. This might split the N/w data transmission to the sink node will be
blocked [3]. In underwater wireless sensor networks, designated gateways (DGs)
collect data of sensor nodes in real time. But, underwater wireless sensor networks
too suffer from energy hole phenomenon [4].

In the previous researches, researchers have focused on either the lifespan of a
WSN or the avg energy loss per node (be it Emax or Ebar) [4, 7, 12]. In this paper, the
sink is assumed to be mobile in nature. This paper finds various schemes of energy
optimization in WSN with mobile sink.
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3 Data Collection Approaches

Various methods for data collection have been proposed by researchers. Table 1
summarizes the approaches in nutshell.

Khan et al. [13] evaluated various protocols in both of these aspects highlighting
that in which of the situation different information is yielded. In majority of the
cases, duty cycling effects of the nodes are taken into consideration for analysis and
comparison (Fig. 1).

In [13], effect of duty cycling of stationery sensor nodes and movement path of
mobile sink with energy consumption was investigated. Energy efficacy of WSN
model with static and mobile sink was compared with respect to Ebar and Emax. Sink
mobility is not the only criterion which improves energy parameters Ebar and Emax.
Mobile sink can drastically improve the energy parameters by reducing the data relay
load on the nodes and congestion control.

Table 1 Data collection approaches in WSN

Approaches for data collection in WSN

Discovery Data transfer Routing Motion control

Mobility independent
a. Scheduled rendezvous
b. On-demand
c. Asynchronous

Joint discovery and data
transfer

Flat Trajectory (either static or
dynamic)

Knowledge based Proxy based Speed

Hybrid

Fig. 1 Data gathering in
WSN
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Fig. 2 Scenario of WSN
with various node types

To deal with the energy hole problem and optimization of lifetime in static telluric
Wireless Sensor Networks and underwater Wireless Sensor Networks (Fig. 2)

Zhu et al. [14], Shu et al. [15], Bhattacharjee and Bandyopadhyay [16] have
proposed the work toward optimization of lifetime. Node positions are assumed to
be fixed in these papers. It is unavoidable to limit the uneven energy dissipation and
problem of energy hole. Sink nodes’ mobility can resolve this issue. When the sink
travels toward the positions where nodes are concentrated highly or other positions of
importance, energy dissipation of nodes can be balanced and residual energy inclines
toward 0.

Kumar et al. [17] proposed range-constrained clustering (RCC) technique. In
RCC, the nodes in the target area are distributed into many clusters. TSP method
is utilized to find the movement path of sink optimally. It travels to all centers of
clusters.

Gatzianas and Georgiadis [18], Luo and Hubaux [19], Yun et al. [20], Basagni
et al. [21], Zhao and Yang [22] papers explored the maximization of lifetime of
WSNs. These papers considered network lifetime optimization models with one or
many mobile sinks. These also tried to obtain optimal pattern.

Gatzianas and Georgiadis [18], Luo and Hubaux [19], Yun et al. [20] assumed the
movement of sink node be discrete. The sink node move involves many anchors and
rest time. The authors have created a model for N/w lifetime optimization assuming
some energy dissipation constraints, flow balance constraint, and communication
power constraint.

Basagni et al. [21] explored a linear program (LP). Its solution gives an assured
upper bound on possible lifetime considering multiple sinks. The centralized and
distributed heuristic were introduced to find a solution of the LP which finds the
N/W lifetime which is very close to the optimum.

Zhao and Yang [22] proposed energy consumption constraint and flow balance
constraint and researched into optimization of lifetime beneath two diverse situations.
Thesewere fixed rest time and varying rest time. Somemethods focused on instituting
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and models to solve the lifespan of WSN with an assumption of known movement
paths of sinks, but majority of the algorithms assumed only one sink node. Data
assembling latency is substantial. In [23] Lifetime maximization of WSN with sink
mobility the travel path selection andOptimization of lifetimewere taken into consid-
eration. The modified reduced clustering method, k-means clustering method, and
nearest neighbor interpolation method were used to find the travel paths and obtain
the near to optimal solution for the shortest path. In this, N/w lifetime optimiza-
tion model with predefined travel path was established. Sub-gradient and geometric
algorithm was used to solve the problem of lifetime optimization and obtain the
data communication system. Sink nodes collect the data by traversing the defined
optimal travel path. All sensor nodes communicate data based on the data transmis-
sion method. The simulation results in [23] clearly show that MLMS can improve
lifetime ofWSN, create a balancing among energy dissipation of nodes, and ease data
collection time.MLMShas observed improvement over Ratio_w, TPGF,GRND, and
RCC but high time complexity.

Mobile sink usually traverses each node and collects the desired data [24, 25]
(known as single-hop communication) or goes to only a few positions, and nodes
communicate collected data to the mobile sink [11, 26–30]. Data gathering task is
faster in the multi-hop communication. Another area of concern arrives inMulti Hop
Communication is the increase in energy dissipation majorly for forwarding of data.

A solution proposed to address this is to transfer the data to some intermediate
sensor nodes which store the data for communicating to mobile sink as and when
the mobile sink comes in their range or when the request arrives to them to send
the data [31–39]. Majority of these approaches create a balance between delay in
data collection and overhead in energy dissipation. Konstantopoulos et al. [31] have
addressed the issue of energy holes because of intermediate data relaying nodes or
cluster heads. Chen et al. [40] presented a geographic converge cast-based approach
basically targeting the reconstruction of path during sink mobility.

Mamalis [41] proposed formation of many virtual circles and lines on which
cluster heads are placed properly. Mobile sink approach reduces the energy usage of
nodes at the cost of data collection time. In general, the mobile sink tour time upper
limit is set as prerequisite for the timely collection of data. Use of multiple sink can
also speed up the data collection work [21, 39, 42].

Almi’ani et al. [43] and Ekici et al. [44] proposed the hybrid approach, wherein
the combination of multi-hop communication with the use of a mobile sink traverses
to limited positions (called caching points—CPs). This builds direct or indirect
clustering which is hierarchical in nature.

Almi’ani et al. [43] proposed the minimization of number of hops that forwards
the data from sensor nodes to their nearest caching points. This method proposed a
k-means node-clustering method wherein the grouping of the network in the almost
equal size clusters (in terms of Sensor nodes) followed by designing a Mobile Sink
trip to take one Cluster Point from every cluster, Iterating the same to cover optimum
no of clusters with the limitation of maximum length of Mobile sink trip.
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Mamalis [41] showed experimental setup that claimed to perform better than
[44], and it was producing the optimum results. Almi’ani et al. [45, 46] presented an
optimization of path for collection of data while working with the multiple sinks.

[41] proposed solutionmajorly based on “residual energy” of the sink nodes rather
than distance and number of hops in [43]. Mamalis [41] also show the stable energy
and efficient conduct presented by hierarchical clustering structures to improve life-
time of the WSN. It used node-clustering algorithm and the multi-hop clustering
algorithm of [47] as its base (main criterion for formation of cluster here is the
residual energy of every sensor node). It detects clusters which are balanced in terms
of energy and guarantees ideal performance in terms of avg energy dissipation and
lifetime of network. Mamalis [41] modified this method to satisfy the requirement
of distance-restricted mobile sink trip. It also developed a data collection protocol
which was based on TSP approximation path that fulfills the distance constraint. The
energy holes are created around the cluster heads falling in the TSP path; Mamalis
[41] used a method mix up of re-clustering phase and with alternating among various
original positions of mobile sink.

Papadimitriou and Georgiadis [48] formulated the problem of maximization of
network lifetime into amin–max problem in a circle considering uniform distribution
of sensor nodes. Gandham et al. [49] proposed multiple mobile sinks with predefined
route to gather sensing data for a particular region. It proposed an integer linear
program model to find the position of the K mobile sinks in one round.

Wang et al. [50] proposed optimization of sinkmovement alongwith the rest time.
It proposed the linear programming solution to the problem with an assumption of
workload of a node being evenly distributed among the horizontal and vertical links.

Luo et al. [4] proposed 2-stage scheduling: (1) The mobile sink traverses the
potential locations one by one and stays there at each for a small time. (2) The sink
collects the buffered data of all nodes and builds the stay time profile at the potential
point.

Basagni et al. [11] worked on two constraints: first, the max length at every
movement of mobile sink and min stay time at each stay point. Movement length
of mobile sink from one stay point to the other is bounded to ensure loss of data
gathering. The paper then presented a simple and distributed heuristic considering
problem in the mixed ILP.

Sugihara and Gupta [51, 52] proposed the problem to be considered as TSP, and
solution suggested the updation of tour timing at each edge. This aims at collecting the
maximum data by one-hop data gathering mechanism. This also aimed at reducing
the energy dissipation in relay.

Xing et al. [35] suggested an approach of data gathering which is rendezvous
point based, organized mobility of sink, caching of data, and limiting the tour length
of the mobile sink. An approximation algorithm was designed here for minimizing
the sum of energy dissipation of all participating sensor nodes. It was assumed here
that prior to the transmission of data it is combined in one packet.

Guney et al. [53] proposed design of sink trajectory as an optimization problem.
It aims at identifying the location of sink optimally and communication path among
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sinks and sensor nodes. The authors formulated this as an ILP and created many
heuristics for the same.

Liang et al. [54, 55] unified the tour length of the mobile sink in the problem
of maximization of network lifetime and suggested heuristics. Liang and Luo [56]
have presented their work of considering multiple mobile sinks instead on 1 in their
previous work. Gatzianas and Georgiadis [18] proposed the formulation of designing
optimal route for a mobile sink as a LP problem and proposed a distributed solution
employing Lagrangian duality principle and the sub-gradient scheme. Convergence
rate of the algorithm was the basic factor in finding the run time of this distributed
scheme.

Yun and Xia [57] proposed the scheme in which the sensor node does not have to
transmit the data immediately after sensing it. It buffers the data until the sink reaches
to the favorable location with respect to the given sensor node. It eases out the load
at the sensor node, and network lifetime can be increased by this. They designed
this problem as a mixed ILP given the restricted delay limit. They also proposed
flow-based framework.

Xu et al. [58] aimed at discovery of a route for mobile sink to maximize the
network lifetime. It has the constraints like (i) stay places of mobile sinks for data
collection arefixed.The sink is allowed to stay at potential locations. This information
is considered to be available as a priori. (ii) Delay on data communication is in some
tolerant range. Storage space of each sensor node is limited. To avoid the loss of data
because of storage overflow, there should be tolerant data communication delay and
it should be fixed up.

With aim of establishing relation between lifetime of network and tolerable delay
in delivery of data, a controllable parameter h “the bound on no. of hops from node
to sink” was used. The selection of h played a vital role in realizing the trade-off
between lifetime of network and data delivery delay; i.e., keeping h small, number
of stay points and mobile sink route will be long. And delay in data delivery will be
more.

Xu et al. [58] researched on achieving the trade-off between lifetime of WSN and
data delivery permissible delaywhilemobile sink being employed for data collection.
It mainly focused on designing of optimal tour path for mobile sink and formulated a
protocol for transferring the sensed data tomobile sink. The research article proposed
a method which minimizes the number of hops. Since this problem is NP-hard, the
researchers have proposed a new framework that optimizes the trajectory.

4 Classification of WSN

WSNs can be classified depending on type of sensor used in the network. Sensor
type is dependent on features like unit cost, sensing range, and communication
range. Homogeneous WSNs comprise similar type of sensors, whereas heteroge-
neousWSNs comprise many types of sensors. Coverage requirements of the area are
also a criterion for categorization. It can be equal around the sensor area, or fraction
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of it may be of high criticality than the other ones and better sensing observation.
Sensors may either be active or sleeping. A sleeping sensor is free from sensing,
transferring, and receiving data during the sleep phase. Energy dissipation during
this time is minimal. Active sensor does sensing, transferring, and receiving of data
and spends substantial energy during this work.

5 Designing of Wireless Sensor Network

Designing of wireless sensor network comprises major decisions like:

1. Number of sensors for deployment to satisfy the cost and coverage requirements.
This should also take care of fault tolerance in case of failing sensor nodes during
the observation period. Energy dissipation of sensor nodes should also be taken
into consideration while designing as transmission requires substantial energy
and it increases with the distance of transmission.

2. Activity scheduling of sensor nodes is the second parameter that should be
thought of while designing the WSN. Keeping some of the sensor nodes active
at some point of timewhile keeping others at rest improves the complete lifetime
of WSN. While designing, we should ensure that active sensors are enough in
numbers to ensure that WSN is fully functional.

3. Anothermajor issuewhile designing of sensor network involves the “sink neigh-
borhood problem” [11], “energy hole problem” [59, 60], or “the crowded center
effect” [61]. A sensor node in the vicinity of the sink dissipates their battery
faster as they work as accumulators for other node’s sensed data. This problem
can be resolved by moving sink node which enables may sensor nodes to work
as accumulators for a set of sensor nodes, and responsibility of accumulation
does not lie only on limited nodes.

4. The last design issue is to find the path of data flow from sensor node to sink
node. A path from sensor to sink can be found easily with the prior computation,
but considering the limitation of the WSN of possible failure of some sensor
nodes creates the requirement of find sensor to sink node data flow path at run
time with some computation.

Many papers have been written by various researches for the designing of WSN
withmaximization of lifetime, butmost of them have taken only a subset of designing
criteriawritten above.Because of the above, any proposed designWSNcan be termed
as suboptimal.

Keskin et al. [62] have given a mathematical model considering mixed integer
linear programming (MILP) model is the only research which has focused on all of
the above-mentioned designing criteria.

Hamida and Chelius [37] proposed the analysis of the existing data propagation
protocols in mobile sinks. It focuses on the categorical decisions about movement
of sinks. Majority of the papers utilized the mathematical model that deals with the
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optimization of WSN performance criterion, e.g., lifetime of WSN, energy dissipa-
tion in totality, complete cost incurred for known data, and total cost for given data
circulation protocols.

6 Data Flow Through Optimal Path

Data is believed to move from nodes to the sinks via the smallest route in several
papers, e.g., [63], in which authors assumed amobile sinkmoving inside the network
to gather the collected data from the sensing nodes in a single-hop fashion. This
paper has sought the minimal distance route which traverses each sensing node’s
transmission range. The problem of finding minimal distance route is visualized as
a variant of TSP.

The solution as presented in [63] is further extended for finding shortest path
considering multiple mobile sink in [64]. Objective function in this paper is set to
minimize the longest sink trip. At the same time, there is a constraint that each of the
sensing node falls within the vicinity of sink traveling. It is also tried to fall in the
vicinity of exactly one sink only such that data is sent in single-hop approach to the
sink. The problem is modeled as MILP. These two papers [63] and [64] follow the
optimization models, but they have little impact on the lifetime and load balancing
metric. These researches propose the optimization methodology but fail to address
the network lifetime, delay in travel of data, and balancing act across the nodes.

Wang et al. [50] follow different approaches from [63] and [27] where the authors
propose a LP model for improving the lifespan of the network. The mobile sink is
supposed to rest at some rendezvous points. The lifetime of the network is supposed
to be the total of rest time at rendezvous points. The optimal solution of the linear
programming model suggests the rendezvous points. In this paper, the sink route is
not defined as the order of the visiting rendezvous points is undefined.

Basagni et al. [11] presented the sink route as well as the extension of work in
[50]. The result of the [11] is the discovery of rendezvous points and mobile sinks
schedule of vising these points. Basagni et al. [21] have extended this work further
to incorporate multiple mobile sinks. The authors considered a sink configuration
by randomization of the sinks along predefined set of rendezvous points. Further
lifetime of the network is considered to be the accumulation of rest time of sinks.

As the objective, lifetime of the network is maximized and however the energy
dissipation of the sensors should be initial level of power. In [54] sink is treated as the
energy restricted device which moves in the region mechanically using some fuel.
Keskin et al. [65] considered sink movement time as a part of network lifetime. The
authors also took into account the time taken for data collection. The authors proposed
the efficient heuristics as the solution of proposed model (MILP). Srivastava and
Gupta [66, 67] proposed the genetic algorithm-based approaches for path planning
of mobile sink. In the proposed work, to design the fitness function, three parameters
have been used.



Enhancement of Energy Efficiency in Wireless … 13

Fig. 3 Path of mobile sink
using random tour

• Length of the tour of the MS
• Load of rendezvous points (RP); i.e., the RP receives the data from how many

sensor nodes
• Number of nodes which forwards the data to RP using multi-hop.

The paper proposed fitness function represented as:

Minimize F = w1xT cos t + w2x {n − NW1H} + w3xDi f

where

– w1, w2, w3 represent the weights and w1 + w2 + w3 = 1.
– T cost represents the cost of the tour.
– NW1H represents the numbers of nodes with 1 hop from RPs.
– Dif represents the difference between maximum and minimum values of

LoadRP(i).

Figures 3 and 4 depict the comparison of random path and GA-based path of
mobile sink.

7 Optimal Data Flow

In spite of assuming routing of data path apriori, data flow path for every sensing
node to sink can be determined optimally. Gandham et al. [49] divided the entire time
into the equal periods. In each of the durations, data routes and sinks are stationery.
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Fig. 4 Path of mobile sink
using genetic algorithm

The authors proposed two different models for minimization of energy dissipation of
each sensor node and cumulative energy dissipation of sensing nodes [68]. Offered
2 more heuristics along with the one in [49]. The first one assumed sinks’ location
at the place where neighboring nodes have maximum backup left. The other one
assumed sinks’ location at the place such that the difference among the minimum
andmaximum backups of the sensor nodes is minimized. Alsalih et al. [69] proposed
similar approach to that of [68]; however, author proposed the periodic optimization
of minimal backup. The paper is studied as single-period model and needs to be
run separately for each period. This paper provides approximate solution rather than
optimal one. Luo and Hubaux [70] consider a network field circular in nature and
proposed the minimization of maximum load of sensing nodes using the MILP
model. It is also assumed that the movement path of the sink is also circular in
nature. Gandham et al. [49], Azad and Chockalingam [68], Alsalih et al. [69], Luo
and Hubaux [70] restrict data flow in an optimal fashion, but they did not produce
any approach for maximization of network lifetime directly.

Papadimitriou and Georgiadis [48] proposed a nonlinear programming model to
maximize lifetime of WSN. It is defined as the cumulative rest time of moving sink
at rendezvous points. Gatzianas and Georgiadis [18] revisited the model in [48] and
developed a distributed algorithm. Distribution technique was proposed in [64].

Yun and Xia [57] used the [76] and [18] as base. Authors proposed the buffering
of data by sensing nodes till the favorable time with respect to network lifetime.
Above models are found appropriate for applications which are delay tolerant.

Yun et al. [20] proposed the algorithm for the solution of queue-oriented delay-
tolerant model as given in [57]. Behdani et al. [71] proposed another algorithm for
the samemodel as in [22] which was computationally efficient. Luo and Hubaux [19]
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introduced MILP model with multiple mobile sink for maximization of the lifetime
of WSN. It was defined as the period lengths sum. Period here is considered as time
with sink configuration given. With change in the sink location, the period changes.

Above-mentioned approaches did not touch all fourmajor aspects ofWSN.Above
approaches assumed a prior defined sensor position. They did not consider activity
schedules. Around 50% of the papers employed shortest path data propagation as a
predefined data propagation method.

Only [62] has attempted to find the optimal WSN design with all four WSN
design issues. G. 4.0. [72] presented the effect of the incorporation with comparison
of lifespan ofWSNgained by a combinedmodelwith the articlesmentioned in earlier
papers. The MILP model turns out to be unsolvable for genuinely real networks as
size is huge.

8 Conclusion

Numerous researches are performed forWSNusingmobile sink.Most of the research
activities focused energy conservation in background while proposing approaches
for clustering, data flow paths, trajectory design, etc. In the WSN with mobile sink,
trajectory of sink nodeplays a vital role.Designingof trajectory is aNP-hard problem.
With the use of nature-inspired techniques, e.g., particle swarm optimization (PSO),
genetic algorithm (GA), etc., can be used for generating nearly optimal path for
mobile sink.
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Conversion of Intermittent Water Supply
to Continuous Water Supply
of Chandigarh: A Case Study

Sanjeev Chauhan and R. M. Belokar

Abstract In India, where water is supplied to residents on an intermittent basis due
to limited sources, implementing a continuous water supply scheme in an Indian
city seems quite an arduous affair. To manage limited water resources to pump for
24 h without adding new water sources makes the project more quandary to work
further. Achieving the milestone of continuous water supply in India would be a
challenge worth taking and worth benefiting from. The case study prepared here
provides insights regarding the importance and impact of the proposed methods and
models here, based on the data received from government agencies working in this
field. The goal is to prepare the outcomes of converting intermittent water supply of
a city into regular water supply for the whole of Chandigarh city and not just a part
of it. With the help of data collected from site visits, experimental analysis, and pilot
experiments done on small scales, a case study has been prepared of how achieving
continuous water supply can be made possible for a pan city with a population of
more than 1 million.

Keywords Internet of things ·Water treatment · District metering area ·
Non-revenue water · Life cycle cost · Hydraulic modelling

1 Introduction

1.1 Area, Population, and Its Present Water Source Scenario

Area: 114 km2.
Population: 1.16 Million (Figure for 2021 as per data received from government

offices provided to U.N. World Urbanization prospects).
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Bhakra Main Canal (BMC), situated 26 km from Chandigarh, is the primary
source of potable water for Chandigarh. Water is continuously being pumped from
Kajauli to Sector 39 to fulfil the water demand of Chandigarh. The pumped water is
received at Sector 39, where the water treatment plant (WTP) is situated. There are
currently two WTPs of 45 MGD and 25 MGD in Sector 39 and 1 WTP of 5 MGD
capacity in Sector 12.

There are three seasonal streams-choe within our project area, namely N-Choe,
Patiala Ki Rao Choe, and Sukhna Choe. There is no river located inside the Chandi-
garh area. However, the nearest river to the city is the river Ghaggar. Threeman-made
surface water bodies are recorded in Sukhna Lake, Dhanas Lake, and New Lake of
sector 42.

Presently used method for water treatment (Fig. 1).
Table 1 is depicting the service level benchmarks as per MoUD and the existing

service level in Chandigarh (Data as collected from the government departments).

Step 1

Step 2

Step 3

Step 4

Step 5

Chlorine Contact Tank

Step 6

Rapid Sand Filter

Sedimenta on

Flash Mixer

Alum Dosing

Inflow

Fig. 1 Flowchart for the current method of water treatment used
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Table 1 Service level benchmarks for water supply in Chandigarh

S. No. Key performance indicators
(KPI)

Service Level benchmark as
per MoUD

Existing service level in
Chandigarh

1 Coverage of water supply 100% 100.0%

2 Per capital supply of water 150 LPCD 227 LPCD

3 Continuity of supply 24 h 4–5 h in morning
4–5 h in evening

4 Extent of metering of water
connections

100% 100%

5 Extent of non-revenue water 20% 35%

6 Quality of water 100% Adequate and good

7 Efficiency in the collection
of water-related charges

80% 92.25%
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Fig. 2 Automation of water generation scheme

A figure representing the automation of the water generation scheme is shown in
Fig. 2, with parameters and various alarms associated with it.

1.2 Disadvantages of Intermittent Water Supply Over
Continuous Water Supply

Intermittent supply gives rise to the following deficiencies in the service and its
management:

1. Severe risks to health, resulting from ingress of contaminated groundwater to
the distribution system

2. High non-revenue water (NRW).
3. Lack of resources for system augmentation and remodelling.
4. Operational techniques used to control supply and demand are outdated.
5. Lack of control on the supply-side—no leak control, no data, plans, and SOPs.
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6. No. of unauthorized connections causing physical and revenue leakages.
7. Low technical and financial management capacities.
8. Customer inconvenience: By imposing financial restrictions on water bills and

limiting personal water usage for residents, which in many cases is below the
level required for the practice of safe hygiene [3].

2 Need

Water being an essential commodity, many cities cannot even get 100 l per capita
per day. With such water scarcity, it is not easy to provide 24 h water to the residents
in PAN city, where most of the major cities in India are populous. Therefore, the
idea was conceived with the plan that Chandigarh will implement a 24 × 7 water
supply project for the whole city with a population above 1 Million. The definition
of a 24 × 7 water supply would mean that every consumer gets water 24 h a day, all
seven days with required pressure. This level of service has become common now
in several of the world’s cities; however, no Indian city provides its citizens with a
round-the-clock water supply. Most of the cities in India receive water for a couple
of hours during the day and evening hours.

3 Objectives

1. To study accurate metering of water and its impact.
2. To study how to avoid leakages and curb non-revenue water (NRW).
3. To assess the behavioural change of residents with continuous water supply.
4. To study optimum usage of surface water @150 LPCD (litre per capita per day)

as per CPHEEO manual.
5. To study elimination of tube wells for groundwater sustainability for future

generations.

4 Methodology to Meet the Desired Goal of Achieving
Continuous Water Supply

1. Hydraulic Modelling
2. Integration of DMA with SCADA
3. Calibration of Distribution network
4. Revision of Tariff System
5. NRW Reduction Measures
6. Reuse of treated water
7. IoT-based System for continuous supply.
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4.1 Hydraulic Modelling

Hydraulic modelling is essential when converting or expanding an existing network.
It is about recuperating as much as possible from the faults of the existing running
process. The effects of increasing the required load on the already existing system
can be estimated. With this, any lapse that can arise during the design of new models
can be detected easily.

A few of the measurement devices required for the modelling are:-

• Flow measurement devices such as electromagnetic flowmeter, ultrasonic
flowmeter, bulk water flowmeter, and differential flowmeter

• Sensor-based pressure transmitters
• Actuators
• Valves such as air valves, sluice valves, gate valves, and butterfly valves
• Electrical parameter controls—SCADA (Clifford et al. 2005).

4.2 Integration of DMA with SCADA

The recording of the operating parameters of thewater supply systemwas carried out,
and the results obtained have been discussed later in the paper. District metering area
(DMA) has been an excellent method to individually monitor and examine the water
parameters, such as flow rate and pipeline pressure.DMAamalgamatedwith SCADA
is primarily suitable for real-time insights across water treatment plants. In contrast,
DMA integrated with SCADA helps identify the area of the issue more quickly and
accurately. SCADA solutions may contribute a great deal towards integrating leak
detection and periodically implementing planned repair programs. The following
relevant measures and practices can be implemented with the use of a SCADA
system (Fig. 3).

• Estimating the level of water losses via undetectable small leaks (in unknown
locations)

• Constant monitoring and regulating of the pressure in the network at critical
locations

• Recording and analysing sudden changes in flow rates for detecting new leaks
and bursts

• Reducing the actual response time to isolate the troubled section [2].

Current System as per data acquired from government agencies

• Remote Terminal Unit (RTU)—204 Nos
• Total Tube wells Covered—155 Nos
• Total Booster Station Covered—49 Nos
• Main Master Control Unit—2 Nos.
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Fig. 3 Dashboard: SCADA control display

Wireless Water SCADA System

Entire process of monitoring takes place on the concept of SMS messaging
system and artificial intelligence. The system provides fixed time data, alarms, and
customized reports. In an alarming situation, the status is informed to the concerned
officer by SMS. On pre-configured mobile sets or on the control room, P.C. provides
present status of essential parameters on mobile instantaneously. In a new addition,
artificial intelligence has been induced in the system and functions like auto cut, auto
start-up are taken by the system itself [2].

Existing and proposed System for SCADA

The existing SCADA system was first introduced in the year 2007 at Municipal
Corporation Chandigarh. There has been no significant up-gradation in that system
since 2007. The software component of HMI (human–machine interface) should
be made informative, and it should support the local alarm management system
incorporated at Central Control Room. Screens should display the layout schemati-
cally as per actual configuration. Screens should have authentication and user login
to access reports and manage the site efficiently. I.T. Friendly network across all
layers and levels will help in improving the response time and speed of the entire
system. The reporting systems should be enhanced with a secure reporting and anal-
ysis system. Detailed energy-related reports will identify the energy-intensive oper-
ations. System performance can be improved through a SITE-level database/data
buffer. Asset management and innovative engineering document management soft-
ware should be incorporated. The hardware component of SCADAwill be operating
under harsh local environmental conditions. The control room for SCADA has been
made in Integrated Command Control Centre, proposed in sector 17. A complete
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Table 2 Tube well data showing working and non-working no. of tube wells as per site visits done

Total No. of Tube
wells

Average no. of
tube wells
working daily

Kept off by
department

Tube well
abandoned by
department

Other daily issues
faced by tube
wells, such as
motor faulty, low
water level issues
etc.

289 229 9 17 34

Table 3 Tubewell data comparison as per site visit and data collected from government department

A1 A2 A3 A4 A5 A6 A7

Total No.
of Tube
wells
working

As per pump
specifications,
the average
flow in
gallons/hr

Average
working
hours per
day

Total average
flow in
gallons per
day

Total
average
flow in
MGD

Actual flow per
day without
losses in
gallons ( i.e.
A1 * A2 * A3)

Difference
between
actual and
observed
flow data in
M.G

229 9860 10 27,739,224 27 22,579,400 5.15

modern cum advanced SCADA programwill be executed and operated in the project
area.As required, approx. 252Nos. of remote terminal unit (RTU) and 315 no. remote
reading devices (RRD) have been proposed at various locations within the project
area, Chandigarh.

4.3 Calibration of Distribution Network

The importance of the hydraulic model has been discussed above. However, a
hydraulic model without calibration would not be of much or any use. The calibra-
tion of the models is based on either a demand-driven or pressure-driven approach.
Due to the lack of details of the system and high degree of uncertainty, only with an
accurate calibrated model, the model’s credibility may be achieved [3] (Table 2).

As per the site visits done and comparing the data obtained with the data provided
by the government (Table 3).

4.4 Revision of Tariff System

With the increase in daily water availability to the consumers, there is also a risk of
consumers being slack in using water and therefore again leading to water wastage
from their end. Keeping the cost revenues involved in the process and the risk of
water wastage, it is best to maintain a practice such that water is utilized in the
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Fig. 4 Revenue comparison
with updated tariff rates
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most efficient manner possible. One such means to achieve this target is by raising
the current water cost per unit paid by the consumer. This will lead to awareness
for reducing water losses done by the consumer and, more importantly, add to the
amount of revenue to be met for implementing the hydraulic model [3].

Below is a graph observation based on a rough estimation if the tariff is increased
by 10% for domestic and industrial water (Fig. 4).

4.5 NRW Reduction Measures

As per data collected from the grievance cell of water supply department, a graph
representing the percentage of non-revenue water is made. The graph clearly shows
that most of the non-revenue water is from underground water leakages with as high
as 43%. The other reasons of water wastage or non-revenue water being such as
damaged pipes, slums and stand posts, unmetered and illegal connection, and UGR
leakages. Also, a little margin (aprrox. 4%–5%) of NRW is generated from the water
supplied to government buildings which is not billed as per the government law in
U.T (Fig. 5).

As per research, water available—300 MG (Table 4).
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Fig. 5 NRW identification using Pareto chart
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Table 4 Water availability in
case of losses reduced by 20%

Water available—300 MG per day Losses at present
35%

In case of losses reduced from present 35–15%,
i.e., reduction in the loss by 20%

Water availability—300 MGD + 20% of 300 MGD = 360
MGD

Rate revenue: As per the present data, there are 1,60,000 households. By reducing
the losses from 35 to 15%, as found above, there would be an increase in the daily
water availability by 60 MGD as per above calculations [3].

4.6 Reuse of Treated Water

Water reuse offers promising opportunities to reduce the risk of non-availability of
water resources for domestic and industrial purposes. Effective water reuse requires
the integration of water and reclaimed water supply functions. Water reuse will
become increasingly important in the years ahead to achieve sustainable use of the
world’s water. There is enough advancement in today’s technology that makes it
possible to recycle water for all domestic uses. However, there is still a widespread
belief among people that reused water is a spoiled or unclean resource. To gain
people’s confidence in this matter and make them aware of the reuse of treated water,
it is required that treated water parameters always be met under the designated value
[3].

4.7 IoT-Based System for Continuous Supply

Various IoT resources shall be used for different applications in a vast range. As
per the schematic diagram shown above, the authorized users shall have a direct
accessibility either through mobile phones or by logging in the computer in main
control station using SCADA. As shown in the schematic diagram, the main control
station receiving the information from various iRTUs shall be forwarding ahead
the information to certain users authorized by the department for keeping a proper
monitoring on the running project [5] (Fig. 6).
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Fig. 6 A schematic diagram showing the proposed architecture of the IoT system to work upon

5 Other Proposed Algorithm

Another method that can be proposed for a continuous water supply is the use of
overhead tanks. However, the drawback being that using overhead tanks is efficient
only if the targeted city is having population not more than 1 million. The continuous
water supply to a pan city with over 1 million population would not be achievable by
using overhead tanks. The required pressure to bemaintained in pipes using overhead
tanks is achievable only for cities having very less population. Moreover, the cost
and infrastructure required to construct new overhead tanks or renovate old existing
head tanks is quite high and will be a further disadvantage. Overall, the use of head
tanks would require a large amount for its construction and infrastructure, and still,
it would be feasible only for cities having population less than 1 million.

6 Literature Review

A brief description of relevant literature for design for conversion of intermittent
water supply to continuous water supply of Chandigarh: A case study.

Author(s) Title of the paper Description and findings

(continued)
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(continued)

Author(s) Title of the paper Description and findings

Ramón Martínez, Nuria Vela,
Abderrazak el Aatik, Eoin
Murray, Patrick Roche, and
Juan M. Navarro

On the Use of an IoT
Integrated System for Water
Quality Monitoring and
Management in Wastewater
Treatment Plants (2020)

This paper explains on how the
analytical device such as nitrite
analyser based on novel ion
chromatography detection
method, and other such devices
can be beneficial for the
detection method in wastewater
treatment plants. The devices
discussed here and integrated
using an Internet of things
software platform and are also
tested under real conditions.
The purpose of the paper is to
create a decentralized smart
water quality monitoring system
for better water quality
monitoring and management

Elad Salomons 1, Uri Shamir
2, and Mashor Housh

Optimization Methodology
for Estimating Pump Curves
Using SCADA Data

Supervisory control and data
acquisition (SCADA) acquired
a lot of data. This paper explains
that this data collected by
SCADA, if used and analysed
properly can increase the pumps
performance, efficiency, and
longevity. Pump characteristic
curves are derived using this
data which further assisted in
determining the fixed and
variable speed pump curves.
The methodology discussed in
the paper has been demonstrated
in a real-world case study, and
the practical data obtained have
been shared in the paper

(continued)
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(continued)

Author(s) Title of the paper Description and findings

Allen M, Mudasser I,
Srirangarajan S, Lim B L,
Girod L, Whittle A

Water Distribution System
SCADA Survey Report

This paper discusses on the
importance of hydraulic
modelling and provide statistics
based on the projects on which
the survey was done. This paper
explains that hydraulic
modelling was used in more
than half of the projects under
the survey. Six or more
applications of SCADA which
are used in water distribution
system are discussed, and the
survey was developed based on
these applications. The majority
of the plants using SCADA
have been monitoring the
system using SCADA for more
than 15 years. Apart from the
survey reports, this paper
discusses on how the data
collected from various SCADA
sensors can be used for various
related purposes, such as bill
generation, generating water
regulatory report, and create
reports on trending of water
quality

7 Pilot Study and Experimental Analysis

7.1 Pilot Study 1

A pilot study was also conducted with conventional pressure gauges to discover
chronic water contamination problems at sectors 28 C and Sec 28 D Chandigarh.
The pressure gauges were installed at various locations for a distance of 165 m with
six testing points.

The pilot study’s objective was to analyse the effect of measurement devices to
find underground leakages. Six pressure transmitters were used in the water pipeline
at unequal intervals (Fig. 7).

Up to 175 m, the pressure decrease was under the norm parameters, from 35 to
24 Psi. However, after 175 m, from point D onwards, a rapid decrease in pressure
was observed in the following testing point, which was kept at a distance of 125 m.
The pressure observed was 10 Psi. This indicated a sure sign for leakage between
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• Pilot Study Map  

Point A
Pressure : 
35 Psi

Point B 
Pressure: 
32 Psi

Point C
Pressure : 
27 Psi

Point D
Pressure : 
24 Psi

Point E
Pressure :
10 Psi

Point F
Pressure : 
8 Psi

Rapid drop in pressure 
observed using 

pressure transmi ers

36 residen al 
connec ons

28 residen al  
connec ons

48 residen al 
connec ons

26 residen al 
connec ons

29 residen al 
connec ons

30 m 55 m 90 m 125 m 165 m

Fig. 7 Pressure transmitter used in the pilot experiment

two points, i.e., D and E. A further Site investigation was done, and it was found that
the leaked water was being discharged into the stormwater line and was producing
loss to the government.

7.2 Pilot Study 2

Below is the architecture of the pilot project carried out for obtaining the importance
of RTU in SCADA (Fig. 8).

Source 1 

Source 2 

UGR 1 

Further Towards 
residen al area

Branch 1 

Branch 2 

Branch 3 

Branch 4 
UGR 3 

UGR 2

UGR 4 
Branch 5

iRTU

Mini 
RTU

Fig. 8 Pictorial representation of working of RTU in SCADA
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Site photographs of pilot project:

Main RTU: PANEL Main RTU: PLC Analyser Probes: pH & CL Multi-Parameter Analyser

Fig. 9 Pictures taken during pilot project of main RTU panel, PLC, analyser probes, and multi-
parameter analyser

The recycled water is drawn from two primary sources, i.e., STP 3BRD and
STP Diggian. This recycled water is distributed into five branches, including four
supported by UGRs at Sector 29B, 29C, Sec 48, and Sec 28. The main iRTUs with
BOD COD sensors, TSS sensors, flowmeters, pressure transmitters, and electrical
sensors were installed. Whereas, branch iRTUs known as mini iRTU were provided
with flowmeters, pH sensors, and pressure transmitters at 13 different locations.
This resulted in practical and real-time monitoring of qualitative and quantitative
parameters of recycled water (Fig. 9).

8 Conclusion

To keep continuing the distribution 24 * 7without any newwater resources available,
plus the increase in population demand over the years, the project seems very difficult
and ludicrous to work upon. The case study finds new methods and checks that can
lead to 24 * 7 supply if worked adequately upon. The basic plans introduced for the
project’s success are by detecting and reducing water leakages assisted by upgraded
SCADA for quicker detection and problem solving for making the project stable and
robust for coming years. However, the above proposedmethods discussed thoroughly
in the case study would prove to be of little use if there is no awareness among the
public for using the water efficiently. Keeping this point in mind, the case study also
proposes to increase the tariff plan of water, which will not only result in a decrease
in water wastage but also add to the valuable revenue required for the successful
running of the project over the coming years.
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A Novel Compression Method
for Transmitting Multimedia Data
in Wireless Multimedia Sensor Networks

Richa Tiwari and Rajesh Kumar

Abstract This paper discusses various compressionmethods used inwireless sensor
networks. Compressed sensing is the emerging signal processing tool that makes the
transmission of data easy via low-data rate links. In the wireless sensor network
applications, a group of sensors is used to sense any events and make decisions, and
the collaborated information sensed by different tiny sensing devices are used to give
the decisions about the occurrence of the particular events. According to the different
applications and data types, the quality of service parameters and designing param-
eters for nodes are different. For dealing with low bandwidth in a sensor network, it
is most important to reduce the transmitted data bits between sensor nodes or from
nodes to sink. In the case of multimedia data such as image signals, the compression
is beneficial for the reduction of these bits because fewer bits required less trans-
mission energy. In some situations of the multimedia sensor network, some loss is
accepted without affecting the too much quality of results. Data collected by nodes
are spatially correlated with each other, so the image samples collected over time by
the nodes are also correlated with each other. If only some samples are transmitted,
then these samples are sufficient to give the knowledge about the suspected object
inside the monitoring area, so the transformation-based compression technique is
the good solution for the compression in the case of the multimedia sensor network.
In this paper, a Hadamard transform-based compression technique is discussed for
image compression with the consideration of different designing parameters of an
image signal. In that manner, this work helps us to select the transform and source
coding schemes for the compression of image data inside the wireless multimedia
sensor network.
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Keywords Data compression · Data grouping · Wireless multimedia sensor
networks · Hadamard transform · Discrete cosine transform · Mean square error ·
Peak signal to noise ratio · Similarity index · Optimization

1 Introduction

In wireless sensor network applications, the data sensed by sensor nodes have been
shared with the base station. To efficiently perform that task, sensor networks are
used with many emerging computer network fields such as cloud computing and
the Internet of things. These technologies make long-distance transmission easy and
provide a high amount of virtual storage space. Internet of things (IoT) is a useful
technology in many aspects when it is used in conjunction with sensor network
technology. It is widely used in the transmission of multimedia data, because this
data require high speed in transmission. The block diagram for WMSN is shown
below in Fig. 1.

However, some major challenges have been resolved, such as data compression
and energy management inside tiny sensing devices. A large amount of data has
been sensed by sensors that need to be transferred inside the IoT layers. The sensors
consumed a large amount of energy in the transmission of image signals in the case
of the multimedia sensor network. If the total amount of transmitted frames bits is
reduced from the perception layer of sensors to the network layer of IoT network
architecture, then the network lifetime has been improved. For achieving this task,
sensors are required to performseveral signal processingoperations on the aggregated
data and make decisions about the events happening in the sensor network field. In

Fig. 1 Wireless multimedia sensor network
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this task, sensor nodes are required to communicate in two manners: First, locally
between the neighborhood nodes and second, globally between the long-distance
sensor nodes and/or to base stations. Sensor nodes in sensor networks communicate
using radio links that operate at low power and have short-range communication
capability and also have low bandwidth for the transmission of data. Typical data
rates of these radio links are from tens to a few hundred Kbps, so it is a very critical
task to ensure the transfer of multimedia data on that sensor network links because
these applications not suitable for low-data rate sensor link, and in practice, around
only 20% of sensor power is consumed in sensing, rest power is consumed in data
transmission. It will be very useful in these practical scenarios to compress the data
communicated among sensor nodes and sink for reducing the bandwidth required
for transmission and to achieve the high-data rate fast requirements. Since sensors
operate with portable batteries, the benefit from that data compression is reduced
energy consumption and improved network lifetime. The motivational aspect behind
this approach is the availability of the hardware for Hadamard transform that is
very low cost and consume very little energy. There are many methods of data
compression in the case of lossless data compression high degree of accuracy has
been obtained. The recovered signal at the destination is the same as the originally
transmitted signal. In this case, the compression ratio is very small. The hardware
complexity and storage requirements are very high in those cases. In the sensor
network applications generally, the considered application area is the place that has
beenmonitored for security purposes, in these situations, for the information about the
existence of the suspected object, the good quality of an image has not been required.
In lossy compression, some information content is lost in the data compression
and decompression process. The quality of the decompressed signal is not very
good but the hardware required and the requirement of the complex algorithm has
been removed or in other words, the transformation techniques available in signal
processing can perform this task. The sensor nodes have a small storage buffer that
stores the compressed image of the area in form of bits. The sensor nodes sensed the
image and compressed that image by using the transformation technique, if there is
no difference in the number of bits up to a predefined threshold level, the sensor not
transferred the sensed image signal, otherwise the sensor nodes send these signals.
In that manner, the transmission energy should be saved.

In the transmission of multimedia data, it is useful to compress data by using
various transforms. The number of transforms is available for compression in this
paper, various techniques are discussed, and after that Hadamard transform-based
compression technique is proposed for the compression of the image signal. There
are many reasons behind considering that technique for image processing purposes.
In the Hadamard transform, the multiplication is performed with an identity matrix
called Hadamard matrices. Hentati et al. [1] proposed a hierarchical implementation
of Hadamard transform modules by using RVC-CAL data flow programming. This
FPGA-based implementation consumed less power and updated up to 32 input–
output data buses. This type of implementation is easily possible inside the sensor
module. That provides compression as well as low-power consumption that is the
reason behind to the selection of this transformation technique.
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Fig. 2 FPGA-based design of a multimedia sensor node

The general architecture for designing of FPGA-based nodes used for sensor
networks is shown in Fig. 2.

This paper proposes an image compressionmethod that is based on the comparison
of similar repeated data. This whole process is done on the images sensed by sensors.
The similarity index of the image is calculated by root to mean square criteria.

Following the image, parameters are important to evaluate like compression ratio
(CR), mean square error (MSE), and peak signal to noise ratio (PSNR). These
parameters descriptions are following:

Mean Square Error: MSE is the cumulative square of the error between the original
image and the received image. It is given as

MSE = 1

MN

M∑

m=1

N∑

n=1

[(S(i, j) − (R(i, j))]2 (1)

where S(i,j) is the original image signal sensed by the sensor node, R(i,j) is the
received image signal.

Peak Signal to Noise Ratio: In this case, the signal represents an original image
that is originated from the source, and the noise represents the compression and
transmission losses. Thus, PSNR gives the overall quality of the received signal.

PSNR = 10 log 10
MAXO

MSE
(2)



A Novel Compression Method for Transmitting … 41

where MAXO is the maximum value of pixels in the given image, each pixel is
represented by 8 bits hence MAXO = 2n − 1 = 255, n is bits per pixel.

Compression Ratio: This ratio is the ratio of the difference between original size
and compressed size to original image size. The formula for compression ratio is

CR(%) = [
(Original size − Compressed size)/(Original size)

] ∗ 100 (3)

The rest paper is organized as follows: In Sect. 2, we describe the various types
of compression methods that are used in multimedia sensor networks. Section 3, the
compression plan with Hadamard transforms method. In Sect. 4, MATLAB simu-
lation results are obtained in terms of compression ratio, MSE, and PSNR. The
conclusion remark on the paper is presented in Sect. 5.

2 Related Work

In sensor networks, the research has been focused on resource utilization with low-
energy consumption. In a paper presented by El Gamal et al. [2], various scheduling
algorithms with energy efficiency have been discussed for minimizing the energy
used in data transmission, these algorithms used the variable packet-transmission
time. In Sankar Subramaniam et al. [3], an energy-efficient frame-size optimization
has been presented, and the practicality of forward error correction (FEC) in WSNs
has also been considered. Pal et al. [4] presented balance in cluster-size clustering
algorithm to extend the lifetime of a sensor network. This algorithm upgrades the
cluster standard and provided a lower number of nodes dead inside the network. Lee
et al. [5] designed the layout for the energy-efficient wireless video sensor networks.
In this algorithm, “capture rate and network control” are developed for multimedia
camera networks. This paper reveals that the quality of service is the function of
many parameters like energy, captures rate, and transmitted power and has been
improved by maintaining the optimal values of these parameters. ZhouWei et al. [6],
the distributed image compression has been analyzed in this paper for pass on the
multimedia data over WSNs. The processing model inside the network is used for
the development of distributedmultiple-node cooperative networkmodel; this model
upgrades the performance of this network. Further, for achieving the improvement
in image compression ratio, image quality, and SNR, a new algorithm NDICPCA
algorithm is developed by Shikang Kong et al. [7], a non-negative factorization
method for matrix is suggested, and this method is based on NMF for multimedia
WSN enhances image compression ratio, data recovery rate with reduce amount of
overall energy consumed by the sensor nodes.

For removing the small battery limitation, energy harvesting is the best solution in
WSN [8, 9], and these schemes utilized the energy gathering from the environment
for improving the life span of network and the connectivity between nodes. The
energy harvesting via a RF signal in a relay network is analyzed in Nasir et al. [8],
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this work gives an sensors-relays-destination node architecture, a relay node having
the energy harvesting capability, this relay utilizes the radio signal transmitted by
the sensor node for energy harvesting, that energy is used to send the sensed data
to the sink node. Gunduz et al. [9] proposed tools and analytical model, and this
mathematical tool is used for designing reliable energy harvesting communication
systems. The energy inWSNs is optimized by variousmethods; out of thesemethods,
some methods are duty cycling between the resources and various signal processing
inside the network. In the schemes based on the duty cycling approach, the energy
saving is achieved by the scheduling of wake-up/sleep time at sensor nodes, and
variousMAClayer protocols are utilized for this purpose.Various networkprocessing
schemes are data aggregation, compression, etc. The main concept behind these
methods is to reduce the amount of data to be transmitted. Some effective methods
to reduce the amount of data to be transmitted, data compression, have been actively
proposed bymany researchers [10–13]. Using thesemethods, small-size data packets
are transmitted inside the sensor network. By this compression process, the consumed
energy is reduced in data transmission inside the network. Razzaque et al. [14] give
a survey about various data compression methods used for energy-efficient WSNs.
Data compression algorithms for WSNs are divided into several categories such
as distributed source modeling, transform coding, source coding, and compressive
sensing, various authors compared them for various performance parameters such
as the compression ratio and power consumption. Application of data compression
in multi-hop WSNs is to be considered, where packets originated from a source
node are relayed toward the destination node through multiple wireless paths. These
nodes throughout this multiple paths are capable of performing data compression for
reducing the energy consumption in transmission. When packets are relayed toward
the sink from the source node, the size of these packets is reduced by various data
compressionmethods, which automatically decrease the overall energy consumption
inside the wireless multimedia sensor network. In this paper, the energy harvesting
via compression has been consider for increasing the lifetime of a multimedia sensor
network. Via compression sensor nodes are transmitting and receiving comparatively
smaller-size packets. This method reduces the overall energy consumed inside the
network. We also consider battery-operated sensor nodes, which are rechargeable
by energy harvesting. To reduce the average energy consumption of sensor nodes
and extend the lifetime of the networks, we propose a compression algorithm for
image signal by considering comparison between the upcoming image signals bits
generated after compression with the previously stored image bits.

3 Materials and Methods for Data Compression

Wireless multimedia sensor network (WMSN) is based on the transmission of multi-
media signals that needs high-data rate. For the processing and transferring of that
data within limited storage space, the compression of every frame becomes the basic
requirement. Network has less bandwidth, so the transmission of compressed data
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becomes easy. The compression is grouped into two parts such as lossy compression
and lossless compression. In the case of lossless compression, transmitted image and
recovered image differences are very small, but in lossy compression, distorted image
is received. The compressing of the image frame is to achieve a large compression
ratio with a smaller loss. For achieving the compression in the sensor network, two
types of terminologies are used compression inside a node and cooperative compres-
sion between nodes. The data compression method employed in one node based on
the compression process occurred inside the single sensor node, the exchanging of
information between other nodes is not happen inside the network. The main object
of these schemes is the achievement of a high-compression ratio of data, for reducing
the packet size at node level before sending to another node or destination. In coop-
erative compression, the data packets are sending over the network by sharing the
parameters such as the relative position of each node or the corresponding relation
between sensed data at various nodes. Each sensor node will do the compression of
raw data. The computation complexity is increased in this type of compression, but
network lifetime is increased by proper energy balance in this situation. Khedker
et al. [15] proposed that a transformation is a powerful tool for achieving a high-
compression ratio. This can be achieved by using many two-dimensional image
transforms like DCT, KLT, Slant, Hartley, Hadamard, and DST. By using transform
techniques, the images are converted linearly from pixel to bits. In a sensor network,
many applications accept lossy image compression up to a significant level. So this is
beneficial because the high number of insignificant coefficients is to be discarded, and
a high-compression ratio is achieved. Network energy is also saved by using these
transform approaches. Hence, the transform domain-based compression methods
are very suitable for WMSN. The block size of transform coefficients is of the
same order as the block size of original image pixels. The original signal is recon-
structed by applying inverse transform on the reduced coefficient block. Numbers
of transformation techniques are used in signal processing. In this section, the effect
of various 2-dimensional image transformation techniques like KLT, DCT, Slant,
Hartley, Hadamard, and DST is discussed according to their energy requirement
and compression properties. Karhunen–Loeve transform (KLT) is reconstructing the
original image from less coefficients present in the transformation domain. This
transform provides the minimumMSE between the transmitted image signal and the
received image. The main limitation of this transform is its complexity as the kernel
needs to be calculated each time an image signal is changed for compression. In
discrete cosine transform (DCT), the kernel is fixed for the input image, thus compu-
tational cost is less as compared to KLT and both JPEG and MPEG compression
standards used with this transform. It is a block transform approach that is applied
over non-overlapping blocks of the image signal. In general, DCT block sizes are
8 by 8 or 16 by 16. Hartley transform is having a real linear operator, and it is
symmetric transform method. Hadamard transform is just like the Walsh transform
which represents the signal by using the set of orthonormal square wave functions.
This transform is computationally simple because Hadamard functions are real and
will take values either +1 or −1. Discrete sine transform is Fourier-based transform
in which an odd symmetrical portion of the real data is extracted from original data.
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Fig. 3 Data flow from node to server in MSNs

Its operation is based on the fact that the function used by that transform operates on
a finite number of discrete data points. The basic difference between the DCT and
DFT is that DCT contains real and even parts of DFT, whereas DST contains real
and odd parts of DFT.

In this section, we present a cooperative compression technique for sensor
networks for the compression of the image signal. The energy consumption is using
data compression formulti-hopdelivery of data packets.As a data packet is forwarded
along multiple paths, Kim et al. [16] propose a scheme that determines the compres-
sion level status at each node forminimizing the energy consumption and tomaximize
the node lifetime (Fig. 3).

In future aspect, the combination of the above-proposed techniquewithHadamard
transform for the compression of an image signal is very much useful in energy
balancing. In this approach for every cycle, the base station provides the compres-
sion ratio information to all nodes. Nodes compress the image signal according to
their required compression ratio. Now in this work, the Hadamard transform-based
node has been designed that compresses the signal using this and after compression,
comparator compares the total number of bits between the generated data and stored
data if difference increases above the predefined limit then only data transfer occurs.
The server generates security signal for all nodes, the inclusion of that signal inside
that algorithm is now not taken into consideration. The algorithm steps are discussed
below,
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Algorithm

Step 1: Take input image
Step 2: Extract frames of that image
Step 3: Apply Hadamard transform-based compression on each extracted frame
Step 4: Convert pixel matrix of frames into serial data for transmission
Step 5: Compare these bits with stored bits
Step 6: If bit differences are large then transmit data, otherwise no transmission
Step 7: Set the baud rate of Tx and Rx unit at 19,000
Step 8: Open port at the transmitter for transmitting these data
Step 9: Fix output buffer sizes that are suited for serial data transmission
Step 10: Output serial data
Step 11: Fix buffer size at receiver for both input and output
Step 12: Open receiver port
Step 13: Receive serial data coming from sensor nodes
Step 14: Separate serial data into parts for reconstruction
Step 15: Reshape serial data into the matrix
Step 16: Repeat steps 3 to 15
Step 17: End.

4 Simulation Results

For determine the performance of the above algorithm, a multi-hop WSN is to be
selected, inwhichNsensor nodes are deployed inside the observation area.The sensor
node type is a MICAz device powered by rechargeable batteries and transmitted
data serially via Zigbee at 19,200 bps. Each nodes are having 5 kJ as the initial
energy. The transmission range of the RF transceiver is between 65 and 90 m. All
sensors are within the range of each other. The energy consumed for compression,
transmission, and reception is 3.5, 600, and 670 nJ/bit. Initially, the image signal is
transformed into frames, and each frame is compressed by transformation. Each of
these compressed frames are resized into 72 × 72 and then transmitted serially over
Zigbee at a 19,000 bps baud rate. At the receiver, these frames are recovered back.
After getting received frames, image parameters are calculated on both transmitted
and received frames, by using MATLAB software. The comparative parameters are
shown in Table 1, and this table shows the image parameters such as MSE, PSNR,
and CR for seven transmitted and received frames at 19,000 bps.

4.1 Performance Parameters for Image Signal

Table 1 shows the calculation of various parameters related to the compressed image
in the sensor network. These parameters are related to the quality of the image,
for the reduction in the number of transmitted frames and energy saving, and it is
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Table 1 Performance parameters

Frame no. Original frame size
(KB)

Compressed frame
size (KB)

Compression ratio
(%)

MSE PSNR

Frame 1 16.5 10.70 35.1515 12.7072 26.0694

Frame 2 16.8 9.80 39.8809 13.7073 26.7271

Frame 3 16.0 9.50 40.6250 12.9899 26.7555

Frame 4 16.7 10.00 40.1197 13.7072 26.0232

Frame 5 16.5 10.20 38.1818 12.7077 26.3232

Frame 6 16.8 10.50 37.5000 12.7075 26.3134

Frame 7 16.3 10.60 34.9693 13.7271 26.3535

necessary to compromise among these values, the best way is to design an algorithm
in such a manner that adjusts the compression ratio of nodes according to application
requirement.

The performance measures of image signal are collected in Table 1.

5 Conclusions

This paper, a compression method based on Hadamard transform, is discussed for
image compression. Network lifetime improvement has been done by comparing
the compressed signal bits, so the conditional transmission reduces the transmission
time and saves the transmission energy. In that manner, this technique gives advan-
tage of duty cycling without the in-cooperation of any complex MAC protocol. The
comparison is between the previous stored bits, so there is no requirement of any
additional storage inside the node. This concept is beneficial in energy harvesting
in wireless multimedia sensor network applications. The future aspect of this paper
is to generate a command from server to sensor nodes for transmitting all images
without comparison when any suspected article comes inside the monitoring area.
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Live Temperature Monitoring:
IoT-Based Automatic Sanitizer Dispenser
and Temperature Detection Machine

Rudresh V. Kurhe, Anirban Sur , and Sharnil Pandiya

Abstract This study presents a live monitoring non-contact temperature detection
and sanitizer dispensing system. The method is designed for preventing infection
of COVID19 viruses. It maintains and improves community health and reduces the
infection’s adverse economic and social effects. The temperature detection (TD) and
sanitizer dispenser (SD) subsystems of the LTM are controlled by a single micro-
controller. In this study, the TD was created to operate similarly to existing and
commercially available handheld infrared thermometers in terms of accuracy, show
the temperature read to the user, and provide visual and audible alarms when the
sensed temperature exceeds the average body temperature. Furthermore, the SD is
designed to efficiently distribute sanitizer by dispensing only once and at the required
amount. The experimentation study suggests that the final test findings are satisfac-
tory, demonstrating that the LTM contributes to temperature monitoring and hand
disinfection. In the end, we have discussed the limitations and future directions.

Keywords IoT · Sensors · Automated detection system · Sanitizer · Temperature ·
COVID-19 protection

1 Introduction

COVID-19 infections are currently posing a global danger. Many individuals have
been affected due to the virus’s rapid spread, which has infected 84% of countries
worldwide. Spreading of severe acute respiratory syndrome coronavirus 2 (SARS-
Cov-2) virus throughout theworld (almost in 84%of counties in theworld) developed
a global pandemic, affecting the global economy very badly. Colossal health care
infrastructure developed across the globe for fighting the coronavirus as the virus
changes its symptoms and constantly mutations occurs.
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The world has been in a state of high tension since December 2019. Unfortu-
nately, the numbers were growing by day by day. COVID-19 came to know after the
report flashed from Wuhan, China. The vaccine was developed in the early stage,
but due to the constant mutation, researchers, microbiologists, and pharmaceutical
companies cannot conclude the vaccine’s effectiveness. TheWorld Health Organiza-
tion (WHO) released a notice on how to protect yourself against the virus and assist
people in preventing its spread. Frequently washing hands using soap or alcohol-
based solutions show some excellent result against fighting the spreading virus. It
has a symptom like influenza or pneumonia, so checking human body temperature
frequently in public places for finding COVID infected people was a good idea.
Although an infected individual may not have a high fever, it is one technique to
identify a person with a COVID-19 infection.

Policies implemented around the world have helped mitigate its impact, but they
have not eliminated it. Due to the lockdown,most countriesweakened their economic
growth, and the testing of many medications was not adequate. The debate now is
between life and livelihood. Theweaker sections of society are suffering as a result of
the tightening of security across the globe. In India, during the fast wave of COVID-
19, scenario was very worst; people were rushing for a small piece of grain. The
pain is visible in the famished faces. Due to lockdown, industries were in decline
mode; employees were losing jobs. Nations economic growth was in reversed gear.
So lockdown was not a proper remedy for stopping the virus from spreading. Then,
researchers realized that frequent body temperaturemonitoring and hand sanitization
could be a good solution for spreading the virus. Current global situation keep in
mind, proper sanitization kiosk in every public placewith the temperaturemonitoring
facility should be a good option, be it a manufacturing unit, information technology
corporate office, educational institute or health monitoring unit, or a retail mall.

To resolve the discussed issues, we have presented a sensor fusion-based auto-
matic sanitizer dispenser and temperature detection machine in the undertaken study.
The presented IoT-based sensor fusion approach is designed to detect an individual
with or without mask conditions and provide appropriate notification to the security
personnel by raising the alarm.Moreover, the intelligent tunnel is also equipped with
a thermal sensing unit embedded with a camera, which can detect the real-time body
temperature of an individual concerning the prescribed body temperature limits as
defined by WHO reports.

The presented article is organized as follows: Sect. 2 discusses the presented
system’s necessity and uniqueness from currently available systems. Section 3
discussed the methodology used for the proposed unit. Sections 4 and 5 discuss
the system’s detailed architecture design, software and hardware used, connections,
sensing arrangements, deployments, and the step-wiseworkflow. In the end, expected
outcome and future scope of the product have been discussed in Sect. 6.
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2 System Design

This work has designed and implemented a live temperature monitoring automated
hand sanitizer dispenser unit’s prototype. Before designing the system, we have
deeply studied the following works done by different researchers.

Joshi et al. [1] have proposed a portable kiosk model based on the CFD simula-
tions. However, the proposed research is based on simulation, which is extremely
difficult to execute in real-world settings. Murthy et al. [2] have proposed a small
sanitizer system for passenger luggage disinfection. The technology, however, was
not intended to disinfect humans. It also made recording timestamps and calculating
the number of persons difficult. Pandya et al. [3] have proposed a smart sanitizer
tunnel. However, the proposed system cannot detect the thermal temperature of indi-
viduals and notify them. Wan et al. [4] proposed a hand sanitization unit for food
and process industries. They have used the hands motion detection approach for
monitoring hand-hygiene compliance. Sarkar et al. [5] have proposed an automatic
sanitizer dispenser system used in public places to disinfect humans. Ghayvat and the
team [6] have proposed a location-based system to detect the possibility of COVID-
19 in individuals. However, the system cannot detect and notify thermal temperature
of the body-related variations. Lippi et al. [7] reviewed several bio-safety strategies
to prevent COVID-19 infections in clinical laboratories. However, no disinfection-
based techniques for humans were discussed or presented in the suggested system.
Pandya and fellow researchers have proposed an intelligent home antitheft system
to protect family members from theft possibilities. However, the proposed system
cannot detect humans without face masks and notify human body temperature varia-
tions [8].Marques et al. [9] have proposed an IoT-based non-contact infrared temper-
ature acquisition system based for laboratory work. Shah and their team [10] have
proposed a smart cardiac system for detecting the possibility of cardiac arrest and
risks. However, the proposed system is not capable of detecting variations in body
temperatures and detecting heartbeats. Pandya and their team [11] have developed
an audio-based system to detect intruders and detect the lifestyles of individuals.
However, the proposedmethod cannot detect variations in body temperatures. Recent
researchers havemade genuine attempts to design and develop intelligent systems for
pandemics; however, the issue of seeing real-time body temperature and getting an
emergency notification is an open research problem for fellow researchers [12–16].

2.1 Novelties of Proposed Work:

The following are the novelties of work flow of proposed system:

• Within 5 s, the given LTM can prevent or disinfect an outsider accessing a specific
facility or property from becoming infected with COVID-19.

• The offered LTM can assist you in keeping track of people by allowing you to
watch them and keep entrance timings.
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• Finally, the Web and mobile interfaces were created to deliver live daily, weekly,
and monthly updates of individual counts.

3 Detail Design for the Setup

3.1 The Layered Design

This section described the layered design of the proposed IoT-based automatic sani-
tizer dispenser and temperature detection machine. Figure 1 represents the graph-
ical representation of the layered design of the proposed system; whereas, Fig. 2
represents the circuit design of the proposed system.

• Sensor Layer: Several sensing modules, including an infrared sensor module,
an infrared temperature detection sensor, an Arduino microcontroller, a Wi-Fi
module, and a submersiblemotor, make up the detecting layer. The detecting layer
is also in charge of recognizing persons in front of the machine and disinfecting
them for 5 s with a sanitizer spray on its palm.

Fig. 1 Layered design for the system
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Fig. 2 Circuit design representation of the proposed system

• Networking Layer: The networking and communication layer connect a sensing
layer with a networking and communication layer, a MQTT broker architecture,
Google Firebase, and Web and mobile interfaces.

• Cloud Layer: The in and out timestamp values of all the people who stand in
front of the machine and take timings are stored in the cloud service layer. It
also keeps track of the number of people who have used machine. The described
system’s cloud platform is an open-source Google Firebase database. Real-time
Data: The data have been processed and passed to the application layer for further
examination.

• Processing Layer: The processing layer is in charge of receiving data from a
Google Firebase cloud computing platform via a MQTT broker architecture, as
well as processing the incoming in and out time stamp values, as well as the
number of people in front of LTM. This layer also produces.

• Application Layer: The application layer comprises of aWeb andmobile interface
with a graphical user interface (GUI) that gives real-time statistics, daily, weekly,
and monthly updates on the number of people who have accessed the LTM, as
well as timings. The application also offers a number of graphical representations
that may be submitted to the security control center for further study

3.2 List of Components Used in the Undertaken Study

Figure 3 represents the prototype implementation of the proposed system. A list of
software’s and hardware used in the undertaken study is described below:

• For system input and output data temperature sensors, LED, LCD, motor, pump,
and infrared sensors are used.

• An Arduino Uno microcontroller is used for controlling the input and output
devices, which have Microchip ATmega328P microprocessor.
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Fig. 3 Prototype implementation

• For remort, contact measurement temperature sensor (MLX90614) is used, which
is operated by infrared.

• For measuring surrounding infrared radiation, an infrared (IR) sensor is used.
• A DC 9 V motor pump is used for sucking and spraying sanitizer
• For displaying the temperature of the user, liquid crystal display (LCD) is used.
• ForWi-Fi module, NodeMCUESP8266 is used. It provides a self-contained SOC

with an integrated TCP/IP protocol stack that can give any microcontroller access
to the user Wi-Fi network.

4 Materials and Method

The (LTM) sanitizer dispenser with temperature detection is a unique solution
designed to fight against the current pandemic and help people make them properly
sanitized and protected fromCOVID in common places. This system can be installed
outside public places, such as an ICU,OTof the hospital, vegetablemarkets, shopping
malls, bus stops, railway stations, airports, and the entrance of housing societies.

System Requirements: India ministry of health has already requested all indus-
tries (retail/health, manufacturing/transportation/construction, etc.) to monitor their
workers’ body temperature and proper and sanitization during entering and leaving
their industry premises. If any symptoms regarding fever detect, he/she should be
isolated and observedwith the further clinical investigation. The proposed system can
achieve these requirements. System item components are selected in suchway so that
the system’s overall cost should remain less than the other such kind of system avail-
able in the market. Working of the proposed IoT-based automatic sanitizer dispenser
and temperature detection machine.

An IoT-based temperature monitoring machine has been proposed for the real-
time. Detection of persons in the study.
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Step 1: Working

• When a person approaches the machine, the IR sensor sends data to Arduino,
which activates the IR contactless thermometer.

• The IR thermometer will detect a person’s temperature, and Arduino displays the
data on a 16X2 LCD.

• When you place your palm beneath the second IR sensor, Arduino receives the
information, activating the submersible motor.

• The sanitizer is dispensed on your palm by the submersible motor.
• Wi-Fi modules help tomonitor the live data usingWeb-basedmobile interference.

Step 2: Specification

• IR sensor module:
• Range: The module detects a person from distance of 2 ~ 15 cm
• Detection angle: 35°
• Power supply: 3–5 V DC power supply module can be used.
• IR contactless temperature detection sensor:
• Range: 2–7 cm (approx.)
• Temperature measuring range −40 to 380 °C)
• Ambient temperature measuring range: −40 to 100 °C
• Accuracy: 0.02 °C
• Power supply: 3.6–5 V DC power supply module can be used.
• Submersible motor:
• Flow Rate: 80–120 L/H
• Power supply: 3–5 V DC power supply module can be used.
• Relay is used to activate submersible motor and its only for 4 s.
• Wi-Fi module:
• Mobile application is used to display the live data given byArduino throughWi-Fi

module.

5 Results and Discussion

Temperature detection machine and LTM prototype tests all had comparable results.
Also, tests were conducted at various times throughout the day to establish system
reliability in various environments and compare the results to those obtained in
produced portable temperature detection devices. It is observed that the system is
performing admirably, and that all of the sensors are functioning appropriately and
delivering the desired results. The sample size the data collected for the conducted
experiment of 1000 per parameter. Table 1 lists the data readings collected and used
in the conducted experiments.

As shown in Fig. 4, the LTM and handheld device readings are nearly identical. It
demonstrates that the LTM is operational and producing the desired results. Readings
were taken at various times during the day. It demonstrates that the gadget eliminates
the greatest external effect in temperature variancewhile producing the desired result.
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Table 1 A representation of data readings of the proposed LTM system

No. Time Temp (X) Hand Temp (Y ) LTM (Y)

1 7.00 1 36.3 36.4

2 7.03 2 36 36.2

3 7.07 3 35.9 35.5

4 7.27 4 36.1 36

5 7.40 5 36.4 36.5

6 12.05 6 36.5 36.6

7 12.15 7 35.8 35.9

8 1.10 8 36 36.2

Fig. 4 Performance evaluation of the handheld versus LTM system

It demonstrates that the LTM is effective over time and that its values are not greatly
influenced by external factors. Figure 4 represents the performance comparison of
the handheld and the LTM system.

6 Limitations of the Proposed Work

The proposed approach is an experimental study to measure the body temperature
of humans using thermal scanning approach. The system cannot claim to display the
100% accurate body temperature of humans due to changes in the weather conditions
and complex nature of the human body.
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7 Conclusions and Future Enhancements

As previously indicated, the device circuit is created in software and then simu-
lated. As previously indicated, the device circuit is created in software and then
simulated. Some power distribution to each module can be a hindrance while proto-
typing the hardware; to overcome this problem, relays must be installed to drive the
spray pumps/submersible pumps, ensuring that the sensors, LCD, and other minute
modules receive enough power from the inbuilt 5 and 3.3 V ports of the controller.
Web mobile interface used to display live data. The major finding of the study is as
follow:

• Within 5 s, the given LTM can prevent or disinfect an outsider accessing a specific
facility or property from becoming infected with COVID-19.

• The offered LTM can assist you in keeping track of people by allowing you to
watch them and keep entrance timings.

• Finally, the Web and mobile interfaces were created to deliver live daily, weekly,
and monthly updates of individual counts.

In any organization, the system assists frontline workers in checking the temper-
ature and administering alcohol to employees. The breakthrough of the sanitizer
dispenser is that viruses will be easily removed because no one will contact the
pump, and this device will distribute only a small amount of alcohol every motion
activation, resulting in minimal waste. In future, oximeter integrated automatic hand
sanitizer and temperature detection AI-basedmachine will can be designed to protect
and fight against COVID-19.
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A Comparative Study of Security Issues
and Attacks on Underwater Sensor
Network

Samiksha Kumari, Karan Kumar Singh, Parma Nand,
Gouri Sankar Mishra, and Rani Astya

Abstract UWSNs are susceptible due to the unprotected acoustic path, extreme
underwater atmosphere, and unique characteristics. UWSNs are subject to a broad
range of security risks and malicious assaults due to their open auditory channel,
hostile underwater atmosphere, and inherent characteristics. So, we outline several
possible assaults at several stages of a typical UWSN communication protocol stack
and discuss viable defenses. This article presents an overviewofUWSNattacks, diffi-
culties, and security and privacy issues. Also shown and addressed are contemporary
security research and techniques.

Keywords UWSN · Security · Threat · Attacks · DOS attack · Intrusion detection

1 Introduction

Underwater sensor networks (UWSNs) have demonstrated their effectiveness in a
variety of marine scenarios such as ocean tracking, mineral exploitation, spying, and
combat activities in a hostile environment. To observe the undersea ecosystem, it
consists of hundreds and hundreds of tiny sensors, each having sensing, computing,
and connectivity capabilities. UWSN technologies are primarily concerned with
detecting and sending real-time sense data from a specified tracking environment
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Fig. 1 Security architecture

to the base station for more processing and interpretation. However, because of their
limitation of computing power, storage, and battery, the sensor nodes in UWSNs
have significant resource restrictions.

Because these sensor networks are typically placed in remote locations and are
left unchecked, they need to be provided with security features to protect them from
threats such as black hole, Sybil attack, physical tampering, eavesdropping, and
denial of service, and other threats are all possible. Yet, these studies are limited in
their ability to combat security risks in UWSNs therefore to resource constraints and
the fact that the security issue is more server based [1]. The security architecture of
UWSNs is shown in Fig. 1, we are going to discuss each block in detail, and we will
give a detailed review of numerous security problems in UWSNs in this paper.

2 Constraints and Distinctive Features

AUWSNismadeupof a huge number of resource-limited sensor nodes. These sensor
nodes have minimal computing power, a small amount of storage, and restricted
connection bandwidth. These limitations are a result of the sensor nodes’ restricted
energy, actual size, and mobility. Because of these limitations, it is impossible to
use traditional security methods in UWSNs. Some characteristics of UWSNs are
comparable to those of wireless sensor networks (WSNs) [2, 3]. So, the difference
between the constraints of both of them is given in Fig. 2. However, owing to the
challenging work situation, there are certain unique characteristics and restrictions,
which are listed below.

• Hardware components are quite limited: Hardware components, such as energy,
computing capabilities, and memory size, are severely restricted in underwater
sensor nodes. The energy required for underwater acoustic transmission is signif-
icantly greater than for terrestrial radio transmission due to greater ranges and
highly complicated data computation at the receiver’s end to adjust for signal
degradation. Sensor nodes are used in shallower or deeper water when charging
or replacing the node’s battery is difficult. Computing capabilities and memory
capacity are limited to extend the network’s lifespan.

• Storage constraints: A sensor is a small gadget with limited brain and storage
capacity. A sensor brain generally consists of internal storage and RAM. Installed
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Fig. 2 Requirements of security based on priority

application software is stored in flash memory, whereas application programs,
sensor data, and intermediary outputs of operations are stored in RAM. After
installing theOSand programcode, there is generally insufficient space to perform
complex algorithms. Sensors, for example, TelosB, are equipped with a 16-bit,
8-MHzRISC processor. As a result, conventional security methods are ineffective
in these sensors [4].

• Transmission Channel That Is Not Efficient: Underwater channels are spatially
and geographically changeable, have a finite bandwidth, and are highly depen-
dent on communication range and speed. Temperature of water, propagation loss,
distortion, multipath impact, and Doppler dispersion all have an impact on the
channel [24].All of these variables contribute to significant bitmistake and latency
variation, which leads to signal loss and a significant node rejection rate. Further-
more, because nodes inside the transmission range maintain the same undersea
channel, an attacker can quietly collect and analyze data, or worse, aggressively
damage network functionality. As a result, protecting UWSNs against snooping
and other unauthorized assaults is a significant issue.

• Architecture of a Changing Network: While land sensor nodes are extensively
distributed, underwater sensors are seldom distributed owing to the expense and
difficulties of installation. Resulting from water movement, most underwater
sensors are mobile. In a normal underwater environment, underwater items may
travel at a velocity of 2–3 knots, according to empirical evidence [25]. As a
consequence, the network architecture is very dynamic.

• Risk with an Unsafe Environment: The functional conditions of UWSNs may not
be protected in particular specific domains of operation, such as underwater safety
surveillance and target detection. The sensor nodes are used to keep an eye on
unfriendly objects in the open seas or in hostile sea areas. As a result, these nodes
may be extremely susceptible to cyber attacks and malicious assaults (Table 1).
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Table 1 Difference between
UWSNs and WSN

Characteristic UWSNs WSN

Energy absorption High Low

Latency in propagation High Low

Bandwidth Low High

Dynamic topological function High Low

Efficiency Low High

Rate of data transfer Low High

Storage capacity Low High

Mode of communication Acoustic based RF based

3 Security Prerequisite

A UWSN is a unique kind of network. It has some similarities to a normal computer
network, but it also has a number of distinguishing features. The safety functions
in a UWSN should safeguard the data and capabilities exchanged over the network
against assaults and node misbehavior. The security constraints of UWSNs, being a
subset of WSNs, are comparable to those of terrestrial WSNs [2]. So, we divided the
security prerequisite into first priority and second priority as shown in Fig. 2.

3.1 First Priority

It is divided based on first we need to secure these four categories. The categories
are as under:

• Confidentiality: No information in the connection should be interpreted by
anybody other than the intended receiver, according to the security system. It
is about stopping unauthorized nodes from deciphering the confidential data’s
contents. Confidentiality refers not just to the recipient’s personal informa-
tion, yet also to the Ip, routing information, and other data. Unauthorized
attackers should not be able to view or meddle with this sensitive information.
Confidentiality could be obtained by the use of a low-power cryptographymethod.

• Data Freshness: It denotes current information and guarantees that no attacker
may repeat old information. Whenever the UWSN sensor nodes employ shared-
keys for data transmission, this criterion is very critical; while the new key has
been updated and transmitted to all sensor nodes, a prospective opponent can start
a repeat attack by utilizing the old key.

• Integrity: Data integrity guarantees that incoming information is not updated,
deleted, or distorted by unauthorized nodes throughout the transmission process,
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whether due to node failure or malicious assault. This is especially impor-
tant in situations like tactical operations and technical controls, when little
modifications might result in catastrophic consequences.

• Authentication: In acoustic channels, without the use of encryption, a hostile
attacker may simply collect messages and alter their content. As a result, in order
to prevent malicious attacks, the collecting node must verify the origin of the
data. To connect and manage channels, resources, applications, and information
on such a network, nodes must be authorized. These techniques guarantee that
only authorized sensor nodes have access to the network’s resources.

3.2 Second Priority

This is also divided into four parts but the secondary security requirements after first
priority. The categories are as under:

• Self-organization: Self-organization guarantees that networks can recover from
threats independently and without assistance in real time. However, if the intruder
stays in the network, if a sensor node is self-stabilizing in the face of malware
activity, it can restore its natural condition on its own. So, every sensor node in a
UWSN should be able to self-organize and heal.

• Secure Localization: In many cases, it is important to find individual sensor nodes
inside a UWSN precisely and autonomously. Because of the mobility in water,
nodes change their position from one place to another place, so it is difficult to
locate.

• Time Synchronization: The majority of sensor network operations necessitate
time synchronization. Each and every UWSN security method must be time-
synchronized as well. A set of sensor nodes in a coordinated UWSN may need to
be synchronized. A collection of secure synchronization techniqueswas presented
in [26].

• Availability: Availability guarantees that the connection channel is sufficiently
stable. Although if certain nodes collapse or the channel is assaulted, functional-
ities will always be available. UWSNs can have availability if they use the right
robustness and self-adaptive strategies.

4 Threats on UWSN

As previously stated, UWSNs have several limitations. As a result, UWSNs are
susceptible to awide range of threats and harmful actions. Threats could be passive or
active depending mostly on the malicious attacker’s actions. In Fig. 3, we categorize
the threats in parts.
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Fig. 3 Different types of threat

4.1 Active Attack

In active attack [5], attackers try to change, insert, remove, or corrupt data sent
across the network. Active assaults maymonitor data and seek to influence or discard
packets that can be performedbymalicious attackers on the inside or outside. External
assaults, which are simpler to identify and counter, are launched out by nodes that are
not part of the network. Internal assaults are carried out by inner nodes and have the
potential to inflict significant harm. Internal assaults are thusmore complex to identify
and may result in more serious consequences. The easiest way to avoid this issue
is to use security methods like cryptography, authentication, and trust management.
Some of the active attacks are given below:

• DOS Attack: In DOS attack [7], by supplying a rogue node to mislead them,
the attackers limit network operations. The major concern is an attack mostly
on accessibility of data transmission facilities and services. The attackers may
damage or divert the node network’s channel settings. By altering the protocols
of the transmitting media, wasting resources, and damaging physical parts, a DoS
attack can arise in any tier in the OSI model.

• Jamming Attack: In jamming attack [8], an attacker can start the assault both
outside and inwardly. The attacker blocks the host from sending data packets or
denies valid packets from being sent. There are a variety of jammers and jamming
methods which can disrupt network functionality.
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• Physical Attack: In physical attack [6], wireless networks are susceptible to phys-
ical assaults because of their dispersed and unsupervised nature. In the physical
world, sensor nodes are damaged indefinitely, resulting in a lifelong destruction
of nodes. One technique of avoiding physical assaults is tamper protection.

• Tempering Attack: In tempering attack [9], the intruder changes or destroys the
sensor node’s capabilities before gaining total control of the compromised node.
The physical equipment is harmed in this attack, resulting in a shortage of capa-
bilities. The attack is thwarted by constantly altering the encrypted key and using
suitable key management methods.

• Routing Attack: In routing attack [10], routing and data transmission are critical
functions in nodes, and also the protocols must be energy-efficient and resistant
to attacks. The approved receiver must get the exact message, as well as the
message’s authenticity and sender’s identification, that the transmitter offered in
the network. Some examples of routing attack are Sybil attack, blackhole attack,
selective forwarding, sinkhole attack, wormhole attack, HELLO flood attack.

• Node Capture Attack: In this attack [11], the invader carries out a variety of tasks
and threatens the entire network. The node acquisition assault takes portions of the
sensor nodes and repurposes them for numerous strikes. The data in the network
connection is modified by a rogue node that has been redeployed.

• Node Replication Attack: We can also call it clone attack [12], and the UWSN
is vulnerable to an unprotected system in which rogue nodes can be copied into
many copies. The duplicated nodes will have valid IDs and keys, allowing them to
connect with neighboring nodes in the operating network like regular nodes. The
solution is to create a one-of-a-kind pair-wise key that enables safe transmission
among neighbors.

• Node Outage Attack: In this attack [13], the sensor components, such as sensor
nodes, transmission links, and parent nodes, are entirely disabled. As a result,
connectivity with nearby clustered nodes in various regions is disrupted.

• Passive Information Gathering: In this attack [14], the attacker intercepts infor-
mation with sophisticated algorithms, allowing them to locate and disable nodes
unencrypted data, including the actual position of the sensor nodes, was given.
In addition, the attacker has access to the information of application-specific
messages.Averywell antennawith encryptionkeys and strong analytics is utilized
to fight this assault.

• False Node: In this attack [14], the invader adds a malicious node with incorrect
information or obstructs the right information channel. As a result, the rogue node
transmits erroneous data to every node in the operating network, and it has the
ability to either acquire the network services and place it under the control of the
invader or completely destroy the network.

• Replay Attack: In this attack [15], for energy usage, the intruder repeats the corrupt
node several times and also controls the communication routes. Because the sensor
nodes are mobile in this assault, the network architecture is constantly changing.
Deploying session keys and adding timestamps with data is an efficient approach
to counter this assault.
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• Rushing Attack: In this attack [16], the rogue node attempts to transfer messages
out from the neighboring node to another final node in a separate tunnel. A rushing
assault occurs when packets are tunneled over a fast communication path among
the wormhole attack’s endpoints. The safeguard to this threat is to incorporate a
node list in the path records.

• Neglect andGreed Attack: In this attack [17], by routing data to the incorrect node,
the rogue node chooses the shortest way to convey them. The major objective is
to reduce data loss and increase network node performance. The data is received
by the attacker, but he denies sending it to the adjacent nodes.

• Clock Skewing: In this attack [18], by changing the timing of the transmitting
messages, the attacker imitates the specific skew. All peripherals in the sensor
network have a different clock skew depending on the function.

• Vampire Attack: In this attack [19], it is a type of DoS attack that drains the nodes’
energy and totally destroys the network. The AODV routing system uses Bcast id
as an extra column inside the routing table through each node and in information
packets to identify oriented antenna assaults.

4.2 Passive Attack

In passive attack [6], rogue nodes seek to discern the kinds of actions and collect data
transferred in the network without interfering with the functioning of the network.
Furthermore, the attacker may record data and then evaluate the traffic to anticipate
the patterns of transmission, monitor the data transfer, determine the interacting
hosts, and pinpoint the origin. These passive assaults are hard to identify since they
have no effect on the network’s functionality. Here, some of the passive attacks are
as under:

• Monitoring and Eavesdropping: In this attack [20], eavesdropping threats have
no effect on the channel’s integrity. In the functional network, the rogue node
detects the information. The intruders spy on the information to figure out the
transmission pathway and compromise the network’s security. This is the more
prevalent data security breach.

• TrafficAnalysis: In this attack [21], the intruder examines the transmission patterns
that were followed. To injure and assist destruction to the sensor network by any
form of active assault, the intruder reveals the sequence to the enemy. To avoid
this threat, the network is continually checked.

• Camouflage adversaries: In this attack [22], the intruder impersonates an ordinary
node in the sensor network to camouflage the required amount of nodes. As a
result, transmissions are misrouted to various connectivity channels.

• Homing Attack: In this attack [23], the intruder does not really change or change
the messages; instead, he or she seeks for the network’s insight sources, which
are then utilized to conduct any active assaults. To avoid this sort of attack, cluster
chiefs, often called as cryptographic key administrators, utilize network behavior
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monitoring and header encoding techniques to detect and strike nodes. In Table
2, we summarize the attack based on their description.

5 Layered-Wise Attack

As previously stated, sensors are sensitive to security attacks due to the unique prop-
erties of the fundamental networking protocols. Physical, link, network, transport,
and application layers are all vulnerable to attacks. The majority of all these routing
techniques lack security measures, making it much simpler as an attacker to breach
security. The layer-wise diagram is shown in Fig. 4, and the defense against these
attacks is given in Table 3.

5.1 Physical Layer Attacks

• Tampering: This is also known as node capture, and it involves compromising
a node. It is simple to do and may be rather dangerous. Physically altering and
damaging nodes is referred to as tampering.

• Jamming: It is produced by interference with the channel’s components’ radio
transmissions that is an intrusion on the sensor channel’s functionality. It differs
from standard radio transmission because it is undesired and invasive, leading to
denial-of-service situations.

5.2 Link Layer Attacks

• Exhaustion: An interrogation assault might cause a channel’s storage power to be
depleted. A hacked node might send frequently, utilizing higher battery capacity
than necessary.

• Collision: It occurs in the link layer, which is responsible for nearest communi-
cation as well as connection arbitration. If an attacker is able to induce conflicts
of even a small portion of a communication, the whole packet can be interrupted,
and a single bit mistake can create a CRC mismatch, which may need repetition.

5.3 Network Layer Attacks

• Hello Flood Attack: When an intruder with a sufficient transmission capacity
can transmit or replay hello messages that are utilized for neighbor finding, this is
what happens. As a result, the intruder gives the appearance of being a neighbor to
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Table 2 Summarization of attacks

Type of threat Active or passive Summary How to defend

Jamming attack Active Restricts the source from
sending messages or
denies valid messages
from being sent

Jamming methods, region
mapping

DoS attack Active The facilities and services
that are available. Disable
or divert the
infrastructure’s
architecture

Message prioritization,
monitoring, and
encryption techniques

Physical attack Active The physical assault
destroys the sensor nodes
indefinitely

Proofing against tamper

Tampering attack Active The node’s capabilities
are harmed, and the
seized node is taken over
completely

Updating the key on a
regular basis, as well as
suitable key management
systems

Neglect and greed Active By packet forwarding to
the incorrect node, it
chooses the shortest way
to convey them

Authentication methods,
redundancy

Homing attack Active The goal is to discover the
network’s understanding
capabilities, which are
then utilized to conduct
any active assaults

Cryptography

Node capture
attack

Active Several sensor nodes are
removed and redeployed
to execute numerous
assaults

LEAP protocol

Node outage
attack

Active Sensor nodes,
transmission links, and
parental nodes are all
entirely disabled

Powerful computations,
time protocols

Monitoring and
eavesdropping

Passive In the functional network,
it detects the data

Directional antenna

Traffic analysis Passive To hurt and assist
destruction, the attacker
reveals the sequence to
the defender

Surveillance of the
network

Camouflage
adversaries

Passive The messages are being
misrouted to other
communication channels
as a result of this

Privacy analysis

(continued)
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Table 2 (continued)

Type of threat Active or passive Summary How to defend

Rushing attack Active The information from the
neighboring node is
rushed to the other target
node through a separate
tunnel

Adding a node list to a
page

Clock skewing Active By changing the timing of
the relaying messages, the
attacker imitates the
targeting skew

FTSP and the interval of
variable time
synchronization

Vampire attack Active This is a type of DoS
attack that drains the
sensor battery and totally
destroys the network

Methods for validation

Fig. 4 For layer-wise attack

adjacent nodes, and the fundamental routing protocol could be disturbed, allowing
for more sorts of assaults.

• Wormhole Attack: It occurs as a result of the establishment of a reduced link,
which allows messages to go from one side to another quicker than they would
via a multi-hop path. Wormhole attacks are a danger to routing protocols that are
difficult to identify and avoid. An attacker can persuade remote nodes which are
only one or two steps away via the wormhole, leading network routing algorithms
to get confused.

• Sybil Attack: It occurs when a rogue equipment is used by an intruder to generate
a huge number of participants in order to acquire control over channel traffic.
Fake networking connections or replication of existing genuine identities may
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Table 3 Layer-wise attacks and their defense

Layer Types of attacks Defense against such attacks

Physical layer Tempering, jamming Detect and sleep, route around the
congested area, tamper-evident
packaging

Link layer Exhaustion, collision Anti-replay protection and
authentication

Network layer Hello flood attack, wormhole attack,
Sybil attack, sinkhole attack

Creation of a safe cluster, anti-replay
protection and authentication,
authenticate pair-wise, header
encryption

Transport layer Flooding attack SYN cookies

Application layer DOS attack, cloning attack Anti-replay protection and
authentication, tuning sensor,
authentication streams

have resulted in the identification of these rogue nodes. The Sybil attack is most
commonly used against responsibility to fix systems such as shared storage,
topology management, and multi-hop networking.

• Sinkhole Attack: It occurs whenever an intruder disables a network’s central server
from receiving correct and comprehensive sensing data, posing a severe danger to
higher-layer operations. An offender can use a sinkhole attack to capture virtually
all of the activity from a given location. Sinkhole attacks operate by creating a
rogue node that appears unusually appealing to other nearby nodes in terms of
routing protocols and the underlying optimization algorithm.

5.4 Transport Layer Attacks

• Flooding Attack: This is a (DoS) attack that floods a connection or service with
enormous quantities of traffic in order to knock it down. Whenever a channel
or service gets overburdened with messages, flood assaults occur; as a result, it
starts sending out partial connectivity attempts that it can no further handle. By
flooding a systemwith links that cannot be completed, youmight cause it to crash,
the server’s storage capacity is ultimately filled by a flood attack, because once
the capacity is filled, the server crashes.

5.5 Application Layer Attacks

• DOS Attack: This assault is sometimes referred to as an adversary’s intentional
attack with the goal of damaging or breaking the sensor connectivity. The sensor
connectivity functioning may be limited or eliminated as a result of a DoS attack.
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A DoS attack on a UWSN can happen anywhere at layer of the OSI levels.
DoS degrades the performance of targeting connections by interfering with their
protocols and draining resources.

• Cloning Attack: It occurs when opponents may simply acquire and hack nodes,
and then install an endless quantity of copies in the captured nodes in the sensor
network. Because these copies have legal entry toward the sensor connection,
they can do anything they want with it. They may readily take part in sensor
connectivity activities as if they were a genuine node, leading in a wide range of
insider assaults, taking over its entire network. When these copies in the sensor
connection go unnoticed, the sensor connectivity becomes very susceptible to
attackers.

6 Privacy Concern in UWSN

As discussed earlier, threats and assaults against UWSNs are many. To meet the
privacy criteria, a set of procedures and security solutions to protect UWSNs against
assaultsmust be suggested. Keymanagement, intrusion detection, trustmanagement,
secure localization, secure synchronization, and routing security are the primary
privacy concerns which are shown in Fig. 1.

• Key Management: Secrecy, authenticity, validity, and message integrity are the
basic aims of encryption and key management. Unapproved users cannot see
or modify sensitive data or send in insecure channels like the underwater
channel thanks to cryptography. However, current encryption and key manage-
ment systems have certain flaws, such as ciphertext enlargement and high compu-
tation. After applying encryption, data padding and codes lengthen the text and
raise energy usage during transfer and processing [18]. Message verification
is generally done with a digital signature. A verified message is added with a
signature, which results in message enlargement and connection latency [27].

• Intrusion Detection: Inner and outside intruders are detected, identified, and
isolated from the network using intrusion detection techniques. Intrusion detec-
tion methods, on the other hand, generally operate after malicious assaults have
taken place and been identified. Suspicious intruders are tough to identify in
the early stages of an assault. As a result, authentic detection techniques must
be investigated and enhanced. Intrusion tolerance techniques, on the other hand,
may be used to secure infrastructure while permitting harmful attackers to exist.
Furthermore, techniques and intrusion detection systems (IDSs) have already been
suggested to increase the privacy of UWSNs.

• Trust Management: The trust management method, as a crucial supplement to
cryptographic security defense, provides substantial benefits in intrusion detec-
tion. The study on trust management methods in UWSNs confronts greater prob-
lems due to the unique characteristics and restrictions of UWSNs [28]. There
are three types of trust management systems now in use: centralized schemes,
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distributed schemes, and hierarchical schemes. A root node or a ground station
provides trust management for every node in the channel in a centralized system.
For UWSNs, centralized systems are ineffective. Because transferring trust values
among nodes and the base station consumes a lot of power, it is a costly burden.
Every node in a distributed system is responsible for computing and maintaining
the channel’s trust level. The assessment andpropagationof trust level are executed
hierarchically in hierarchical systems. From the bottom level to the top layer, the
trust levels are transferred and combined.

• Localization Security: In origin identification and monitoring applications, loca-
tion estimate is critical. Even during the localization phase, underwater sensors
obtain information on the position and movement of moving nodes, which is
utilized to pick the optimal intermediary node to transfer data. The base station is
unable to determine the source of the collected signal without the position data.
Because of the peculiarities of underwater channels, suggested WSN localization
methods cannot be used in underwater operations [29].

• Synchronization Security: Several underwater operations and MAC protocol
sequencing need synchronization. Furthermore, achieving accurate time synchro-
nization in underwater situations is very challenging. Despite the importance of
security in UWSN problems, neither of the current time synchronization tech-
niques [30, 31] took it into account. However, the recommended solutions for
latency attacks for WSNs [27, 32, 33] do not apply to UWSNs.

• Routing Security: Routing security is made up of fundamental transit and connec-
tions security methods that are implemented to routing protocols and sensors
individually. Furthermore, in addition to using any of the routing protocols, nodes
should communicate data from their neighbors in order to build the network archi-
tecture. There are two elements to routing security: safe routing and safe data
transmission. Safe routing requires nodes to work together in order to commu-
nicate accurate routing data and preserve the network linked. Information trans-
missions should be secured against manipulation, dropping, and alteration by any
unauthorized person in safe data forwarding.

7 Conclusion

The constraints, threats, and security concerns in UWSNs are covered in this paper.
The unique characteristics and constraints ofUWSNs and the underwater atmosphere
are investigated. UWSNs are subject to a variety of security risks including mali-
cious assaults that disrupt the network’s connectivity and collaboration. The security
measures of UWSNs are introduced to prevent these attacks. Finally, we will go
through several particular security technologies and privacy concerns. Furthermore,
various operations may have varied security needs, and redundant security methods
would be a significant energy drain. As a result, future study will focus on how to
incorporate these characteristics into security system design.
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Discrete Event Driven Routing in SHIP
Network using CupCarbon Simulation
Tool

Himanshu Duseja , Ashok Kumar , Rahul Johari ,
and Deo Prakash Vidyarthi

Abstract In the world of data communication and data sharing, reliable routing and
subsequent delivery of the message with minimum latency is a challenge. Various
academicians and researchers around the world have devised various techniques,
algorithms, and methodologies to ensure safe, secure and timely delivery of the
message between source and destination nodes in the network. In the proposed work,
effort has been made to demonstrate the broadcasting of messages in smart, hybrid,
intermittent, and partitioned (SHIP) network to the sink nodewith the help ofmultiple
intermediate neighboring node(s) with minimum delay using CupCarbon simulation
tool.

Keywords Sensor · Latency · Routing · CupCarbon

1 Introduction

As well known, the last decade has seen the emergence of incredible and amazing
technologies such as Internet of things (IoT), blockchain technology, and artificial
intelligence including machine learning and deep learning, Mist, Internet of things
(IoT), Cloud, Edge Fog computing (MICEF), quantum computing, big data tools,
and technologies et al. which are helping the programmers and researchers to design,
develop, and deploy world class innovative products for the benefit of mankind.

Progress and development in the field of wireless communication and electronics
have given rise to class of heterogeneous network popularly called as Smart, Hybrid,
Intermittent, and Partitioned network (SHIP). These are made up of a large number
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of sensors that can be positioned at precise latitude–longitude coordinates or at any
random location in the network. A sensor is a small electronic device that can collect
data from its environment and send it to a base station. The type of data collected
varies depending on the application and the type of the sensors.

Sensors are electronic components that operate in networks with autonomy. The
term sensor is usually used to refer to a sensor node (having dimensions of a few
centimeters). It has components which are given below:

1. A microcontroller (programmable integrated circuit)
2. A radio antenna (for wireless communication)
3. A battery
4. Set of sensors that we will call capture unit in order to avoid confusion.

A capture unit (having a dimension of a few millimeters) captures or inter-
cepts environmental information (motion, temperature, humidity, gas, etc.). For
communication (read or receive information), a sensor must be programmed.

ASHIPnetwork is an ad hoc network that is composed of a number of sensor nodes
that are able to collect, send and receive autonomously environmental data via wire-
less communications. SHIP network is one of the most important technologies that
has changed the world and facilitates many daily tasks. They offer the possibility of
observing and controlling physical and biological phenomena in several areas; indus-
trial, scientific (temperature, pressure, humidity, light etc.), the environment (pollu-
tion, CO2 etc.), health (patient monitoring, epidemiological studies etc.), transport
(accident prevention etc.), home automation and so on. Sensor networks have many
applications in different fields such as health, environment, agriculture, geology, and
military. Most applications of SHIP network are challenging for designers, and this
is due to the limited capacity of the nodes in terms of energy (battery), buffer space,
computing power, and their deployment in tough inaccessible terrains. This makes
the design of algorithms and programs for SHIP network too constrained. Therefore,
performance evaluation tools such as CupCarbon simulator become very essential
in the process of designing a SHIP network. The architectural framework of the
CupCarbon simulator is shown in Fig. 1, and the simulator interface is shown in
Fig. 2, respectively.

2 Literature Survey

Lopez et al. [1] present the evaluation of CupCarbon simulator and WSN evolution
alongwith its application.Author(s) of the paper suggests that before implementation
and deployment of any IoT application, network must be designed and simulate
the operation because of expensive WSN equipments. This paper also proposes the
modified version of Dijkastra algorithm for calculating cost for best available route.

Lopez et al. [2] present initial version of the CupCarbon simulator and describe
that network can be designed by user-friendly interface and OSM framework by
deploying sensors on themap.OpenStreetMap (OSM) is a frameworkwhich provides
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Fig. 1 CupCarbon simulator architectural framework

Fig. 2 CupCarbon simulator interface

satellite view by using which network or prototype can be designed with the help
of real-life object such as buildings and routes of particular area. This paper also
presents how sensors work and power diagram in the user interface of CupCarbon
describes the battery level consumption by each sensors used in the network. This
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paper also presents that how a small delay in the SenScript (communication script)
can increase the performance and life of the sensors.

Alzyoud et al. [3] discuss about traffic congestion problem around the world
especially for the congested cities which creates the problem of traffic management
and its safety. Broad reason of death in the road accident is the absence of quick
medical treatment or mismanagement of the traffic. CupCarbon simulator tool was
used for thorough testing of Jordan transport system which was composed of smart
sensors. Using the OSM framework, smart sensors were directly deployed on the
map of the particular testing domain or deploying area. Here, CupCarbon simulator
was used to test and design various situation(s) which demonstrate actual roads
and vehicle movements in the scenario. A particular scenario was designed and
tested to determine the best route from the accident area to the nearest hospital for
rescue operation enhancement. This paper considers the use of IoT intelligent system
of transportation to enhance the rescue operation and hospital response time for
handling emergency situation and controlling traffic light system during the accident
management system.

Imran et al. [4] discuss about smart city with the help of WSN and smart nodes
in real life like smart parking, healthcare center, smart transportation system, and
banking. This paper proposed intelligent traffic monitoring system using WSN for
smart city and implements different types of nodes in the particular area of the
city which includes roads, objects, and signals of the traffic when each nodes are
connected with each other and share the data of objects such as vehicles and rate
of traffic. This paper suggests the approach of wireless detector for tracking the
city traffic. All the sensors would be deployed in the city area like in the building,
roads, schools, etc. Xbee wireless technology was effectively used between the
communications of all sensors.

Bounceur et al. [5] presented CupCarbon simulator as a new architecture platform
for WSN dedicated to IoT and smart cities. This paper also says that connected
device is increasing, and in near future, it is expected to grow exponentially in the
large cities. This paper explains about how 2D/3D visualization realistic environment
helps in simulating the service ofWSN and performance of sensors. Visual of 2D/3D
environment helps to debug and validate the developed algorithm. 2D/3D city model
represents a digital format of cities. It depicts different buildings, roads, areas, etc.,
and this model allows the deployment of different sensors in different areas and
places for calculating signals propagation and interference. Saoudi et al. [6] discuss
about event detection in various WSN applications such as environmental pollution
and forest fire and natural calamity, and in such scenario, event must be detected
early to reduce the threats and damages due to mishaps, for example: In forest fire,
detection mechanism uses deployed sensors in the forest that would detect the fire
and particular node alert the sink in order to inform the fire fighters well in time. In
this paper, the proposed application is tested with the help of CupCarbon simulator.

John et al. [7] describe about green computing, and how this technique is used
for protecting the environment as its main focus is power management and reuse of
resources in the application of smart cities. IoT smart road network energy manage-
ment is implementedwith the help of CupCarbon simulator and road side unit (RSU),
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Fig. 3 SenScript for pseudocode in CupCarbon

and MQTT IoT protocol [8] was used for managing power in street light in the
network of roads.

Johari et al. [9] discussed the importance of routing in IoT and the requirement
of studying and developing protocols for routing in IoT. Some of the advantages
of IoT, as discussed in the paper, include enhanced customer satisfaction, digital
optimization, and waste minimization. Tracking and reducing energy consumption,
healthcare industry, education purpose, and government projects are some of the
domains where IoT can prove to be useful (Fig. 3).

3 Methodology Adopted

In the proposed approach, effort to determine the most optimized route among all
the best possible path (as determined using OpenStreetMap) is made. The flowchart
depicting behavior of a simulated agent in CupCarbon simulation tool has been
shown in Fig. 4. The pseudocode for the proposed approach is detailed as:

(1) Create a new project from project menu
(2) Give particular project name
(3) Open the SenScript window
(4) Add multiple sensor on the OSM GUI as per requirement
(5) Open the SenScript window
(6) Write the script
(7) Assign the SenScript file to the sensor node
(8) loop
(9) send “Message A” to the next node
(10) add delay of 1000 ms
(11) send “Message B” to the next node
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Fig. 4 Flowchart depicting behavior of a simulated agent in CupCarbon

(12) add delay of 100 ms
(13) loop
(14) receive the value in the variable “v”
(15) broadcast received value “v” using command “send v*”
(16) mark node as 1
(17) print received message from its neighbor by variable “v”
(18) add delay of 1000 ms
(19) end loop
(20) loop
(21) receive value in variable “v”
(22) If v = = “Message A”
(23) print “Received Message A”
(24) mark the node as 1
(25) else
(26) print “Received Message B”
(27) mark the node as 0
(28) end
(29) end loop
(30) end
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Table 1 Hardware and
software used in simulation

S. No. Hardware and software requirements Description

1 Operating system Windows

2 CupCarbon simulator Version 5.0

3 JDK Version 1.8.0

4 CPU processor Intel i5

4 Experimental Setup

The CupCarbon simulator [10, 11] which is based on multiple agents (sensors) and
geo-location was used for carrying out simulation work. It enables designing and
simulation of SHIP network for the proposed application on user-friendly interface
with OpenStreetMap (OSM) framework. CupCarbon interface has a set of config-
urable and easy-to-use objects (usually sensors). Figure 1 shows the graphical inter-
face of this simulator. The use of this system provides better optimization of sensors
because it gives simulation time, performance, and energy consumption by agents.
CupCarbon [12, 13] has three main components:

• Simulation environment
• Mobile simulation
• WSN simulator (WiSen).

Working steps are detailed as follows:

1. Initialize the first sensor with broadcasting message(s) for example in proposed
case “Message A”* or “Message B” *. Here, * means it will send the particular
message to all its neighbors.

2. Other intermediate sensor except the sensor in step 1 will be associated with the
broadcasting communication script, which will receive the previous value and
forward it to other associated nodes in the network.

3. Sink node will wait for the incoming message from its associated nodes, and
finally, sink will check whether the intended message is received or not.

4. Process will continue or stop as per the requirement. Table 1 shows the hardware
and software requirement to install and configure the CupCarbon simulation
tool.

5 Result

TheSenScript code for routing scenario has been showcased in Figure 3, and snapshot
to demonstrate the broadcasting of messages to sink node with help of intermediate
nodes in CupCarbon simulator has been shown in Figure 5.
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Fig. 5 Snapshot to demonstrate the broadcasting of messages to all the sink via all the neighbor
node in CupCarbon simulator

6 Conclusion

In the work presented in the current research paper, a SenScript code to demon-
strate the broadcasting of messages to the sink node through all multiple interme-
diate neighbor node(s) with minimum delay using CupCarbon simulation tool has
been showcased. In future, it is proposed to introduce the concept of secure routing
of messages, by encrypting them using symmetric and asymmetric cryptographic
algorithms like advanced encryption standard (AES) and RSA, respectively.
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Multiband Dual-Layer Microstrip Patch
Antenna for 5G Wireless Applications

Vineet Vishnoi, Pramod Singh, Ishan Budhiraja, and Praveen Kumar Malik

Abstract A microstrip patch antenna (MPA) is compatible with 5G wireless appli-
cations due to its lightweight, compact and conformal shape, small volume, and
minimal susceptibility to manufacturing tolerances. In the past few years, commu-
nication systems have frequently required multiband antennas to prevent the use
of several antennas. Here, a stacked microstrip antenna with coaxial probe feed is
proposed, and its multiband characteristics are studied for different 5G applications.
For 5G applications, the proposed antenna works effectively in the frequency range
of 0–10GHz. The variations in the shapes of the stacked microstrip patch antenna,
such as circle, pentagon, hexagon, and octagon, are investigated, and it is observed
that there is multi-resonance with decreasing lower resonance frequency as the shape
varies. Here, two-layer geometry is used with one driving patch and another parasitic
patch. This design covers a frequency range from 2.7 to 9.6GHz with a gain of 9 dB,
directivity of 13 dBi, and radiation efficiency of up to 75%. The proposed structure is
simulated on IE3D Zealand software and return loss, directivity, gain, and radiation
efficiency have been analyzed and measured.
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1 Introduction

The fifth generation (5G) of connectivity has been widely debated as a potential
means of providing high data rate communications. The knowledge of the transmis-
sion channels is critical to the design and testing of the 5G communication system.
Below 6GHz, the 5G candidate frequency bands have been widely debated, with the
following frequency ranges being proposed: 4500–4990MHz, 470–694, 1427–1518
MHz, 3300–3800 MHz, and 1427–1518 MHz. Because of its lightweight, low cost,
small size, and simlicity of interfacing with other microwave systems, the need for
microstrip antennas in different types of communications networks has been rapidly
growing [1–4].As a result, theMPAhas grown in popularity and has become a signifi-
cant research topic in both theoretical and experimental settings.Microstrip antennas,
on the other hand, have a narrow band range, which is one of their biggest drawbacks.
There are several methods to enhance the bandwidth of the patch antenna like use of
high dielectric, introduction of shorting walls [5], use of slots and notches [6], and
insertion of defect in the ground plane [7]. The multilayer structure is well known
as a valuable tool for resolving these issues [8]. The researchers looked into their
basic characteristics and put in a lot of work into designing an electromagnetically
coupled two-layer elliptical microstrip stacked antenna [9], a stacked square patch
antenna for Bluetooth, and an analysis of stacked microstrip rectangular microstrip
antenna [10]. Several approaches, including a thicker substrate reactive matching
network and stacked patches, have been proposed in recent years to improve it [11,
12]. When high dielectric constant materials are used, single-layer patch antennas
do not perform well. It has been stated that a HI-LO configuration, which combines
high and low dielectric constant laminates, can produce impedance bandwidths and
radiation efficiency comparable to that of a traditional stacked patch. Unlike single-
layer cases with a low dielectric constant substrate, the HI-LO stacked patch has a
very high surface wave efficiency across the impedance bandwidth. This stunning
discovery opens up a new area of research in the domain of integration science.
HI-LO stacked patches have a number of advantages that make them ideal for use
with MMICs and OEICs: (1) good bandwidth can be achieved; (2) due to the ground
plane, there is minimal back radiation; (3) they are relatively easy to design; (4) low
cross-polarization levels are radiated, implying that good quality CP can be easily
produced. As a result, it is obvious that piling a parasitic patch on top of the fed
patch will increase bandwidth. Therefore, we observed on an electromagnetically
stacked rectangular microstrip antenna with a large number of parasitic elements by
using two stacked patches of different shapes in this paper. The effect of stacking on
various antenna parameters is being investigated through experiments.
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2 Related Work

Ghosal et al. proposed a rectangular microstrip antenna with an array of L-shaped
slots. This structure is capable to provide multiband operation with five resonant
frequencies:1.48, 1.25, 1.8, 2.25, and 2.9GHz [13]. Shelar et al. proposed modified
nicrostrip antenna for 5G application with better reflection coefficient, improved
matching, and enhanced frequency coverage. This structure is fabricated on FR4
substrate with dimension of 18mm× 16mm× 1.6mm [14]. Siri Chandana et.al.
proposed single band MSA for 5G application using 2 E and 1H-shaped slot. This
structure is fabricated on Roger’s RT5880 substrate. This structure covers bandwidth
of 6.25GHzwith a center frequency of 59GHz [15]. Yusnita Rahayu et al. proposed a
triangular-shaped microstrip antenna array with triangular-shaped slot on the ground
plane on Duroid 5880 substrate. In this structure, the gain of antenna is increased by
increasing the number of array elements. It shows gain of 7.47 dBi at 28GHz and
12.1 dBi at 38GHz with six elements [16]. Kaur et al. proposed a truncated edge
microstrip antenna on Duroid substrate for bandwidth enhancements. This structure
has dimension of 12mm× 35mm and simulated on HFSS software [17].

3 Organization

The remainder of the paper is arranged in the following manner. The design consid-
erations are described in Sect. 4. In Sect. 5, design parameters related to proposed
antenna are presented. Section 6 discusses the performance of proposed antenna.
Section7 contains the conclusion.

4 Design Consideration

The microstrip antenna can be shaped in any way. It may be any of the following
shapes: circle, pentagon, hexagon, or octagon. A total of five patches make up the
proposed microstrip stacking antenna, and it is intended for use at 10 GHz. Table1
shows the designing specification of dual-layer microstrip antenna. Patches for var-
ious shapes such as circle, pentagon, hexagon, and octagon are designed separately
and shown in Fig. 1. They are stacked in the pattern depicted in Fig. 2. The lower
patch is parasitic and the outer patch is coaxial feed. The outer patch is parasitic and
feeds in a coaxial manner. The inner and outer patches are both parasitic, and the
outer patch is feed. All the designed patches have been stacked one over the driving
patch. The cross-sectional view of the antenna is shown in Fig. 3.
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Table 1 Designing specification of dual-layer microstrip antenna

Parameters Values

Thickness of the dielectric substrate (h1 = h2) 1.6mm

Relative permittivity of the dielectr substrate 2 4.5

Relative permittivity of the dielectr substrate 1 2.2

Radius of upper patch (driven patch) 12.5mm

Radius of lower patch (parasitic patch) 25.0mm

Fig. 1 Variation in patch shape for dual-layer antenna geometry

Fig. 2 3-Dimensional geometry of dual-layer antenna for hexagon
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Fig. 3 Cross-section view of antenna

Table 2 Comparison table of return loss for antenna having variation in shapes (circle, pentagon,
hexagon, and octagon)

Circular Pentagon Hexagon Octogon

Freq.
(GHz)

S11 (dB) Freq.
(GHz)

S11 (dB) Freq.
(GHz)

S11 (dB) Freq.
(GHz)

S11 (dB)

2.33 −12.5 1.305 −12.19 1.274 −13.09 1.233 −17.5

9.55 −20.43 4.894 −12.83 5.75 −11.15 6.67 −10.9

10 −17.5 9.369 −10.05 8.57 −10.25 7.79 −9.68

10 −14 9.01 −27.75 8.14 −15.15

10 −12 9.01 −20.44

9.98 −18.8

5 Design Parameters

The antenna’s different design parameters are as follows:
Table 2 has the values of return loss for different frequency points. From the

table values, it is quite clear that the antenna suits various commercially available
frequency range applications, such as for GSM/UMTS (1.9 and 2.1 GHz), WiFi
and IEEE802.11std. (3.6 GHz) for WLAN and Wi-Max, and for the ISM band
(2.4/5.8GHz.). This shows that the proposed antenna has a broad application range
for commercial applications.
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6 Result and Discussion

Antenna efficiency, as well as other important parameters like directivity and gain, is
discussed. The curve between directivity and frequency is shown in Fig. 5, and it can
be shown that the average value of directivity is 5 dBi, with a maximum value of 12

Fig. 4 Comparision curve (simulated) of S11 (dB) for all the geometries of dual-layer antenna for
variation in geometries

Fig. 5 Antenna directivity comparison curve: with, variation in shape for circle (purple), pentagon
(green), hexagon (black), and octagon (red)
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dBi for antenna designs with hexagonal shapes. Similarly, other parameters such as
gain are compared for all of the proposed antenna’s design geometries, which vary in
their geometrical shapes. As shown in Fig. 6, the average value of gain is 5 dBi, with
some frequency points approaching 9.0 dBi. Although the gain of patch antennas is
considered to be poor, the gain of the proposed antenna is found to be satisfactory.
Figure7 shows antenna efficiency w.r.t frequency variation. It is clearly shown that
the antenna efficiency approaches up to 65%value in its respective frequency domain.

Fig. 6 Antenna gain versus frequency comparison curve:with, variation in shape for circle (purple),
pentagon (green), hexagon (black), and octagon (red)

Fig. 7 Antenna efficiency versus frequency comparison curve: with, variation in shape for circle
(purple), pentagon (green), hexagon (black), and octagon (red)
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All of the four geometries of the proposed antenna for multiband stacked antenna
are analyzed on the IE3D simulator tool for variations in geometrical shapes. Figure4
depicts a combined comparative graph, with Table 2 providing details in tabular
fashion. Table2 and Fig. 4 compare the return loss of all four shapes and show the
effect of changing their geometrical shapes. Furthermore, it is clear from Fig. 5 that
the suggested antenna aims for significant directivity ranging from 5 to 13 dBi over a
large frequency range. The overall gain versus frequency plot is shown in Fig. 6. It is
worth noting that overall gain approaches 9 dB on the curve. The antenna efficiency
versus frequency curve is shown inFig. 7, and it can be seen that the antenna efficiency
reaches 65% in the frequency range of 2.7–9.6GHz. According to the above figures,
a successful antenna design is conceivable, and the proposed antenna is quite suitable
for 5G wireless communication application.

7 Conclusion

A multiband stacked microstrip patch antenna for wireless communication systems
was suggested, designed, and tested using Zeland software. The proposed antennas
have a basic geometry, and the output of the antennas is investigated by changing their
geometrical shapes (circle, penta, hexa, and octa). The proposed antenna design can
be used for a variety of applications, includingGSM/UMTS (1.9 and 2.1GHz),WiFi,
and IEEE802.11std. (3.6GHz) forWLANandWi-Max, and ISMband (2.4/5.8GHz),
because it is suitable for a wide range of frequencies from 2.7 to 9.6GHz and has
characteristics such as 75% radiation efficiency and highly allowable gain up to 9.0
dB, directivity up to 13 dBi. These promising characteristics are found to be more
prominent than in conventional wireless antennas of the past. The stacked microstrip
antenna exhibits excellent directional-radiation properties. This antenna also offers
several benefits, including ease of construction, low cost, and small size. As a result,
it has been found to be very suitable for wireless/WLAN/ applications in 5G.
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Abstract Wireless sensor network (WSN) is a vast field for the research and devel-
opment in many types of applications. In WSN, multiples nodes deployed into
the environment; each node has energy level. Optimized energy consumption is
main concern for any kind of applications like as military/battlefield, smart farming,
medical science, vehicular ad hoc networks (VANET). Thousands of nodes deploy-
ment in sensor area become a typical task and later maintain the energy consumption
as well. The level of consumption of energy consumption of network needs to be
focused to prolong the life time. This research work increases the energy level of
sensor network using distance-based technique forWSN. It elects the cluster head on
the bases of distances between sensor nodes and from base station also considered.
The implementation shows the graphical representation of sensor nodes and calcu-
lates the energy consumption of each node along with cluster head and also gives
the comparison between clustering and quad clustering. This technique represents
total energy which is transmission energy, receiving energy, and data aggregation
energy through a graph. This proposed work examines that enhanced distance-based
technique increases the life time of sensor network for the advancements in theWSN
applications.
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1 Introduction

Wireless sensor network (WSN) is composed of collection of distinguish node which
is small in size with limited energy level. Main controller of network is sink node
which is responsible to collect the sensed data from all nodes known as base station
(BS). In so many years, energy-efficient techniques [1] ofWSN are the growing field
for researchers’ community. Deployment of all the nodes depends on the type of
WSN application used [2]. And, input from environment and output of sensor node
in the form of electrical pulses further transmit to the BS for aheadWSN processing.

The network can be decided to spread the node inside the network, and placement
of each node depends on application specific. In WSN, sensor node is having battery
backup which charges by solar energy panel board, and that remaining energy level
of node is known as residual energy (RE) and helps to transmit the data from the
environment to the BS or main computer system.

Different topologies [3] are used to generate sensor networks. And, the number
of nodes used depends on the area or size of space, where battery backup performs
main role to maintain the network’s whole life cycle. If each node has enough battery
backup that is able to transmit the enough data, that data transmit the distance from
some to destination with usage of energy. Now, energy is main concern of networks
which should be in consideration. So need to emphasis on residual energy usage
of node to improve the efficiency of whole sensor networks. When deployment of
nodes into hostile environment [4] is really very typical, so it is not easy to reboot
or recharge or regenerate the replacement of battery of each and every node which
is named as mote or hub seen in researches, but it needs to focus on energy usage of
each node.

Figure 1 shows that WSN is a network that has so many scattered nodes to work
collectively and just receive input from field (information gathering), and nodes are
linked together wirelessly to form a network topologies. WSN has two things: firstly,
cluster of nodes connected to each other, and second one is base station. Each node
has a main device to be there for all working, i.e., battery; electric battery is a device

Sink 

Fig. 1 WSN architecture
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which consists one or more electro-chemical cells. There are some previous efforts
for literature review: the characteristics, properties, applications, and communication
routing protocols inWSNs [5–8]. To design the clustering technique is a challenging
task in network area due to different factors [7] to be considered first. Main goal
of WSN is to increase the life time of network. Clustering improves the life time
of sensor networks supported by all types of applications. In case of clustering,
two things are considered first: formation of cluster and selection of cluster head.
Moreover, all the clustermembers are responsible to send the senseddata to respective
cluster head. Apart from this, in non-clustering, all the nodes directly communicated
with base station (BS). Clustering is far better than non-clustering in the consumption
of energy of sensor nodes.

The parts of the paper are divided into five sections which are followed: Sect. 2
covers the literaturework. Systemmodel and proposedwork arementioned in Sect. 3.
The implementation of work and simulation graph of work are described in Sect. 4.
Section 5 has the conclusion and future work finally.

2 Literature Review

Themost emerging field in theWSN-based application is energy usage and consump-
tion of sensor nodes. It is needed to make a clustering approach which enhances the
energy level of whole network. With the aid of clustering, energy usage can be
minimized to prolong the long distant node energy level [9]. In WSN, two types
of clustering approaches are there: homogeneous where all nodes have same energy
amount and heterogeneous where each node has different energy amount. To support
the homogeneous clustering, multiple protocols are available such as LEACH [10],
HEED [11], PEGASIS [12], whereas heterogeneous clustering protocols are SEP
[13], LEACH-E [14], DEEC [15]. The following Table 1 described the summary of
energy-based clustering approaches research papers in WSN:

3 System Model

3.1 Energy Consumption Model

Energy consumption formula calculates the consumed energy for each node or whole
network as well. This section describes the transmission, receiving, and data aggre-
gation of energy consumption. As proposedwork depends on the distance (d), energy
also depends on the distance. So, consideration of distance to calculate the energy
is focused on how far away the nodes are from BS location. The following formulas
presented in Eqs. (1), (2), and (3) are used to calculate the energy consumption for
k bit data.
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Table 1 Summary of research papers

Authors Objective Features Limitations

Liaqat et al. [16] Proposed approach
enhances the life time
of sensor networks and
also maintains the
stability

It works for mobile
network, throughput
and minimizes the
delay time and packet
loss

Efficient energy
utilization remains
an open issue

Mahboub et al. [17] Need to have a
approach which
minimizes the energy
consumption and
improves the network
life time

It uses K-means
clustering algorithm
which optimized
utilization of energy of
the nodes for whole
network

Mostly energy
consumption in
transmission phase
specifically in large
distant nodes

Shanmukhi et al. [18] Aim for this paper is to
maximize the network
life time

It is weighted
compressing sensing
technique to maintain
the suitability of
network

Try to solve the load
balancing problem
and throughput as
well

Liu et al. [19] To achieve optimal
energy consumption
with the use of power
line connection method

This approach
balances the energy
between nodes and
uses energy optimal
path to transmit

Increases the
system, cable, and
installation cost

Behera et al. [20] Focused on an efficient
and rotational selection
of cluster head scheme
which improved the
energy level of network

It enhanced the
throughput by 60%,
network life by 66%,
and residual energy by
64%

This work can be
extended to other
parameters for CH
selection

Zhu et al. [21] İt is a double cluster
head strategy to
minimize the energy
level for unequal
clustering

It improved the
different parameters
such as life time,
throughput, stability,
and energy
consumption. It uses
the best hop count
method

Base station
location can be at
centered to improve
the energy level

Singh et al. [23] This new protocol
objective enhanced the
stable lifetime of the
WSN and ultimately to
smoothness
transmission

Introduces an
independent node,
which is nearer to the
sink, and independent
nodes can transmit
their own sensed data
directly to the sink

Base station can be
at center position
and rotate the duty
of CH as well

Wei et al. [22] This paper focused on
the energy consumption
and data delay
parameters

Examined the
approach for mobile
sink optimized
cluster-based energy
technique

Extends to have
multiple mobile sink
or base station
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ETx(k, d) = Eelec ∗ k + εfs ∗ k ∗ d2d < dthres (1)

ETx(k, d) = Eelec ∗ k + εamp ∗ k ∗ d4d > dthres (2)

where distance threshold is dthres =
√

εfs
εamp

.

To receive the k bit data

ERx(k) = Eelec ∗ k (3)

3.2 Proposed Work

This proposed work developed a technique to design an efficient cluster head
approach in wireless sensor network that can consume the less energy and save the
energy level of each node. In WSN, cluster head selection process should enhance
the energy level of each node and comprise the whole network in consideration.
Here distance parameter is used to select the cluster head for each cluster for sensor
network. The main concern to find the cluster head to pay the role for whole cluster
is to collect the data from cluster member.

Enhanced distance-based cluster head selection technique applied the following
steps:

1. Initially, sensor nodes are deployed into the environment, and each node has the
co-ordinate position as x and y.

2. Set the center location of BS with co-ordinate position.
3. Divide the whole area by equal size into four partitions. Draw a vertical and

horizontal line. (BS location will be worked as origin position).
4. Each quadrant calculates the distance between nodes using Euclidean distance

formula as from BS as well.
5. Calculate the net distance of each node by the addition of BS distance of each

node for each quadrant.
6. Node with minimum net distance is the node elected as cluster head (CH) for

corresponding quadrant.

Figure 2 represents the single cluster formation of network where triangle symbol
is the location of BS at center of sensor network, square represents the CH, and circle
represents the nodes.

Single cluster considered in [24] needs the whole network partitioned into four
clusters which formed quadrants. Quad clustering is also implemented by [25] to
form the four clusters for energy efficiency.WSN rectangular window area for whole
cluster lower-left corner is (XL, YL) and upper-right corner is (XR, YR) as shown in
Fig. 3. The whole window is divided into four clusters. Further cluster head selection
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Fig. 2 Single cluster formation of 100 nodes

Fig. 3 Single cluster converts into four clusters

procedure of four clusters as per distance between nodes and BS takes place. So,
quadrant positions are described as:

Quadrant cluster 1—starts from (XL, YL) and ends with (XC, YC)
Quadrant cluster 2—starts from (XC, YL) and ends with (XR, YC)
Quadrant cluster 3—starts from (XL, YC) and ends with (XC, YR)
Quadrant cluster 4—starts from (XC, YC) and ends with (XR, YR).

The methodology here to elect the CH depends on the two parameters.

i. Energy level
ii. Distance.
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In case of energy level, energy is main aspect of WSN, because if a node is more
capable to transmit, the data completely depend on the power or remaining energy
of node. So, consider the energy of each node as main concern. If any approach
can save the energy, that can also improve and enhance the energy level of whole
network. So, methodology which is based on energy is going to be famous. Here,
the CH selection is based on the energy of each node which can travel the minimum
distance to save the energy.

Another parameter is distance which is also a main consideration to overcome
the problem of energy usage. Because, a node travels the small distance obviously
uses the less energy. The sending energy formula is as follows. As per distance
consideration, initially, distance is consider between nodes and later on the distance
from each to base station location. In sensor network area, there is deployment of the
sensor nodes into two-dimensional space area axes like x, y-axis. So that, it calculates
the distance using Euclidean distance formula as mentioned below.

Distance =
√

(x2 − x1)
2 + (y2 − y1)

2

whereas (x1, y1) and (x2, y2) are co-ordinate positions of node and base station as
well.

4 Simulation Result and Analysis

4.1 Simulation Environment

Here is the Python implementation. For simulation, consider hundred to five hundred
nodes for 100 m by 100 m, field network area for WSN. Parameters used to evaluate
the energy consumption are shown in Table 2.

Table 2 Parameters of
simulation

Parameters Value

Network field area (in meters) (100, 100)

Number of nodes 100–500

Eelec 50 nj/bit

Efs 10 pJ/bit/m2

Eamp 0.0013 pJ/bit/m4

Dthres 87 m

Eda 5 nj/bit/signal
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4.2 Simulation Outcome

Simulation of proposed work distributes 100 to 500 nodes in various field sizes, and
BS location is at center of the area which is fixed. Initially, Fig. 4 shows hundred
nodes’ deployment in 100 m by 100 m sensor area, and Fig. 5 is for 100 m by 100 m
with 500 nodes deployment, and further cluster has, respectively, 26, 30, 26, and
18 number of nodes. Location of first quadrant CH position is at (33, 30), second
quadrant CH position is at (76, 24), third quadrant CH position is at (31, 72), and
fourth quadrant CH position is at (72, 82) as (x, y) co-ordinates.

Fig. 4 100 nodes deployment

Fig. 5 500 nodes deployment
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Fig. 6 Single cluster and quad clusters distance coverage

As comparison between single clustering and quad clustering, quad clustering is
better than single cluster. In single cluster, all nodes transmit the data to CH and
then aggregate the data sent to BS directly, whereas in quad clustering, four CHs are
responsible to collect the data from corresponding cluster members and then to BS.

In Fig. 6, the graph of distance shows the comparison of distance coverage by
single cluster and quad clusters, and the proposed work covered less distance in
comparison of single cluster. As per energy formulas mentioned in Eqs. (1), (2), if
the covered distance is less then energy consumption is also less. Distance coverage
graph shows hundred to five hundreds nodes represented in 100 by 100 m area.

As per energy consumption of network, Fig. 7 shows energy usage comparative
graph of 100 by 100 m with deployed 100–500 nodes for single cluster and quad
clusters. This comparison shows that the proposed work gives the use of energy
consumption which is lower than the single cluster. Different WSN applications
can be beneficial to implement the distance-based clustering approach. Proposed
work gives the balanced and utilization of energy level of whole network. Distance-
based quad clustering gives the enhancement to improve the life time of WSN. It is
observed that our proposed work is 40% to 50% better than single cluster and direct
transmission in case of energy consumption and distance coverage. It also supports
the balanced clusters which are near to equality of number of nodes.

5 Conclusion

Mostly, energy-based approaches consumed more energy which leads to degrade
the network life time. Cluster formation may improve the network life time for
many applications. The proposedwork is energy-efficient approach based on distance
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Fig. 7 Energy usage by single cluster and quad clusters

and energy level of node. In this paper, area of network is divided into four parti-
tions to see the improvement in wireless sensor network life time. Each partition
represents a quadrant and assigned a CH to collect the sensor data from respective
members. Assignment of CH is based on distance between nodes and BS as well.
The proposed implemented work used the energy of each node efficiently of wireless
sensor network. The implementation shows that proposed work gives better result
in case of performance than the single cluster and direct transmission. It is observed
that our proposed work shows 40–50% increment in the energy level of network.
Multi-level quad clustering can be further explored to improve the energy level of
whole network. This proposed work is only simulation-based and later on can also
implement on real-time application.
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Emerging Communication Technologies
for Industrial Internet of Things:
Industry 5.0 Perspective

Nagesh Kumar , Bhisham Sharma , and Sushil Narang

Abstract The Internet of things (IoT) has emerged into various application areas
like agriculture, healthcare, defense, transportation, and manufacturing. The trans-
formation of real things in the physical world to the Internet of things given a rise
to industrial IoT (IIoT). IIoT applications are intended for the automation of the
manufacturing industry, called Industry 4.0. Also, due to needs of end-user personal-
ization, Industry 5.0 is becoming popular nowadays. Industry 5.0 is intended to inject
artificial intelligence (AI) into human lives to improve capabilities and productivity.
To make Industry 5.0 a successful revolution, IIoT must provide better efficiency,
improved productivity, and better assetmanagement. In this context, device-to-device
communication plays an important role. IoT devices must be enabled with seamless
communication technologies over heterogeneous networks. In this paper, commu-
nication standards, technologies, and various published research contributions are
reviewed. Further, an analysis is presented to formulate challenges and opportuni-
ties for designing communication methods for IIoT. The paper also provides general
directions for developing communication techniques in perspective to Industry 5.0.

Keywords Industrial Internet of things · Cyber physical systems ·
Device-to-device communication · Industry 4.0 · Industry 5.0 · Fog computing

1 Introduction

Industrial Internet of things (IIoT) is a promising application of IoT, resulted due to
sensor and Internet interface leading to better human lives. IIoT involves machines
in communication process though Internet and process data produced, by using
advanced analytics techniques. IIoT technology has a broader range of applications
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including healthcare, defense, finance, agriculture, manufacturing, retail, and adver-
tising. In context to machine-to-machine communication, IIoT provides the advan-
tage of semi-independent machine operations or operations with minimal human
intervention [1]. These IIoT-based systems will be able to behave intelligently and
can change course of action based on feedback established within framework.

Today’s manufacturing industry is moving toward digital and intelligent opera-
tions, thinking about the customized production according to end-user needs. In this
context, development of new computational techniques, smart devices, and other
electronic technologies resulted in a new revolution called as Industry 4.0 [2]. Manu-
facturing process is digitally transformed in Industry 4.0, also called as 4th indus-
trial revolution. The basis for Industry 4.0 is the cyber physical systems like smart
machines. Thesemachines are usingmodern control and software systems connected
via Internet. Internetworking of machines and processes intelligently is possible due
to IIoT and advancements in information and communication technologies [2, 3]. The
process of manufacturing and actual product is networked, and communication tech-
nologies enable novel production, good values, and real-time optimization. Cyber
physical systems able to fulfill needs for smart factories like remote monitoring or
track and trace [3–7]. Industry 4.0 is basically intended to transform conventional
machines to interactive machine. These interactive machines can communicate the
issues related to health, production, and upgradation, so that there will be overall
performance improvement. In simple words, Industry 4.0 is an open, smart platform
for manufacturing, and generating industrial networked information [8–11] (Fig. 1).

With Industry 4.0, as artificial intelligence and big data analytics techniques are
evolving, and there is new term coined, i.e., Industry 5.0 [12, 13]. Industry 5.0
can be thought of as intelligent machines or robots coworking with human beings.
This vision of human–robot coworking [13, 14], humans will focus on innovations
and creativity and rest of the work will be performed by robots. This will increase
performance and industry profit aswell. In anotherway, Industry 5.0 can be thought of

Service Platform
Data transformation
Data Analytics
Data operations

Proximity Network

Applications 
1. Healthcare 
2. Automation 
3. Agriculture.... 

Edge Tier Platform Tier Enterprise Tier

Domain Applications

Standards/Rules and 
Control

Data Repository

Data Flow

Control Flow

Edge gateways

Fig. 1 Three-tier industrial IoT architecture [12]
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Table 1 Industry 4.0 and Industry 5.0 perspectives

Motivation Energy sources Technologies Area(s) of
research

Smart
manufacturing
(Industry 4.0)

Increasing
production

Electricity, fossil
fuel, renewable
power sources

IoT, big data,
cloud
technologies

Improvement of
methods of
production,
business
analytics,
organizational
research

Human–Robot
coworking
(Industry 5.0)

Improving human
lives (smart social
life)

Electricity,
renewable power
sources

IoT, robotics
and artificial
intelligence,
big data, cloud
technologies

smart cities and
environments,
improvement of
methods of
production,
business
analytics,
organizational
research

Bioeconomy
(Industry 5.0)

Sustainable
development

Electricity,
renewable power
sources

Renewable
resources,
sustainable
environments,
bionics, and
agriculture

Waste
engineering,
agriculture,
healthcare,
improvement of
methods of
production,
business analytics

as a bioeconomy [14]. In this, the focus is on better utilization of biological resources
for industrial use. This intends to balance the ecology, industry, and economy for
better lifestyle of human beings. Table 1 provides overview of perspectives followed
in Industry 4.0 and 5.0.

Internet of things can be thought of as large number of devices internetworked
together to perform application specific tasks. If we want these devices to perform
well, the communication techniques play an important role. IoT network proto-
cols are designed to connect medium to high-power devices over the network. IoT
network protocols allow data communication within the scope of the network. In
this paper, IoT communication protocols and the specific protocol design require-
ments for Industry 4.0 will be discussed. The paper presents a detailed literature
review on machine-to-machine communication protocols with their pros and cons.
Few of popular protocols discussed over here are hypertext transfer protocol (HTTP),
message queuing telemetry transport (MQTT), Zigbee, LoRaWAN, 6LowPAN, and
advancedmessage queuing protocol (AMQP). After completing the literature review,
an analysis will be performed to fetch out some challenges and opportunities in
context to development of new protocols. Also, there will be a discussion carried out
about the opportunities and directions toward using these technologies in Industry
5.0.
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2 Literature Review Process

The research or review articles considered in this paper are mostly from last five
years, and the old papers are only considered when it seems to be important to
include. Before starting this review article, the research questions are formulated,
and the research libraries are searched accordingly.

2.1 Research Questions

The focus in this article is to answer questions associated with communication
technologies in IIoT, Industry 4.0, and Industry 5.0. Major research questions are

RQ1: What type of communication technologies and standards are available for
Industry 4.0?
RQ2: How the performance of communication protocols is affected by constraints
in IoT devices?
RQ3:What are the challenges, opportunities, and future directions toward Industry
5.0 in context to communication technologies?

2.2 Information Source

Due to wide scope, it was advised that various research libraries must be searched
to find out research articles on Industry 4.0 and Industry 5.0. According to popu-
larity, the focus was to consider IEEE Xplore, Science Direct, ACM digital library,
Google scholar, and Springer Nature to formulate the state of the art in use of
communication protocols for IIoT, Industry 4.0, and Industry 5.0. The searching
keywords were related to industrial revolution, IoT, industrial IoT, applications of
IIoT, Industry 4.0, Industry 5.0, artificial intelligence inmanufacturing, routing proto-
cols, fog computing in industries, communication technologies for IoT, Industry 4.0
and 5.0, and other related words.

3 Literature Survey

Due to advancements in information and communication technologies, connecting
large number of IoT devices became easy in last few years. IoT technology mostly
focused on device-to-device communication to fulfill the requirements of Industry
4.0 and Industry 5.0 [15–18]. As thousands of heterogeneous devices are connected,
there is a production of large amount of data. Due to this, there is a requirement
of good IoT architecture to store and process this many data. Cloud computing
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architectures are mainly focused to deal with it and new paradigm, fog computing
focused to provide optimized and scaled up communication architecture for IoT
[19–21].

In computer networking, basic communication protocols can be differentiated
based on device interactions. Device interactions can be of two types, i.e., request-
reply model and publish-subscribe model [22, 23]. The most commonly used model
is request-reply model, in which a client requests server for data and server after
processing request respond with the same. This type of model is generally central-
ized, and server will be responsible for most of the data communication. For IoT
communication, themost commonexamples of request-reply communicationmodels
are representational state transfer HTTP (REST HTTP) and constrained applica-
tion protocol (CoAP). On the contrary, publish-subscribe communication model is
a distributed, loosely coupled, asynchronous type, which focus on the requirements
of data for a specific end-user. Several research has been carried out on publish-
subscribe to handle problems like data security, integrity, and availability. MQTT,
AMQP, and data distribution service (DDS) are common examples of communication
protocols which are applying publish-subscribe models.

Besides utilizing conventional communication protocols, some of new standards
and protocols are also proposed for IoTs. These standards and protocols are mainly
focused to various applications of IoT in Industry 4.0 and Industry 5.0. As most of
the manufacturing applications of IIoT require short-range communication, IEEE
standard for wireless personal area network, i.e., 802.15 is of higher impact since
2003. The communication range specified in 802.15 is in between 1 and 100m. Blue-
tooth compatible standard 802.15.1 is a point-to-point communication technology,
while ZigBee compatible standard 802.15.4 is a star topology-based peer-to-peer
communication technology. These both technologies support unicast and broadcast
communications. Near-field communication (NFC) is another short-range communi-
cation protocol applied in many applications of IoT which can communicate within
few centimeters. In addition to these protocols, 6LoWPAN communication protocol,
based on IPv6, supports power constrained IoT devices by doing header compres-
sion to save energy [24]. These protocols are most widely used in IoT devices and
are very common in most of the applications. Apart from short-range communica-
tion, IoT devices are also utilizing cellular networks for long-range communication.
Although, short-range communication technologies aremore effective in Industry 4.0
and Industry 5.0. The researchers around the globe try to improvise commonly used
protocols according to industry application demands and introducing more efficient
protocols as alternatives.

Kim et al. [24] proposed improvised ZigBee protocol named as UPnP-ZigBee
communication architecture which mirrored ZigBee topology by utilizing proxies.
The protocol utilized UPnP gateways to improve communication capabilities of
IIoT networks. Song et al. [25] proposed a communication system by taking smart
home application into consideration. Authors worked on energy efficiency, secu-
rity, and privacy preservation. In their proposed approach, they have used symmetric
key encryption and message authentication codes (MAC) to ensure data integrity
and data authentication. The comparison of results showed better performance in
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terms of complexity, memory consumption, and communication cost. The applica-
tion scenario considered by authors was smart home networks and may be applicable
to other industry applications of IoT.

As most of the IoT devices are energy constrained, Li et al. [26] proposed an
improvement to ZigBee protocol named as passive-ZigBee. This proposed protocol
offers low-duty cycle and ultra-low-energy consumption. The authors have developed
new gateway that can generate combined ZigBee and Wi-Fi signals. Authors have
claimed that passive-ZigBee can reduce power consumption by a factor of 1440 times
to conventional ZigBee. Authors have developed a hardware-based demonstration
and tested performance of passive-ZigBee-based devices on ZigBee, Wi-Fi, and
FPGA platforms. As per the authors, the experimental evaluation showed the energy
consumption around 25 µW up to 55 m. Author suggested that the applications of
proposed protocol are intended to IIoT and smart factories.

Currently, as IoT networks are growing day by day, the researchers are motivated
to exploremore opportunities in energy efficiency, security, and high-communication
throughput. Working in this direction, Li et al. [27] have proposed a new communi-
cation protocol to get high throughput named as Chiron. Chiron focused to support
physical layer component in heterogeneous IoTnetwork includingZigBee andWi-Fi.
Authors ensured concurrent transmissions of Wi-Fi and ZigBee packets in Chiron,
which resulted in utilizing spectrum 16 times better than conventional gateways.
For sharing spectrum in heterogeneous IoT, Liu et al. [28] have proposed a new
multichannel framework for IoT applications. Authors proposed the framework to
share spectrum with 5G devices to ensure simultaneous 5G and IoT communication.
Another contribution of authors includes an optimization algorithm using Lagrange
dual composition. After simulation, it was observed that proposed IoT framework has
improved the throughput of 5G and IIoT communication, when used simultaneously
in Industry 5.0.

Considering IIoT as focus Petrenko et al. [29] raised the issues of creating single
integrated internetwork platform for data generators and data centers. The authors
have proposed a solution for IIoT devices’ interactions. The study was focused to
Russian Federation only but may be implemented in many IIoT applications. Piyare
et al. [30] addressed the disadvantages of LoRAWAN technology, i.e., latency, low
control, and higher packet collisions. Authors have proposed an energy efficient
IoT architecture by utilizing time-division multiple access (TDMA) protocol. The
authors claimed in the paper that they have merged the abilities of short-range radios,
asynchronous communication, and long-range connectivity of LoRAWAN. After
simulation, the results depicted that there were no packet collisions, and energy
consumption is below 46 mJ with a latency of few milliseconds.

Due to energy constraints in IoT devices, there is always a tradeoff between energy
efficiency and other performance parameters like latency, packet delivery ratio, and
data fragmentation. Considering data fragmentation asmajor issue, Khaled andHelal
[31] have proposed a framework called as Atlas IoT communication framework. The
framework addressed the problem of heterogeneous IoT networks and introduces
translator for communication protocols. The authors believed that Atlas framework
can provide flawless communication between different devices in an IoT. Authors
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have discussed about the use of framework in IIoT and recognized Atlas as a major
step toward smart factories and Industry 4.0. Another communication technique, i.e.,
visible light communication (VLC) was discussed by Liu et al. [32] with respect to
industrial environments. Authors have addressed the problem of power line connec-
tion and battery replacement in IoT devices and proposed an energy harvesting
solution. As per the authors, VLC can be powered using EM interference signals
by introducing advanced signal processing systems with new energy efficient tech-
nique. The simulation results depicted good results and promising applications of
VLC in IIoT.

Drone technologies are emerging as unmanned aerial vehicles (UAVs), which
require seamless wireless communication to be utilized in most of the applications.
Keeping these points in view, Zhang et al. [33] proposed time slot computation-
based strategies for UAVs and IoTs. Terminal devices are taken into consideration
for assigning time slots to complete latency-critical tasks. Authors have proposed
three different computation aspects for terminal devices in which devices can do
self-computation, assign tasks to UAVs, and third was assigning task bits to access
points. In paper, there was an optimization algorithm proposed to reduce energy
consumption. The analysis was done based on numerical results only which showed
good results as compared to benchmarked cases.

Debroy et al. [34] have proposed another protocol for communication in IoT
devices named as SpEED-IoT (spectrum aware energy-efficient multi-hop multi-
channel routing scheme for D2D communication in IoT mesh network). The authors
have introduced a dedicated spectrum sensor for generating the radio environment
map (REM). REMs are then utilized to calculate best path, channel allocation, and
minimum energy consumption. According to authors, SpEED-IoT preserves energy,
protect licenses, converge fast enough, and improve data rate. The paper by Rathee
et al. [35] illustrated the use case of IIoT and proposed a communication method
for wireless technology using blockchain. Blockchain was used to improve secu-
rity, privacy, and transparency in wireless sensor systems and IoT. Proposed frame-
work was simulated against various attack metrics and analyzed for authenticity
in different setups. Simulation results showed good results in terms of energy effi-
ciency and security analysis, but end-to-end delay was high. Zezulka et al. [36]
reviewed open platform communication-unified architecture (OPC-UA) protocol for
Industry 4.0. Authors have divided the article into two parts, first part has explained
and analyzed OPC-UA. In the direction toward machine-to-machine communica-
tion, OPC-UA protocol was developed in Europe as a standard by OPC foundation
[37]. For communication in Industry 4.0, OPC-UA is now adopted by various other
countries like USA and other developed countries.

Researchers are more focused toward introducing IoT in manufacturing tech-
nologies and Industry 4.0. Most of the research articles discussed here are focused
to Industry 4.0. Although there are other research articles [38–51] also, which focus
on different applications like smart agriculture, smart grid, defense technology, and
other promising areas. A discussion and analysis are presented in upcoming section
to find out the promising applications of these protocols in Industry 4.0 and Industry
5.0.
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Discussion and Analysis

The analysis and comparative performance of IoT communication protocols were
published by many authors e.g. [52] in last few years. Most of the article are focused
for open-source available standards and protocols in IoT communication. Few review
articles like [52, 53] discussed IoT communication protocols for specific application
like smart agriculture, smart grid, and smart homes. In this article, industrial IoT
has been focused, and the protocols and published articles which are focused to
IIoT were discussed in literature survey. This section carries out a discussion and
analysis on the basis literature survey and specify the applicability of these protocols
in manufacturing process. In the 1st step, Table 2 presents the analysis of various
IIoT communication protocols discussed above, in terms of key characteristics. In the
second step, a ranking of IoT protocols is completed and recommendation according
to key performance factor is done. Table 3 presents the recommendation of discussed
protocols with key performance metrics. The suggestions given over here depend
on application scenario too, like some applications may require better bandwidth
utilization while in some other applications, energy efficiency is an important aspect.

4 Open Research Challenges and Opportunities

Although most of the issues and challenges researchers have addressed for Industry
4.0, but still, most of the businesses in many countries are not adopting IIoT. Nowa-
days, we are moving toward Industry 5.0 and inclusion of artificial intelligence has
been started already. By keeping this fact in view, major open research challenges
for development of communication protocols are listed and discussed in this section.

Heterogeneity: IoT devices to be distributed to smart manufacturing in an organiza-
tion neednot be of homogeneous in nature.Heterogeneous devicesmayhave different
type of protocols to follow. This impose a great challenge toward data communication
as data formats and data rates will be different. Hence, whenever a communication
protocol needs to be developed, protocol translation must be considered as a major
factor.

Interoperability: When two or more devices communicate with each other and
perform certain common tasks, then there will be the requirement of interoperability.
Interoperability depends on types of devices, platform of devices and networks, and
protocols a particular device are following. Due to heterogeneous environment and
devices interoperability in communication protocols becomes a challenge and should
be addresses at the time of protocol development.

Energy efficiency: This issue remains the focus of researchers from the time of sensor
system development. Whenever a researcher tries to develop a new protocol for
wireless sensor networks or IoT, energy efficiency is always one of the challenges.
Most of the researchers discussed in literature survey here have focused on this issue
and tried to reduce power consumption.
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Table 3 Recommendations based on key performance indicators

Performance
indicator

Bandwidth
utilization

Energy
efficiency

Throughput Reliability Preference in
manufacturing
applications of
IoT

Most suitable
protocol

CoAP,
MQTT,
AMQP NFC

CoAP,
MQTT,
AMQP
NFC

MQTT, DDS,
CoAP,
passive-ZigBee,
UPnP-ZigBee

MQTT, AMQP,
Passive-ZigBee,
6LowPAN, NFC

Passive-ZigBee,
6LowPAN,
NFC, Song
et al., Petrenko
et al.

Least suitable
protocol

Song et al.,
Liu et al.,
Rathee et al.

REST
HTTP,
Atlas,
Rathee
et al.

AMQP, Zhang
et al., Liu et al.

Piyare et al.,
SpEED-IoT

Rathee et al.,
SpEED-IoT

Security: As IoT devices generates lots of data, security will be another challenge
and can cost organization’s important assets. Data required to be secured in storage
as well as in communication. Insecure communication is the biggest challenge in
IIoT and required to be addressed at the time of protocol design. The researchers
need to develop secure mechanisms of communication within an organization.

Scalability: To work smoothly, IIoT protocols need to scalable because of large
number of devices connected. As number of devices keep on changing time-to-time,
there will an issue of data variability, which needs to be addressed at the time of
protocol development.

Reliability: Reliability of IoT in an organization depends mostly on the communica-
tion between the devices. There can be huge losses in terms of finance and human
lives if communication gap is there between IIoT devices. The communication proto-
cols must ensure fault tolerant capabilities to handle failures. Failures in IIoT can
be of any type like device failure and failure of links. There are different solutions
proposed for this problem, and some promising and popular ones are caching and
dynamic spectrum access capabilities.

Quality ofService: QoS is the biggest challenge for any type of communication
protocol, whether it a conventional one or specifically designed for IoT. Packet loss,
delays, bandwidth, resource allocation, and packet loss are major QoS factors. To
optimize all these performance factors is the biggest challenge and needs to be
addressed according to application requirements. In IIoT manufacturing applica-
tions, these factors very crucial, and researchers must pay attention for QoS design
in a communication protocol.

Despite these challenges, there may be other hurdles also in developing a commu-
nication protocol like legal challenges, replacement of old machinery, or updating
machines for modern manufacturing, etc. Researchers around the globe are working
for the improvement of communication protocols for future technologies. Intelligent
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Industry 4.0

• Internet of things
• Big Data
• Artificial Intelligence
• Cloud Computing

Evolution of Cyber Physical 
Systems 

Industry 5.0

• Robotics 
• Sustainability
• Artificial Intelligence
• Renewable Resources

Evolution of Human-Robot Cowork-
ing and Bioeconomy

Fig. 2 Moving from Industry 4.0 to Industry 5.0

communication protocols may be the biggest revolution for Industry 5.0 as we are
thinking of human–robot coworking.

5 Directions toward Industry 5.0

Industry 5.0 concepts are still emerging and require a lot of research on various
aspects. Human–robot coworking may turn out the biggest revolution in future and
require very precise and reliable communication techniques. Existing communica-
tion protocols like ZigBee, MQTT, Bluetooth, and other protocols discussed in this
paper may not cope up with the intelligent robots. The researchers must pay atten-
tion toward these technical advancements and develop efficient protocols to improve
organization and production environments. Robots working with human will make
a change to human lives and replace human workers in few years. Other aspect of
industry 5.0, i.e., bioeconomy development involves sustainable environments and
of course better human lives. In this paper, communication protocols were discussed
that are proposed by various researchers to tackle the issues raised during manu-
facturing process. Manufacturing process and methods are going to be changed if
Industry 5.0 is evolved in few years. Communication protocols are going to play
major role in improving the same and require lot of attention. The challenges and
opportunities listed over here are important aspects to be focused on by a researcher
developing new communication protocol for Industry 5.0 (Fig. 2).

6 Conclusion

In this paper, communication protocols have been discussed, and certain research
questions have been answered which were formulated before starting of this review
article. In context to RQ1, multiple communication protocols were discussed, and in
Table 2, the types of those protocols are listed out. Identified types are request-reply
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and publish-subscribe type of communication protocols. RQ2 was about looking
at the performance of communication protocols survey in this article. Tables 2
and 3 provide analysis and performance comparison based on the results given by
researchers in their respective articles. Standardized protocols need an improvement
as per the analysis, and some researchers have done this in context to various manu-
facturing applications. The last question RQ3 was answered by listing out various
challenges and giving views on how communication protocols are to be developed
and improved if we must move toward industry 5.0. Overall, improvement to any
networking technology mostly depends on the communication system available for
it. Certain characteristics need to be addressed for manufacturing applications like
range, fault tolerance, reliability, capacity, scalability, andQoS parameters like delay,
energy efficiency, mobility, and resource utilization. The researchers working on
communication protocols for new revolution Industry 5.0 may find this paper helpful
and address various challenges.
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Explainable Artificial Intelligence (XAI):
Connecting Artificial Decision-Making
and Human Trust in Autonomous
Vehicles

A. V. Shreyas Madhav and Amit Kumar Tyagi

Abstract Automated navigation technology has established itself as an integral
facet of intelligent transportation and smart city systems. Several international tech-
nological organizations have realized the immense potential of autonomous vehicular
systems and are currently working towards their complete development for main-
stream application. From deep learning algorithms for road object detection to intru-
sion detection systems for CAN bus monitoring, the functioning of a self-driving
vehicle is powered by the simultaneous working of multiple inner vehicle module
systems that performproper vehicle navigationwhile ensuring the physical safety and
digital privacy of the user. Transparency of the vehicle’s thought processes can assure
the user of its credibility and reliability. This paper introduces explainable artificial
intelligence, which aims to converge the decision-making processes of Autonomous
Vehicle Systems (AVS). Here, the domain of Explainable AI (XAI) provides clear
insights into the role of explainable AI in autonomous vehicles and increase human
trust for AI based solutions in the same sector. This paper exhibits the trajectories
of transportation advancements and the current scenario of the industry. A compara-
tive quantitative and qualitative analysis is performed to compare the simulations of
XAI and vehicular smart systems to showcase the significant developments achieved.
Visual explanatory methods and an intrusion detection classifier were created as part
of this research and achieved significant results over extant works.
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1 Introduction

Smart urban mobility opportunities are currently on a rapid rise due to the recent
advances of autonomous driving systems. The autonomy of vehicles and transporta-
tion systems is now becoming an integral part of every smart city’s propaganda and is
set to serve as amore efficient replacement to traditional transportation infrastructure.
Urban administrators, policymakers, politicians and legislators are unnerved by the
increase in machine autonomy due to the different disruptions that they may inflict
upon existing policies and urban strategies. The evolution of artificial intelligence-
based systems is now leading towards a point where humans are expected to accept
the decisions of the system as it possesses higher insights and the computational
power to produce accurate results in real time. The entry of AI systems into critical
and essential domains such as finance, defence, education, etc., has now instigated
people to look towards a solution to the completely opaque decision-making process
of the system. A typical AI system provides very little explanation or inferences,
which is understandable by the layman, on how a particular decision was. Hence,
the concepts of explainability and interpretability have now established themselves
imperative for producing mainstream AI-powered applications. The extent to which
the explanation provided by a system can be understood by a person is defined to be its
interpretability. The biggest challenge is to produce a viable explainability solution
to different neural networks to encourage transparency in machine decision-making
to make humans understand and trust the conclusions provided by the learning
networks. This generates the ability for the human to rationalize with the deci-
sion made by the system. Explainable AI (XAI) is interdomain of AI [1] created
for the aforementioned purpose. Self-driving vehicles perform several computations
ranging from vision recognition to network intrusion detection, and the ability to
explain these computational decisions made by the vehicle will propagate human
trust from an ethical, moral and legal standpoint.

Hence, the organization of the work is as follows: Sect. 3 of the article focuses on
the concepts behind autonomous and semi-autonomous vehicles, followed by Sect. 4
which dives into the details of vehicle autonomy and related processes. Section 5
provides the principles behind explainable AI, and Sect. 6 describes how autonomous
vehicles use their vision tomakedecisions. The focus is nowshifted towards the ethics
and morals surrounding self-driving cars followed by the exploration of methods to
establish trust in connected vehicles and VANETS in Sect. 7. The simulation results
of vision-based explanations and novel intrusion detection algorithm are provided in
Sect. 8. Section 9 discusses and concludes this work in brief (with including some
interesting future work).
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2 Autonomous and Semi-Autonomous Vehicles

The intertwining research advances in embedded systems, wireless communica-
tion, vision networks, data analytics, sensors and ad hoc networks have led to the
widespread emergence of autonomous vehicle and intelligent transportation systems
[2]. Emerging in the 1920s, the origin of vehicle anonymity is rooted in the remote-
controlled phantom autos which were showcased to prove the limitless potential of
modern science and initiate the concept of driverless cars. Other significant devel-
opments in the path towards completely driverless vehicles were documented in the
1980s by the invention of the autonomous land vehicle (ALV) by Carnegie Mellon
University and the introduction of Mercedes’s Prometheus project. These develop-
ments, however, required human intervention at certain levels of their operational
process. The increase in high-performance hardware and low-cost implementations
in the twenty-first century has aggregated quite a lot of interest towards autonomous
cars. Figure 1 showcases the different levels of automation in driving.

Fig. 1 Levels of driving
automation
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Several steps need to be executed in sync for the seamless functioning of self-
driving vehicles. The vehicle must always be aware of its surroundings, constantly
learn its environment, plan the route to achieve the lowest time for the travel and
make well-defined manoeuvers in the street [3]. The aforementioned process can
be split into three different operational segments such as environmental awareness,
navigational planning and movement control. Apart from this, the QoS and safety of
thepassengers are also accentuatedbyaccommodating assistivemachine systems like
stability control, assistive brakes, sensors of differentmodalities andGPS positioning
[4]. Autonomous cars not only ease the burden of driving for existing drivers but also
expand the market vastly to accommodate people with different disabilities. Mental
health is also promoted in this process as this relieves the stress of driving and prevents
most cases of road rage.

With the decrease in health risks, passengersmay experience improved quality and
life and higher productivity. The implementation of connected autonomous cars in
smart regions can intercommunicate to make sure minimal congestions and perform
optimal route optimizations. It is essential that the passengers completely understand
their self-driving cars to yield the aforementioned benefits to completely trust their
functioning. This is where explainable navigational intelligence comes into play. The
fruition of autonomous cars will certainly transform the world and the human race,
and only the future can tell whether the outcome will be positive or negative.

3 Current Processes in Vehicle Autonomy

Several different components function in unison for the smart vehicles to understand
their environment and make optimized decisions while ensuring the safety of the
passengers. The most critical components for the functioning of the vehicle are as
mentioned below.

• Sensors: Sensors form the initial perception layer that interacts with the immediate
surroundings. These hardware components observe and record data about the
surroundings that are utilized by the learning systems of the vehicle to make
decisions on the manoeuvers and navigational changes that need to be made. The
sensors may be of different modalities ranging from simple IR sensors to radars,
LIDAR, stereo cameras, etc.

• Structuring inputs: The data obtained through the sensors of the vehicle is
processed to make it suitable for interpretation by the decision-making neural
networks. This pre-processing stage involves accentuating the features of the
obtained visual data employing image processing, segmentation, object detec-
tion, image classification, etc., to provide a detailed analysis of the environment
[5] that will be used by the network to take appropriate decisions. The combi-
national information obtained through both mediated perception (multiple visual
understandings interpreted together to formulate the data) and direct perception
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systems (visual affordance extractions through scalar indicators) of the vehicle is
utilized to understand the street environment.

• Output representations: The outputs of themain internal vehicle governing system
are to produce and initiate vehicle controls to navigate the environment safely
and efficiently. Dual methodologies are employed for this purpose. End-to-end
strategies obtain the final output directly by feeding deep learning networks with
the sensory inferences obtained; whereas, end-to-mid strategies tend to predict the
future path of the vehicle, which is to be followed by a PID or similar controller.

• Learning: The learning algorithms [6] employed for propelling the vehicle to func-
tion autonomously fall into two major categories, namely reinforcement learning
and behavioural cloning [7]. Reinforcement learning depends upon the trial-and-
error learning of the system where it is exposed to an unknown environment with
no prior knowledge and is expected to iterate through multiple attempts until
it achieves its goal, finding a unique balance between reinforcement and self-
exploration [8]. Behavioural cloning on the other hand is similar to supervised
learning tasks where prior knowledge is fed into the networks in the form of
well-defined data sets.

Many useful improvement details with respect to vehicle automation can be found
in [9, 10].

4 Explainable Artificial Intelligence (XAI) and Its
Principles

Explainable artificial intelligence (XAI) deals with eliminating the black box feeling
associated with artificial decision-making and improving the transparency of the
process to make the final decisions understandable by non-expert humans [11]. It
propagates the social right for an explanation that can be exercised by humans to inter-
pret why a particularly critical decision was made so that they can accept it through
reasoning and rationalization. XAI extends beyond any legal or ethical obligation
and provides improved service in AI applications. The users feel more comfortable
as they can now trust their AI system wholeheartedly and understand its thinking
methodologies. Hence, XAI plays an integral part in human–AI trust building. The
ability of XAI to document its proceedings by demonstrating its past performed,
present executing and future predicted actions helps confirm extant information,
generate new assumptions and challenge the available information. Figure 2 depicts
the process of explainable passenger—AI process.

Explainability, transparency and interpretability are the three major principles
that drive the development of XAI algorithms. The concept of explainability should
provide an array of interpretable feature representations that can educate humans on
the exact background processes that yield a particular decision. Interpretability of
a model is often interchanged with comprehension of the model’s underlying basis
[12]. Transparency is about providing descriptions of the classification or regression
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Fig. 2 Visual explanatory process in a vehicle

processes carried out by the machine learning models. There are several different
approaches towards solving the problem of AI explainability.

In Fig. 3, interrelation of explainability concepts is depicted. Layer-wise Rele-
vance Propagation (LRP) is a commonly used methodology which functions define
set of propagation axioms and rules. This approach is highly appropriate for
explaining deep and complex neural networks by propagating the prediction back-
ward. Counterfactual algorithms carry out impact evaluation to recognize the factors
contributing to the impact of the intervention by analysing the different parts of
the observed actual improvement. Local interpretable model agnostic explanations
(LIME) [13] as the name suggests focuses on the behaviour of the model towards the
immediate prediction also known as local fidelity. Several other visual methods like
Grad-CAM and its variations have been known to provide viable qualitative repre-
sentations of the vehicle’s vision [14–18]. Generalized additive modelling (GAM)
works by combining the characteristics of additive models and generalized linear
models. The linearized model relates a response univariate attribute to a selected
number of predictor attributes. Let us consider Y to be the former and Xi be the
latter. Equation (1) below showcases a link function g of a Y exponential distribution
family relating the predictor variables and the Y expected value. The functions f 1,
f 2, etc., are referred to as the smooth functions. GAM is quite flexible in assuming
and establishing relationships between predictors and response variables

g(E(Y )) = β0 + f1(x1) + f2(x2) + · · · + fm(xm) (1)

Rationalization in artificial intelligence is geared towards mimicking human
explanatory behaviour for autonomous systems. These algorithms translate internal
state-action representations of an autonomous agent into human natural language

Fig. 3 Interrelation of explainability concepts
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through the process of neural machine translations. The effectiveness of rational-
ization techniques is highly regarded as it provides more satisfaction to non-expert
humans who can interpret the process much more easily through natural language
[19].

5 Motivation

Human trust is a major factor in determining the future of autonomous systems, and
XAI [20] has been positioned in the forefront of providing interpretable solutions to
customers in order for them to gain understandings of the underlying processes [20].
Several experiments in the past have confirmed that providing information of the
self-driving cars [21] and educating customers on its operational decision-making
process made sure that the riders experienced higher trust and lower anxiety levels,
according to the works of Koo et al. [22]. Peterson et al. [23] confirmed that the situa-
tional awareness among passengers propagated the impact of trust in driver assistance
application and autonomous cars. Studies have also been conducted to explore the
passengers’ preferences among the four divisions of vehicle assistance: zero assis-
tance traditional vehicles, semi-autonomous vehicles, autonomous vehicles without
inferences/explanations and autonomous vehicles with interpretable results [24]. A
diverse group of people ranging through different age groups were involved in the
study. In autonomous cars, 88% of the people felt comfortable in the driver’s seat
[25] rather than the other seats even when the driving was autonomous. The stress
and worry of the passengers motivated them to make sure that they were in a position
of control so that they could take over if anything unexpected occurred. Close to
83% of the participating population felt much more comfortable in the autonomous
vehicles with the interpretable systems. These works portray the importance of stress
reduction and its interdependency towards development of human trust. The success
of vehicle autonomy is tightly wound around the complete development of vehicle
system explanations. This paper hopes to accentuate the scope of research in explain-
able autonomous vehicle development and inch closer towards a utopian future of
complete human-AI trust.

6 Vision Learning for Autonomous Vehicles

Multiple streams of observational data are fed into the vehicle decision-making
systems of autonomous vehicles for analytical processing. A majority of these data
streams are obtained from the vehicle’s environment through sensory devices of
different modalities such as radars, cameras, GPS, ultrasonic sensors and LiDAR
sensors. These play a vital role in the manoeuverability and navigational functioning
of the vehicle. The decisions taken by the vehicle’s driving system are computed
in an end-to-end learning fashion (direct mapping to output controls) or through
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a perception planning-action pipeline, where the inferential system is built upon
deep learning networks or non-learning-based conventional planning algorithms
[26]. Combinational execution of such algorithms is also facilitated in the real-
world driving scenarios where an object detection network feeds its outputs to an
A-star algorithm for path planning. Most common components are localization and
perception, complex path planning, behaviour arbitration and manoeuver control.
The entire system can be demarcated as four different components that accommo-
date different strategies including classical methods and AI-based algorithms [9].
The safety of each component is always monitored with appropriate safety moni-
tors. Deep learning methodologies [27] always grab the spotlight when it comes to
vehicle vision systems. These network architectures are utilized for learning to detect
and identify different common objects during the vehicle’s travel. The identification
is done on the 2D images obtained through cameras or 3D point clouds obtained
through LiDAR-based sensors.

7 Self-Driving Ethics/Morality and Trust in Connected
and Autonomous Vehicles

The philosophical branch of ethics provides a collection of principles and morals
that help define positive and justified outcomes for both the person and society in
general. For the digital era and the concept of self-driving cars, the most appropriate
ethical frameworks were selected based upon different premises. The frameworks
include pluralism, absolutism, relativism, deontology and utilitarianism. Self-driving
cars employ a unique combinational approach of ethical frameworks that have a
standard set of ethical standards (absolutism) and a separate adaptable set of rules
and policies based upon the consequences of the final situation (Utilitarianism). The
primary goal of all ethical notions in vehicle autonomy focuses onminimizing human
injury, preventing casualties and non-discrimination based on gender, age, race or
other factors.

7.1 Trust in Connected and Autonomous Vehicles

The trust of vehicles in VANET networks/intertransmissions is based upon the
vehicle’s reputation and trustworthiness that is developed based upon observing its
previous activities as part of the network. The broadcasts and messages passed on by
the vehicle system are evaluated to ensure a minimum trust score in order to prevent
spoofing or imitation attacks. The establishment of such trust algorithms in vehicular
networks helps protect the functionality of the network and ensures that no customer
data is accessed by unauthorized intruders. The prevention of cyberattacks is crucial
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Fig. 4 Reputation-based communication system for intervehicle network trust

to the success of intelligent transportation systems. This has motivated the devel-
opment of trust-based models for connected vehicles, namely data-centric, entity-
centric and combinational trust approaches. Each transmitted message is linked with
the vehicle’s reputation score to determine its validity. The communications between
the vehicles may be of three different types: beacon, alert and disclosure. Beacon
messages are transmitted periodically with simple driving status information. Alert
messages are sent in the case of emergencies, and disclosure messages are sent
by witnessing vehicles and those with conflicting information. Figure 4 depicts an
entity-centric trust system that works primarily based upon vehicle reputation as its
assessment criteria. The former actions of each vehicle are considered to build a
weighted past behavioural analysis in terms of reliability. Another highly regarded
approach to enhance the security of connected vehicles and gain consumer trust is
a blockchain backbone as a means to decentralize the system. Figure 4 showcases a
reputation-based communication system for intervehicle network trust (RCSINT).

7.2 Privacy in Connected and Autonomous Vehicles

Privacy is a fundamental right in India and other countries [28]. Privacy is taken care
by user during accessing services by connected vehicles or autonomous vehicles (or
both), but here this is our responsibility or service provider’s responsibility (as ethics)
not to use their passenger information with another un-authorized user. Privacy is
essential in such intelligent vehicles, also the detail description about leaking of
privacy/personal information of users in such vehicles can be found in [9].
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7.3 Trust and Privacy Issues in General Vehicle Adhoc
Networks

Lightweight self-organized trust models have achieved significant success in the past
in extracting reliable trust evaluations from recommendations and trust certificates.
These also provide the additional benefit of not needing any third-party vendors or
supernodes in the process of reputation evaluation. The adoption of blockchain tech-
nology has been discussed extensively in multiple domains of technology, especially
in the domainof autonomous transportation.Whilemost application systems function
under a client server network architecture, the principle behind blockchain propa-
gates a peer-to-peer form of transmission establishing intercommunication between
multiple entities on the network. The employment of this strategy in transportation as
a service application system will eliminate the controlling entities and enable trans-
port operators to moderate its use. This distributes the responsibilities/dependencies
from a singular entity, eliminates the singular node of failure risk, thus improving
public trust. These aforementioned methodologies can help promote the secureness
and robustness of the CAV applications while improving consumer awareness and
their technological literacy. The widely tested and reliable history of blockchain
technology will certainly gain the approval of both the public and related officials as
a viable means of opening up the system’s operational process.

Moreover, privacy is a serious issue in VANETs [26, 27] and its related applica-
tions like location-based services, navigation, carpooling, parking, etc. In the past
decade, many solutions towards privacy issue in VANETs have been recommended
by various experts which can be found in [10] in detail. Further, the role of software
or software-based solutions for VANETs can be found in [29] to improve VANET’s
component efficiency.

8 Simulation Results

It has been determined that the key factors in enhancing human trust are explain-
able visual solutions of how the vehicle is interacting with the environment and the
reassurance of complete security to the customer. Hence, we create an explainable
simulation of Grad-CAM and LIME for autonomous vehicle RGB camera vision.
We also explore a novel model for the results were obtained in a Windows 64 bit ×
64-based processor Intel Core™ i7-8550U CPU@1.80 GHz 1.99 GHZ and 16 GB
RAM. The simulations were carried out in Python on the Google Colab platform.
Figure 5 depicts the LIME explanations for predictionsmade by ImageNet pretrained
InceptionV3 weights for the rear end image of a moving vehicle. The image depicts
the image regions that have determined the label prediction process of the vehicle’s
classification system and helps passengers attain a qualitative understanding.

Another viable visual explanationmethodology isGrad-CAM,which analyses the
last convolutional layer of the networks to utilize theflowinggradient information.An
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Fig. 5 LIME explanations for vehicle rear image

understanding of each neuron helps in deriving a decision of interest. The importance
weights of the neurons are extracted by global average pooling for predicting the
target label. Figure 6 showcases the Grad-CAM visualization in a driving scenario
for recognizing nearby passing vehicles. The heatmap ranging from red to blue
depicts the hotspots in the image responsible for the classification outputs of the
InceptionV3 model.

A network intrusion detection system has also been proposed with a unique recur-
sive feature selection algorithm that focuses on a score-based strategy to remove
irrelevant features and keep the most imperative features. A decision tree model
was employed as a classifier, and the system was tested on the NSL-KDD data
set. The NSL-KDD data set provides extensive network traffic records with both
normal authorized connections and intrusion connections for benchmarking cyber-
attack detection models. Table 1 showcases a comparative analysis of our model
coupled with the feature selection algorithm with other extant works.
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Fig. 6 Grad-CAM visualization for vehicle vision

Table 1 Comparison of intrusion detection models

Methodology DOS accuracy
(%)

PROBE accuracy
(%)

R2L accuracy
(%)

U2R accuracy
(%)

Naïve Bayes 99.3 97.5 95 60

Correlation-based
J48

99.1 99 97.8 98.7

SVM with genetic
optimal selection

99.1 99 96 97

Proposed model 99.8 99.88 99.7 98.9

In the last, several privacy-preserving techniques for vehicle ad hoc network
(including future vehicles) have been included in detail. The researchers are recom-
mended to refer these articles for enhancing their knowledge towards preserving of
privacy of users in this smart era with emerging technologies/modern tools.

9 Conclusion

Autonomous vehicles have positioned themselves as crucial contributors to the
widespread adoption of smart city infrastructures. The ability to explain the decision-
making processes and help passengers interpretwhy the vehicle acted plays an impor-
tant role in determining the level of trust and reliability placed on it by humans. Visual
explanations and the assurance of security to the passengers are the twomost influen-
tial factors in reducing stress and anxiety levels of the passengers. This paper intro-
duced explainable navigational intelligence, which aims to converge the decision-
making processes of autonomous vehicle systems and the domain of explainable AI
(XAI) to provide clear insights into the role explainability plays in increasing human
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trust on AI solutions. Visual explanatory methods were tested out along with a novel
intrusion detection system for security and proved more accurate than other extant
works.
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An Empirical Study of Design
Techniques of Chatbot, a Review

Akanksha Yadav and Namrata Dhanda

Abstract In recent times, evaluation of the informal coordination in the form of
communication between the human being and the electronic brain is making the
good progress. Human being or the electronic brain protected system is being used
extensively for logical language/terminology development procedure. Chatbot acts
as electronic brain which permits human being through the electronic brain applying
logical terminology. Chatbot coordination is being used in the different areas like
travel, e commerce, customer service, etc. Representation of the chatbot requires
different procedures. Hence, by this study or in such work, authors or we introduce
summary of the procedures which are used to layout the chatbot. Some steps of the
chatbot layout are shown by generally reviewed knowledge as in what way chatbot
layout works and which forms of methods are useful for the evolution of chatbot. By
fast evolution of the chatbot technology, we can expect chatbot which can enhance
human being limitations as well as maximize efficiency.

Keywords Chatbots · Artificial intelligence · Cleverbot ·Machine learning · User
interface · Natural language processing

1 Introduction

A chatbot is a software that interacts with human regarding a particular domain by
natural conversation either by text or by the help of voice. These chatbots are prepared
for many different purposes, and they are used all over the world. These chatbots
are used over a wide range of domain, for example, in customer service, in library,
educational institute, in industrial sector, in research and development, technical
support, etc., development in the field of chatbot recommends that the interaction
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with technologies either by natural language or by voice is only possible because of
development of technologies and human being become more interactive to digital
world. Developing a chatbot is far better than making a human like smart machine
and performing the same task for collecting information.

Commonly, bot is computing device which executes automatic function and helps
in messenger stage, termed as chatbot. Chatbot is like usual texting application, and
the unusual thing is that another receiving device is a robotic device. Another way
to explain this circumstances same as person is doing chit chat at that electronic
machine, exchange communication, for example, speak control, check chitchat, and
the graphic interfaces.

Currently, chatbot is highly prevalent method that can help a person to do
numerous work [1]. He proposed numerous benefits to create chatbots such as it
can support human being. Questions as well as provide response 24 h basis and
further enhance capability using finished works wherefore people have not been
necessary. Greater benefit about chatbot is it has power to attain broad public of
texting method or for customized communication capability [2]. Chatbot is using
into the different sectors for providing details, example, weather forecasting, airline
ticket booking, etc., [1] or buying commodity.Well-known software is also using this
techniques for applications like Twitter,WhatsApp, Instagram, FacebookMessenger,
Google Assistant, etc. According to [3], layout method generally selected through
creators could be pattern matching, cleverscript, chatscript, AIML. Commonmethod
is pattern matching thus bot shall paired idioms from the given key phrase in a partic-
ular word list [3]. Hence, study focuses on examine some forms of the chatbot layout.
In the steps, chatbot structure normally introduced as a part of this study. Outcome
is considered, and consequences will draw finally.

At present, the chatbot area is wide. Chatbot is not only belongs to a single field or
single category chatbot can be used in various categories. Here, a proper classification
was done for both voice input and messaging channel.

By input.

1. Button based
2. Keyword recognition
3. Contextual
4. Voice enabled
5. Standalone application: done by the help of desktop and mobile
6. Web-based service: done on both integrated and individual basis
7. Integrated: done on instant messaging app as well as communication and

collaboration through platform
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2 Background

2.1 Chatbot System

Another name of chatbot is chapter robots or chatterbots, [4] which are electronic
device which co-ordinate into people through texting applications [5]. It recognize
various queries which are raised through person. It has capability to specify among
particularity of the term as well as smiles. For the purpose of obtaining enhanced
features of the chatbot communication, which require plenty of the terminology
communication between persons [6].

Chatbot resembles general testing applications. It works on application layer,
database, and the APIs which functioning on the background. Front-end illustrate
interact create connection from the client chatbot is user friendly; in framework, its
performance is complicated. So many chatbots have records about communication
also designers utilize record for understanding the client enquiries. Records can be
use enhance chatbot communication [7]. Working of chatbot is to match query from
the person by means of neutral network. Such as, the query of any person-” let me
take a look of the institute checklist of curriculum or show curriculum, both the
sentence represents the same context. It is the responsibility of the creator, instruct
chatbot for understanding queries giving similar result. As reported by [3], chatbot
has instructed using reviews of the record of the people communication. Records are
greater, and features make much smarter [7].

2.2 Applications of Chatbots

Applications of chatbot devices are using in different sectors. Because of resilience,
it is using in sectors like educational sector, medical management, etc. Here is the
nameof some companieswhich have built in chatbot in its devices such asMessenger,
Alexa, Google Assistance, Siri, and Cortana. Facebook has built in Messenger that
assists chatbot devices. Chatbot is also helping other companies through providing
automated client communicator.

Chatbot is also using in the learning sector. According to [8], chatbot works as
smarter trainer to support the Internet trainee. Chatbot has capacity of analyzing
human law also considers certainty of the communication. While communication
rate is correct, it is create chatbot to using add a device for learners such as chatbot
can resolve queries also help correspondence of 200 learners on particular base.
While in medical management, chatbot is also using to help medical specialist for
supporting sufferer using electronic device and the program moderate such as AI
chatbot [9] serves on communicative subordinate for assisting prolonged-period
to uphold healthy lifestyle, arbitration. On such events, chatbot works as duplex
with medical specialist and a person who are taking advice like getting fat through
providing consultation on the good nutrition routine, exercise, etc.
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Although currently analyzing presents that chatbot is also using in the busi-
nesses such as collect. Chat is responsive chatbot which is created for recording
client’s details on the companies’ Websites. Chat can be used for fetching data like
commodity, working poll, respond to queries, etc.

3 Review of Chatbot Design

In this part, review about the multiple uses of chatbot like companies, marketing,
education, and day-to-day life.

3.1 Chat.io

Chatbot devices can be used to assist business for communicating along with clients
through number of facilities in groups. It is merged along with Facebook Messenger
for assisting administrator for communicating from the Facebook client. Chatbot
is developed through extensible structure which may easily communicate through
Websites, apps, etc. AI serves for developing chatbot, thus chatbot may foresee
message advice and then deliver good reply which are based on the analysis of
discussion record.

Figure 1 primary page of Chat.io. Chatbot initiate working by asking personal
details such as name and email id of the user. User l needs to click on agree for
further processing.

Figure 2 represents dashboard for Chat.io.
Three sections are on the left side in the dashboard such as 1. customer name, 2.

text, and 3. other details. Main functions of this Chat.io are to integrated with the
messages, automatic chat assignments, intelligent can responses or answer, customer
can message and chat. This can be use as messenger in mobile apps.

3.2 Collect.chat

Collect.chat ismostly used inmarketing. It is also illustrationof the chatbot devices, in
this function is depend on the gadget interact of persons rather AI. Benefits of chatbot
are different, and it transform new comer as a person and conduct communication
unless fill any kind of forms.

Figure 3 represents Collect.chat primary design of front end. Front-end commu-
nication begins from “HOLA” then chatbot will ask some queries from the clients.
Objective questions will display on the screen, and it was asked by the system. It is
necessary for the client to submit response of the questions which are displaying on
the screen.
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Fig. 1 Primary page of
Chat.io

Communication acts in the new style, and it is different from the previous type.
It can further make communication with another resources such as sales force, Pax
sheets, and slack. It can automatically complete the work.
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Fig. 2 Instance of Chat.io admin dashboard

Fig. 3 Instance of Collect.chat interface
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3.3 Cleverbot

Cleverbot is also one of the instances. It is an AI chatbot, namely cleverbot. British
AI scientist Rollo Carpenter in 1997 creates a chatbot online-Web enable applica-
tion cleverbot reply is easy. Cleverbot accepts the user input in the communication
procedure while user inserts few information, device start to searching the related
words which are similar to the insert information. It ensures to the information to the
person through searching in process which can be reply as for the information.

This bot is available in mobile as Android app and on iOS platform too [10]
(Fig. 4).

Specifically, cleverbot answer to people queries through pass study of the person’s
replies. People would insert his questions within entry field and device shall search
for the words which are related to the query. Then, searching from already stored
communication cleverbot shares answer to the people through searching by which
person answer insert information earlier.

(GPU) working method: Graphical processing unit is a technical unique electronic
switch design on speedy and modify storage for the purpose of developing photos
and graphics memory which will appear. Currently, one of the mechanisms in the
backside cleverbot or its API is currently provides commercially for the every creator
in public.

Fig. 4 Instance of cleverbot interface
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4 Discussion

4.1 Working of Chatbot

The Architecture

The modeling of chatbot initiates by planning the desired aims, the procedure that
was followed and the requirement of the user. Developing a chatbot by the help of
programming language and after that their testing which was done locally; further-
more, it was then published or uploaded to a online Website or a data center as the
chatbot is connected with a network in order to send and receive the response or
message. For all this, the proper implementation and integration are very important
for the desired functioning of chatbot, and there are three integration methods to
do this, they are integration using API, manual integration, or third-party integra-
tion [11]. Deciding of algorithm in order develop chatbot basically depends on the
response that is chatbot going to make against the user response and what category
it is falling in [12].

The proper selection can provide a good benefits for connectivity and functioning
as well as easy updating with minimum effort by developer. That chatbots that can
be used directly or connect directly to the user without downloading and installing
are consider be the more efficient as compare to other chatbot.

The chatbots thatwere develop by the help of programming languages such as Java
and Python or the development platform for chatbot (commercial or open source)
[13]. Open-source platform includes RASA, Botkit, Chatterbot About, Pandorabots,
and Microsoft Bot Framework and commercial platform includes Botsify, Chatfuel,
Manychat, and FlowXO. Some NLU cloud platforms [14] powered by machine
learning are Google Dialogflow [15], IBM Watson Conversation (IBM Watson),
Amazon Lex [16], and SAP Conversation AI (SAP Conversational AI |Automate
Customer Service with AI Chatbots 2019).

Diagrams are example of procedures of the chatbot system. Initially, person should
have a system to access chatbot artificial intelligence to use the chatbot. A text will be
shown on the interface where one has to input in form of text through that interface.
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Making a Response

Chatbot User Interface 
(CUI)

Match the Keywords 
with Logic (Bot Logic)

Choosing Keywords

Chunking Test into 
Phrase

Then, message information which will be insert through a person as words so
make it fragment. Fragment is amethod of pieces of themessage in divided phrase for
tagging [17] Outcome after fragment method is numerous significant words which
will used in corresponding method process of aligning. Words work as list in the
matching process.

At the end, words outcome through fragmentation methods will pair at the pattern
within chatbot system. Procedure identical along with pattern are known as BOT
LOGIC. Outcome of the chatbot is programmable answer, and another message
template Web form is shown in diagram 3.
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4.2 Chatbots Design Techniques

After analyzing, set of document have included this plotting of chatbot needs some
method and techniques. Commonly, method which can be used to creator is as
follows:

• Artificial Intelligence (AI): Artificial intelligence (AI) is the simulation of intel-
ligence of human in machine by various programs so that it can think and respond
like human. The term may also be applied to any machine that exhibits traits
associated with a human mind such as learning and problem-solving. The basic
characteristics of AI it is capability to analyze the human command and take
proper action against that particular command in order to achieve a particular
goal.

• Natural Language Processing (NLP): Natural language processing (NLP) is a
artificial intelligent method of establishing a communication between a system
and human or user in a specific language such as English. NLP is used when
user wants any specific task from the system like chatbot will follow the user
commands by processing the user’s natural language and providing the desired
result in the same context. For example, a userwants to find some information over
Web, then a command will be provided to the chatbot and chatbot will process
that command and find that particular information over Web and then deliver to
the user.

This area of natural language processing intimates in developing automated
chatbot to perform desired task by recognizing natural human language. The input
and output of natural language processing system can be:

Written text
Speech

• Machine Learning: Machine learning is an analysis method that helps in data
analysis which automates analytical model. Machine learning is a branch of AI
by which a system can learn from the set of data provided by the user, and on
the basis of them, the machine or the automated chatbot makes decision with the
least human intervention. Machine learning is the most interesting technology of
current times. As by its name, it makes machine more similar to humans. It is the
ability to learn from human for the human. Machine learning is quite oftenly used
today, and it can be employed to many more places that anyone can expect [18].

Chatbot that used machine learning approach rather than pattern matching
basically acquires the information from the user by the help of natural language
processing (NPL) and persuades the learning ability from the conversation
between the user and chatbot. It consider the conversation as a dialog context
and don not consider as a term which don not require a any specific reply. Basi-
cally, it require a training and the finding from it and difficulty that was faced
are collected as datasets. For example, movie scripts corpus may be too broad,
or an IT helpline may be too specific [19]. Frequently, ANNs are required for
the execution of these chatbots. Retrieval models use the neural network for the
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working and to provide the proper set of response against the user’s response.
We can say that the generative model incorporates the response by using deep
learning technique.

• AIML: It is the essentialmethod usingmarkup language developed byDr. Richard
S.Wallace [20], rarely use through thedevelopers.AimofAIML language consists
directly process the communication modeling into a stimulus response process.
This method is also called as frequent tags. Since AIML obviating expertise in
specific programming language, therefore, this method is maximum ease for the
evaluation of chatbots.

• Pattern Matching: Pattern matching method is considered by various chatbots.
Commonly, this method used for matching pattern for initiate suitable answer
from the persons queries, depend uponmatching forms like plain word expressive
implication of the questions

• Language Tricks: The language ticks basically comprise of four tricks that are
basically used for the modeling, and they are canned responses, no logical conclu-
sion, typing errors, and stimulating key strokes. The language tricks basically
assess paragraph, sentence, and phrases in chatbot in order to increase the data
base and knowledge base which will further help chatbot to respond in a more
convenient way. The use of four tricks makes the intelligent machine behave more
like human. These tricks replicate the user behavior made while a conversation
such as mistakes made during conversation, repetition of a particular word, typing
error, the personality of the user, and the irritated response made by the user [21].

• Chatscript: Developing script like cleverscript in the development of chatbot.
Chatscript is also a method which can be used when there is no matches appear
in AIMl. Method focusing on providing good syntax to develop intelligent revert
response

• Parsing: In this method, it is used to examine the message or series of images
as well as using natural language instructions. Additionally, in computational
linguistic, parsing is a method which is used to examine set of strings into its
elements which can restrain linguistics or data. This method used NLP features
like trees in Phyton NLTK.

• SQL and relational database: SQL and relational database are the current
methodwhich are using in chatbots to assure chatbots recall past communications.
The algorithm from SQL-based chatbot can be used to improve the capacity of
chatbot’s word list and pattern matching through giving an expand way of data
storage also enhancing the method execution.

• Markov Chain: Markov is also a method through developing replies which can
easily implement and good. Markov method assists through find probolistic or
terms incident text form set of information.
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5 Conclusions

Almost everybody focuses on a system which are identical to the person. Most
people I have no idea that chatbot will too as well as provide response true message
and voice command, while at present, chatbot gives responsive assist data through
diagrams.Advantagemakes use capable to attainwide public also good range through
predecessor software. Beyond those, automatic person- computer communication
program act completely gives effective benefit in different sectors to help people in
different manners.

By this study, analysis covers some studies which concentrate on the chatbot
framework. At the start, clarified with chatbot system and their utilization in some
essential sectors like learning, medical, etc. Then, we will explain on future bot
framework in current market. Analysis depends on functions, how communicative
with people and as well as interaction.
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An Approach for Cloud Security Using
TPA- and Role-Based Hybrid Concept

Pooja Singh, Manish Kumar Mukhija, and Satish Kumar Alaria

Abstract In the cloud environment, enormous amount of the data is shared on
the server for the availability of access to the employees or customers related to
the organization. Two main issues which are generally faced—when data is shared
in cloud environment, first is authenticating the user who can access the data, and
secondly, to secure the data itself. Seeing the concern,we proposed the hybrid concept
which involves the role-based security as well as TPA-based security. By making
use of role-based security, first we have authenticated the users using the graphical
authentication in which first the image requires to be selected, then the image gets
segmented into image blocks, which when selected then the pattern is formed which
is used for the authentication purpose, after that when the user shares the file, then
he/she specifies the role who can access the file.

Keywords Cloud environment · Cloud security · TPA · Role-based access

1 Introduction

Cloud computing is a significantly versatile and savvy foundation for running HPC
and tryWeb applications. Regardless, the creating interest of the cloud foundation has
profoundly extended the energy use of the data centers, which has transformed into
a fundamental issue. High energy usage not simply implies high functional expense,
which lessens the net income of cloud providers, yet moreover prompts high-carbon
outpourings which are not naturally neighborly.

The commercialization of these advancements is portrayed as of now as cloud
computing [2], where computing is passed on as utility on the pay-as-you-go reason.
By and large, business affiliations are used to contribute enormous proportion of
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Fig. 1 Cloud and environmental sustainability

capital and time in acquiring and backing of the computational-related resources. The
improvement of cloud computing is rapidly changing this belonging-based approach
to manage enrollment arranged methodology by offering admittance to versatile
foundation and organizations on-demand. Customers can then store, also access, and
offer any proportion of data in cloud.

As such, numerous associations not simply see clouds as a significant on-demand
advantage, yet moreover a potential market opportunity. As demonstrated by Interna-
tionalDataCorporation (IDC) report [1], the overall IT cloud organizations’ spending
is evaluated to augment from the $16 billion of each 2008 to $42 billion of each 2012,
addressing an accumulate yearly advancement rate (CAGR) of 27% (Fig. 1).

2 Literature Survey

Shree et al. [1] Optimization accepts a huge part in various issues that expect the
specific yield. Security of the dataset away in far off specialists forth plainly reliant
upon secret key onewhich is then used for the purpose of encryption and also then for
the interpreting reason. Various strange key age estimations, for instance, the RSA,
AES, are available to make the key. The key made by such estimations are ought
to be smoothed out to give more noteworthy security to your data from unapproved
customers similarly as from the TPA who will check their data for trustworthiness
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reason. In this paper, a procedure to redesign the baffling key by then making use of
cuckoo search computation (CSA) is proposed.

Thakare et al. [2] Duties are separated inside a gathering by using the work-
based induction control (RBAC) in the Azure Internet of Things (IoT) framework,
and simply an appropriate level of access is surrendered to customers to perform
unequivocal tasks, dependent upon a given situation. In any case, a comparative
confirmation and endorsement framework is used for "sort of customer,"which grows
the movement over-trouble on the cloud laborer. Also, in view of its RBAC nature,
the IoT structure is inefficient in dealing with an amazing situation where various
customers request tantamount kinds of resources, by making a couple of repeated
positions.

Belkhiria, et al. [3] In the domain of advanced real structures, the improvement
of Smart Living Spaces (SLS) design offers people the opportunity to benefit with
better methodologies for living. Such mechanical example that incorporates a couple
of parts of step-by-step life allows the occupants of the space to all the more prob-
able modify and control their present situation. SLS stresses, essentially, energy
conservation, convenience, and comfort similarly as clinical consideration concerns.

Suganthy and Prasanna Venkatesan [4] With the happening toWeb and its associ-
ated propels, the affiliations are more stressed in offering security to their resources.
Access control models help in giving quite far to the customers when the resources
are being gotten by them, and role-based induction control (RBAC) model is one
such access control instrument in which the customers access the resources subject
to the positions they obtained in the system.

Mu and Liu [5] According to the arrangement considered RBACmodel, the SSM
framework subject to JAVA language is obtained together with Maven to execute the
establishment work module. The front-end advancement, for instance, AJAX and
Bootstrap, is used to design the web page.

Liu et al. [6] to the extent people’s lifestyles, direct data can be adequately accumu-
lated and taken apart. Directions to get and utilize these data is a charming issue today.
There are various direct affirmation models in insightful world, yet the technique for
recognizing conduct is at this point considering standard organizing in industry.
The major clarification is the impact of work circles. Makers propose a procedure
for dynamically creating RBAC models. Then, makers segment the "min-advantage
social events" and join the results of the get-togethers to get their RBAC-outfit model.
In the assessments, makers examine the effects of a couple of models already, then,
at that point afterward using "min-advantage social events". The results show that
approvals do influence rehearses. Considering "min-advantage social occasions",
makers take a gander at the effects of the other three models. The model makers
propose achieves the best affirmation.

Ghafoorian et al. [7] Cloud computing is an extensive development, which has
attracted a lot of thoughts nowadays.Accordingly, in this paper,makers at first present
the security goals that should be considered in a powerful trust-based structure.
Second, makers propose a sharp trust and reputation-based RBAC model that not
only can true to form withstand the security risks of trust-based RBAC models,
yet moreover is versatile as it has reasonable execution time. Third, makers survey
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the proposed model using the notable trust association of advogato dataset. At last,
makers contrast the proposedmodel and actually appropriated ones to the extentmean
absolute bungle, execution period of variant trust computation, and gave features.
The refined results are illustrative of the need of the proposed model to be used in
certified cloud conditions.

Zou et al. [8] Access control expects a huge part in binding the passageway of
unmistakable advantages, keeping fromassault of unlawful customers or the damages
achieved by legal customers’ unintentional undertakings.

3 Proposed Work

The proposed concept is divided into two main segments,

1. Role-based security

a. According to the role-based security, the files are assigned for access for
the particular role.

2. TPA-based security

a. TPA is the third-party auditor which will cross-check the user requests to
access the file and generate OTP and access key.

3.1 New User Creation

[In order to access the services related to cloud sharing platform, first the user
is required to be registered using the platform, then the user can access the
services.]

Step 1: First the user name, name of employee, and role of employee are specified.
Step 2: Grid of the pictures is available for selection, and the user has to select
single image from it.
Step 3: The image is partitioned in small segments, and the image is organized in
the second grid.
Step 4: The size of the image selected is calculated and displayed in bytes.
Step 5: To use, then select the segments of image, the selected segment turns gray,
and after all the desired image blocks are selected, click on the generate button.
Step 6: The pattern will be formed, on the basis of the selection of image block,
and the basis of pattern is,

Image(ImageNumber)_part(partnumber1)_sizeofimage_
Image(ImageNumber)_part(partnumber2)_sizeofimage_
::::
Image(ImageNumber)_part(partnumberN)_sizeofimage_
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Step 6: Save the pattern with the other details of the user in the database table
meminfo, which contains the details of registered users.
Step 7: END.

3.2 Existing User Login

[Now, after the registration is done, the registered user can login using the
procedure adopted for registration].

Step 1: Enter the user name.
Step 2: Grid of the pictures is available for selection, and the user has to select
single image from it.
Step 3: The image is partitioned into small segments, and the image is organized
in the second grid.
Step 4: The size of the image selected is calculated and displayed in bytes.
Step 5: To use, then select the segments of image, the selected segment turns gray,
and after all the desired image blocks are selected, click on the generate button.
Step 6: The pattern will be formed, on the basis of the selection of image block,
and the basis of pattern is,

Image(ImageNumber)_part(partnumber1)_sizeofimage_
Image(ImageNumber)_part(partnumber2)_sizeofimage_
::::
Image(ImageNumber)_part(partnumberN)_sizeofimage_

Step 6: If Details Correct then

Login Successful

Else.
Login Failed

[End of If structure.]

Step 7: END.

3.3 File Upload

[This algorithm is used to upload the file on the server, according to role.]

Step 1: Access username according to session variable.
Step 2: Select the file to share.
Step 3: Select the role for which the file is to be shared.
Step 4: Store the details in the database table fuploads.
Step 5: Stop.
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3.4 File Request

[This algorithm is used to request the file access from TPA].

Step 1: Select the name of file for which access to be requested.
Step 2: Save details in the Reqdata which is table for user requests.
Step 3: Autoincrement-based request ID is generated.
Step 4: Stop.

3.5 TPA Grant Access

[This algorithm is used to grant the access to the user requesting the file.]

Step 1: Select the Request ID.
Step 2: Fetch the file details and user details.
Step 3: Generate OTP which generated using 10 random numbers, each ranges
from 30 to 126, and the character corresponding to these number will be combined
in order to form the OTP.
Step 4: Generate Hash using SHA-512 algorithm for file which is requested and
Hash of user name who requested the file. Now, extract 20 characters from Hash
of File and 20 characters of Hash of Username to generate the access key.
Step 5: Save the details in the database table Reqdata for the requested ID.
Step 6: End.

3.6 User Accessing File

[This algorithm is used access the file requested].

Step 1: Select the Request ID.
Step 2: Fetch the file details.
Step 3: Enter OTP and access key.
Step 4: If Details Correct then:

File Download

Else
Invalid Details
[End of If structure]
Step 5: End.
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4 Implementation and Result Analysis

The implementation of the algorithms is graphically created using the VS 2010 and
using the database system ofMSSQL server. The system has the general requirement
of the 2GBRAM, and the processor required for the execution of the implementation
is Intel I3 or more (Figs. 2 and 3).

Now, to start up the system flow, first we require the new user to be registered.
In the registration process, we have made the conde of the graphical authentication
system, in which we have the picture from grid and then that picture segmented and
size of picture gets listed up. Now, to start up the system flow, first we require the
new user to be registered. In the registration process, we have made the conde of the
graphical authentication system, in which we have the picture from grid and then that
picture segmented and size of picture gets listed up. The image-segmented blocks
are then clicked to form the pattern as,

Image(ImageNumber)_part(partnumber1)

_sizeofimage_Iage(ImageNumber)_part(partnumber2)_sizeofimage_
::::Image(ImageNumber)_part(partnumberN)_sizeofimage_
Now, the user once registered then required to login in order to access the system

for the purpose of requesting the file over the cloud server or to upload file over
server (Fig. 4).

In the case of the File Access Module, now, the TPA will first select: Select the
Request ID. Then, Fetch the file details and user details. After that, Generate OTP
which generated using 10 random numbers and each range from 30 to 126, and the
character corresponding to these number will be combined in order to form the OTP.
Generate Hash using SHA-512 algorithm for file which is requested and Hash of
user name who requested the file. Now, extract 20 characters from Hash of File and
20 characters of Hash of Username to generate the access key.

Fig. 2 Loading screen
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Fig. 3 User registration

Fig. 4 File upload module
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Table 1 Analysis of keys test
1

Authentication key Access key

Proposed approach 445.1 168.8

4.1 Device 1: Rumkin Test

This secret word checker will measure your secret key and give it a score dependent
on how great of a secret phrase it is.

Authentication Key:

Image4_part1_112777_Image4_part4_112777_Image4_part7_112777_Image4

_part8_112777_Image4_part9_112777_

Access key:

e026ea23e40021c0086fB0BE79A29AB853C20553 (Table 1).

4.2 Device 2: Cryptool

CrypTool is an open-source tool for examining password strength (Figs. 5, 6, and 7;
Tables 2 and 3).
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Table. 2 Analysis of keys
test 2

Authentication key Access key

Proposed approach 3.621 3.865

Table. 3 Analysis of base
keys test 2

Access key

Base approach 3.57

5 Conclusion

Two main issues which are generally faced—when data is shared in cloud environ-
ment, first is authenticating the user who can access the data, and secondly, to secure
the data itself. Seeing the concern, we proposed the hybrid concept which involves
the role-based security as well as TPA-based security. The authentication pattern and
access key are tested over various platforms and tools for testing password strength,
and results are quite satisfactory.
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Decision Tree Algorithm for Diagnosis
and Severity Analysis of COVID-19
at Outpatient Clinic

Ritika Rathore, Piyush Kumar, and Rushina Singhi

Abstract This study investigates the feasibility of decision tree algorithm likeCART
recursive method for classifying participants into test-based positive cases and nega-
tive cases to detect COVID-19 in the outpatient and suggest admission or home
isolation according to the evaluated parameters. It also evaluates the severity of the
outpatients using the values of RTPCR test and Chest X-Ray imaging results. A
theoretical and predicted decision tree is proposed in the study after focus group
interview with a clinical physician. Primary data was collected from the survey of
patients visiting a physician for treatment of COVID-19 during the first wave. CART
algorithm was applied for predicting the required decision tree. According to the
predicted decision tree, it was determined that the most important feature while
treating a COVID-19 patient is their history of contact with the positive coronavirus
patient. Based on the valuation of dataset, the predicted decision tree provided similar
results to that of the conceptual tree. Thus, comparing both trees, it can be evidently
said that the predicted decision tree is a subset of conceptual decision tree and can
be used by physicians for diagnosis and severity analysis of COVID-19.

Keywords Decision tree · COVID-19 · Diagnosis and severity analysis ·
Healthcare · Coronavirus · Decision making · CART algorithm
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1 Introduction

COVID-19 or coronavirus is a kind of virus that causes contagious disease in the
human respiratory system. It is also termed as severe acute respiratory syndrome
coronavirus-2 (SARS-CoV-2). The diseasewas unheard to theworld until 2019when
Wuhan, China reported its first case of SARS-CoV-2. The humankind has been facing
an ongoing pandemic due to this outburst of the coronavirus. The COVID-19 virus
is similar in genetics to the SAR-CoV virus which was accountable for the epidemic
back in 2002–2003 [1] which originated in Guangdong. The Middle East respiratory
syndrome originated in the year 2012 [2].

After an individual is infected by the coronavirus, he or she may have symptoms
of cold, fever, pneumonia, bronchiolitis, etc. [2]. Transmission of the disease is
one of the biggest aspects due to which the world is suffering the pandemic. The
transmission of the virus can be done from a sick patient. Individuals who have mild
and asymptomatic infections can also lead to the distribution of virus [2]. Other than
these, two main reasons for spreading the virus are respiratory droplet transmission
and close contact transmission [2]. The growth of the respiratory droplet transmission
is mainly due to coughing, sneezing, or talking. The extended distance for droplets
more than 5 µm in diameter is limited and generally less than 1 m. Hence, in case of
close contact, the virus can easily contact with person or droplets can contaminate
the surface of the objects [2]. If the patient’s hands make contact with the polluted
environment or object, the hands will also be polluted. The contaminated hands
can further make contact with the adenoidal cavity, face, oral cavity, etc. which
might lead to communicating of virus via close contact [2]. The virus can spread via
aerosol present in the confined space, with aerosol exposed for a long period. The
aged pupils are excessively prone toward the virus while the children and infants
experience milder effects during the first wave.

According to World Health Organization (WHO) by January 21 2021, there have
been over 95 million cases of SAR-CoV-2 worldwide and over 20 lakh people have
died due to this infectious virus. 224 counties, territories have been affected by this
virus (Coronavirus disease (COVID-19) pandemic 2021). In India, there have been
over 10 million confirmed cases and over 15 thousand people have died due to the
coronavirus by January 21 2021. India ranks 2nd highest in confirmed cases after the
USA [3].

With no antecedent of COVID-19, any aid with respect to diagnosis of disease and
its progression has been welcomed in healthcare sector. Decision making through
algorithms have always been utilized by clinicians. It has been seen that the role
of technology in the field of health care sector has been the biggest factor for the
advancement of vaccines, detecting and analyzing the disease at an early stage,
conducting complicated surgeries, etc. More prominently, with the development of
machine learning and artificial intelligence, a novel model has been established for
the healthcare sector. Diverse machine learning algorithms such as support vector
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machine (SVM), convolutional neural network (CNN), Fuzzy C-means, KNN, deci-
sion tree, regression models, have been widely and still a portion of research in
current years [4].

The decision tree is a unique, powerful as well as well-known tools for classi-
fication and prediction purposes [5]. It is generally utilized for explicit and visual
representation of decisions/decision making [6]. A decision tree, as the name goes,
is a flow chart forming a structure of the tree, normally upside down, where every
inner node signifies a test on the attribute, each branch provides an outcome on the
test and each leaf node holds a class label [5]. The decision tree has its huge impact
on the health care sector where hospitals use some kind of decision tree classification
to pre-determine the seriousness of illness [7]. Whether it is heart disease, thyroid
disease prediction, false alarm prediction in ICU, etc. decision tree is very helpful.
The emergency departments in the hospital ask series of questions like age, symp-
toms, etc. before admitting the patients. Yoo et al. [8] proposed deep learning-based
decision tree classifier for pre-screening patients to conduct triage and fast-track deci-
sion making before RTPCR results are available in COVID-19 diagnosis. A decision
tree model can be developed which could assist the department to take vital deci-
sions [7]. Hence, a decision tree is very crucial in medicinal analysis. Tanner et al.
[9] showed a proof-of-concept that decision algorithms based on simple clinical and
hematological criteria can accurately predict dengue disease diagnosis and prognosis,
a finding that could help with disease management and surveillance. Shouman et al.
[10] evaluated the execution of the other decision trees. Their research recommends
a framework that outclasses J4.8 decision tree as well as bagging algorithm during
the analysis of heart ailment patients.

There are majorly five different decision tree algorithms [11]:

• Iterative Dichotomiser 3 (ID3)
• C4.5 (Successor of ID3)
• Classification and Regression Tree (CART)
• Chi-Square automatic interaction detection (CHAID)
• MARS.

1.1 Objective

In this paper the authors will be restricting themselves to use CART recursive parti-
tioning procedure for the analysis and severity of COVID-19 which is the core
purpose of the paper. Since developments of patients’ symptoms may vary from
the better-known inpatient disease, a collection and analysis of data set of clinical
indicators for coronavirus will assist in identifying patients’ symptoms and those
who would benefit mostly in circumstances of restricted testing availability [12].
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2 Literature Review

Van Pelt et al. [13] signifies an approach toward identifying the coronavirus infection
among college students returning to campus. The tests recommended for students
vary from zero to two tests per student. This paper further signifies the strategy
that adjusts the number of positive and negative cases identified and the RTPCR
test needed. Five different schemes of tree diagram analysis were evaluated. The
1st scheme was to classify students with clear indications of coronavirus. Secondly,
the RTPCR test was recommended to all symptomatic students. The third strategy
consists of the RTPCR test for all students. The fourth strategy was to conduct an
RTPCR test for all students and all other symptomatic students whose first test was
negative. The fifth strategy was to test all students and retesting all students whose
first test was negative. The tests were conducted for 20,000 students returning to the
campus. The fifth strategy resulted in the truest positive but also requires more tests.
From strategy 1 to 5, the percentage of correctly identifying the infection was 40.6%,
29%, 53.7%, 72.5% and 86.9%, respectively. The examination of true positive proved
that the reappearance of the RTPCR test dominated the single RTPCR test strategy
and the emergence of more intensive RTPCR test decrease with the widespread
increase of infection. As a conclusion, based on true positives, the single RTPCR
test is never preferred.

Wiguna et al. [14] observed and responded to activities to identifyPDP,ODP,OTG,
or confirmed cases of coronavirus. C4.5 algorithms was applied for SARS-CoV-2
surveillance. Secondary data was extracted from state administration publications
or some official websites of health agencies. The testing method in a three-class
confusion matrix yielded an accuracy rate of 92.86%, placing it in the excellent
classification group.

The [15] paper signifies major concerns over increased thyroid cases in women
over the age of 30 years. In the paper, the investigators have applied the informa-
tion excavation techniques like the random forest, decision tree, and Classification
and Regression tree (CART) on the thyroid illness dataset. The results were further
enhanced using the bagging ensemble technique. The thyroid disease dataset consists
of 3710 cases and 29 features of thyroid patients. The dataset was distilled from the
UCI-machine learning repository. The consequences of each of the classifiers were
98%, 99%, and 93% for the decision tree, random forest, and CART, respectively.
This accuracy was obtained based on distinct num-fold and seed values. The bagging
ensemble method gave better precision of 100% after combining all three trees.
The seed value 35 num-fold value 10 was used in the bagging ensemble method.
According to Yadav et al., this aimed model can be used for better forecasting of
thyroid disease.

Tanaka and Voigt [16] focuses on malignancy in the liver transplant. Non-
melanoma skin tumor like basal cell carcinoma or squamous cell cancer is believed to
be the malignancy in the liver transplant. A tree diagram analysis was used to formu-
late an instrument to distinguish and evaluate the risk of non-melanoma skin cancer
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on a liver transplant. The data was extracted from the Organ Procurement Trans-
plant Network (OPTN) star files of September 2016. The Cox regression analysis
constituted to identify variables for the tree diagram analysis. The dataset consists of
around 105,948 patients out of which 4556 patients tolerated from non-melanoma
skin tumor. Themeanof these patients suffering fromskin cancer after transplantation
is 5.6 years. The cox regression extracted features like gender, age, body-mass index
(BMI), Caucasian race, and sirolimus of the patients during liver transplantation.
The resulted tree showed that the non-Caucasians a low risk of about 0.8% whereas
Caucasians males above 47 years of age with a body-mass index (BMI) below forty
who did not get sirolimus are at a high chance of suffering from non-malignant skin
tumor. This constitutes about 7.3% of the patients. According to Tanaka et al., the
proposed decision tree framework precisely predicts and distinguishes the danger of
arising non-melanoma skin tumor in long term after liver transplantation.

Manna et al. [17] focuses on proposing a novel approach in detecting the false
alarm in the Intensive Care Unit (ICU) during arrhythmia. To detect the false alarm
various feature inputs like electrocardiogram (ECG) signals, atrial blood pressure
photoplethysmogram signals (PLETH), and respiration were used. Decision tree
predictive learner is used to predict the false alarm. Since the dataset was small so
it was divided in the ratio of 70/30. After the primary tree was achieved, it was
pruned to achieve better accuracy. Agreeing to the method proposed in the paper the
precision of forecasting false alarms is 97%.

Table1 shows the comparison between the review works already done in this
background.

Table 1 Comparison table of review work

S. No. Author Accuracy Model

1 Tanaka & Voigt [16] 99.2 A tree diagram analysis was
used to formulate an instrument
to distinguish and evaluate the
risk of non-melanoma skin
cancer on a liver transplant

2 Manna et al. [17] 97% Detecting the false alarm in the
Intensive Care Unit (ICU)
during arrhythmia

3 Yadav et al.[15] 98%, 99%, and 93% for the
decision tree, random forest,
and CART, respectively

Random forest, decision tree,
and Classification and
Regression tree (CART)

4 Wiguna et al. [14] 92.68% C4.5 algorithm

5 Van Pelt et al. [13] Accuracy of 5 different
strategies: 0.6%, 29%, 53.7%,
72.5%, and 86.9%, respectively

5 different strategies were used
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3 Methodology

The anticipated procedure is a conceptual representation of how a COVID-19
confirmedcase is detected.Aconsultationwas donewith the doctors treatingCOVID-
19 patients and based on their diagnosing patterns for certain clinical indicators
presented to them, a decision tree flowchart was proposed. Later on, we will be using
primary data to evaluate similar kind of decision tree.

Figure 1 represents the portrayal of a decision tree, representing a classification
model for COVID-19 analysis that can be used to forecast whether a person is a
patient with COVID-19 infection or not, based on the COVID-19 detection traits
which was obtained from the doctors. The same tree can also can be referred to
find out the severity of the infection from the analytical outcomes with a number of
trial indicators. The model will assist the medicinal staffs in analyzing the above-
mentioned indicators of the analysis evaluation quickly and judge the severity of the
infection.

During the pandemic, when a patient visits the doctor, he/she may or may not be
a patient of coronavirus. Thus, the root node, which consists of symptoms like fever,
chills, sore throat, headache, etc. along with coronavirus exposure, can be broadly
classified into four categories.

The root node contains the basic clinical indicators measured for the early diag-
nosis of the COVID-19 infection and these diagnostic parameters can be tabulated
as shown below in Table 2.

Fig. 1 Decision tree depicting detection of COVID-19
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Table 2 Diagnostic parameters for initial screening

S. No. Questions asked Parameter assessed Possibility

1 Have you come in contact with a confirmed
COVID-19 patient?

Exposure Yes/No

2 Have you felt a recent loss of taste or smell? Ansomnia/Dysguesia Yes/No

3 Do you have fever with body temperature more than
100 degree Celsius?

Fever Yes/No

4 Do you have a cold with running nose? Cold Yes/No

5 Do you have cough? Cough Yes/No

6 Do you have chills? Chills Yes/No

7 Do you have a persistent headache? Headache Yes/No

For testing of people with severe symptoms as a probable coronavirus situation.
It is significant to note the order of the enquiries as mentioned in the Table 1. If
a single person 1st reports of been exposed to a coronavirus situation, the person
is likely to have COVID-19 infection, and thus testing is suggested. If the person
denies exposure to a coronavirus case, then the next question by the doctor should be,
“Have you felt a current loss of taste or smell?” and the related symptoms questions.
If the response is objectionable, then the necessity for testing is low, as maximum
percentage of these pupils’ test outcomes will be undesirable for coronavirus, thus no
test is recommended to those people. A disagreeable outcome to these two questions
can be clearly visible in the left side of the Fig. 1 would allow considerable number
of the people to be eliminated as probable negative cases without admission and
inpatient testing/X-ray imaging. All four categories are discussed in detail below:

1. Either one or all symptoms along with coronavirus exposure

In this case, a person may visit to doctor with one symptom, few symptoms or all
symptoms along with exposure of coronavirus. When visited, and the basic diag-
nostic parameters all positive, the first step the doctor take is to examine the oxygen
saturation level (SpO2) of the patient. A normal body has a SpO2 ranging from
95–100%. Hence, a visiting patient may or may not have oxygen saturation above
94%.

1.1 Case-1

If the SpO2 level is greater than 94%, the patient is advised to take a six-minute walk.
After a walk, the SpO2 level is estimated again. Again, it may happen that the SpO2

level either lowers down or stays above 94%.When the SpO2 level does not decrease
below 94%, the risk of respiratory illness due to SARS-CoV-2 is minimized but
the outpatient is still recommended to go through an RTPCR test. If the test results
positive, the patient is at low risk of coronavirus and is recommended for home
isolation. If the test results are negative, the patient has visited the doctor for some
other viral ailment and may be treated for the same.

1.2 Case-2



170 R. Rathore et al.

In this case, if the SpO2 level is either less than 94% or if the oxygen saturation
level decreases below 94% after taking a six-minute walk (as discussed in Case-1),
the patient is immediately admitted in the hospital and undergoes HRCT test and
RTPCR test. The RTPCR test is most likely to be positive, but might give either
positive or negative results due to the space of the sickness in which the test was
conducted; hence, a high-resolution chest computed tomography scan (CT scan) is
done. A HRCT scan especially for COVID-19 detection provide the chest imaging
wherein a score is given in terms of CORAD value which indicates the number of
chest segments involved or damaged due to coronavirus. If a patient’s CORAD value
is greater than 8, in that case patient has high severity of COVID-19 Infection. If
the CORADS value is less than eight, the patient is moderately severe COVID-19
infection. If both RTPCR and CORADS result is negative, then the patient is not
likely a COVID-19 patient but may be suffering from other respiratory illness like
pneumonia.

2. Either one or all symptoms but no exposure to coronavirus

In this case, a person may visit to doctor with either one symptom or all symptoms
similar to that of coronavirus without actually coming in connectionwith a confirmed
COVID-19 case or being unaware of it. During visit of the patient, the first step the
doctor take is to examine the oxygen saturation level (SpO2) of the patient. The
visiting patient may or may not have oxygen saturation above 94%.

2.1 Case-1

If the SpO2 level is greater than 94%, the patient is advised to take a six-minute walk.
If the SpO2 level does not decreases, then the patient is suffering from any other viral
ailment or bacterial ailment.

2.2 Case-2

If the SpO2 level decreases below 94% during testing or it decreases after a 6-min
walk, then the patient is hospitalized and recommended for an RTPCR test as well
as antigen test. If the tests are positive, then the inpatient undergoes an HRCT test.
During the HRCT test, if CORADS is greater than 8 then the inpatient is at high
risk of coronavirus and if the CORADS is lower than 8, the patient is at mild risk of
COVID-19 infection. If the RTPCR test and antigen test come out to be negative, in
that case, the patient is suffering from pneumonia, and hence the patient should be
admitted immediately.

3. No symptom but exposure to coronavirus

If a patient has been exposed to coronavirus but does not reflect any symptoms,
then they are recommended for an RTPCR test and antigen test. If the test results
positive, the patient has a less danger of the virus and they are recommended for home
isolation. If the report is negative then the patient is not declared as a coronavirus
patient rather, clinicians advise the patient to be vigilant for the commencement of
symptoms.

4. No symptoms and no exposure
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If a patient does not have any of the symptoms and no contact to coronavirus, then
the patient is probably not a COVID-19 patient and must have visited the clinic in
concern for some other illnesses not including the diagnostic parameters as discussed
in Table 2.

3.1 Data Collection

The data used during the research work was the primary data. It was fetched from
general physician of a private clinic who is examining coronavirus patients. The
dataset consists of 51 entries and 10 attributes. The various attributes consist of
“age”, “sex”, “SpO2 at initial level”, “RTPCR”, “HRCT test”, etc. The dataset
provides broad scope to predict the severity of coronavirus.

3.2 SPSS Modeler

The software used for the prediction of decision tree was SPSS Modeler. SPSS
Modeler is one of the leading software provided by IBM for data analytics and
machine learning. The software assists in accelerating the operational tasks for anal-
ysis of data for data mining enthusiasts. In Fig. 2 we can see the flow diagram of
evaluation of dataset in SPSS Modeler.

Fig. 2 Represents the flow diagram of evaluation of dataset in SPSS modeler
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3.3 Partitioning and Feature Selection

The dataset was partitioned in the ratio of 60:40where, 60%of the datawas employed
for training purposes and 40% was employed for the testing purposes. The dataset
consisted of ten diverse features. Out of these ten features, four features were
removed. Attribute “Symptoms present” was used as a target variable and “SpO2

at initial checkup”, “RTPCR”, “HRCT test”, “hospitalized or isolated at home”,
and “history of contact with COVID-19 patient” were utilized as an input feature of
the decision tree.

3.4 CART—Classification and Regression Tree Algorithm

In this research work, we will be using CART algorithm for prediction of confirmed
cases of coronavirus. CART, as the term recommend, works for classification as well
as regression problems. In our study, we have used classification feature to predict
the desired outcome.

4 Results

The results shown below represents the predictor importance and predicted decision
tree. Maximum tree depth was set as 5. Minimum change in impurity was 0.0001
and impurity measure for categorical targets was GINI.

4.1 Data Analysis

In Fig. 3, we can clearly see that the people belonging to the age group of 60 years
or more have consulted the doctor more often. It can clearly give an idea that the old
people were more vulnerable to the coronavirus than any other age group during the
first wave.

In Fig. 4, we can clearly see that more than 30 people out of 51 have history of
coming in contact with a positive COVID-19 patient. Hence, it can be clearly said
that this feature is the most important feature for detection of coronavirus.
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Fig. 3 Pie chart showing
different age groups of
patients visited doctor

Fig. 4 Represent the count of people who have history of contact with COVID-19 patient

4.2 Predicted Decision Tree

Below is graphical representation of Predictor Importance and flow diagram of
decision tree.

Figure 5 represents the predictor importance of the input attributes used for the
evaluation of decision tree. According to the graph, “History of contact with COVID-
19 positive person” is most important attribute whereas the “HRCT test” was found
to be least important. The predictor importance is generated when Tree is created
using SPSSModeler. In making of the tree shown in Fig. 4, the predictor importance
plays significant role along with attribute. In other words, it can be said that the above
three features are shown in predictor importance are key attributes of the tree.

Figure 6 represents the predicted decision tree using the primary data. Now,
observing at the decision tree, following predicted outcomes can be seen. These
are:
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Fig. 5 Graphical representation of predictor importance

• Firstly, at node 0, it can be visualized that after the patient explained about his
sickness to the doctor, the first doctor ask is whether or not the patient has come
in contact with any positive COVID-19 patient.

• If the patient is sure that he or she has come in contactwith the positive coronavirus
patient, then RTPCR test is conducted.

• If the test outcomes are positive, then keeping in mind that the patient came in
contact with positive coronavirus person, HRCT test is conducted.

• If HRCT test is positive with a CORADS value less than 8, then the person has
moderate risk of COVID-19 virus.

5 Discussion

Referring to Fig. 1, high risk COVID-19 confirmed cases occur only at two times.
First, when a patient has all symptoms along with coronavirus exposure, and second
when a patient has all symptoms but has not been exposed to the virus in his aware-
ness. In either case, there remains a probability of having a high risk confirmed case.
In case 4 of Fig. 1, when a patient does not have any kind of symptoms or exposure to
the coronavirus, the patient might have visited the doctor for other illness. In all the
other situation the patient suffers from pneumonia. Moreover, the main focus relies
on the 1st situation where the patient suffers from all symptoms and has exposure to
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the coronavirus because theoretically there are few cases where a patient, even after
being exposed to the virus do not suffer from the COVID-19 case.

Furthermore, after evaluating the data, it was found that “History of contact with
COVID-19 patient” is the most important factor for predicting whether the person is
suffering from coronavirus or not. In Fig. 4, the tree clearly represents the whether
the person suffering from the coronavirus symptoms. If the patients have CORADS
value of HRCT test greater than 8, then he/she is suffering from high risk of COVID-
19 case but if the value of CORADS is less than 8, then he/she is suffering from
moderate risk of coronavirus.

6 Conclusion

This research has proposed both, conceptual and predicted decision trees. The deci-
sion tree supports the physician in detecting the coronavirus by asking series of
questions from the patient during the time of their visit. Coronavirus or SARS-CoV-
2 has spread worldwide and the whole world is undergoing a pandemic for more than
a year. The symptoms of this virus are fever, chills, sore throat, headache, etc. with
few cases getting ling fibrosis during first wave. The proposed decision tree has its
validity in the first wave of the coronavirus infection, when the positivity rate was
much lower as compared to second wave. Decision tree makes the decision making
easier not just for the physician but for medical staff in analyzing the indicators of the
analysis evaluation quickly and judging the severity of the infection. The conceptual
tree has been widely classified into four classes and in each case, there is a possibility
of getting infected with the COVID-19 virus except the last case where the patient
has no indications and no exposure to the coronavirus. The risk of getting affected by
the coronavirus can either be high or mild or low. In all other cases, the patient may
suffer severely from pneumonia. The primary data was gathered from the general
physician engaged in treating the COVID-19 patients. The predicted decision tree
gave similar results to that of the conceptual tree. Thus, comparing both trees, it can
be clearly stated that the predicted decision tree is a subset of conceptual decision
tree. Decision tree is an important tool in medical field for decision making. Not just
in the time of the pandemic, but even in other scenarios like taking to operation room
or whether to admit in ICU or not, etc. decision tree assists the healthcare fraternity.
Hence, the decision tree is a vital method to detect the novel coronavirus and in
assisting the medical fraternity in major decision making tasks.

7 Future Considerations

The entire world is witnessing, mutants of Sars-Cov-2 wreaking havoc throughout
the world through second wave and third wave. Although the spread of the virus
is steadily declining in India, the decision tree proposed in this paper can assist
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the healthcare fraternity to triage the flu like symptoms which might possibly be
coronavirus infection and thus help in diagnosis and severity analysis of the disease.
The paper may give way to find out predictor importance in diagnosis of COVID-19
in future waves of different mutants. Also, it would help in the vaccination drive. In
India still more than 50% of the population is not vaccinated. People who are filtered
out from testing might be less probable to have been infected by the coronavirus
thus may be line-up for vaccination when supplies are limited. Besides, recognizing
those who are less expected to have been unprotected to the coronavirus possibly will
instantaneously recognize those who might respond well to a possible inoculation.

Limitations: The present study took inputs from medical practitioner/ general
physician with a small number of databases. The same need to be checked on larger
databases for assessing the validity of the decision tree.
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CSBRCA: Cloud Security Breaches
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Madhuri Bhavsar, and Asheesh Shah

Abstract Over the last three decades, the computing world has shifted from central-
ized to distributed systems, and we are now returning to virtual centralization like
Cloud Computing (CC) systems. An individual user has complete control over the
data and operations in his or her machine. On the other hand, there is CC, in which
the operation and data preservation are given by a vendor, leaving the client/customer
oblivious of where the activities are operating or where the information is saved. As
a result, the customer has no management control over it. The Internet is used as
a communication medium in CC. When it comes to data security in the cloud, the
vendor must provide some guarantee in service level agreements (SLA) to persuade
the user on privacy concerns. As a result, the SLA must specify several degrees of
security. Their complexities are based on the services in order for the customer to
comprehend the security measures that are in operation. Regardless of the supplier,
there must be a defined method for preparing the SLA. The results obtained here
indicates management of the SLAs using the Vitrage plugin of the Open stack public
cloud eco-system. The results readings were based on the CPU utility of the cloud
IaaS resources. The proposed approach shows how the prediction of the resources
are managed in real-time when the occurrence of the attack will be identified.
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1 Introduction to Cloud Security

CC has grown through many implementations such as application service provi-
sion (ASP), utility computing, and grid computing. The architecture of clouds varies
depending on the services they supply [1]. The data is housed in centralized locations
known as data centres, which have vast amounts of data storage. Both the data and
the processing are stored on servers. As a result, clients must rely on the provider
for reliability as well as data protection. The Service Level Agreement (SLA) is the
only legal agreement between the client and vendor. The SLA is the only way for
the supplier to win the client’s trust, hence it must have a standard and always be
followed. It should: identify and clarify the customer’s demands, therefore provide
framework for understanding, simplify complex problems, reducing overall areas of
conflict, encourage discussion in the event of disagreements, eliminate unreasonable
expectations if done appropriately [2]. A security-based resource management tech-
nique that manages cloud resources automatically and delivers safe cloud services is
required to provide a secure cloud service [3]. We present Cloud Security Breaches
and its RooT Cause analysis (CSBRCA) framework, a self-protection approach in
cloud resource management that enables self-protection against security assaults
and ensures continuing availability of services to authorized users in this work. The
vitrage methodology was used to assess CSBRCA’s performance. To accomplish
this, a security-based resource allocation method that controls cloud resources and
provides secure cloud services is necessary. A computing system’s ability to defend
itself against attacks and intrusions is known as self-protection. A self-protection
component assists in recognizing and distinguishing threatening conduct and reacts
independently to protect itself fromharmful attack. These systems protect themselves
against attackers by distinguishing between legitimate and illegitimate activities and
taking the necessary procedures to prevent such attackswithout the user’s knowledge.

Figure 1 shows the growing cyber-attacks in the field of CC [4]. This also indicates
that in the future this may increase, and these are issues that need to be resolved.
Motivated from this, we have come up with three layer architecture and named this
as a CSBRCA. Figure 2 describes the CC’s risk areas that need to be solved out to
maintain the SLAs [5].

1.1 Contribution

• Maintaining the resources in the dynamic environment of the cloud computing
is difficult, and this requires the monitoring of the current resources of the cloud
infrastructure.

• The SLA will be managed in autonomous ways based on the current demand and
availability of the IaaS infrastructure.

• The cloud service provider will be intimated about every rise in the resource
demand so that the appropriate actions need to be taken to manage the resources.
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Fig. 1 Growing rate of the cyber-attacks in the cloud computing

Fig. 2 CC and virtualization risk areas
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Every security breach and its affect on the cloud resources will be notified or
identified and can be used to mitigate the affect of the security breach.

1.2 Motivation

• Themost significantCCconcern, according to the literature study, is security.Data
is no longer under management’s control and is vulnerable when applications and
data are hosted by a service provider.

• Unauthorized access to applications and data hosted on shared infrastructures
increases the risk of unauthorized access and raises issues such as data privacy
and identity management and network security and physical security concerns.
SLA and third-party provider management, vendor lock-in, quality of service and
viability of vendors are amongst other concerns. Data and application manage-
ment, workload control (including performance), change control and availability
of service are also concerns (Table 1).

Section 1 describes the introduction of the Cloud and its security importance.
As the cloud works in the base of the Internet. Hence, security is an important
factor to be considered herein. Section 2 mentions the methodologies used to full
fill the requirements of the proposed approach, i.e. CSBRCA. In Sect. 3, describes
the performance evaluation of the approach and Sect. 4, a case study, describes and
explains the implementation of the proposed approach using the parameter as CPU
utilization followed by the conclusion and future work.

2 Proposed Methodology

Applications and other IT infrastructure are maintained in-house in a typical IT envi-
ronment. CC provides software, IT frameworks, memory, and other resources in the
cloud. Services are provided by a third-party provider, who conceals the fundamental
infrastructure’s intricacies from the end user. CC is built on hardware and software

Table 1 CC risk areas Risk areas Criticality (%)

Information SECURITY 91.7

Management operations 41.7

Change management 41.7

Recovery from disaster 66.7

SLA management 41.7

Management of interface 8.3

Legislation and regulations 33.3
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designs that enable infrastructure expansion and virtualization for multitenant envi-
ronment. In today’s CC environment, diverse resources are distributed around the
globe, necessitating security-aware resource management to combat security risks.
Existing solutions, on the other hand, are unable to safeguard systems from cyber-
attacks. Recently, researchers worked on developing new strategies for intrusion
detection and prevention in computing systems and determined that the Intrusion
Detection System (IDS) is an excellent tool to safeguard networks from threats.
It investigates security flaws to help avoid such issues in the future. CC architec-
ture consists of cloud services (measured services) given across a networked infras-
tructure by cloud service providers (third parties, suppliers, or brokers) to cloud
consumers (end users, businesses, or IT staff) (i.e. the Internet or a virtual private
network). Consumer needs and the provider’s commitment to them are specified in
contractual agreements (SLAs) that regulate cloud computing services. Recently,
researchers worked on developing new strategies for intrusion detection and preven-
tion in computing systems and determined that the Intrusion Detection System (IDS)
is an excellent tool to safeguard networks from threats. It investigates security flaws
to help avoid such issues in the future. CC governance, risk, and control are so crucial
in the execution of any assurance management process. The application of policies
and procedures is how governance is enforced. These rules and procedures should
be based on industry best practices and connected with business and IT goals. Prior-
itizing the installation (amount and timeline) of governance and controls, as well
as establishing scope for monitoring or auditing cloud computing systems, requires
risk identification and analysis. Controls should be created based on risk identifica-
tion and analysis to guarantee that essential actions are made to address risks and
accomplish commercial and IT targets [6].

Figure 3a depicts the proposed architecture of the system. The architecture is
classified as three layered architectures, and in the top layer there is information
about the present status of the cloud system. This indicates the current utility of the
cloud infrastructure systems. There are various parameters which the cloud will be
providing. Here in this research paper we have considered the CPU utility of the
system to verify the results obtained herein. The second layer manages to create
the alarm as per the predefined threshold and passes the data to the vitrage so that
it will take the preventive measure in reactive ways. This will result in the proper
management of the SLA and thus the management of the IaaS cloud resources [7].
The systems collect the present utility of the cloud CPU usages, then this validated
the same with the threshold values [8]. If this does not cross the threshold, the
systems monitor the cloud status [9]. In case, the values crosses the threshold, then
the information is transferred to the vitrage to take appropriate action to maintain
the resources. The cloud service provider will be notified about the same, and then
proper actions have to be taken to resolve this issue, and this has been discussed in
the result section.

Figure 3b shows thebenefits of the proposed scheme.TheCPUutility of the system
is analysed and compared with the predefined threshold calculated based upon the
base line approach. If the threshold is crossed, then the vitrage will generate the
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Fig. 3 The architecture and its benefits

alarm and will notify the CSP to take appropriate action to maintain the resources or
SLA of the cloud.

Algorithm 1 describes the scenario where the alarm is created using the threshold
of 70% utilization of the mentioned resources, i.e. CPU and memory. When the
threshold will cross the 70% utilization, the alarm will be generated. In Algorithm
2, the root because analysis of the system will be invoked as the threshold value
is crossed and is identified through the continuous monitoring of the system. The
present status of the system plays an important role to identify the status of the IaaS
cloud. Hence, monitoring of the system is important.
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3 Performance Analysis

To test the performance of the proposed approach (CSBRCA), 9 VMs have been
created in the open stack environment using the following infrastructure and is
displayed in Sect. 3.1.
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3.1 Experimental Setup

The experiment is carried out by the following system configuration: The system
configuration where the experiments are carried out is stated below: PDL380 10th
generation sff rackmount server, OS: MS windows server standard core sngl olp 16
lic-ae, CPU: intel xeon silver 4110 (2 nos.), RAM: 128 GN (32GB*4) DDR4-2666
MHz, ODD: HP 9.5mm SATA DVDWriter, HDD: 2.4 TB SAS 12G 10k SFF HDD
(3 nos.) and, RAID: HPE Smart Arrayp 8161-a SR 10th Gen CNTRLR.

3.2 Methodology Used

Vitrage is anOpenStackRootCauseAnalysis (RCA) service that organizes, analyses,
and expands OpenStack alarms and events, providing insights into the root cause
of problems and determining their presence before they are explicitly discovered.
Vitrage has some requirements that should be satisfying when one should use it. The
Fig. 4 shows the modules that needs to be integrated whilst installing vitrage plugins
for OpenStack RCA. Vitrage has three major part that needs to be taken care whilst
integrating it.

• Vitrage Data Source(s): The main objective of the data source is to obtain the
information from the different resources. The information is mainly about the
physical and virtual sources along with the alarm data. Vitrage Graph then get all
the information as input and produces the graph of current status of the system
on the OpenStack vitrage dashboard. In our proposed system, we have integrated

Fig. 4 Vitrage architecture diagram
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default data sources like Nova, Cinder, Neutron, Heat including Nagios for alarms
and Static physical data sources.

• Vitrage Graph: It captures the information gathered by the Data Sources with
their inner relations.With the captured data, it generates primary graph algorithms
that will further used by the vitrage evaluator as input.

• Vitrage Evaluator: It synchronizes the survey of the vitrage graphs and under-
taking the outcomes of that survey. Primarily it works for executing various type
of template-based action in vitrage. Similarly this also used to capture the alarm
state and produces the deduced alarm or similar set of a deduce state.

To evaluate the performance of vitrage for OpenStack private cloud Root cause
analysis (RCA), we have setup OpenStack private cloud using DevStack which is a
sequence of a script to instal complete OpenStack environment by few clicks. Before
executing DevStack scripts, we have added the vitrage plugins in the local.conf file.

In the Fig. 4, The Aodh and Nagious are the alarm services that are integrated
with the vitrage RCA services. There are two types of alarm services provided by the
vitrage and OpenStack cloud, firstly the RCA services provide internal alarms for
the cloud system, and in addition to that it also provides external alarms like Nagios
for monitoring purposes. To create threshold alarm, we have to integrate gnocchi as
a back-end service. In Fig. 5, through 5a–e shows the OpenStack resource utilization

Fig. 5 Openstack resource utilization chart
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from where Cloud Service Provider (CSP) can manages all the resources of a cloud.
The command that used to create an alarm for CPU utilization threshold value it
triggers an alarm when the utilization is goes beyond the threshold value is created.

If the systems satisfies all the requirements which will be needed for threshold
alarm generation, then it generates the output including all the parameters mentioned
in Table 2. In mentioned Table, we can see all the parameters of threshold alarm
like aggregation method, alarm actions, alarm id, comparison operator, etc. Now
whenever the system breaks the threshold value that is mentioned in alarm, it will
immediately triggers the alarm in the form of logs.

Table 2 Aodh alarm generation information for RCA

Aodh alarm parameters

Field Values

aggregation method mean

alarm actions [’log:’]

alarm id 1b1af13c-4e71-463e-9c47-39fb272f0314

comparison operator gt

description instance running hot

enabled TRUE

evaluate timestamp 2021–09-01T04:23:28.385285

evaluation periods 3

granularity 600

insufficient data actions NIL

metric CPU util

name CPU hi

ok actions NIL

project id 5fds5c5456as276nb72ew35sa434gh92

repeat actions FALSE

resource id ab125694-d658sds4-5d2g5as-1ad1sg21

resource type instance

severity low

state insufficient data

state reason Not evaluated yet

state timestamp 2021–09-01T04:23:28.333863

threshold 70

time constraints NIL

timestamp 2021–09-01T04:23:28.333863

type gnocchi resources threshold

user id 6016aex9825cvd545r1d1h256d0b1a15
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When any threshold alarm is created for monitoring the resource utilization in
OpenStack cloud, they will work on the alarm deduction method. For example, we
have created an alarm to detect higher CPU utilization for the individual system.
To check the functionality of an alarm, we have used python load generator library
to create load so that CPU utilization increases beyond threshold value, an Aodh
alarm at host level to be activated. The Fig. 6a, b represent the logical relationship
between the resources in theOpenStack system.Herewe can see that all the instances
from VM 01 to VM 09 are connected with the Host 001. At the last level one alarm
named alarm 001X is triggered on the host level which shows that amongst all, some
of the instances are using CPU resource beyond threshold value as mentioned in
Fig. 7. Now problem on the Host as per the alarm leave negative impacts on the other
currently working resources. Hence, all the instances that are going to be diagnosed
will be marked and change state to ”ERROR”. By following deduction process, the
stage is identified and will get the exact location from where the original problem is
generated. At last the resources can be reached and is shown in the Fig. 10. We will
take further actions to find out the causes of higherCPUusage and if any unauthorized

Fig. 6 Vitrage baseline chart and its alarm generation

Fig. 7 Vitrage root cause indicator chart
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activity is found then we can shut down that resources immediately to maintain the
resources of the cloud ecosystem.

4 Case Study

In the following case study, two scenarios have been analysed and experimented with
the help of the proposed model, i.e. CSBRCA approach. For example, in Fig. 8a,
the case of the attack has been showcased where the utility of the CPU resource has
been exceeded due to the attack, and it crosses the threshold value. The threshold
is identified using the base line approach that has been carried out in the normal
operational environment of the cloud ecosystem and without the occurrence of the
attack. Figure 8b indicates the points where the change in the behaviour of the
predicted CPU utility and the present status of the CPUmismatches due to the attack
happened (the attack scenario was explained in the previous sections). This change
in the cloud ecosystem is identified using the proposed CSBRCA approach.

The prediction of the resource utility has been done using the LSTM approach.
Deep learning, also known as deep structured learning, is a type of neural network
with numerous layers. These networks outperform regular neural networks in terms
of retaining information from earlier events. One suchmachine is the recurrent neural
network (RNN), which is made up of many networks in a loop. The data is preserved
due to the networks in loop. Each network in the loop receives input and information
from the previous network, conducts the requested action, and outputs data whilst
transferring it to the next network. Some applications just demand recent information,
whilst others may require more information from the past. The common recurrent
neural networks lag in learning when the gap between the required past knowledge
and the moment of necessity widens. However, long short-term memory (LSTM)

Fig. 8 Prediction and utilization of the CPU
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networks, a type of RNN, are capable of understanding such events [10]. These
networks are specifically designed to avoid the long-term reliance problem associated
with recurrent networks. LSTMs are excellent at memorizing for extended periods of
time [11]. Because more prior knowledge may affect the performance of the model,
LSTMs are a perfect choice for resource forecasting in the cloud ecosystem [12]

5 Conclusion and Future Work

As a general guideline to assist management in the adoption of cloud computing
processes, procedures, and controls, we gave an overview of cloud computing bene-
fits and security threats in this article. To assure the completeness, integrity, and
availability of applications and data in the cloud, risks should be considered. We
also identified a number of controls that may be explored for reducing the security
concerns associated with cloud computing. Data security, quality control, logical
access, network monitoring, data security, conformance, and virtualization were
amongst the controls. The results readings were based on the CPU utility of the cloud
IaaS resources. The proposed approach shows how the prediction of the resources are
managed in real-time when the occurrence of the attack will be identified. Further-
more, the study will concentrate on the creation of a comprehensive risk and control
framework for cloud computing and virtualization, which will offer management
with rules and control guidelines for dealing with CC and virtualization issues in a
consistent manner.
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Abstract The advent of artificial intelligence in medical field is playing a signif-
icant role in improving healthcare services. In healthcare, there is always need for
an intelligent method to schedule resources and patients in order to reduce patient
waiting time.The treatment process of patients from their arrival to the starting timeof
consultation is accompanied by uncertainties. Therefore, this study developed a fuzzy
and a mobile-based solution for patient surgical appointment system based on some
relevant input variables. The proposed system was simulated using MATLAB fuzzy
inference system with a triangular member function. The range of the fuzzy inputs
was then fed into the developed mobile-based application for an optimal patient
surgical appointment system. The evaluation findings revealed that the proposed
framework is efficient in terms of scheduling patient surgical consultations.
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1 Introduction

In human lives, healthcare systems are an essential and pivot part of providing access
to medical and non-medical services that are directed at refining the quality of life of
individuals. However, patients in many healthcare facilities suffer from long waiting
time and waste of money in taking appointments due to the complexities involved.
The amount of time that patients spend waiting for services to be given in clinics is
a big issue for several health centers [1–3]. To measure the quality of services of a
good hospitals, the waiting time of patients in clinics is very useful [4, 5].

A hospital’s appointment scheduling status is the first part of treatment, and
it determines whether the treatment will be possible or efficient. Hospitals are
constantly battling a scheduling issue that results in dissatisfactionwith the time spent
between patient arrival and actual consultation start time, particularly for patients
with urgent surgical needs. The case of large number of patients occur in many large
hospitals where some patients come way earlier than required in order to register for
patient number. Patients encounter difficulties going to the hospital to take appoint-
ments, only to hear that the doctor is not available, this delay in treatment could result
in adverse health effects. The quality of thewaiting time of a patient is strongly related
to the degree of stratified care received within a clinic in healthcare systems [6–8].

The indirect form of waiting has to do with patients contacting the healthcare
administrator to schedule an appointment and waiting for reply of confirmation
which may take days or even months. This raises the likelihood of patients not
showing up, which has an impact on healthcare use because patients see extended
wait times as a barrier to actually receiving services. Ambulatory care waiting time
can be classified into two categories: waiting before appointment and waiting after
appointment [9]. The time spent waiting for consultation can be separated into two
categories: registering time and consulting time [10]. The current procedure in outpa-
tient department has to do with the first-come, first-served basis. Another problem
apart from the high-waiting time is the referring of patients to different doctors as
it is not possible for the new doctor to know all about the previous records of the
patient in the short checkup time. The efficiency of healthcare services is based on
the use of patient scheduling and appointment system which reduces the number
of unsatisfied patients. The central purpose in ideal patient arranging is to choose
a course of action technique for which a particular extent of execution is upgraded
under questionable conditions [11–13]. Appointment and booking frameworks are
frameworks for arranging arrangements between assets like patients, offices, and
suppliers. It is likewise utilized to limit holding up occasions, make a smooth patient
stream, focus on arrangements, and advance the usage of assets.

The purpose of this study is to create a surgical appointment management system
that can be used on a mobile device using fuzzy logic where patients can take the
appointment of any doctor through a smart phone device and make the best use
of their time. The system possesses the resource of the list of appointments on the
android phone of the patients. The procedure for scheduling is based on the severity
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and the availability of the surgeon for a particular surgical operation. It also depends
on the date and session for the surgical operation.

The significance of this study is to (1) enable patients with severe surgical level
to take appointment of doctors without having to waste time waiting in hospitals and
(2) resolve uncertainties surrounding the scheduling of appointments.

The contributions of this study include

• design of a mobile-based surgical appointment system for patients
• design of a fuzzy logic model to provide grading levels for scheduling of patients

for surgical operations.

The second section contains a review of relevant work. The methodology is
presented inSect. 3. The fourth section focuses on the implementation anddiscussion.
The work comes to a close with Sect. 5.

2 Related Work

Authors in [14] proposed hybrid appointment system (HAS) that can schedule
patients in Dubai for doctors based on preferences. The study conducted a survey
to get feedback from healthcare providers and patients on the need to implement
HAS. The study’s findings provide useful feedback for the development of an auto-
mated appointment system. In [15], the authors proposed an online appointment
scheduling system to facilitate access to primary care in Brazil. The proposed system
allows patients to schedule, view available time slots, and book and cancel appoint-
ments. Reference [16] modeled a multi-agent system and proposed an intelligent
algorithm that schedules patients and resources in real-time based on the actual status
of available resources. The proposed algorithm can also reorganize the resources in
the outpatient clinics in real-time in order to match demands with resources. The
results showed improved waiting time and resources utilization compared to isolated
methods.

In [17], the authors presented a Web-based appointment system to investigate the
efficacy ofWeb-based appointment system in the registration service for outpatients.
The proposed method provides an increase in the satisfaction of patients with regis-
tration. Reference [18] proposed an automated patient appointment reminder for
cross-platform mobile application. The authors proposed this model so that doctors
and patients can observe their appointments via mobile application. The authors in
[19] presented an Internet-based expert system used in outpatient department. The
method provides reduction of the queues in hospitals, number of consultation, and it
saves time of doctors and patients. In a comparablework in [20], the authors proposed
an appointment keeping system to help in booking an appointment with a consultant
in a clinic. The proposed system given the patients the opportunity of changing or
reschedule an appointment that are not convenient for them so as to meet up with
an arrangement with the clinical administrations system by means of an Internet
browser.
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In [21], the authors designed an appointment system using Android app. The
proposed system created an interaction between the patient and the clinic specialist
to be able to create a convenient time for both the patient and the specialist. The
patient personal phone can be used to book an appointment without going out of the
environment, and the specialist can take track of the patients he/she need to attend to
daily, weekly, or monthly. The author in [22] created an online dental appointment
and booking system. The main purpose of the system is to help in saving time and
resources of patients fromgoing to clinic just because of booking an appointmentwith
a consultant. The system helps the patients to book and check the time frame for their
dental clinic with other-related services. The creators proposed a dental specialist
online reservation framework. This help the patients and specialist to check their
appointment and booking online without any stress, use for appointment plan, and
can be used to check the patients details in real-time. Reference [23] proposed a
structure for arrangement frameworks with patient inclinations. They established a
model for arrangement mechanisms that automatically update patients’ preferences
to increase booking options. The creators in [24] fostered a Bilevel fluffy possibility
compelled model to tackle the test of clinic short-term arrangement booking fixated
on income the board. Every branch of the emergency clinic settles on the choice of
the arrangement booking to expand its benefit.

2.1 Patient Waiting Time

The time a patient waits in the clinic before being seen for consultation and treatment
is referred to as patient waiting time. It is the whole time from enrollment to a
doctor’s appointment [25, 26]. The length of a hospital’s waiting time is a function
of the patient’s happiness and an important component in determining the quality of
healthcare. Waiting time is an essential factor that predicts access of health services,
utilization, and patients’ retention [27]. Patients become unhappy the longer they
wait because waiting can be frustrating, annoying and can cause vast ambiguity.
Sometimes patients are faced with the problem of arriving early to the hospital for
outpatient care only to hear that the doctor will be late for a while or would not be
available for the day. The factors that lead to long waiting time include high-patient
load and poor communication.

2.2 Appointment and Scheduling Management System

An important element of healthcare is a good appointment and scheduling system
that encourages patient satisfaction [28]. In hospitals, scheduling appointments are
a critical administrative task. Outpatients’ requests for appointments are based on
various priorities, and it is critical to evaluate the priority of patients when scheduling
outpatients. A scheduler carries out the scheduling activity, and in turn, it allows
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multiple users to share system resources effectively. Real-time scheduling involves
very little intervention of schedulers and therefore can assist in reducing the waiting
time caused by human factors. The time slots available are visible to patients through
theWeb interface [29]. The appointment and scheduling system are used tominimize
waiting time, optimize the utilization of resources, and prioritize appointments [30].

2.3 Types of Patient Appointment Scheduling

Time-specified Scheduling

It is also known as stream scheduling, and it entails making appointments at precise
times. The goal of time-specified appointments is to reduce patient wait times while
maintaining a consistent flow of patients through the facility (like a stream of water).
The length of time allotted for a timed appointment is determined by the reason for
the visit.

Wave Scheduling

Thewave scheduling is very useful if more than one patients are planned for the same
time by splitting the available time within them in other to be able to take care of
them concurrently. This means that patients show up in a way to wave other patient
that is booking for the same time, and there is consistently a patient holding on to be
seen.

Double Booking

This is used to attend to an emergency cases within a clinic for two or more patient to
concurrently see a consultant for an injury or acute illness has to be added to already
booked schedule.

Open Booking

This is used to give patients the opportunity to book within a range of time and the
consultant attended to them in the order they arrive the clinic. Here, patients with
serious illness are attended to before those with less significant complaints. This type
of patient appointment scheduling works best when the practice is not busy.

3 Methodology

The fuzzy logic paradigm describing the methodology for the system is shown in
this section. The developed model consists of the user interface where details are
collected from the patient. The system next translates the details to fuzzy values and
schedules the patient’s appointment using inference engine-based rules stored in the
fuzzy knowledge base.
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3.1 Fuzzy Set

Fuzzy logic depicts a multi-valued logic that captures its true value between the
intermediate values of 0 and 1 inclusive [31]. A fuzzy set represents the input to the
fuzzy logic with various grades of membership between the intervals of (0–1). The
following list formed the fuzzy set for this study:

A = {Surgical level,Specialist status,Date,Session} (1)

• Surgical level is used to denote the severity grade for a surgical operation.
• Specialist status is used to denote the availability of a specialist for a selected

surgical operation.
• Date is used to denote the week of the month that the surgical operation may be

schedule.
• Session is used to denote the time of the day (morning, afternoon, evening, or

night) the surgery will be performed.

3.2 Membership Function

A membership function is used to define the degree of membership in a fuzzy set
between 0 and 1. The membership function converts the crisps values of each fuzzy
set element to their equivalent fuzzy values between 0 and 1 as depicted in Tables 1,
2, 3, and 4. Table 5 depicts the membership function of the expected output. This
process of turning a crisp input into a fuzzy input using the membership function is
known as fuzzification. Because of its simplicity, the triangle membership function
given in Eq. 2 was used in this investigation.

Table 1 Fuzzy-based
decision input variables for
surgical level

Linguistic value Value range

Mildly 0.1 ≤ x < 0.3

Moderately 0.3 ≤ x < 0.6

Moderately severe 0.6 ≤ x < 0.8

Severely 0.8 ≤ x ≤ 1.0

Table 2 Fuzzy-based
decision input variables for
specialist status

Linguistic value Value range

Mildly busy 0.1 ≤ x < 0.3

Moderately busy 0.3 ≤ x < 0.6

Moderately severe busy 0.6 ≤ x < 0.8

Severely busy 0.8 ≤ x ≤ 1.0
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Table 3 Fuzzy-based
decision input variables for
date

Linguistic value (W) Value range

First week (1) 0.1 ≤ x < 0.3

Second week (2) 0.3 ≤ x < 0.6

Third week (3) 0.6 ≤ x < 0.8

Fourth week (4) 0.8 ≤ x ≤ 1.0

Table 4 Fuzzy-based
decision input variables for
session

Linguistic value Value range

Morning session 0.1 ≤ x < 0.3

Afternoon session 0.3 ≤ x < 0.6

Evening session 0.6 ≤ x < 0.8

Night session 0.8 ≤ x ≤ 1.0

Table 5 Fuzzy-based
decision input variables for
scheduling

Linguistic value Value range

Double 0.1 ≤ x < 0.3

Wave 0.3 ≤ x < 0.6

Open 0.6 ≤ x < 0.8

Time-specific 0.8 ≤ x ≤ 1.0

µA(x; [a, b, c]) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, if x = a
x−a
c−a , if x ∈ [a, c]
b−x
c−b , if x ∈ [b, c]
0, if x ≥ c

(2)

where a, b, and c are the y-coordinate range between 0 and 1, and x represents the
x- coordinate of real values.

Fuzzy rules

A sum of 16 guidelines was characterized utilizing the rule of thumb. Since the
semantic factors utilized were 4, then, at that point, we have 24= 16 guidelines. The
AND work was utilized for rules mix and assessment. Table 6 shows the standards
dependent on specialists’ information.

Inference engine

For reasoning, the constructed fuzzy model uses Eq. 3 for the root mean square
(RMS) formula.

√
∑

R2 =
√

R2
1 + R2

2 + R2
3 + · · · + R2

n (3)
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Table 6 Fuzzy rule base for patient surgical scheduling

S. No. Surgical level Specialist
status

Date Session Scheduling
(conclude)

1 Mildly Mildly busy First week Morning Wave

2 Mildly Moderately
busy

Second week Afternoon Wave

3 Mildly Moderately
severe busy

Third week Evening session Double

4 Mildly Severely busy Fourth week Night session Double

5 Moderately Mildly busy First week Morning Wave

6 Moderately Moderately
busy

Second week Afternoon Wave

7 Moderately Moderately
severe busy

Third week Evening session Double

8 Moderately Severely busy Fourth week Night session Double

9 Moderately
severe

Mildly busy First week Morning Open

10 Moderately
severe

Moderately
busy

Second week Afternoon Open

11 Moderately
severe

Moderately
severe busy

Third week Evening session Time-specific

12 Moderately
severe

Severely busy Fourth week Night session Time-specific

13 Severely Mildly busy First week Morning Time-specific

14 Severely Moderately
busy

Second week Afternoon Time-specific

15 Severely Moderately
severe busy

Third week Evening session Time-specific

16 Severely Severely busy Fourth week Night session Time-specific

R2
1 + R2

2 + R2
3 + · · · + R2

n are the values of different rules in the fuzzy rule base that
have the same result. The center of gravity is calculated by adding all the resultants
of the same firing rules.

3.3 Defuzzification

Defuzzification involves the transformation of the fuzzy values back to their crisp
values for easy interpretation. The centroid model was adapted as the defuzzifica-
tion method. This method determines the centroid value and uses that value for the
conclusion of the fuzzy logic system. It is represented as
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CoG
(
Y ∗) =

∑
µy(Xi )xi

∑
µy(Xi )

(4)

where xi is the mid-point of fuzzy value ranges between 0 and 1 and the µy(Xi )

RMS for rules with the same result.

4 Implementation and Discussion

Flutter, PHP, MySQL, and MATLAB were used to implement the system. The front
end of the proposed system, which is a mobile app, was built with Flutter. The front
end of the system was built with PHP, and the back end, which included the patient’s
login and information, was built with MySQL. MATLAB was used for the rules
generation.

The mobile-based patient surgical appointment system using fuzzy logic was
built on MATLAB for easy integration, visualization, and programming. The rules
generated from MATLAB were integrated into the Flutter application program for
accurate andquick patient scheduling for surgical operations. In this study, the various
fuzzy input ranges as shown in Tables 1, 2, 3, and 4 were used to convert the patient
inputs to their equivalent fuzzy sets.

4.1 Fuzzy Logic Membership Function Plots and Rule Editor

Figures 1 and 2 depict the input variable membership function plots and fuzzy rule
editor, respectively. The input variable membership function plots are the graphical
display of the fuzzy inputs and their respective linguistic variables. The values 0
and 1 denote fuzzy inputs that are only substantially part of the fuzzy set. A fuzzy
input with a value of 0 is not a member of the fuzzy set; a fuzzy input with a value
of 1 is completely a member of the fuzzy set. A fuzzy rule editor is an interface in
fuzzy logic for creating, adding, deleting, and modifying rules, which are used by the
fuzzy inference system for patients scheduling. The fuzzy logic system produces the
output based on the rule combination of the linguistic variables assigned to the fuzzy
inputs. These rules are formulated in the form of “IF-THEN” statements required by
the system for intelligent decisions.

In addition, the output of the fuzzy system depicts the scheduling decisions
described by the linguistic variables assigned to the output variable. In order to avoid
difficulty in result interpretation, the generated fuzzy rules were fed into a mobile-
based application program developed for easy interaction and patient appointments.
The system used icons for the purpose of easy operation and interaction.
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Fig. 1 Input variable membership function plots

5 Discussion

The input variables for the developed fuzzy logic model include surgical level,
specialist status, date, and session. The output variable is the scheduling grades for
patients based on the rule combination of the linguistic variables assigned to the fuzzy
inputs. The fuzzy rules generated from the MATLAB fuzzy inference system were
fed into the developed mobile-based application for patient surgical appointment
system.

A screenshot of the patient’s login into the system is shown in Fig. 3a. Patients
must use the login button to log into the system and enter their card number as
their login details. The patient then selects the book appointment button in Fig. 3b,
which leads to the selection of the specialist he or she wants to see. After selecting
the specialist in Fig. 4a, the patient has to pick the date in Fig. 4b. Once the date
is entered, the appointment is set using the fuzzy logic process, and the details of
the appointment are displayed as in Fig. 5. The performance of the developed fuzzy
system was measured repeatedly with human operator based on the time required to
schedule various number of patients (See Table 7). The goal of this test is to evaluate
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Fig. 2 Fuzzy model rule editor

Fig. 3 a Patient login pane; b activity selection pane
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Fig. 4 a Specialist selection pane; b date selection pane

Fig. 5 View appointment
panel
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Table 7 Performance evaluation

No. of patient Time required by human to schedule
(seconds)

Time required by developed
fuzzy-based system to schedule
(seconds)

1 60 10

2 120 15

3 180 20

4 240 25

5 300 30

that the produced fuzzy system is right and accurate. The results of the study revealed
that the designed fuzzy system performed well and can provide patient appointment
and scheduling at reduced waiting time.

6 Conclusion

The mobile-based fuzzy patient appointment system was developed to be a user-
friendly and intuitive interface in which scheduling of appointments is made possible
through a smart phone device with the ability to access it anywhere and anytime.
Healthcare providers can make changes and updates in real-time, and patients can
make use of the designed fuzzy expert system to book appointments to reducewaiting
times and save cost. The adoption of the developed system in hospitals will reduce
the long waiting lines and also assist in saving lives. This study was able to deploy
artificial intelligence in scheduling patients for surgery sessions based on the fuzzy
input variables. The study also provides grading levels for scheduling patients for
surgery operations. The evaluation results of the developed fuzzy inference system
showed that it can provide appointment for patients seeking for surgery sessions.
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Implementation of Green Technology
in Cloud Computing

Soha Bhatia , Anushka Shrivastava , Radhika Nigam ,
and Punit Gupta

Abstract The increase in the use ofmodern technologyworldwide in various sectors
like business, software development, automation, etc., has made human life consid-
erably easy, comfortable, and far from any danger. For this reason, there has been
a rapid growth in technologies and upcoming trends. Cloud computing is one such
paradigm which has rapidly developed in recent years. It has a range of applications
in various domains due to the features it offers, like scalability, elasticity, and cost
saving with low maintenance, security, and reliability. However, the production and
consumption of these advanced technologies have a negative impact on the environ-
ment causing massive energy consumption and generating carbon footprints. Due to
this, the concept of green technology has gained a lot of attention in order to make
positive changes to the environment. Green computing is the implementation of envi-
ronmentally friendly concepts in computing to increase power and energy and reduce
carbon content. In this paper, we review that how adopting a cloud-based architecture
has reduced the energy consumptions levels, and we further survey various methods
and algorithms which can make clouds greener and more energy efficient.

Keywords Green computing · Cloud computing · Green cloud computing · Cloud
data centers · Task scheduling · Load balancing · Green computing algorithms

1 Introduction

In today’s world, the increased use of modern technologies has not only led to the
misuse of resources but has also intensified global warming. An estimate indicates
that only around 20% of the waste is recycled from the 50 million tons of e-waste
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which is generated worldwide and thus leading to landfills and water contamination.
A large number of resources are utilized in making modern technological devices
which have led us to focus on more sustainable methods and approaches. This drives
the need for a green computing solution which refers to the environmentally friendly
use of computers and their resources, that is, the study of engineering, design, manu-
facturing, and disposal in a sustainable manner intending to maximize energy effi-
ciency and service life while reducing the use of toxic materials and increasing the
recyclability or biodegradability of discarded products and factorywaste. Green tech-
nology or green IT has quickly become themost effectivemeans of using technology,
pioneered by the U.S. Environmental Protection Agency (EPA) in 1992.

This paper focuses mainly on the area of cloud computing and surveys the various
solutions and methods which would present a more energy-efficient solution in
today’s world. But before that it is important to understand how the coming up
of cloud altogether affected the aspect of green computing and improved the past
scenario. There is no doubt that shifting to cloud would lead to a lot of improvement
in overall energy reduction, as derived from a study conducted by Microsoft in 2018
[1], that cloud computing can increase the efficiency of a business by 22 to 93%.
In the study, Microsoft compared the greenhouse gas emissions of its cloud-based
products to traditional on-site data storage solutions and found an evident reduction
in the amount of carbon footprints which came from the operational, infrastructural,
and equipment efficiency of the data centers [2]. In today’s time, most organizations
are moving from traditional data centers to cloud-based resources because these
modern networks provide economic and technological advantages. These technolo-
gies provide energy-saving ways to reduce carbon footprint and e-waste [3]. If we
talk about green computing, then cloud computing has helped a lot in minimizing the
electricity and power consumption of highly efficient cloud networks. Due to virtual-
izations and outsourcing itself, there has been a considerable amount of reduction in
the capital expenditure, hardware-related requirements, and power usage. According
to a report by Accenture, there are a lot of factors which have made shifting to a
cloud-based architecture very energy efficient.

• Due to dynamic provisioning, most IT companies do not end up deploying a
lot more infrastructure for the data requirements than actually required, but data
centers always maintain only the active servers as per the demand of the company
and hence lower energy consumption avoiding over provisioning.

• Multi-tenancy approach helps reduce the carbon emission in cloud infrastructure.
• Cloud provides the ability to host different applications on the same server but in

isolation with the help of virtualization techniques and hence reduces the power
consumed.

• Cloud providers canmost importantly do the amendment of the power usage effec-
tiveness (PUE) of their data centers, using the most energy-efficient technology
[4].

Though there are a lot of benefits of cloud computing, the question about whether
or not cloud computing is the most efficient way of saving energy andmoving toward
a greener solution and is still debatable.AndreasBerl states that cloud computing is an
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inherently and potentially efficient technology for ICT if, along with the focus on its
hardware aspect, we explore more about its system operations and networking aspect
[5]. It is very important to understand that data centers are a very wide terminology,
and with the ever-increasing demand of cloud-based application, a lot of data centers
have come into existence. A data center with 50,000 square feet of area requires
about 5 MW electricity which is enough to support about 5000 households for an
entire year. A cloud-based infrastructure is definitely more energy efficient than on
premise data centers, but it still consumes a large amount of power, and due to the
demand-based solution, the CDC needs to be functional 24/7 leading to increased
energy costs, carbon emissions, and issues that degrade the environment [6].

2 An Overview of Cloud Computing

Cloud computing is an emerging paradigmwhich includes virtualization of resources
and using them to run various applications and services on distributed networks.
Cloud has really shaped the way of computing pay-as-you-use, making services
universally available, and managing highly scalable systems which are customizable
and reusable along with requiring a minimum manpower [7].

Cloud is extremely cost effective as it mitigates the installation and running cost of
the software as there is a very minimalistic need for any sort of infrastructure. Along
with that cloud provides expanded storage as compared to the traditional data storage
systems. Hence, in today’s competitive businesses and IT sector, it has become very
crucial for companies to espouse cloud-based architecture. Deployment model and
service model are two kinds of models for distributed cloud computing based upon

Fig. 1 Cloud deployment model
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Fig. 2 Cloud service model

the accessibility and function of where the cloud is based. Figures 1 and 2 show these
different types of models [8].

3 Survey

As mentioned above, cloud is proven to be environment friendly and has made
the utilization of the resources quite efficient which in turn leads to lower power
consumption and lower carbon emissions. However, there are various parameters
and aspects of cloud computing where we can come up with more efficient solutions
and further reduce the impact on the environment. Here, we survey the solutions
proposed by various authors with respect to load balancing, task scheduling, and
data centers.

3.1 Task Scheduling Solution

Task scheduling and resource allocation go hand in hand. One of the pivotal attributes
of cloud is the proper utilization of resourceswhich can be achievedwith a scheduling
algorithm that organizes various requests and tasks so that resources can be allo-
cated to them in an efficient manner. There exists a variety of task scheduling algo-
rithms which are employed in cloud architecture. However, focusing on the scope of
green computing, there is a need to make these algorithms energy efficient and more
sustainable.

Green scheduler

It is an algorithm which is used by Mridul Wadhwa in his paper where he has tested
the algorithm in a simulation environment using a green simulator that combines
2 languages—C++ and the other TCL’s core code which is written in C++. The
basic principle of the green scheduler algorithm is that when the load increases the
servers will turn on and when load decreases the servers will turn off. This leads
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to minimization of power consumption and load on data centers. In the paper, the
author has compared the results on the basis of energy consumption among different,
already existing, algorithms like DENS and round robin task scheduling. The goal
of this was to find out the most optimal algorithm in terms of the amount of the
energy consumed and distribution of the tasks among all the servers ideally. The
green scheduler consumes the minimum amount of energy because it distributes
the task among all the servers and is able to send large amounts of tasks to fewer
servers. It was also observed that green scheduler had an increased data center load
as compared to DENS algorithm. If we look into the energy efficiency of the green
scheduler algorithm, the following results are obtained in the study [9] (Table 1).

Another simulation of the green scheduler was also presented by Jagadeeswara
Rao. G in his paper using a green cloud simulator and Ubuntu 12.04, 32-bit on
Intel Core i5 system. To set up the configuration of data centers, 144 servers were
used, 3 VMs per machine, 327,529 of average submitted tasks. Along with this, the
simulation time was 62.5 s with 10 cloud users. A 3-tier debug DC topology was
employed, and system load was 30%. (Further details are mentioned in the paper).
The total energy consumed by the green scheduler was found to be about 637.2 Wh
and simulation time of 1320 s [10]. Looking at the results and comparisons with
other algorithms like round robin, HEROS scheduler, and random scheduler, we can
conclude that green scheduler is one of the greener options we can develop and
practice.

Genetic-ACO task scheduling

A dynamic fusion between ant colony algorithm and genetic algorithm proposed
by Zhong Zong would also provide a minimum energy utilization and processing
time realizing the goal of green cloud computing. The core idea is to combine the
global optimization abilities ofGAs and local optimization abilities ofACOs to fasten
the convergence, reduce task execution time, improve task scheduling efficiency, and
mitigating energy consumptions. Cloud computing simulation software—CloudSim.
The main initial parameters for both testing the algorithms are all set and illustrated
in the paper. The genetic-ACO task scheduling performance is compared with that
of individual algorithms taking around 200 execution tasks. At about 190 tasks, the
GCA consumed about 80 units of energy consumption which was considerably less
than that of GA and ACO which was about 100 and 105 units, respectively. Hence,
we can say that the combined algorithm can achieve greater energy optimization
[11].

Table 1 Energy efficiency of
green scheduler algorithm

Parameters (energy efficiency) Green scheduler

Data center 203.3 K (48%)

Servers 161.8 K (45%)

Network switches 41.5 K (65%)
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Clonal Selection Algorithm (TSCSA)

Another algorithm is the task scheduling clonal selection algorithm (TSCSA) put
forward by R. K. Jena, which aims at optimizing the energy consideration and
processing time. Cloud simulator used—CloudSim-3.0.1, which is an open-source
environment to test the algorithm. Clonal selection algorithm (CSA) is a based upon
clonal selection theory and was first put forward by de Castro and Von Zuben. In the
TSCSA algorithm, jobs are added to the arrival queue, and based on the available data
center, the job is selected for execution using FCFS principle. The details of the algo-
rithm are mentioned in the paper. If we look into the energy consumption statistics
of TSCSA model, it states that the TSCSA reduces the energy consumption by 10–
30% and the time by 5–25%when compared to other algorithms like various genetic
algorithms-based TSGA,maximum applications scheduling algorithm (MASA), and
random scheduling algorithm (RSA) [12].

3.2 Data Centers

Energy consumption by data centers
With the emerging digitized economy, an ever-increasing amount of data is gener-

ated and stored in data centers worldwide. As analyzed by the 2019 paper by Ralph
Hintemann, the energy consumption of servers and data centers has grown from 225
billion kWh per year in 2010 to around 350 billion kWh per year in 2017. The Fig. 3
illustrates this development [13].

And the rate at which the energy consumption by data centers is increasing is
definitely not ameliorating. It is concluded that the gains that we are getting from
the innovation in technology do not compensate for the growth in the usage and

Fig. 3 Energy consumption of data centers from 2010 to 2017
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massive consumption of electricity. If all the other growth factors remain the same,
it is expected that the electricity consumption by the data centers would reach up to
321 TWh by 2030 [14].

Green data centers

Green data centers are a service which facilitates storage in the cloud while utilizing
energy-efficient technologies and avoiding obsolete systems. With the exponential
increase in the application of the Internet, the power consumption has also increased
proportionally. Due to this, there has been a creation of sustainable green data centers
that have become essential in an environmental sense. Industry estimates suggest that
data centers consume three to five percent of theworld’s global energy [15]which has
a similar footing with the aviation industry. Due to this, various methods have been
introduced to implement green computing in data centers and henceforth making
them green data centers. The methods are as follows:

AI for sustainable data centers: The use of AI to cut down on power consumption
is being explored by tech giants like Google, which has created a machine learning
system that can optimize the cooling of data centers and hence lead to the reduction of
energy consumption by them. The cooling bill for Google’s data centers has reduced
by about 40% by using deep mind AI [16]. The software uses the micro-variation
technique wherein components can be memory caches or various searching and
sorting algorithms which assemble themselves according to the type of work that is
being done by a server [17].

Safe haven for hyper scale cloud firms:While AI is being used to control the energy
consumption of data centers, Stockholm’s data center hubs aim at using the waste
heat released from them to provide the local areas with heated homes [15]. The
city has formed a consortium of several companies working as a data park that will
provide heating for homes in the local areas and allow the country to become a viable
location for firms looking to build their European data center footprint [18]. In the
current scenario with the consumption of large amounts of energy by the data centers,
Greenpeace [19] has been pressing companies like Amazon Web Services (AWS),
Facebook, and Google to ensure that their growth does not come at the expense of
the environment. This allows Sweden to not only be an attractive hub for companies
targeting Europe but also provide for the country’s residents. Setting the minimum
data center load to 10 MW allows operators to use the waste heat for heating around
20,000 modern apartments [20].

Underwater subsea data facilities: Underwater data facility concentrates on the
longevity of the machinery. Currently, Microsoft has been working on underwater
data center [21] trials to see if the pros out way the cons with respect to the impact
on the environment. Microsoft’s Natik team deployed a data center 117 feet deep
to the seafloor in 2018 to test the servers in the center. The aim of this experiment
was to see if the submerged data center is feasible or not. Oftentimes-due to contact
with oxygen and humidity on land, data centers get corroded along with bumps and
jostles from component repairs by people-equipment failure can occur. According
to Microsoft, the underwater data center avoids the need for a mechanical cooling
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system. Using Nitrogen decreases the corrosion of the materials greatly and allows
for a sustainable data center. Though the underwater data center facility has yet to be
deployed as a commercial product, the research has shown great results in the short
term and hope to show similar results in the long term as well.

3.3 Load Balancing Solutions

Volkova stated in his paper [22] that load balancing focuses on improving system
performance by distributing more load to smaller processing nodes and aims at fair
allocation of computing resources in order to deliver higher levels of user satisfac-
tion. As efficient load balancing helped resources and networks to achieve maximum
throughput with least response time. Improved performance results in less consump-
tion of resources and reduced costs. The key factors that affect cloud performance are
storage utilization and download speed for the user. Some efficient load balancing
techniques [23] can be employed to improve cloud performance and efficiency. A
good load balancing strategy should consider load estimation, load comparison,
stability of system performance, interaction between the nodes, and selection of
nodes [24].

Load balancing algorithms are mainly divided into two types and further into
subcategories, depending on the system state and depending on who initiated the
process, shown in Fig. 4 [25].

As mentioned above, energy efficient load balancing can be achieved through
high-resource utilization and can further lead to an optimal utilization of resources,
hence mitigating their consumptions. Along with this, it can also help in preventing
over-provisioning, reducing the response time, achieving high scalability, and
avoiding bottlenecks. Here, we present some load balancing solutions which could
adhere to the mentioned goal and contribute toward green computing [26].

In their paper [27], Mallikarjuna has proposed one such energy-efficient load
balancing technique which uses a mathematical model to prove the efficiency of
servers and effective transmission of data. The author proposes an algorithm which
can provide a solution from not only the perspective of cloud provider, service
provider but also the end user. The main idea is to predict a balancing factor of
efficiency, availability, reliability, and cost in order to maintain balance in the large
customers and abate the load continuously. The various steps followed by the algo-
rithm are edified properly in the paper. In order to test and implement, the proposed
algorithm the simulator used is -The CloudSim 3.0.3 (Calheiros et al. 2011, 2009;
Buyya et al. 2009), as this provides a lot of flexibility in designing the solution.
The algorithm showed the following results in terms of power and data utilization.
Therefore, it provides a methodical load balancing solution to maximize the energy
efficiency during product life in the cloud environment providing energy manage-
ment, server consolidation and virtual machine migration, etc., temperature-based
distribution of the load by the scheduler to the virtual machines which is very far
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Fig. 4 Types of load balancing algorithms

from its critical temperature and focuses on less power consumption. The basic func-
tioning of this algorithm is that it makes decisions based on the critical temperature
of the system and thereafter the power consumption of that system. This is done by
a scheduler which maintains a queue for the same. The 3 important specifications of
the algorithm are critical temperature, minimum temperature, and power consumed.
The experiment is performed on a cloud simulator and developed in Java. The energy
and the temperature consumed by using this algorithm is between 200 and 250 units.
So, we can say that this thermal and power-based scheduling policy are not only able
to distribute workload in an efficient manner but also reduce the temperature of the
nodes (Fig. 5).

The next algorithm put forward by the author, TanuShree [28], involves.
Another algorithm mentioned by Yatendra Sahu in their paper is honey bee

foraging, and this algorithm is a type of distributed load balancing technique.
Distributed load balancing techniques focus on distributing their workload to
different host machines connected by host machines that share resources at a global
level. Honey bee foraging is inspired from the behavior of honey bees as they follow
a procedure for finding and reaping food. This algorithm is ideal when the multiform
types of services are preferred [29]. The compare and balance algorithm maintain
an equilibrium condition of the cloud server to manage the workload of the cloud
system. On the basis of no. of virtual machines running on, the current host, and
the whole cloud system, the current host randomly selects a host and compares their
workload. If the current host has more workload than the selected host, then the
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Fig. 5 Effective energy utilization

difference of the workload is transferred to that node. This algorithm decreases the
migration time using live migration technique.

4 Future Scope

Green cloud computing that it is today is the result of much technological advance-
ment that happened in the last many decades such as distributed systems, grid
computing, virtualization, utility computing, and other advancements. To further
improve green computing, it is necessary to improve existing technologies to mini-
mize resource usage while meeting the quality-of-service requirements and robust-
ness. Also, new approaches and techniques should be analyzed and used. In addition
to this, large number of servers and data centers work toward providing pay-per-use
services to the consumers. These resources occupy a huge area and require a large
amount of power. If this energy is derived from green sources like solar energy and
wind energy, then it will further help reduce the carbon footprint of green computing.

5 Conclusion

This paper focuses on highlighting the effect of cloud computing on the environ-
ment and thereafter presents a survey of various methods and solutions, primarily
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concentrating on 3 aspects—task scheduling, load balancing, and data centers, for
making the cloud more sustainable and environment friendly. We see many effective
strategies which can be implemented on the mentioned aspects in order to make the
cloud greener. However, we can only see a considerable amount of difference if solu-
tions like these are practiced consistently worldwide for a certain amount of time.
Cloud computing is burgeoning at an exponential rate and the harmful effects, and it
will have on the environment will be visible pretty soon. So, it is high time that we
work toward optimizing such methods and making them as cost efficient as possible.
Nonetheless, green cloud computing comes with a bunch of challenges like:

• A good amount of awareness in the area of green computing is needed among the
stakeholders of computing ranging from manufacturer user to organization.

• Green computing requires a standardized policy from the government of each
country [30].

• Cost-efficiency is also required while considering green solutions by building
less costly computation. Performance deprivation as a degrading performance of
servers will ultimately increase the consumption of power and energy throughput
[31].

There is still a lot of research happening up with more solutions to green cloud
computing taking into account all the challenges and attempts to mitigate them.
Despite the challenges, there are a lot of benefits of a green cloud and hence should
definitely be practiced as much as possible.
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Concurrency Control in Distributed
Database Systems: An In-Depth Analysis

Husen Saifibhai Nalawala, Jaymin Shah, Smita Agrawal, and Parita Oza

Abstract Distributed databases are databases that spread across multiple locations,
often crossing geographical boundaries. It has been a popular research topic because
of the novel set of problems it brings to the table. One of the problems is main-
taining consistency in the database. Concurrent access to the database gives rise to
consistency and integrity issues that need to be resolved. Various methods have been
put forward, and this paper explores some of those methods, particularly on-lock
and timestamp-based techniques. It also analyzes all these methods based on various
parameters.

1 Introduction

A database is used to store an organization’s data, which is further used for various
activities. Traditionally, the database has been centralized in nature, i.e., all the data
stored in a single site. However, as businesses grows, centralized databases tend to
show certain limitations, so distributed or decentralized databases are preferred [1].
Distributed databases have their own set of problems, but the advantages outgrow
them. This paper focuses on one such problem, which is concurrency control in
distributed databases. A distributed database (DDB) is spread across multiple sites
and interconnected using a medium, usually a network. Thus, it spread across
multiple locations rather than keeping all the data in a centralized location. There
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Fig. 1 Types of distributed
systems Distributed 

Database

Homogeneous Heterogeneous

are various reasons an organization might want to prefer implementing DDB [2].
These include valuable data protection, making data highly available by main-
taining multiple copies, promoting autonomy among various geographical regions,
increasing database performance, etc. Even thoughDDBs arewidely used, it is a diffi-
cult task to design them properly. A chief characteristic every DDB should possess is
that the end-user of the system should not distinguish between a DDB and non-DDB.

Distributed databases can be classified into two types as per Fig. 1. In homoge-
neous systems, all the sites use the same type of database software and heterogeneous
systems where at least one site uses a different database software.

Numerous problems exist which are distinct to DDBs [3, 4]. Some of them are
discussed below:

Concurrency Control—In DDBs, the integrity and the consistency of the database
as well as its copies have to be taken care of. It is one of the most researched areas
and is the central topic of this paper.

Replication Control—In a distributed database, multiple copies of the data and its
schema objects like tables, views, etc., will be copied in different locations. The real
issue lies in maintaining the same data across all the copies and thus maintaining
consistency.

Deadlock Management—This is similar to deadlock management in operating
systems. Multiple users can try to access specific data, leading to deadlock if
locking techniques are implemented. Like operating systems, the solution is to apply
mechanisms like deadlock prevention, avoidance, and detection.

Operating System Support—To support distributed systems, special operating
systems are required to support such a mechanism in the first place. It is a challenge
to maintain such an operating environment.

Resource Handling—Resources are located in different locations, and routing
through the network is one of the issues.

The paper is structured in the following manner—Sect. 2 gives a detailed intro-
duction to concurrency control in distributed databases. Section 3 is about various
concurrency control methods in depth. Section 4 analyzes all the methods discussed
in Sect. 3 along with various parameters. Finally, the paper concluded in Sect. 4.
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2 Concurrency in Distributed Database

In amultiuser database,multiple users can access the sameblock of data concurrently.
This will not be an issue if they perform only a read operation on the same block.
But reading and writing on the same data block simultaneously is where the issue
is created. This can lead to consistency and integrity problems. Concurrency control
solves the problem of managing concurrent access to the database and maintaining it
consistently. It gives an illusion to the users that they are the only ones interactingwith
the database, all while maintaining the atomicity, consistency, isolation, durability
(ACID) properties of the database system [5]. Concurrency control is challenging
in the case of DDBs. Problems exclusive to DDBs need to be tackled, like a failure
of a particular site, deadlocks across multiple sites, network failures, and managing
multiple copies of a data item. Some of the problems or anomalies that we are bound
to face without any concurrency control are discussed in subsequent subsections.

a. Lost Update Anomaly

Consider that two customers are accessing the same bank account and depositing
money into it at the same time. Then, the final account balance will be inconsistent
without concurrency control as shown in Fig. 2 with example.

Fig. 2 Lost update anomaly with bank example
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b. Inconsistent Retrieval Anomaly

This type of anomaly does not put inconsistent values into the database, but the
values retrieved by the transaction could be invalid [6], e.g., continuing with our bank
example, let’s bifurcate the bank account into savings and current account. Suppose
a transaction T1 is transferring some funds from savings to the current account,
and another transaction T2 reads the account balance in between. In that case, the
transaction T2 will be left with an inconsistent value. A graphical representation of
this anomaly can be observed in Fig. 3.

The described problems are the two most common problems which are found in
DDBs. Of course, this list is not exhaustive. Problems like phantom read, temporary
update, etc., can also take place.

Fig. 3 Inconsistent retrieval anomaly
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3 Different Methods of Concurrency Control

Concurrency control is challenging in the case ofDDBs. Problems exclusive toDDBs
need to be tackled, like a failure of a particular site, deadlocks across multiple sites,
network failures, and managing multiple copies of a data item [7–9]. The various
concurrency control methods discussed in this section are some of the problems or
anomalies that we are bound to face without any concurrency control.

3.1 Two-Phase Locking (2PL)

Two-phase locking (or simply 2PL) is an algorithm that works on the principle “read
any, write all,” i.e., a read transaction requires only the lock to be placed on any copy
of the data block, and that version will be locked. On the other hand, a write (update)
operation requires a lock to be placed on all the versions of the data block. The lock
can be either shared (S—read) or exclusive (X—write). This algorithm works in two
phases:

• Growing Phase

This phase can also be called the “lock acquisition” phase, wherein a transaction
acquires all the locks on the data block it needs for successful completion. No locks
are released in this phase. The transaction reaches “lock pint” after securing all the
locks. The transaction has to restart if it fails to acquire all the locks and wait for
some time before it can start acquiring again, as shown in Fig. 4.

• Shrinking Phase

After releasing the first lock, the transaction enters the shrinking phase [1]. Here,
all the locks previously acquired are released, and no further locks are secured.

Fig. 4 Two-phase locking
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3.2 Strict Two-Phase Locking (S2PL)

Similar to 2PL, S2PL varies only in the fact that it releases all the locks at once in
the shrinking phase, unlike one at a time in 2PL that is represented in Fig. 5. Thus,
no locks are released unless the transaction performs commit or aborts.

• Wound-Wait [1, 3]

This is a preemptive technique where a transaction says Tn can wait for a data item
held by a conflicting transaction Tc, only if Tn has an older timestamp than Tc;
otherwise, Tc is killed. Two scenarios of wound-wait are represented in Fig. 6. In
other words:

Fig. 5 Strict two-phase
locking

Fig. 6 Wound-wait scenario
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Timestamp (Tn) < Timestamp (Tc): It means that Tn is older than Tc, so Tc is
“wounded” or “killed” and is restarted later with the same timestamp.
Timestamp (Tn) > Timestamp (Tc): It means that Tn is younger than Tc, so it has
to wait until Tc finishes.

• Wait-Die

Wait-die is a non-preemptive technique where a transaction, say Tn is allowed to wait
for a data item held by a conflicting transaction Tc, only if Tn has an older timestamp
than Tc. Otherwise, it is killed. The two scenarios for the wait-die are represented in
Fig. 7. In other words:

Timestamp (Tn) < Timestamp (Tc): It means that Tn is older than Tc, so it is
allowed to wait.
Timestamp (Tn) > Timestamp (Tc): It means that Tn is younger than Tc, so it is
aborted and restarted later on with the same timestamp.

Fig. 7 Wait-Die scenario
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3.3 Basic Timestamp Ordering (BTO)

The database assigns each transaction a timestamp. This timestamp indicates the
order in which the transaction should be executed in the database. In other words, the
timestamp indicates the starting time of the transaction [10, 11]. For two conflicting
transactions, the timestamps determine the execution order and provide serializ-
ability. Additionally, BTO uses two timestamps associated with each data item,
namely Last Successful Read—LSR (T) and Last Successful Write—LSW (T) on
that particular data item.

Suppose a transaction T with timestamp T(S) wants to perform a write operation
on a data item X. In that case, it is aborted if LSR(X) > TS(T) or LSW(X) > TS(T)
(data was changed since the last fetch); otherwise, it is executed, and LSR(X) and
LSW(X) is set to TS(T).
If a transaction T with timestamp T(S) wants to perform read operation on a data
item X, then it is aborted if LSW(X) > TS(T) (data was changed since the last
fetch), otherwise it is executed, and LSR(X) is set to TS(T).

3.4 Distributed Speculative Locking (DSL)

Speculative execution is an optimization technique where a piece of work or task is
performed even before identifying the need. It avoids the time delay if the system
waits for confirmation [12, 13]. Unlike 2PL, the locks on the data block are released
as soon as a new value is generated inDSL. DSL takes place in two phases, Execution
and Commit, and is further divided into two parts:

• Distributed Synchronous Speculative Locking (DSSL) for Read-Only Transac-
tions (ROT)

Execution Phase

Consider a transaction called Update Transaction (UT), which has placed locks on
several data blocks it wishes to update. Now, a Read-Only Transaction (ROT), who
wants a read lock on data blocks held by UT, has to wait till UT finishes its execution
and produces an updated value. After UT completes its execution, both the original
and updated values are sent to ROT as a response. The ROT does not wait for UT
to commit the transaction and carries out a speculative execution with the help of
both original and updated values. ROT enters the commit phase after acquiring all
the locks and completing its execution.

Commit Phase

To select appropriate speculative execution, ROT communicates with the UT home
site to know the commit status of UT [14]. If UT commits the transaction, the ROT
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commits the speculative execution with updated value; otherwise, the speculative
execution with old value is committed.

• Distributed Asynchronous Speculative Locking (DASL) for Read-Only Trans-
actions (ROT)

Execution Phase

Here, the ROT does not wait for the conflicting UT to produce an updated value.
Instead, it carries out speculative execution with the original value. After the UT
finishes its execution, the updated value is sent to ROT. The ROT does not wait for
UT to commit the transaction and carries out a speculative execution with the help
of updated value.

Commit Phase

To select appropriate speculative execution, ROT communicates with the UT home
site to know the commit status of UT [14]. If UT commits the transaction, the ROT
commits the speculative execution with updated value; otherwise, the speculative
execution with old value is committed.

4 Analysis

The comparative analysis of concurrency control methods is discussed in Table 1
by concerning parameters like performance, serializability, and deadlock. In 2PL,
because of the “read all, write any” rule, it ensures serializability. Also, this algorithm
performs wells in centralized environments rather than distributed environments. On
the other hand, there is a possibility of deadlock and starvation in the case of 2PL.
Also, cascading rollbacks are possible. In the case of strict 2PL, the transaction
will not read data until it is committed, and thus prevents cascading rollbacks, but
deadlocks are still possible. An easy way to resolve deadlocks is to put a wait time or
a timeout on the transaction—if a transaction T1 is still waiting for locks after time
t, abort it and start over.

Wound-wait and wait-die are two deadlock prevention mechanisms. We can theo-
retically say that older transactions would have acquired more locks and performed
more tasks compared to newer transactions. Thus, it is expensive to abort the older
transactions. In wound-wait, the abort rate is lower compared to wait-die, while in the
case of wait-die, the younger transaction will die more times, as they need to acquire
many locks. On the other hand, the amount of work done by a younger transaction
might be significant in wound-wait, and aborting it will result in all the work being
rolled back. In wait-die, the aborted transaction would not have done any work, and
so nothing is wasted. Thus, wound-wait has fewer rollbacks, but the wastage of work
can be more. Wait-die has more rollbacks, but there is no wastage of work.

In BTO, better performance is obtained if some additional information related to
the database or transaction is available and used. It also ensures serializability in case
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Table 1 .

Methods Performance Serializability Deadlock

2PL • Suitable for databases
with lots of frequent
updates

• Increased overhead
because of maintaining
locks

Ensures
Serializability for
both read-only and
update transactions

Possible transactions are
restarted to resolve it.
Cascading rollbacks are
also a possibility

Strict-2PL • Suitable for databases
with lots of frequent
updates

• Increased overhead
because of maintaining
locks

Just like 2PL,
Serializability is
ensured

Deadlock is still possible,
but cascading rollbacks are
avoided

Wound-wait • Less aborts, more
wastage of work

• Aborts transaction even
if there is no deadlock

Serializability is
ensured

It is a deadlock prevention
technique, so deadlock is
avoided
No starvation

Wait-die • More aborts, less
wastage of work

• Aborts transaction even
if there is no deadlock

Serializability is
guaranteed

It is also a deadlock
prevention technique, so
deadlock is avoided
No starvation

BTO • Provides better
performance if additional
information is available
about the database or
transaction is used

• Better concurrency than
2PL, as no transactions
are blocked

As transactions are
processed as per the
timestamp, it ensures
Serializability

Free of deadlocks
Possibility of starvation
and cascading deadlocks

DSSL • Better than DASL for
transactions <60

• Overall less effective
than DASL

It uses parallelism and
maintains
Serializability

As it is a locking-based
approach, deadlock is
possible and additional
mechanisms are required
to handle it. For example,
wait-for graphs can be
used to detect deadlock,
and in the case of one, the
waiting / requesting
transaction is aborted

DASL • Better than DSSL as
there is less waiting time
and data contention

It uses parallelism and
maintains
serializability

As it is a locking-based
approach, deadlock is
possible and additional
mechanisms are required
to handle it. For example,
wait-for graphs can be
used to detect deadlock,
and in the case of one, the
waiting/requesting
transaction is aborted
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of conflict, as the conflicting transaction will be restarted with the same timestamp. It
is also deadlock-free. However, maintaining timestamps is expensive and puts a load
on the memory. Another problemwith BTO is that starvation is possible, particularly
a more extended transaction getting restarted by a shorter transaction.

In the case of DSSL, ROT has to wait for the UT to produce the updated value,
so there is more wait time, while in DASL, there is relatively less wait time. Thus,
because of this, the performance of DASL is more than DSSL. The validation in both
methods is dependent on the commit status of the UT.

5 Conclusion

This paper explored concurrency in distributed databases. First, we understood in
detail what distributed databases are and how they differ from traditional centralized
databases. We also explored various problems unique to distributed databases. We
then focused on concurrency control which is a popular research topic in distributed
systems. Various methods were studied, like 2PL, Strict-2PL, wound-wait, wait-die,
basic timestamp ordering (BTO), and speculative locking, which provide concur-
rency control. We also analyzed the pros and cons of all the methods. A summary
table has been provided, which gives a bird’s eye view of the analysis.
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House Pricing Prediction Based
on Composite Facility Score Using
Machine Learning Algorithms

Santosh Kumar and Mohammad Haider Syed

Abstract Various features of a house play some role to determine its price. Out of
these, location is the dominant feature to determine the price. Besides location, there
are some other features which affect the price of a house like area, sports facility,
hospital, 24× 7 security, etc. In this paper, 40 features, available in dataset of houses,
are taken from Kaggle platform and have been considered for prediction of house
prices. The data of six different cities of India has been included, and these are
Delhi, Bangalore, Hyderabad, Kolkata, Mumbai, and Chennai. Here, we endeavored
to develop a predictive model for anticipating the price dependent on a specific
number of highlights that influence the price. Six machine learning algorithms are
used to develop models and compared based on their accuracy of prediction, and the
most accurate model is used to determine the price of houses.

Keywords Linear regression · Random forest · Decision tree · KNN · XGBoost
regressor · Support vector machine

1 Introduction

House is a fundamental necessity, and the price of the house is a critical factor for
house buyers as well sellers. To buy a house is the most fruitful and cost-effective
investment for all the time. Delhi is among one of the cities with a high number of
house owners. A survey conducted in Delhi showed that there are 66.63% families
that live in their own houses, whereas 32.38% families live as a tenant. Price of the
house varies depending upon different residential and geographical factors. Even
different countries have their own way of analyzing and giving preference to certain
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factors which might not be common to every country. In the phase of transactions
related to the sale and purchase of houses, one should consider all the criteria that
affect the cost of the house and choose the best deal. Looking at Lancarter’s (1966)
Consumer Theory, how a dwelling is valued by a customer is dependent on certain
factors. Such factors include the number of bedrooms, area of land, number of floors,
and various other geographical factors, including the surrounding area. Sometimes
price variation is dealt with postcode dummies, which is understood as a description
of locations also referred to as absolute by the geographers. In this paper, a house price
prediction model has been implemented using different machine learning algorithms
and procedures to give a clear idea and analysis of different algorithms to get a perfect
and efficient way to find out the correct price of the house. This would be beneficial
to many sectors of society, including real estate, banks, and common people who
want to purchase the house.

There are a significant large number of houses that are sold on a day-to-day basis.
There are several questions in a buyer’smindwhile purchasing a house. Someof these
questions include what would be the best cost for this house, am I paying too much,
does the features of this house properly synchronize with the price. Thus, it becomes
necessary to accurately determine the cost of the property. We are going to solve this
problemusing a house price prediction systembased onmachine learning techniques.
The price of the housewill be determined by considering various parameters onwhich
the price depends. Some features affect the cost quite significantly, while a change
in some features has a little impact on the value. These features include the region
that the house occupies, the state and the shape in which the house is in, the year of
establishment of the house, etc. A model for predicting the house price can prove to
be a very important tool for the buyers as well as sellers and help them in making
well-informed decisions. The sellers can use this tool to determine the average price
at which the house can be sold. On the other hand, the buyers can use this tool to find
out the fair price while purchasing the house. This would do nothing but will make
it easy for buyers and sellers. They don’t have to rush out and meet people to get an
estimated cost to their house, and everything would be automated.

The proposed model would be able to predict the house price according to the
area; to calculate house price depending upon surrounding environment like railway
station, hospital area, ATM, college, banks so a customer can purchase flat/house
with full facilities; to suggest builder price prediction for the new constructions and
to provide a comparison of house pricing to customers. The comparison of sale
and price forms the basis of the traditional house price prediction model lacking an
accepted standard and a certification process. The model helps to reduce the gap of
information and make the real estate market more structured.

2 Related Work

In [1], using the city of Oslo as their case to find the difference in the explanatory
power of absolute versus relative location in a hedonic model. It was observed that
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the post code dummies power declined to a large stand when certain factors such
as distance to commercial places were taken into consideration. The distance to
places like parks, ATMs have very high explanatory power as they are important
to house buyers. In the end, this analysis showed that the location of nearby places
plays an important part in determining the price of the house in Oslo. If these factors
are not considered, then it would reduce the value of neighborhoods and affect the
price of the houses gravely. In [2], an innovative solution is used for analyzing
and mapping real estate. The data is collected systematically, and then the data
is analyzed and assessed about the real estate market’s changes by the software.
It is mentioned that the software assembled over 650,000 price quotations about
the sale of houses, building lots, and business properties. All the information is
stored and analyzed by the software for its credibility. The analysis of comparisons
based on statistics helped the researchers and other market professionals to observe
deeply the changes in the price of real estates of Czech Republic. Both normal
people and large multinational companies can use this output to make smart business
decisions. The second quarter of the year 2008 saw a long-term decrease in the cost
of real estate properties. It seems that this trend would likely remain, resulting in
no increase in real estate prices in Czech Republic with the exception of Prague
and Middle Bohemia. In [3], the predictive power of the artificial neural network
model and hedonic model is compared. It involves a randomly selected sample from
the Harcourt website containing data of 200 houses in the city of Christchurch,
New Zealand. It was seen that R2 score of the neural network model outperformed
the hedonic model. The performance of hedonic models was much poorer for out-
of-sample data in comparison to neural network. This paper thus focused on the
potential of neural network model when it comes to predicting the price of houses.
In [4], several techniques such as artificial neural networks, fuzzy logic, and KNN
are compared and analyzed. This analyzed data is then used to find the most efficient
method for determining the price of the houses. The actual cost and the prediction
determined using the MAPE formula are matched to examine the methods. The
result showed that the fuzzy method outperformed all other methods and resulted in
the most accurate model to predict the price of the houses. In future, for improving
the prediction accuracy, optimization of fuzzy rule and increasing data training are
required. In [5], the solution to “House Prices: Advanced Regression Techniques”
contest which took place on Kaggle platform has been depicted. The motive of the
contest is to predict the property cost based on the aspects given in the training
data, some of which are lot area, lot size, house type, many classic algorithms were
used to find the solution and finally got 18th position in the competition. It has also
been depicted that the finest approach to enhance the outcome is to teach the model
for an ensemble that needs more calculative assets. The issue with several model
ensembling is how to make their errors unrelated failing, which would not lead to
any significant improvement. Learning the same models on different feature sets is
also oneway to achievemodels decorrelation. In [6], numerous procedures like neural
networks, multiple linear regression, and simple linear regression are utilized to track
down the best procedure which has the lowest mean square error, and afterward, that
calculation is picked for anticipating the house cost. From the outcome, it is inferred
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from the result that the neural network method performed better prediction among
all others. In [7], the use of predictive analytics in the area of real estate has been
depicted. Numerous procedures are utilized to estimate property costs. A wide range
of examination work done in the real estate area is referenced, and furthermore,
in-depth analysis of methods like decision tree and neural networks that are used
to anticipate the deal cost of the house is portrayed. It concluded that the neural
networks give the most noteworthy precision among all with the least error although
using this is basically a trial and error procedure. Decision tree is the second method
that provides high precision after neural networks. The decision tree gave output
that was binary in nature, and this was further partitioned into several classes, and
the size of the class was decreased. This led to the output, which was very near to
the real cost and thus, the accuracy of this method increased significantly, which
concluded that regression problems could be resolved using classification. In [8], it
is mentioned about real estate customers that the cost of some property is based on
how much can customer spend and how early customer wants to buy. So, the cost
of some property in the time to come will always be predicted by calculating the
previous trends in the real estate market and also considering the new developments
and the cost range. Now the problem mentioned in this paper is that all the data is
needed to be stored and extracted on the basis of one’s requirements is becoming
tough. By using the linear regression technique on the extracted information should
be utilized. The setup uses a very efficient way so as to utilize such huge data, and a
linear regression algorithm helps to fulfill customers by reducing the risk of investing
in real estate and increasing the accuracy of estate choice. One of the major future
scopes of this system is to add the estate database of more cities which will provide
users to explore more real estates and reach an appropriate and accurate decision. In
[9], predictive model is created by considering various aspects of the property that
affects the cost. Several regression techniques are applied based on the performance
of all these techniques the most efficient predictive model is built. The paper sheds
some light on the fact that an optimal model cannot always guarantee a robust model
as sometimes data can be noisy or might contain very few records, which can make
the model remain fit. After observing the estimation metrics for advanced regression
models, it is concluded that both behaved in the same manner. Either model can be
chosen for the prediction of the price of the house compared to the primary model.
Also with the help of many techniques such as box plots, outliers can be found
and removed, after which model’s performance can be checked for improvement. In
[10], different methods to find the assessment in different conditions on the basis of
area dependence of the property are compared. A relatively fluid approach is used;
this method may allow the smaller market to differ from property to property. It
is concluded that the accuracy is gained from different methods is lower than when
adding the small markets in the specification. In [11], the current sale price of modern
property is estimated by inflating the previous selling price.Modeling how the asking
price influences the time and price of the sale is possible with prediction. This study
looked at 105 pairs of new and old sale prices for properties constructed in the UK
since January 1999. A tool for changing the price of a home by using data from
previous sales and a method that modifies the house price using observed sales of
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houses is analyzed by using the best published index, which gives an average error of
10.9%, while the published index adjusted by the sales information gives an error of
8.4%. In [12], NJOP is usedwith regression analysis and particle swarm optimization
to predict the property cost inMalang city. This study finds that combining regression
and PSO is efficient and yields the lowest predicted error. To forecast house prices,
several experiments were conducted using particle swarm optimization and linear
regression. The system divided the NJOP data of nine houses into seven models,
each representing a different region. Kelurahan Karang Besuki, Tunggul Wulung,
Lowokwaru, Puncak, Trikora, Sumbersari, Dinoyo, and Manggar are all part of the
modeled region. It can be concluded that M-1 represents the Karang Besuki region
and obtains the best parameter for optimal prediction based on the results of the
iteration test, particle test, and inertia weight test. The prediction error values for
other models are still very high. To fit the time-series data that will be used in future
studies, various different methods have to be used.

3 Data Set Description

Data Description: The dataset is taken from Kaggle platform, and it consists of
various features that affect the price of houses in a city. There are around 40 features
containing 4898 records (Table 1).

Table 1 Feature set in the
dataset

Feature set

Price Rainwater
Harvesting

Car parking Lift available

Area Indoor
games

Staff quarter BED

Location Shopping
mall

Cafeteria Vaastu
Compliant

No. of
bedrooms

Intercom Multipurpose
Room

Microwave

Resale Sports
facility

Hospital Golf course

Maintenance
staff

ATM Washing
machine

TV

Gymnasium Clubhouse Gas connection Dining table

Swimming
pool

School AC Sofa

Landscaped
gardens

24 × 7
security

Wifi Wardrobe

Jogging track Power
backup

Children’s play
area

Refrigerator
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4 Process Flow Diagram

Step-1: Importing all the libraries needed for the implementation.

Step-2: Loading the dataset into pandas dataframe and exploring the dataset using
various Python functions and heat map.

Step-3: After loading the dataset, split the dataset into a test and train set.

Step-4: To find the predicted values, different models have been developed.
The proposed model is based on the following algorithms.

4.1 Linear Regression

Linear regression is supervised in nature, and it is one of the machine learning
algorithms. This algorithm’s expected output is continuous in nature, with a constant
slope. Rather than being grouped into groups, the expected values are found in a
continuous range.

4.2 Random Forest

The random forest algorithm is a simple supervise algorithm. This algorithm is
adaptable and produces good results even when the hyper-parameters aren’t tuned.
Because of its simplicity, this algorithm is one of the most widely used in machine
learning.

4.3 Decision Tree

For predictive modeling, the decision tree learning algorithm is widely used in data
mining, machine learning, and statistics. A decision tree is used in this algorithm
to evaluate an item’s observation by branching and decide the item’s target value,
which is defined by leaves in the decision tree.

4.4 KNN

Evelyn Fix and Joseph Hodges created a nonparametric machine learning algorithm
in 1951. The KNN algorithm is also known as K-nearest neighbors algorithm. This
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Fig. 1 Flow diagram for
determining the cost of
houses

algorithm is capable of both regression and classification. This algorithm’s input is
usually k closest training examples (Fig. 1).

4.5 XGBoost Regressor

It is an algorithm that has won several Kaggle competitions. XGBoost is a high-speed
and high-performance implementation of gradient boosted decision trees.
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4.6 Support Vector Machine

This algorithm is used in regression and classification studies. This is a supervised
machine learning algorithm.

Step-5: Evaluating the model’s performance on the following metrics:

1. R2 score: The linear relationship between X and Y is referred to as R2 score.
The replication of the model with the actual result is another way of describing
R2 score.

2. AdjustedR2:The comparison of a regressionmodel, explanatory powerswhich
contain various numbers of predictors, is referred to as adjusted R-squared.

3. MAE: The difference between actual and predicted values of Y is referred to
as MAE. In other words, it is the mean of the absolute value of the errors.

4. MSE: The mean square error (MSE) is the sum of overall data points of the
square of the difference between the actual and predicted variables, divided by
the number of data points.

5. RMSE: It tends to be characterized as the standard example deviation between
the anticipated qualities and the noticed ones. It is to be noticed that the unit
of RMSE is equivalent to subordinate variable y. The lower RMSE esteems
characteristic of a superior fitmodel. On the off chance that themodel’s essential
target is forecast, RMSE is a more grounded measure.

5 Experimentation and Result

Experiment has been performed on the dataset of five metropolitan cities having
various number of records respectively. The procedure used is given as following:

5.1 Procedure

1. The Python library used for experimental setup is pandas, NumPy, and Sklearn.
2. Convert the features from string to numeric values.
3. Check for all features to be numeric values.
4. Check for null values in feature set. If more null values in any feature, then

ignore that feature.
5. Find the heat map to get the correlation degree between any two features.
6. X = FS //Feature Set
7. Y = output variable (Price)
8. X’ = X–Y
9. Predict Y from X’ i.e. X’&#xF0E0;Y
10. By utilizing the train_test_split which is present in sklearn.model_selection to

split the dataset into training and testing.
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Table 2 Number of records present in dataset of different cities

City Chennai Delhi Hyderabad Kolkata Mumbai Bangalore

Sample data size 5014 4998 2518 6507 7719 6207

11. Select the classification model (linear regression and other one by one) after
importing linear regression and other models one by one in each iteration.

12. Apply the classification model.
13. Perform the prediction using training dataset.
14. Calculate the R2, mean absolute error, etc. to get the relationship between X’

and Y.
15. Now the prediction on testing dataset using the same procedure (i.e., step 10

to step 14) as used in training dataset.

Facility Score = ∑
Score of individual facilty (‘No. of Bedrooms’, ‘Resale’,

‘Maintenance Staff’, ‘Gymnasium’, ‘Swimming Pool’, ‘Landscaped Gardens’,
‘Jogging Track’,’RainWater Harvesting’, ‘Indoor Games’, ‘Shopping Mall’,
‘Intercom’, ‘ATM’, ’School’, ‘24X7Security’, ‘Power Backup’, ‘Car Parking’, ‘Staff
Quarter’, ‘Cafeteria’, ‘Multipurpose Room’, ‘Hospital’, ‘Washing Machine’, ‘Gas
connection’, ‘AC’, ‘Wifi’, ‘Children’s play area’, ‘Lift Available’, ’BED’, ‘Vaastu
Compliant’, ‘Microwave’, ‘Golf Course’, ‘TV’, ‘Dining Table’, ‘Sofa’, ‘Wardrobe’,
‘Refrigerator’,)

(Location, Area, Facility Score)&#xF0E0;Price (Table 2).

5.2 Location, Area, and Facilitywise Price Prediction

In Table 3, the different evaluation scores such as mean absolute error, Rˆ2 score,
etc. have been calculated for different cities in India using different mechanisms.

In Table 4, mean absolute error of different cities is evaluated on the basis of
different procedures.

Figure 2 shows the pictorial representation of comparison of various evaluation
parameters on different cities in India as obtained using several machine learning
mechanisms.

In Table 5, R2 score of different cities is evaluated on the basis of different
procedures.

In Table 6, mean squared error of different cities is evaluated on the basis of
different procedures.

Figure 3 shows the pictorial representation of comparison of mean squared error
obtained for different cities in India against several machine learning algorithms.

In Table 6, root mean squared error of different cities is evaluated on the basis of
different procedures.

Figure 4 Comparison of mean squared error obtained for different cities in India
against several machine learning algorithms
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Table 4 Mean absolute error for different cities using different algorithms

Mean absolute error

Model Chennai Delhi Hyderabad Kolkata Mumbai Bangalore

Linear regression 4.67E+06 1.36E+07 2.21E+06 5.99E+06 1.01E+07 5.71E+06

Random forest 3.87E+06 1.20E+07 1.65E+06 6.83E+06 9.18E+06 4.99E+06

SVM 4.70E+06 1.37E+07 4.71E+06 5.09E+06 9.48E+06 5.85E+06

XGBoost 3.80E+06 1.32E+07 1.51E+06 6.32E+06 8.76E+06 4.95E+06

Decision tree 4.21E+06 1.37E+07 2.34E+06 5.66E+06 9.69E+06 5.32E+06

KNN 4.15E+06 1.28E+07 1.96E+06 6.20E+06 9.39E+06 5.40E+06

M
AE

Model

Citywise Model vs Mean Absolute Error

Fig. 2 Citywise model versus mean absolute error

Table 5 R-squared score for different cities using different algorithms

R-squared score

Model Chennai Delhi Hyderabad Kolkata Mumbai Bangalore

Linear
regression

20.381074 19.82289 56.988162 6.172705 6.886441 14.198445

Random
forest

31.217351 20.867331 58.77837 −38.947982 11.157949 15.644588

SVM −9.479318 −5.06804 −5.345433 −7.158341 −8.478965 −5.674243

XGBoost 32.236071 −1.550947 59.040843 −4.877587 17.273554 15.689431

Decision
tree

30.145754 −4.849819 55.595841 12.10711 5.792261 15.404721

KNN 31.056368 16.90262 54.854087 2.649249 5.772098 14.736855

The results are sorted on the basis of the mean absolute error in ascending order.
And it can be clearly seen from Table 7 that XGBoost has the lowest value which
denotes that XGBoost is performing a more accurate classification for predicting
house prices.
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Table 6 Mean squared error for different cities using different algorithms

Mean squared error

Model Chennai Delhi Hyderabad Kolkata Mumbai Bangalore

Linear regression 7.96E+13 2.05E+15 4.04E+13 1.58E+14 3.29E+14 1.87E+14

Random forest 6.88E+13 2.02E+15 3.88E+13 2.34E+14 3.14E+14 1.84E+14

SVM 1.09E+14 2.68E+15 9.90E+13 1.81E+14 3.83E+14 2.30E+14

XGBoost 6.78E+13 2.60E+15 3.85E+13 1.77E+14 2.92E+14 1.84E+14

Decision tree 6.99E+13 2.68E+15 4.17E+13 1.48E+14 3.33E+14 1.84E+14

KNN 6.89E+13 2.12E+15 4.24E+13 1.64E+14 3.33E+14 1.86E+14

M
SE

Model

Model vs Mean Squared Error

Fig. 3 Model versus mean squared error

Model

Model vs Root Mean Square Error

Fig. 4 Citywise model vs root mean square error

6 Conclusion

A model for predicting the house price can prove to be a very important tool for
the buyers as well as sellers and help them in making well-informed decisions. The
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Table 7 Root mean squared error for different cities using different algorithms

RMSE

Model Chennai Delhi Hyderabad Kolkata Mumbai Bangalore

Linear regression 8.92E+06 4.53E+07 6.36E+06 1.26E+07 1.81E+07 1.37E+07

Random forest 8.29E+06 4.50E+07 6.23E+06 1.53E+07 1.77E+07 1.36E+07

SVM 1.05E+07 5.18E+07 9.95E+06 1.34E+07 1.96E+07 1.52E+07

XGBoost 8.23E+06 5.09E+07 6.21E+06 1.33E+07 1.71E+07 1.36E+07

Decision tree 8.36E+06 5.18E+07 6.46E+06 1.22E+07 1.82E+07 1.36E+07

KNN 8.30E+06 4.61E+07 6.52E+06 1.28E+07 1.82E+07 1.36E+07

sellers can use this tool to determine the average price at which the house can be
sold. On the other hand the buyers can use this tool to find out the fair price while
purchasing the house. After observing the resultant metrics for various models, it
can be concluded that XGBoost has the highest Rˆ2 score. We can also check for
outliers with the help of box plots and remove them if they exist and then analyze the
improvement in the performance of the model. XGBoost has the lowest value, which
denotes that XGBoost is performing a more accurate classification for predicting
house prices.

7 Future Scope

Several other models can be constructed using advancedmechanisms such as particle
swarm optimization or neural network, which can also improve the accuracy of
predictions.
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Malicious Website Detection Based
on URL Classification: A Comparative
Analysis

Swati Maurya and Anurag Jain

Abstract Phishing has been one of the most frequent cyber threats in the recent
decade, prompting an increase in anti-phishing research and the development of
numerous solutions for detecting and preventing phishing assaults. This paper iden-
tifies the system’s vulnerabilities and adversaries’ tactics to deceive Internet users
into trusting the malicious email or website and providing sensitive information and
credentials. For this study, the relevant URL features are retrieved from the collected
dataset that includes phishing and legitimate URLs of websites. The correlation
among different features is studied that can help users to identify fake web URLs
by scanning phishing specific properties. This paper also analyzes the performance
outcome of the machine learning, ensemble, and deep learning techniques on the col-
lected dataset. Each model’s performance is compared and measured, and random
forest and gradient boosting with XGBoost are found to be the best optimal model
for phishing binary classification problem in terms of accuracy (97.3%).

Keywords Anti-phishing · Phishing detection ·Machine learning · Deep
learning · URL-based classification

1 Introduction

Phishing is a technique adversaries used to gain personal and financial information
such as login credentials and payment card details by impersonating the user or by
tricking them into trusting fake websites or emails. It is a social engineering act in
which an attacker uses a specially crafted message to random people in the hopes of
obtaining sensitive information or utilizing the vulnerability of the user system for
deploying and executing malicious software on the victim’s infrastructure, such as
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viruses, Trojans, and ransomware [1]. Fake emails have increasedwhere the scammer
pretends to be a reliable and legitimate government or bank official, and facts are
added to support their claim [2]. The scammer may notify the user that their account
has been used illegally or questionably. The email contains details to convince the
user that a significant purchase was made in another region and ask if the user has
approved the payment. The fraudsters are prompt to confirm the credit card or bank
account information so the ‘bank’ can examine the whole scenario. This way, they
steal sensitive information from users.

Every day, cybercriminals conduct thousands of phishing campaigns like this,
and most of them are successful. Attackers often modify their techniques, but spe-
cific characteristics might help the user identify a malicious email, text message, or
website. User education to follow best practices while browsing the Internet and fol-
lowing safety guidelines can assist users to avoid getting trapped in attempts to steal
sensitive information [3]. Advanced attack methods and assault tactics, which can-
not be diagnosed by primary education and training, necessitate automated detection
and prevention approaches. Software-based defense mechanisms help in detecting
malicious emails, fake text messages, and phishing websites.

Phishing Tactics: A typical phishing assault might use various tactics, such as
exploiting browser vulnerabilities or executing man-in-the-middle attacks. However,
the most basic and often used technique is to create a webpage that looks identical
to the one that the user is familiar with or craft emails or text messages in a way that
appears to be genuine and helps them gain the trust of the user [4]. They hide URLs
of fake external websites which replicate the appearance and user interface of the
original website to trick the user into entering their details and credentials. The most
popular phishing attacks are shown in Fig. 1.

Fig. 1 Common phishing
attacks used by adversaries
for stealing sensitive
information from the users
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Phishing remains a severe security issue, and many Internet users are still victims
of this deception. Furthermore, such attacks cause severe problems for Internet users
and organizations that offer financial services over the Internet.

Filter-based phishing detection [5] techniques are incorporated these days into
most email service providers to transfer suspicious emails to a ‘Junk’ or ‘Spam’
folder. When email filtering is enabled, incoming emails are scanned independently
for features that indicate malicious content and transfer those emails to a different
folder. Browser extension [3] andwebpage content analysis [6]-based phishing detec-
tion and prevention solutions provide security from phishing websites if they match
the suspicious criteria. Despite numerous anti-phishing solutions available these days
for prevention from phishing attacks, the adversaries always stay a step ahead which
makes all anti-phishing solutions incapable of preventing zero-day attacks. Hence,
the need to deeply understand the correlation among different features present in a
phishing webpage arises. The appropriate models should be selected while drafting
a new adaptable anti-phishing solution making it more suitable for zero-day attack
prevention.

This paper will analyze the effectiveness of phishing detection techniques based
on URL classifications. With the advancements in machine learning algorithms and
their accurate predictions in less time, the phishing domain research in the last decade
has shifted to the machine learning, ensemble, and deep learning-based solutions.
Section2 presents the research methodology followed during this study and analysis.
Section3 discusses the details for feature analysis from URLs and the correlation
among them. Section4 covers popular classification models for phishing detection,
and their performance is comparatively analyzed when used on the same phishing
URL dataset. It analyzes the performance metrics and evaluates the results obtained
for classification models on the URL dataset to find the best classifier. Section5
summarizes the paper.

2 Research Methodology

Various research studies have been conducted by authors earlier to analyze the phish-
ing detection techniques, and the approaches followed are as follows. As discussed in
[7], the authors compared software-based phishing detection techniques like black-
lists, heuristic detection techniques, visual similarity detection techniques, and data
mining detection techniques available in the literature. A detailed survey of liter-
ature available for phishing detection approaches is also presented in [8]. Most of
the surveys or analyses are focused on techniques mentioned in the literature, but
there is no comparative analysis available that should guide toward selecting the best
optimal model while designing an anti-phishing solution. This paper’s study will aid
academics and industry in determining the optimum algorithm that can be used for
anti-phishing solutions based on requirements and resources.

This section briefs the steps followed in this study for URL feature analysis and
performance comparison of latest machine learning, ensemble, and deep learning-
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Fig. 2 Research methodology followed in the paper for URL feature analysis and performance
comparison of latest classification models on phishing dataset

based classification models on phishing dataset provided by PhishTank [9], dmoz-
tools.net [10]. Figure2 presents the sequence of steps followed, and detailed expla-
nation is given in following sections.

3 Analysis of Features Extracted from Web URLs

The URL and webpage content for fake websites are usually replicated to appear
similar to the original website [11]. This research focuses on phishing website detec-
tion in real time by examining the features of the URL of the webpage. Themalicious
websites can be efficiently detected by thoroughly analyzing theirURL.The attackers
cannot utilize the exact URL of an original site, and they frequently misspell URL
elements such as ‘PrimaryDomain,’ ‘SubDomain,’ and ‘PathDomain’ [12]. Iden-
tifying these phishing URL alteration tactics will undoubtedly assist in educating
individuals and organizations about phishing attacks and ensuring prevention from
them.

Features are extracted from the collected dataset of URLs and classified based on
categories defined in [3] and are shown in Fig. 3. The analysis is done to understand
the importance of each feature in classification for phishing or legitimate URL and
the correlation among different features. Lexical characteristics of the URL [13]
are analyzed in this study, and the efficacy for phishing prediction is studied. The
observations from examining features of web URLs in the collected dataset are:

• Each data sample contains 30 features and a class label ‘result’ that indicates
whether or not it is a phishing website (1 or −1).

• Size of URL: Long URLs are frequently associated with concealing the suspicious
section of a fake website URL in the address bar to mislead the user.

• Number of dots: In comparisonwith legitimatewebsites, phishing pages frequently
have more than 5–6 dots in their URLs.

• IP in the domain: Using an IP address instead of a domain name in a URL indicates
an effort to steal personal information.
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Fig. 3 Classification of website features based on address bar, abnormal, HTML and JavaScript
and domain features

Fig. 4 Visual representation of distribution of a length of domain, URL length (b), and c number
of dots present in legitimate and phishing URLs in the collected dataset

• Special characters in URL: The phishing link will perplex the user by adding a
special character in the URL. “@” hides the phishing URL by commenting out the
domain name that comes before it. The presence of the ‘hyphen’ and ‘@’ symbol
in the URL dominate in malicious URLs, whereas legitimate URLs avoid using
them [12].

• Double slash (‘//’): The presence of a double slash in a URL route indicates that
the visitor will be redirected to a different website.

• Multiple sub-domains and a domain name mismatch: Phishers employ this type of
technique to persuade victims that the message or email they received originated
from a well-known organization. They use the genuine organization’s domain
name and append multiple sub-domains as a prefix to deceive users into thinking
the crafted fake URL is genuine.

• Age of a URL: Phishing websites have been found to only exist for a short time,
whereas trustworthy websites are registered and paid for several years in advance.

The distribution of domain length, URL length, and the number of dots present
in legitimate and phishing web URLs is shown in Fig. 4a–c, respectively.

Correlation between URL features: The statistical measure of a linear relationship
between two variables is known as correlation, and the visual representation is called
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Fig. 5 Correlation heatmap representing the interdependence between URL features of the col-
lected dataset

correlation heatmap [14]. It is themeasure of interdependence between two variables.
The matrix data format is utilized when there are numerous variables. Figure5 shows
a custom diverging colormap in the form of a matrix generated for the collected
dataset and is drawnwith themask and correct aspect ratio. The correlation coefficient
might have any value between −1 and 1 [15].

• Value = 1: The correlation between two variables is considered to be positive and
indicates that while one variable rises, the other increases as well.

• Value = −1: Negative correlation between two variables is defined as a value of
−1 and indicates that as one variable goes up, the other goes down.

• Value = 0: There is no connection between two variables if the value is 0 and
indicates that the variables vary at random in relation to one another.

Identifying the characteristics of phishing URL alteration methods and their cor-
relations can aid users in recognizing phishing attempts just by looking at them.

4 Classification Models for Phishing Detection Based
on Web URLs

Phishing is a binary classification problem that classifies the given sample into two
classes: legitimate or phishing. This research is focused on analyzing the performance
of the latest classification algorithms provided by machine learning, ensemble tech-
niques, and deep learning models that are best suited for binary classification.
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Machine Learning (ML) Techniques: Data analysis is made easier and more effi-
cient usingmachine learning. The capacity to construct adaptable models for specific
tasks like phishing detection is a fundamental feature of machine learning. MLmod-
els might swiftly adapt to changes to identify patterns, whichwould aid in developing
a learning-based identification system [3]. The following algorithms have been cho-
sen because of their accurate prediction results for binary problems: decision tree,
random forest, K-nearest neighbor, logistic regression, support vector machine.

EnsembleClassificationTechniques:An ensemble ismadeupof several hypotheses
that are created from training data using a primary learning method. Most ensem-
ble methods generate homogeneous ensembles using a single base learning algo-
rithm; however, other approaches employ several learning algorithms to produce
heterogeneous ensembles. Several high-performance and advanced frameworks like
AdaBoost, XGBoost, and a family of gradient boosting techniques [16] that focus
on both speed and accuracy have recently been analyzed on the collected dataset for
their performance.

Deep Learning (DL) Techniques: Artificial neural networks are used in deep learn-
ing models to conduct complex computations on large datasets [17]. It is a form of
ML based on the human brain’s structure and function. Algorithms extract features,
organize objects, and find valuable data patterns during the training phase by using
unknown elements in the input distribution.Machines are trained using examples. DL
algorithms require high-end infrastructure to train in an acceptable amount of time.
When there is a dearth of domain expertise for feature introspection, DL approaches
shine since feature engineering is less of a concern [18].

4.1 Performance Comparison of Classification Models

Themalicious and legitimate URLs are collected fromPhishTank and dmoztools.net,
and a dataset is formed. The collected dataset consists of a total of 65428 web URLs
which have 29182 phishing URLs and 36246 legitimate URLs. The dataset is pre-
processed, and features are extracted and chosen for analysis. The collected features
fromURLs are concatenated after random shuffling during the feature extraction step
to prevent the overfitting [19] problem duringmodel training. This also helps balance
the distribution while splitting the data into training (75%) and testing (25%) sets.
The implementation is done in Python with the help of machine learning libraries,
and the pseudo-code is presented in Fig. 6.

Table1 gives a comparison summary of performance metrics obtained as a result
of applying classification algorithms for ML, ensemble, and DL techniques on the
training set and validation set. Figure7 shows visual representation of accuracies
obtained from machine learning, ensemble, and deep learning techniques applied on
collected dataset.
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Fig. 6 Pseudo-code used in experiments on the collected dataset for comparative analysis

Fig. 7 Visual representation of accuracies obtained from machine learning, ensemble, and deep
learning techniques applied on collected dataset
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Table 1 Performance comparison of machine learning, ensemble, and deep learning techniques
applied on collected dataset

Classifier Training
time (s)

Validation
accuracy

Recall Precision F1 score

Machine learning classifiers

Decision tree 0.017 0.966 0.971 0.968 0.969

KNN (5) 0.021 0.951 0.959 0.953 0.956

Logistic regression 0.095 0.927 0.944 0.926 0.935

SVM (rbf kernel) 1.509 0.952 0.969 0.947 0.957

Ensemble classifiers

Ada booster 0.266 0.937 0.955 0.933 0.943

Random forest 0.399 0.973 0.981 0.967 0.974

Gradient booster 0.784 0.949 0.963 0.947 0.955

XGBoost 0.418 0.97 0.976 0.968 0.971

Gradient boosting with
XGBoost

0.412 0.973 0.982 0.969 0.974

Histogram-based gradi-
ent boosting

0.396 0.968 0.975 0.967 0.971

Light gradient boosting
machine

0.117 0.967 0.975 0.966 0.971

Deep learning classifiers

Deep neural network 10.220 0.962 0.95 0.972 0.969

Vanilla feed-forward NN 12.54 0.872 0.868 0.869 0.867

Auto-encoder NN 8.657 0.818 0.825 0.802 0.821

Convolutional NN
(CNN)

5.984 0.943 0.951 0.945 0.949

Recurrent NN (LSTM) 7.217 0.956 0.969 0.951 0.96

CNN + LSTM 5.844 0.969 0.979 0.965 0.972

4.2 Discussion and Results Analysis

This research evaluated the time taken for training different classification models (in
seconds), validation accuracy obtained, recall, precision, and F1 score. Table1 lists
the results of the experiments mentioned above, and the following are the observa-
tions.
MLmodels get quickly trained, allowing them tomake predictions and self-improve
algorithms.

• Compared to other ML algorithms, the decision tree classifier (C4.5) predicts the
phishing website accurately and fastest in training. It uses the ‘Gini measure of
impurity,’ which helps the tree create ‘pure nodes’ with only one class label that
does not need to be further divided, hence the fast execution [3].
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• SVM has been tested with different kernels, but RBF kernel gave the best results
compared to linear, poly, and sigmoid kernels.

• For testing KNN, there is no ideal number for setting k suitable for all types of
datasets. Various experiments were conducted by altering the value of k to find the
best-suited value for the collected dataset. A perfect balance needs to be found as
noise has a greater influence on the outcomewhen the number of neighbors is small;
moreover, a large number of neighbors makes obtaining the result computationally
expensive [20].

EnsembleModels show better results as compared to standardMLmodels. Random
forest (RF) and gradient boosting with XGBoost are the best in terms of accuracy
(97.3%) and even take almost the same time for getting trained.

• RF adds randomness to the training and validation dataset and uses more trees,
reducing variance, ultimately making the predictions fast and noise prune.

• The significant benefit of XGBoost over other algorithms is its rapid speed, as well
as the ‘regularization parameter,’ which successfully lowers ‘variance.’ Usage of
learning rate and subsamples from features like RF allows it to generalize even
further. Hyperparameter tuning increases performance, and hybrid with gradient
boosting algorithms reduces the training time and results in higher accurate pre-
dictions.

DLmodels take maximum time to get train due to the large number of hyperparame-
ters. They incrementally learn high-level characteristics from data through the hidden
layer architecture. The performance ofDLmodels has been observed to increasewith
the amount of data [18].

• CNN combined with LSTM gave the best prediction results as compared to sepa-
rately testing CNN or LSTM. The grid pattern analysis of CNN, when combined
with feedback connections of LSTM, takes less time to train, and the performance
increases.

• Although DL models take more time to train, once trained, their accuracy keeps
on increasing with time as they can learn from past observations and utilize them
for future predictions.

• DLmodels work best with a large amount of data, and the dataset used in this study
was not that huge. With small datasets, the results are less accurate than ensemble
models.

This study can be utilized before finalizing any model before drafting any anti-
phishing solution based on URL characteristics. The comparative analysis highlights
the best classifier in each section which can be chosen based on requirements and
resources for the research. These results were retrieved using classifiers on a live
dataset; thus, they are not theoretical, which enhances the study’s reliability and
dependability.
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5 Conclusion

Recently with an increased emergence of phishing attacks through emails, fake web-
sites, textmessages, and phone calls, the need for awareness among Internet users has
risen to identify a fake email or webpage. This research covered the basic phishing
attack scenarios that deceive users into trusting scammers or adversaries. The URL
feature analysis presents the correlation between web URL features which help any
user scan the links provided in email before clicking them. A thorough understanding
of these interdependencies among features prevents users from falling prey to fake
websites that look similar to the original webpages but steal sensitive information.
This study also analyzed the performance of the latest ML, ensemble, and DL algo-
rithms. Their speed and accuracy are compared for the same dataset. Random forest
and gradient boosting with XGBoost are found to be the best optimal solution for
classifying URL-based phishing detection in terms of accuracy (97.3%). The limita-
tion of this research is that comparative analysis was limited only to feature analysis
of the web URLs. The classification techniques were tested on collected web URL
datasets which can be extended to cover website content in the future.
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Attribute Selection, Sampling,
and Classifier Methods to Address Class
Imbalance Issues on Data Set Having
Ratio Less Than Five

Aarchit Joshi, Kushal Kanwar, and Pankaj Vaidya

Abstract Many modern approaches to classification presume that the underlying
training set is uniformly distributed. In a class unbalanced grouping, where the
minority class is generally the more fascinating class, the majority class’s training
set greatly outweighed the minority class’s training set. The authors of the current
study discuss the difficulties that occur when training the machine as a result of
the class imbalance. Research on current techniques checks the performance of the
techniques on various parameters. Doing this will help us in getting idea how the
standard techniques perform while minority class is suffering from one or more kind
of issues. The purpose of this article is to present a comparative analysis of tech-
niques for contemporary imbalance data analysis techniques, with a focus on data
pre-processing, attribute selection, and algorithmic analysis, as well as a comparison
of these techniques in the context of different data distributions.

Keywords Attribute selection · Sampling · Classifier · Class imbalance

1 Introduction

In many domain applications, learning with class imbalance distribution happens
often. Imbalanced class distribution in datasets arises when one class, usually the
one that is of more interest, i.e., the positive or minority class, is underrepresented.
Simply said, the number of positive class (minority) instances is far lower than the
number of negative class (majority). When unusual examples are seldom present,
they are most considered to be rare events; unknown or ignored, or assumed to
be noise or outliers, resulting in more positive class misclassifications (minority)
relative to the majority class. Any diagnostic mistakes will stress patients and lead
to further problems. The physicians couldn’t afford to make a mistake since it may
have a negative impact on the patients’ health and possibly modify the therapy and
pharmaceutical options available. A classification model must thus be capable of
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achieving a better identification rate for uncommon events in datasets (minority
class).

In recent years, research on class imbalance categorization has gotten a lot more
attention [1]. Several domain applications, such as finding fault within [2, 3], excep-
tions findings(outliers) [4], medical examination [5, 6], detection of oil spills via
satellite photos [7], recognition of people’s faces [8], categorization of text [9],
identification of protein sequences [10], as well as several others have been docu-
mented in classification works for class imbalance distribution. Many academics
have been drawn to the topic of class imbalance because of its considerable problems
and frequent occurrence pattern recognition, and data mining is used in real-world
applications.

The intent behind this study is to know:

• The problems with unbalanced data classification in machine learning.
• When the imbalance ratio between the majority and minority classes is less than

five, a comparative study of few approaches based on different assessment metrics
has been undertaken to manage the issue of imbalance data.

This study has added to the literature about how different machine learning
techniques work on different kind of class imbalance issues.

The following is the format of this review: Sect. 2 discusses the key difficulties
and disadvantages of class imbalance categorization. Section 3 discusses sampling
and attribute selection. The parameters on which the methods will be assessed are
described in Sect. 4. A comparison chart of different approaches and strategies is
provided for a better understanding. Section 5 defines the output metrics that are
typically used to assess a classification algorithm’s effectiveness in the categorization
of datasetswith imbalance characteristics. Finally, Sect. 6 concludeswith a discussion
of the frequent difficulties that arise when minorities are misclassified.

2 Class Issues

Class inequality exists because there are considerably fewer instances of preparation
in one class than in another class. In two situations, the essence of imbalanced class
distribution could occur; (1) when a class imbalance is the fundamental problem or
when it occurs spontaneously. An intrinsically unbalanced class distribution arises in
the event of credit card fraud or uncommon disease diagnosis. Another example is (2)
when the information is not intrinsically unbalanced, but it is too difficult to gather
such data for minority class learning owing to expense, secrecy, and substantial effort
to identify awell-represented data set, such as a particularly uncommonoccurrence of
a space shuttle disaster. There are numerous learning difficulties associatedwith class
imbalance, including unbalanced class distribution, training sample size, overlapping
classes, and tiny disjuncts. The following sections explain all these variables in detail.
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2.1 Imbalanced Composition of the Class

The distribution of the imbalanced class can be identified by the ratio of the number
of minority class cases to that of the majority class [11–14]. The imbalance ratio may
be as high as 1:10,000 [15] in some domain problems [14, 16–18].

2.2 Shortage of Evidence Arising From a Limited Sample
Size

Recorded work has shown that the error rate of the imbalanced classification
decreases as the training sample size increases [12]. This is also verified by [17],
which used the fuzzy classifier to record-related findings. As a classifier creates
improved coverage for classes with the more accessible testing sample, this is under-
standable since a larger variety of training sizes allows for more knowledge to be
acquired from combinations of examples.

2.3 Overlapping Groups or the Complexity of Classes

Work in [13, 18] showed that the class imbalance aspect starts to impact the general-
ization power of a classifier as the degree of data complexity rises. The job from the
job [19] proposed that in class imbalance classification, there is a correlation between
overlap and imbalance, but the degree is not well established. Numerous research on
class separability [20–27] offer proof that the issue of class overlap poses a significant
impediment to the efficiency of a classifier relative to imbalanced class distribution.
Standard classifiers that seek to optimize classification accuracy frequently fell into
the pit of the overlapping issue as such classifiers typically categorized the overlap-
ping area as belonging to while considering noise as the minority class, the dominant
class [28].

2.4 Minor Disjuncts Within the Imbalance of Class

When a class consists of many subclusters containing numerous examples, the
disparity within the class, also known as a minor disjunct, occurs [29–31]. [16,
32] examined the imbalance of the minority class within the class and claimed that
by adding directed up sampling to the minority class, the underrepresented minority
class generated by a little disjunction may be reinforced. Said that tiny disjuncts in
class imbalance impact classification performance because (1) it strains a classifier
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during the minority class definition learning phase and (2) the instances of the query
inside the class are often tacit.

3 Identification of Class Disparity Approaches

In general, there are two ways for addressing the issue of class imbalance [9, 33–38].
There are two approaches: (1) data-level approach and (2) algorithm-level approach.
Traditional classification algorithms are fine-tuned at the algorithm-level approach
to improve the learning task, particularly relative to the smaller class, while data-
level approach approaches modify the class imbalance ratio to create a balanced
distribution across classes.

3.1 Solution to the Data Stage for Managing the Class
Imbalance Problem

A pre-processing stage is used in a data-level approach, also known as external tech-
niques, to rebalance the class distribution. Undersampling removes fewer examples
from the majority class, while oversampling duplicates examples from the minority
class, narrowing the difference between the two races [39].

3.1.1 Sampling

In 2002, a paper [39] proposed an adaptive oversampling approach known as
Synthetic Minority Over-sampling Technique (SMOTE), which has subsequently
gained popularity in the classification of class imbalance. To model the smaller
class, it uses a probability distribution, SMOTE adds additional examples to the
minority class, thus widening the decision boundary to catch neighboring examples
of the minority class. The study in [32, 40–42] that uses clustering to pick repre-
sentative training examples to achieve improved accuracy estimation for minority
groups proposes a cluster-based undersampling.

However, omitting examples from a class (down-sampling) may result in the
loss of potentially useful class information, whereas repetition simply increases the
number of examples in examples (oversampling) but does not include additional
class information, so the problem is not solved by a lack of evidence [43–48].
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3.1.2 Feature Selection

Feature selection, in addition to sample approaches, is another pre-processing proce-
dure that is gaining traction in class imbalance classification. [49] presented a novel
class decomposition-based feature selection method for correcting high-dimension
class imbalance datasets, as well as a new Hellinger distance-based feature selection
method for correcting smaller pseudo-subclasses produced by majority class parti-
tioning [49–53]. The study [54] found that insignificant features do not dramatically
boost the efficiency of the classification and indicated that more features slow down
the process of induction. The collection of features excludes obsolete, repetitive, or
noisy information [55] that represents the issue of class complexity or overlap in class
imbalance. The wrapper approach wraps the mechanism of feature selection around
the induction algorithm. Compared to the former, while they are computationally
costly, they are usually better at forecasting accuracy than filter methods [55–58].

4 Indicators of Success

Since the standard overall accuracy metric is no longer sufficient to define the output
of a classifier [18, 44, 59], the confusion matrix and its derivatives will be utilized to
explain the performance data. The confusion matrix is made up of four results from
classification outputs: the number of true positives (TP), true negatives (TN), false
positives (FP), and false negatives (FN) for a binary-class problem.Theminority class
is referred to as “positive,” whereas the dominant class is referred to as “negative.“

The confusion matrix’s entries are labeled as,

• The number of positive cases that a classifier correctly predicts as positive is
referred to as true positive (TP).

• The number of negative occurrences that a classifier properly identifies as negative
is referred to as true negative (TN).

• The amount of negative samples that a classifier incorrectly identifies as positive
is known as false positive (FP), also known as a false alarm.

• A classifier calculates false negative (FN), also known as miss, as the number of
positive instances incorrectly classified as negative.

Examining the four elements in the uncertainty matrix is insufficient for eval-
uating a classifier’s output. As a result, several derivatives based on the previously
described uncertainty matrix are used in this study to evaluate a classifier. The matrix
of uncertainty’s output metrics is as follows:

Sensitivity (Sen) is the ability of a classifier to correctly categories a positive class
as such. It ranges from 0 to 1, with 1 being the highest possible score. Sensitivity,
also known as true positive rate or recall, is defined as.

Sen = TP

TP + FN
(1)
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Specificity (Spy) signifies a classifier’s ability to accurately classify negative groups
as such. 1 is the optimal score, and 0 is the worst measure. Specificity or real adverse
rate shall be calculated as

Spy = TN

TN + FP
(2)

Accuracy (Acy) is a percentage of the population’s real outcomes (both true positives
and true negatives). Accuracy shall be denoted as

Acy = TN + TP

FP + FN + TP + TN
(3)

Precision (Pre) is a precision metric that measures the proportion of positive class
observations that are properly classified as such. For the positive class, that is the
correct categorized number. This demonstrates how well a classifier prevents a
negative class from being mistaken for a positive class.

Pre = TP

TP + FP
(4)

F-measure (F-msr).

Fβmeasure =
(
1 + β2

) ∗ Recall ∗ Precision

β2 ∗ Recall + Precision
(5)

A recall is a completeness test. It describes the percentage of positive class obser-
vations that should be returned, or how much the positive class learns from a
classifier.

Recall (Rcl).

Rcl = TP

TP + FN
(6)

β is a coefficient that weighs the significance of recall and accuracy in relation to
one another. F1 is often used for classification and is set to 1 according to standard
practice [60]. When the F-measure is equal to 1, it indicates that recall and accuracy
are equally weighted.



Attribute Selection, Sampling, and Classifier Methods … 267

5 Research Work

The dataset was collected from the site UCI machine learning repository [61] and
Kaggle [62]. Data Set is the name of datasets, Total examples number of exam-
ples, Attributes are characteristics of dataset, No. of Classes number of classes
present in dataset, Majority Examples total examples present in majority class,
Minority examples total examples present in minority class, * symbolize as the
datasets are multiclass depending on selection of class no of example in majority
class and minority class will vary.

The set of data (Glass) had six classes, “buildwindfloat”, “vehicwindfloat”, table-
ware, “build wind non-float”, headlamps, containers. We tabulated classes: “build
wind float” as 1, “vehic wind float” as 2, tableware as 3, “build wind non-float” as
4, headlamps as 5, and containers as 6 (Table 1).

There were two classifications in the KC3 dataset: N and Y. We tabulated classes: Y
as 1, N as 0.

N and Y were the two classes in the MW1 dataset. We tabulated classes: Y as 1, N
as 0.

The diabetes dataset had two classes, 1 and 0. No Need of any tabulation, 1 means
person is diabetic else not.

The ionosphere dataset had two classes, g and b. We tabulated classes: g as 1, b as
0, g stands for good and b stands for bad.

The abalone dataset had twenty-nine classes, 1 to 29. No need of any tabulation.

Glass and Abalone datasets are multiclass datasets; we split them into two groups: a
majority and a minority.

We have applied principal component analysis (PCA) to narrow down attributes
to two components. As different dataset had different attributes, we normalized
the dataset range between 0 and 1. Then we have used sampling techniques (1)
SMOTE, (2) undersampling, and (3) oversampling followed by classification, i.e.,

Table 1 Dataset details

Dataset Total examples Attributes No. of classes Majority
examples

Minority
examples

Glass 214 9 6 * *

KC3 200 21 2 164 36

MC2 127 39 2 83 44

Diabetes 768 8 2 500 268

Abalone 4177 8 29 * *

Ionosphere 351 34 2 225 126
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Table 2 Majority and minority classes

Dataset Majority
class

Minority
class

Ratio
minority:
majority

Dataset Majority
class

Minority
class

Ratio
minority:
majority

Glass
(A)

4 5 1: 2.55 Abalone (A) 9 7 1: 1.76

Glass
(B)

4 2 1: 4.35 Abalone (B) 9 11 1: 1.41

Glass
(E)

1 5 1: 2.4 Abalone (C) 10 7 1: 1.62

Glass
(F)

1 2 1: 4.11 Abalone (D) 10 11 1: 1.30

KC3 0 1 1: 4.55 Diabetes 0 1 1: 1.86

MC2 0 1 1: 1.88 Ionosphere 1 0 1: 1.7

(1) ADA BOOST (2) GRADIENT BOOST (3) KNN 4) RANDOMFOREST with
each sampling technique (Table 2).

In Table 3, we can say all classifier applied with overs sampling method did well
as compared with other two.

In Table 4, it can be evidenced SMOTE sampling when applied with different
classifiers performed better than rest of the sampling methods. Undersampling when
applied with KNN was unable to classify any attribute as true negative hence we are
getting 0 value for specificity and rest follows. The sample size of the data was small.

Table 5 shows the performance of the classifiers with different sampling
techniques. SMOTE and oversampling did equally good.

Table 3 Glass A

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Glass(A4/5) SMOTE ADA BOOST 0.97 1.00 0.93 1.00 0.93 0.97

GRADIENT BOOST 0.97 1.00 0.93 1.00 0.93 0.97

KNN 0.94 1.00 0.87 1.00 0.87 0.93

RANDOMFOREST 1.00 1.00 1.00 1.00 1.00 1.00

UNDER ADA BOOST 0.92 1.00 0.86 1.00 0.86 0.92

GRADIENT BOOST 0.92 1.00 0.86 1.00 0.86 0.92

KNN 0.92 1.00 0.86 1.00 0.86 0.92

RANDOMFOREST 0.92 1.00 0.86 1.00 0.86 0.92

OVER ADA BOOST 1.00 1.00 1.00 1.00 1.00 1.00

GRADIENT BOOST 1.00 1.00 1.00 1.00 1.00 1.00

KNN 0.94 1.00 0.87 1.00 0.87 0.93

RANDOMFOREST 1.00 1.00 1.00 1.00 1.00 1.00
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Table 4 Glass B

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Glass(B4/2) SMOTE ADA BOOST 0.97 1.00 0.94 1.00 0.94 0.97

GRADIENT BOOST 0.94 1.00 0.88 1.00 0.88 0.93

KNN 0.90 1.00 0.81 1.00 0.81 0.90

RANDOMFOREST 0.94 1.00 0.88 1.00 0.88 0.93

UNDER ADA BOOST 0.86 0.67 1.00 0.80 1.00 0.89

GRADIENT BOOST 0.57 0.67 0.50 0.67 0.50 0.57

KNN 0.43 1.00 0.00 nan 0.00 #VALUE!

RANDOMFOREST 0.71 0.67 0.75 0.75 0.75 0.75

OVER ADA BOOST 0.97 1.00 0.94 1.00 0.94 0.97

GRADIENT BOOST 0.97 1.00 0.94 1.00 0.94 0.97

KNN 0.84 0.87 0.81 0.87 0.81 0.84

RANDOMFOREST 0.97 1.00 0.94 1.00 0.94 0.97

Table 5 Glass E

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Glass(E1/5) SMOTE ADA BOOST 0.96 0.93 1.00 0.93 1.00 0.96

GRADIENT BOOST 0.96 0.93 1.00 0.93 1.00 0.96

KNN 0.93 1.00 0.85 1.00 0.85 0.92

RANDOMFOREST 0.96 0.93 1.00 0.93 1.00 0.96

UNDER ADA BOOST 0.92 1.00 0.86 1.00 0.86 0.92

GRADIENT BOOST 0.92 1.00 0.86 1.00 0.86 0.92

KNN 0.92 1.00 0.86 1.00 0.86 0.92

RANDOMFOREST 0.92 1.00 0.86 1.00 0.86 0.92

OVER ADA BOOST 0.96 0.93 1.00 0.93 1.00 0.96

GRADIENT BOOST 0.96 0.93 1.00 0.93 1.00 0.96

KNN 0.93 1.00 0.85 1.00 0.85 0.92

RANDOMFOREST 0.96 0.93 1.00 0.93 1.00 0.96

In dataset Glass F, applying oversampling helped to get better results, and we
can see in Table 6 that oversampling and SMOTE sampling show almost same
performances.

In KC3, we have overlapping issues in the dataset oversampling results are way
better than under and SMOTE sampling as shown in Table 7.

Table 8 although overall oversampling performed well, but best combination was
SMOTE and ADA BOOST.

Oversampling shows better results Table 9. Undersampling with RANDOM-
FOREST was consistent and best.
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Table 6 Glass F

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Glass(F1/2) SMOTE ADA BOOST 0.93 0.87 1.00 0.87 1.00 0.93

GRADIENT BOOST 0.96 1.00 0.92 1.00 0.92 0.96

KNN 0.89 0.80 1.00 0.81 1.00 0.90

RANDOMFOREST 0.96 0.93 1.00 0.93 1.00 0.96

UNDER ADA BOOST 0.86 0.67 1.00 0.80 1.00 0.89

GRADIENT BOOST 0.86 0.67 1.00 0.80 1.00 0.89

KNN 0.86 0.67 1.00 0.80 1.00 0.89

RANDOMFOREST 0.86 0.67 1.00 0.80 1.00 0.89

OVER ADA BOOST 0.93 0.87 1.00 0.87 1.00 0.93

GRADIENT BOOST 0.96 0.93 1.00 0.93 1.00 0.96

KNN 0.93 0.87 1.00 0.87 1.00 0.93

RANDOMFOREST 0.96 0.93 1.00 0.93 1.00 0.96

Table 7 KC3

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

KC3(0/1) SMOTE ADA BOOST 0.77 0.81 0.73 0.76 0.73 0.74

GRADIENT BOOST 0.73 0.69 0.77 0.68 0.77 0.72

KNN 0.74 0.58 0.93 0.65 0.93 0.77

RANDOMFOREST 0.85 0.81 0.90 0.79 0.90 0.84

UNDER ADA BOOST 0.67 0.86 0.50 0.80 0.50 0.62

GRADIENT BOOST 0.73 0.71 0.75 0.75 0.75 0.75

KNN 0.87 0.71 1.00 1.00 1.00 1.00

RANDOMFOREST 0.73 0.57 0.88 0.70 0.88 0.78

OVER ADA BOOST 0.90 0.83 1.00 0.83 1.00 0.91

GRADIENT BOOST 0.85 0.72 1.00 0.75 1.00 0.86

KNN 0.85 0.75 0.97 0.76 0.97 0.85

RANDOMFOREST 0.91 0.83 1.00 0.83 1.00 0.91

SMOTE sampling shows better results Table 10. SMOTE with RANDOM-
FOREST performed best.

Oversampling shows better results in Table 11.
Undersampling shows better results in Table 12.
Oversampling shows better results in Table 13.
Oversampling shows better results Table 14.
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Table 8 MC2

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

MC2(0/1) SMOTE ADA BOOST 0.79 0.81 0.77 0.71 0.77 0.74

GRADIENT BOOST 0.71 0.71 0.69 0.60 0.60 0.60

KNN 0.56 0.52 0.62 0.44 0.62 0.52

RANDOMFOREST 0.74 0.67 0.85 0.61 0.85 0.71

UNDER ADA BOOST 0.61 0.67 0.50 0.43 0.50 0.46

GRADIENT BOOST 0.50 0.75 0.50 0.50 0.50 0.50

KNN 0.67 0.83 0.33 0.50 0.50 0.50

RANDOMFOREST 0.67 0.75 0.50 0.50 0.50 0.50

OVER ADA BOOST 0.76 0.81 0.69 0.69 0.69 0.69

GRADIENT BOOST 0.76 0.76 0.77 0.67 0.77 0.71

KNN 0.71 0.76 0.62 0.62 0.62 0.62

RANDOMFOREST 0.79 0.71 0.92 0.67 0.67 0.67

Table 9 Abalone A

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Abalone(A9/7) SMOTE ADA BOOST 0.86 0.85 0.86 0.84 0.86 0.85

GRADIENT
BOOST

0.99 0.99 0.98 0.98 0.98 0.98

KNN 0.94 0.94 0.94 0.93 0.94 0.94

RANDOMFOREST 0.99 1.00 0.98 1.00 0.98 0.99

UNDER ADA BOOST 0.86 0.82 0.90 0.84 0.90 0.87

GRADIENT
BOOST

0.93 0.94 0.93 0.94 0.93 0.93

KNN 0.97 0.97 0.99 0.95 0.99 0.97

RANDOMFOREST 0.99 0.99 0.99 0.99 0.99 0.99

OVER ADA BOOST 0.87 0.88 0.86 0.87 0.86 0.86

GRADIENT
BOOST

0.99 1.00 0.98 1.00 0.98 0.99

KNN 0.95 0.94 0.95 0.94 0.95 0.95

RANDOMFOREST 0.99 1.00 0.98 1.00 0.98 0.99

6 Conclusion

The article gives description of what are the issues present in the minority class.
Problem is mainly classified in the category: Uneven distribution of class, size of
sample is very small, overlapping of classes, minority disjuncts within the imbalance
of class, and rare case and outliers. Tabulated data is also presented showing how
different techniques works. This data might help researcher/user to select which
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Table 10 Abalone B

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Abalone(B9/11) SMOTE ADA BOOST 0.79 0.77 0.80 0.79 0.80 0.80

GRADIENT
BOOST

0.99 0.98 1.00 0.99 1.00 0.99

KNN 0.96 0.98 0.95 0.98 0.95 0.96

RANDOMFOREST 1.00 0.99 1.00 0.99 1.00 1.00

UNDER ADA BOOST 0.80 0.81 0.79 0.81 0.79 0.80

GRADIENT
BOOST

0.97 0.96 0.99 0.96 0.99 0.97

KNN 0.96 0.96 0.97 0.96 0.97 0.96

RANDOMFOREST 0.97 0.97 0.99 0.96 0.96 0.96

OVER ADA BOOST 0.79 0.80 0.77 0.81 0.77 0.79

GRADIENT
BOOST

0.99 0.98 1.00 0.98 1.00 0.99

KNN 0.93 0.97 0.90 0.97 0.90 0.93

RANDOMFOREST 0.99 0.99 1.00 0.99 1.00 0.99

Table 11 Abalone C

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Abalone(C10/7) SMOTE ADA BOOST 0.89 0.90 0.88 0.90 0.88 0.89

GRADIENT
BOOST

0.94 0.91 0.98 0.92 0.98 0.95

KNN 0.93 0.96 0.91 0.96 0.91 0.93

RANDOMFOREST 0.98 0.98 0.99 0.98 0.99 0.98

UNDER ADA BOOST 0.80 0.81 0.79 0.81 0.79 0.80

GRADIENT
BOOST

0.97 0.96 0.99 0.96 0.99 0.97

KNN 0.96 0.96 0.97 0.96 0.97 0.96

RANDOMFOREST 0.97 0.96 0.99 0.96 0.99 0.97

OVER ADA BOOST 0.90 0.92 0.88 0.92 0.88 0.90

GRADIENT
BOOST

0.97 0.95 0.98 0.95 0.98 0.97

KNN 0.96 0.97 0.95 0.97 0.95 0.96

RANDOMFOREST 0.99 0.99 0.99 0.99 0.99 0.99

technique will suit the problem on which one person is working. As the ratio is near
to 1, i.e., 1:1 oversampling performed good as the ratio increases toward 5, i.e., 1:4,
SMOTE performed better.
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Table 12 Abalone D

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Abalone(D10/11) SMOTE ADA BOOST 1.00 1.00 1.00 1.00 1.00 1.00

GRADIENT
BOOST

1.00 1.00 1.00 1.00 1.00 1.00

KNN 0.94 0.92 0.97 0.92 0.97 0.94

RANDOMFOREST 1.00 1.00 1.00 1.00 1.00 1.00

UNDER ADA BOOST 1.00 1.00 1.00 1.00 1.00 1.00

GRADIENT
BOOST

1.00 1.00 1.00 1.00 1.00 1.00

KNN 0.96 0.95 0.98 0.95 0.98 0.96

RANDOMFOREST 1.00 1.00 1.00 1.00 1.00 1.00

OVER ADA BOOST 1.00 1.00 1.00 1.00 1.00 1.00

GRADIENT
BOOST

0.96 1.00 1.00 1.00 1.00 1.00

KNN 0.95 0.95 0.96 0.95 0.96 0.96

RANDOMFOREST 1.00 0.99 1.00 0.99 1.00 1.00

Table 13 Diabetes

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Diabetes (0/1) SMOTE ADA BOOST 0.80 0.79 0.80 0.82 0.80 0.81

GRADIENT
BOOST

0.81 0.79 0.82 0.82 0.82 0.82

KNN 0.81 0.79 0.83 0.83 0.83 0.83

RANDOMFOREST 0.83 0.78 0.86 0.82 0.86 0.84

UNDER ADA BOOST 0.81 0.88 0.78 0.91 0.78 0.84

GRADIENT
BOOST

0.77 0.85 0.72 0.89 0.72 0.79

KNN 0.84 0.90 0.81 0.93 0.81 0.86

RANDOMFOREST 0.79 0.93 0.70 0.94 0.70 0.80

OVER ADA BOOST 0.82 0.80 0.83 0.83 0.83 0.83

GRADIENT
BOOST

0.86 0.81 0.90 0.85 0.90 0.87

KNN 0.85 0.79 0.89 0.84 0.89 0.86

RANDOMFOREST 0.80 0.76 0.93 0.82 0.93 0.87
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Table 14 Ionosphere

Dataset Sampling Classifier Acy Sen Spy Pre Rcl F-msr

Ionosphere
(1/0)

SMOTE ADA BOOST 0.62 0.62 0.63 0.65 0.63 0.64

GRADIENT BOOST 0.77 0.74 0.79 0.78 0.79 0.78

KNN 0.82 0.69 0.94 0.78 0.94 0.85

RANDOMFOREST 0.87 0.86 0.88 0.88 0.88 0.88

UNDER ADA BOOST 0.75 0.72 0.77 0.74 0.77 0.75

GRADIENT BOOST 0.72 0.72 0.73 0.73 0.73 0.73

KNN 0.78 0.76 0.81 0.78 0.81 0.79

RANDOMFOREST 0.76 0.80 0.73 0.79 0.73 0.76

OVER ADA BOOST 0.76 0.79 0.73 0.80 0.73 0.76

GRADIENT BOOST 0.89 0.98 0.81 0.98 0.81 0.89

KNN 0.83 0.71 0.94 0.79 0.94 0.86

RANDOMFOREST 0.88 0.93 0.83 0.93 0.83 0.88
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Timely Prediction of Diabetes by Means
of Machine Learning Practices

Rajan Prasad Tripathi , Punit Gupta , and Mayank Kumar Goyal

Abstract In the past few decades, the quality and quantity of medical data generated
by digital devices have been significantly improved, which makes data generation
cost-effective and simple, thereby increasing its leading position in the field of big
data and machine learning. There is a huge application of machine leaning and
artificial intelligence in health care sector. The use of machine learning to train the
machine to classify the medical cases taking care of the historical data can be a boon
inmedical studies. In this paper, we have analyzedmanymachine learning algorithms
and classifiers which are used to make prediction on the diabetes based on the chosen
features and attributes of the dataset. The implementation of the algorithms and its
performance are compared in terms of accuracy. The proposedmodel uses soft voting
ensemble techniques to the standardized Pima diabetes data to best fit the data and
high accuracy.

Keywords Machine learning · Diabetes · Ensemble · Soft voting · Data science

1 Introduction

The top ten causes of death in 2016 include diabetes. In 2016, 1.6 million people
were affected by diabetes, up from fewer than 1,000,000 in 2000. HIV/AIDS was
the seventh leading cause of death with this figure [1]. Diabetes figures grew from
the number of diabetes people in the 1980s of 108 million to 422 million in 2014;
global diabetes rose from 4.7% in 1980 to 8.5% in 2014 for adults aged over 18.
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By 2040, diabetes is projected to be present in 642 million people (1 in 10 people).
In addition, 46.5% of diabetes patients were not diagnosed [2]. It is important to
develop strategies and procedures that aid early diagnosis of diabetes, since many
deaths of diabetic patients are due to late diagnosis, to reduce diabetes-related deaths.
We need advanced information technology to achieve state-of-the-art technologies
for early diagnostics of diabetes, and the data mining sector is an important area for
it. Data mining provides the ability to extract from a broad database repository and
discover previously unknown, secret, yet interesting models. Such trends can help
to diagnose and determine medically.

Diabetes mellitus is one of the diseases that affect a very large human population
and is often called diabetes mellitus. Diabetes [2], a very large amount, affected
more than 425 million people in 2017. In the same year, about 4 million people died
of diabetes and associated complications. Though 74 million people in India have
suffered from diabetes, India is recognized as the “World Capital for Diabetes.” If
this disease has not been taken seriously and there are no major steps to diagnose and
prevent it, an estimated 629million people worldwide will be affected by diabetes by
2045 [3]. Diabetes is a high blood glucose condition that is caused if the body cannot
make the required quantity of the insulin or the body is unable to use the insulin that
is produced effectively. Diabetes is most commonly caused by obesity, urbanization,
physics inactivity, unhealthy diet, aging and diabetes family history. When diabetes
is not rightly diagnosed or managed properly, it can cause many complications,
such as cardiovascular problems, kidney diseases, blindness, neural complications
such as stroke [4]. Early diagnosis is the most important fact for effective diabetes
management and related complications. Early diagnosis and the recommended daily
healthy lifestyle are the most important factors [5].

2 Literature Review

The following describes some of the various methods used on PIMA Indian Diabetes
Datasets with their results. Bansal et al. used diabetes diagnosis KNN classifier; the
attributes are selected using the PSO techniques. This method has proven to be 77%
accurate [6]. In the case of the normalization and unconventional KNN algorithm
model, i.e., the KNN class-specific classification algorithm, the preprocessing of the
dataset is proposed as classwise KNN (CKNN) methodology for diabetes classi-
fication. The accuracy of this process is 78.16% [6]. Li et al. proposed one of the
techniques known as weight-adjusted voting classification. This method is predictive
of the accuracy of 77% following implementation of Pima Indian diabetes dataset [7].
The principle of modified extreme learningmachines was used by Priyadarshini et al.
to determine whether or not the patient is diabetic-dependent on the available data.
In neural networks and extreme classifier learning, the authors draw comparative
conclusions [8].

Prema et al. proposed to use ensemble technique on normalized Pima Indian
diabetes dataset and got efficiency of 81% [9].
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In its analysis, Iyer [10] indicated that a forecast for diabetes should be made
with the use of the naïve Bayes algorithm. The study reported a 79.56% accuracy
result. Throughout the classification of diabetic patients, Tarun [11] used a PCA and
a support vector machine. Experimental tests have shown that while their accuracy
is 93.66 percent, the previous amount can be enhanced. Kadhmi [12] suggested that
after applying a nearest K algorithm to the elimination of unwanted data, a decision
tree (DT) is used to assign each data sample to the appropriate class. Han et al.
[13] developed a model using the diabetes prediction algorithm using the k-means
algorithm. Themodel achieved an accuracy of 95.42 [14]. In [15], k-means clustering
is used to identify and exclude outliers, genetic algorithms and CFS, extract relevant
features and classify the nearest neighbors (ANN) of diabetic patients. Patil [16]
proposed a hybrid prediction model that applies k-means to the original dataset and
then uses the C4.5 algorithm to model the classifier. As a result, the classification
accuracy rate was 92.38%. Anjali [17] suggested reducing the dimensionality of
features extracted using neural networks (NN) as a classification technique dependent
upon principal component analysis. The accuracy result was 92.2% [18].

3 Methodology

3.1 Pima Indian Diabetes Dataset

A list of different datasets is available for the research and implementation of ML
algorithms in theUCIMachineLearningRepository. The data has been very regularly
used as a primary source of machine learning datasets by researchers, students and
educators. We took the Pima diabetes dataset [15] for our study from this repository.
This dataset is made up of 768 patients’ medical data (Fig. 1).

There are eight attributes in each data point, and they are:

• Number of pregnancies
• Body mass index
• Age
• Plasma glucose concentration
• Diastolic blood pressure
• Triceps skin fold thickness
• 2-h serum insulin
• Diabetes pedigree function.

The ninth attribute of each data point is the class variable. The outcome will be
either 0 or 1 for positive or negative diabetes, respectively (Fig. 2).
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Fig. 1 Description of dataset

3.2 Data Cleaning

The data was found to have many missing values. This missing values create a lot
of problem in the analysis, and when we train the model with the help of original
dataset having these missing values will not give good result, and hence, the missing
values has to be taken care of. There are many methods available for cleaning the
data like replacing the whole row or deleting the complete row, but that would result
in less number of training data which we don’t want, and hence, we have used the
mean method we have replaced all the missing data with the mean of the values
taken from other values, and hence, it has given the same kind of values and we can
process further with the pipeline [16] (Figs. 3 and 4).

• We normally provide training and testing results. Only at the end of the measure-
ment and the final performance assessment should we reach the test range. Then,
we can set the train to train and check settings. We use the validation dataset to
tune the model [17].

• High variance test issue with conventional train testing process. It means by
dynamic change in input the results of the prediction changes. We tend to use
the k-fold validation methodology in our train and validation set to unravel this
problem [18] (Fig. 5).
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Fig.2 Histogram of features

We analyzed the data; after that, we visualized the data to understand the data
better. We plotted a pair plot and found out there were lot of outliers in the data [19].
We investigated each feature distribution and checked its skewness and kurtosis. We
followed this step with feature engineering which includes.

3.3 Data Preprocessing

The numerical preprocessing of tree model and non-tree model is different. Tree
models are usually independent of scale. The tree-based model does not rely heavily
on scaling. Where standard daviation is 1, std=1. Then, we delete outliers.
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Fig. 3 Data cleaning

Fig. 4 The blueprint of algorithm
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3.4 Feature Selection

Feature selection means that we will have to select those variable or features which
will give very high dependency on our target variable which is whether diabetes is
there or not in our case. In our data, the features or the attributes are automatically
selected using the feature selection; themost relevant to the prediction of our test case
variable will be taken up. Feature selection methods allow you to build a predictive
model in our task. It allows us to choose those feature which will give very high
dependency on the target class [20]. All the redundant and irrelevant features or the
columns are deleted as they can have adverse effect on the prediction accuracy.

Models and chosen hyperparameters.

Algorithm Parameter 1 Parameter 2

Logistic regression C: Regulation parameter

KNN Count of neighbors

SVC Penalty parameter C F(x): Linear, RBF, sigmoid

Decision Tree Depth sample

AdaBoost classifier Learning rate Count of trees

Gradient boosting Learning rate Count of trees

Fig. 5 Cross validation
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Fig. 6 Flow of ensemble
method

Ensemble Methods

Ensemble is a machine learning technology that combines multiple machine learning
technologies into an optimal predictive model. Reduce variance, bias or improve
forecasting [21]. Compared with a single model, this method improves the prediction
efficiency. There are multiple assembly methods, such as bagging, reinforcement,
stacking, stacking, voting and averaging. We applied the voting integration method
to PIMA diabetes records in India. The collaborative voting classifier is a meta-
classifier that combines conceptually different or similar machine learning classifiers
to classify majority or multiple votes (Fig. 6).

3.5 Voting Classifier Using Python Library Scikitlearn

A voting classifier is a machine learning model that is based on multiple models
and predicts the result based on the highest likelihood of the selected category [22].
We pass the results of each classifier, and our voting classifier aggregates them and
predicts the output category based on the vast majority of votes. Our idea is that
instead of building different specialized models and calculating the accuracy of each
model, it is better to build a single model to train the entire given model for machine
learning. These models predict outcomes based on the cumulative majority of votes
for each output category. Two types of votes are supported by voting classifier. Hard
voting: The expected performance class in hard polling is a class which is most likely
to be expected by each classifier, with the most number of votes. Suppose the output
class (A, A, B) is foreseen by three classifiers, so that most predicted A as output. A
is therefore the ultimate forecast.
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Soft voting: The prediction in soft voting is based on the average probability given
to this class. Assume the likelihood for class A = (0.40, 0.57, 0.63) and B = (0.30,
0.42, 0.50) given some inputs to three models. The average is 0.5333 for class A
and 0.4067 for class B. The winner is clearly class A. In soft voting, class label is
predicted on the predicted probabilities p for classifier.

y∧ = argmax i
∑

j = 1mw j pi j, (1)

where wj is the weight that can be assigned to the jth classifier.
We assume as per our figure, a binary classification task with class labels i ∈

{0,1}, our ensemble could make the following prediction:

C1(x) → [0.8, 0.2]

C2(x) → [0.7, 0.3]

C3(x) → [0.3, 0.7] (2)

Using uniform weights, we compute the average probabilities:

p(i0|x) = (0.8 + 0.7 + 0.3)/3 = 0.6 (3)

p(i1|x) = (0.2 + 0.3 + 0.7)/3 = 0.4 (4)

y∧ = argmax i[p(i0|x), p(i1|x)] = 0 (5)

4 Experiment and Results

We have applied different classification techniques for Pima Indian diabetes, and the
results shown in Table 1. The data are sent to the classifier by dividing the data into
30% testing and 70% training. The accuracy of various models using cross validation
technique is shown in Table 1, and the comparative analysis is shown in Fig. 1 as
well.

5 Conclusion

Diabetes prediction is done using various machine learning model and classifiers.
We have also used ensemble voting with a group Indian diabetes dataset for Pima
classifiers compared highest consistency with different classification algorithms. We
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Table 1 Various models with accuracy

Model Accuracy Parameters

Logistic regression 84.3 C = 0.76, penalty = l1

KNN 82.8 ‘n_neighbors’: 15

SVC 84.3 ‘C’: 1.7, ‘kernel’: ‘linear’

Decision tree 76.5 criterion’: ‘gini’, ‘max_depth’: 3, ‘max_features’: 2,
‘min_samples_leaf’: 2

AdaBoost classifier 81.2 ‘learning_rate’: 0.05, ‘n_estimators’: 150

Gradient boosting 81.2 ‘learning_rate’: 0.01, ‘n_estimators’: 100

Ensemble method 82.8 Soft voting

have used cross validation on dataset with tenfold CV data was distributed into 30%
tests and training is 70%. Logistic regression performed surprisingly verywell 84.3%
and by using ensemble voting classifier with default soft voting, the accuracy came
out to be 82.8%.
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Detection of Brain Tumor Using
K-Means Clustering

Ravendra Singh and Bharat Bhushan Agarwal

Abstract Machine learning has been playing a vital role in the field of computer
vision. It has many applications in the field of detection of diseases, especially brain
tumor diagnosis. In brain tumor detection, segmentation has an important role. In
this study, an efficient approach has been adopted. Segmentation has been done using
the k-means clustering method. The main idea behind this color-based segmentation
approach with K-means is to convert a gray-level MR image into a color space
image and then use K-means clustering and histogram clustering to differentiate the
position of tumor objects from other items in the MR image. Experiments reveal
that the method can successfully achieve segmentation for MR brain images to help
pathologists distinguish exactly lesion size and region.

Keywords Segmentation · Clustering · Cancer · Benign ·Malignant

1 Introduction

Brain tumors are uncontrolled and abnormal growth of cells inside the brain. As
normal, cells live and die in the brain after a short period, but sometimes, due to
some complications cells live for a prolonged time and multiply the cells inside
the brain and leads to death [1]. The diagnosis of these abnormal and uncontrolled
growths of tissues in the brain is done at an early stage and accurately. The mass of
cells grows rapidly and increases in size inside the brain which increases the pressure
on brain cells that affects the normal operations of the brain, and if not treated on time
leads to death. Tumors are categorized into two: benign and malignant. The most
popular type of tumor is benign which originates in membranes around the brain and
spinal cord. Benign tumors are not spread in the brain and treated easily. Malignant
tumors are cancerous and spread to other parts of the body. Detection of the tumor at
an early stage leads to life for the patient. MRI is an imaging procedure that is most
commonly used for the diagnosis of brain tumors. MRI is based on the magnetic field
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Fig. 1 Imaging techniques

principle.MRI system provides multidimensional nature of input data. Segmentation
has an important role in the diagnosis of brain tumors. It differentiates the suspicious
(tumor) region from the background MR image (Fig. 1).

To view the anatomical structures of the human body, imaging is an important
element of medical science [2, 3]. Several new complicated medical imaging modal-
ities, such as X-ray, MRI, and ultrasound, rely heavily on computer technology to
generate or display digital images. Multidimensional digital images of physiolog-
ical components can be processed and altered using computer techniques to aid in
the visualization of hidden diagnostic features that would otherwise be difficult or
impossible to detect using planar imaging methods. In most medical image anal-
ysis and classification for radiological evaluation or computer-aided [2] diagnosis,
segmentation is a critical step. Image segmentation methods are divided into three
types: edge-based methods, region-based methods [4], and pixel-based methods. In
pixel-based approaches, K-means clustering is a crucial technique. The application
is more practicable since pixel-based approaches based on K-means clustering are
simple and have a low processing complexity compared to other region-based or
edge-based methods. Furthermore, because the number of clusters is usually known
for photographs of certain parts of the human anatomy, K-means clustering is excel-
lent for biomedical image segmentation. Many academics have offered K-means
clustering segmentation research [1, 5]. The advances made by [1, 5] are impressive,
but greater computational complexity and software functionality are necessary. We
carefully select appropriate features from brain images as clustering features in this
research to produce good segmentation results while keeping the segmentation algo-
rithm’s low computation aspect. Because the color space transformation function
in our proposed method is a basic operation in most image processing systems, the
color space translation in the suggested scheme has no additional overhead. There-
fore, by using color-based segmentation with K-means clustering to magnetic reso-
nance (MR) brain tumors, the proposed image tracking method maintains efficiency.
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The experimental results also confirm that the proposed method helps pathologists
distinguish exact lesion sizes and regions.

2 Review of K-means Clustering and Histogram Statistics

In our suggested method, we use two pixel-based segmentation methods. Histogram
statistics and k-means clustering are two examples. The histogram approach uses
single or many thresholds to pixel-by-pixel classify an image. Analyzing the
histogram for peak values and identifying the lowest point, which is often located
between two successive peak values of the histogram, is a simple way to establish the
gray value threshold t. The histogram statistics method can produce decent results if
a histogram is clearly bi-modal. The k-means clustering algorithm divides data into
k groupings and is commonly utilized. Clustering is the process of combining data
points with comparable feature vectors into a single group cluster and for grouping
data points with dissimilar feature vectors into different clusters.

3 Methodology

In the proposed method, we combine histogram statistics and K-means clustering to
track the tumor objects in MR brain images. In K-means clustering segmentation,
feature space selection is crucial. The original MR brain picture is presented as a
gray-level image, which cannot handle fine details. The suggested technique uses
pseudo-color transformation, a mapping function that converts a gray-level pixel to
a color-level pixel using a lookup table in a preset color map, to get more usable
characteristics and improve visual density. Each component in an RGB color map
has R, G, and B values. Each gray value corresponds to an RGB value. The proposed
method uses a conventional RGB color map, which converts gray-level values from 0
to 255 into blue-to-green-to-red color. The proposedmethod consists of various steps
to get the final results. MRI image is acquired in the first step and preprocessing of
the image is done. In the next step, segmentation of the image and feature extraction
is done. All these steps are discussed in the next sections.

3.1 Preprocessing

In segmentation of brain MRI, bi-level thresholding technique uses an intensity
value to differentiate between background and foreground object of brain MRI. This
bi-level technique cannot distinguish b/w the background and region of interest;
this technique is proved to be inefficient, and so we are moving to multilevel brain
MRimaging thresholding technique. In initial consideration, an MRI image is taken
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Fig. 2 Flowchart of
proposed work

for making it ready to act as an input for the algorithm. After completing this step, the
resizing [6] of the two-dimensional image is done. The purpose of the reshaping of an
image is to make it uniform by converting it into the dimension of the same size. The
next process which is involved here is a conversion of a two-dimensional image into
a grayscale format [7]. The purpose of this conversion is to lessen the complexity of a
typical RGB image. The flowchart of brain tumor detection (proposed) is illustrated
in Fig. 2.

3.2 Segmentation Process

K-means is a widely used clustering algorithm to partition data into k clusters. Clus-
tering is the process for grouping data points with similar feature vectors into a single
cluster and for grouping data points with dissimilar feature vectors into different
clusters. The procedure of partitioning an image into various regions that contain
each pixel with the same attribute is called segmentation. Segmentation of an image
could be thresholding, edge detection, statistical classification, or it may be any
combination of these mentioned methods. The segmentation is categorized into two
parts: edge-based and region-based. The edge-based methods are depending on the
discontinuities in the values of intensities on regions of the border and this edge-
based segmentation aims to find the boundary b/w the regions. Another technique of
segmentation which is based on patterns of intensity values in the form of clustering
of pixels neighbors. In these region-based techniques, the objective is to group the
regions. The segmentation method aims to divide an image into various regions for
further implementation and analysis. Segmentation of an image is essential to more
focus on the parts of an image that are important. In the proposed work K-means
method is adopted for the segmentation of brain MRI [8] which is a region-based
technique. K-means is an unsupervised approach, in this unsupervised technique,
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the outcome is not known in advance, and it implements on the given data points by
initialing labels.

Proposed Algorithm:
Input: D is a dataset containing n objects, k is the number of clusters.
Output: A set of k clusters.
Steps:

1. Randomly choose k objects from D as the initial cluster centroids.
2. For each of the objects in D do.

Compute the distance between the current objects and k cluster centroids.
Assign the current object to that cluster to which it is closest.

3. Compute the “cluster centers” of each cluster. These become the new cluster
centroids.

4. Repeat steps 2–3 until the convergence criterion is satisfied
5. Stop.

In the k-means method initially, k centroid points are given that are k = 3 or k =
5 and so on. The Euclidean distance has been used to compare the other data points,
and their clusters are formed that are closer to others. The mean of the clustered data
is computed, and the new centroid is discovered. The formation of new clusters in the
curiosity of the new centroid and continue this procedure until no new centroids are
formed. The proposed method uses k-means that produce the no. of k-segments in
MRI [1]. In MR image, there are three segments which are the outline of a skull, the
suspected tumor area, and the normal brain area [8, 9]. The K-means approach for
segmentation separates the tumor in an appropriate cluster and is given for further
analysis and processing. To recompute the cluster centroids based on their group
members and then regroup the feature vectors according to the new cluster centroids.
The clustering procedure stops only when all cluster centroids tend to converge. The
results of segmentation are depicted in Figs. 3 and 4.

The suggested technique uses pseudo-color transformation, a mapping function
that converts a gray-level pixel to a color-level pixel using a lookup table in a preset
colormap to getmore usable characteristics and improve visual density. Each compo-
nent in an RGB color map has R, G, and B values. Each gray value corresponds to
an RGB value. The proposed method uses a conventional RGB color map, which
converts gray-level values from 0 to 255 into blue-to-green-to-red color [10–15].

Fig. 3 Cluster result
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Fig. 4 Final segmented image

3.3 Feature Extraction

The MR image contains a large amount of information that is required so the
feature extraction has been applied to the MR image, and relevant features have
been retrieved from an image that described an image completely. The extracted
features are described as follows:

Entropy: It provides information that varies from pixel to pixel in an MRI [16].

Entropy =
n∑

i=0

Pi log Pi

RMS of anMR image is explained as it varies from the expected values and observed
values [17].

Skewness represents an MR image surface information as the dark surfaces are
having an upper value as compared to the lower surface [18, 19].

Kurtosis provides information about resolution and noise. The low value of kurtosis
represents high resolution and high noise and vice-versa [20].

Energy provides the difference in intensity values of an image [21, 22].

Contrast represents the difference in luminance in an image [23].

Smoothness attempt to extract the vital sequences in data of an image [24].

4 Result and Discussion

In the proposed method, we convert a gray-level MR brain image into an RGB color
image first and then convert the RBG color image into a color model. Therefore,
colors in both the a* and b* spaces are feature vectors for K-means clustering. An
MR brain picture containing the diseased alteration area depicted in Fig. 4 was used
as a test image to demonstrate the proposed method’s detection performance. Two



Detection of Brain Tumor Using K-Means Clustering 297

independent datasets were created to demonstrate that the feature vectors offered by
our method can indeed deliver better segmentation performance: the gray feature
vectors of the original MR brain picture and the RGB features derived from the
converted RGB color image. An MR brain picture, in general, is divided into areas
that depict bone, soft tissue, fat, and background. In the test image presented in Fig. 3
where k = 3 show the image labeled by cluster index from the K-means procedure
for different kinds of feature vectors, visual judgments from the gray and color
test images propose three primary clusters. We can distinguish things in the brain
image using index labels in three colors: white, gray, and black. Figure 3 depicts
the final segmentation results obtained by histogram clustering. We can see that the
white matter, cerebrospinal fluid, and ventricles are all recognized, in addition to the
tumor (in the right part of the image). To put it another way, the segmentation result
cannot pinpoint the specific location of the tumor in Fig. 4. The proposed method’s
segmentation result can ignore most of the white matter, cerebrospinal fluid, and
ventricles while pinpointing the tumor’s specific location.

5 Conclusion

In this paper, a color-based segmentation method based on K-means clustering for
tracking tumor in the MRI brain image is proposed. A preliminary experiment
conducted on the MRI brain image demonstrates encouraging results. The features
derived can provide good segmentation performance with the proposed method, and
the location of a tumor or lesion can be exactly separated from the colored image.
Furthermore, the suggested method integrates color translation, K-means clustering,
and histogram clustering in a single step, making it both efficient and simple to use.
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On Efficient and Secure Multi-access
Edge Computing for Internet of Things

Akshita, Yashwant Singh, and Zakir Ahmad Sheikh

Abstract The explosive growth of the Internet of Things (IoT) and smart devices
currently has been drastically encouraging the development of edge computing. To
improve the quality of service (QoS) with low latency in IoT applications, edge
computing acts as a promising paradigm that transfers the data from cloud to edge
nodes. The importance of minimal delay in critical IoT networks is being considered
a highly prioritized task. The current review focuses on minimizing the gap between
the resource allocation layers and resource consumer devices and nodes. Reduction in
these gaps reduces the communicationflow to external sources thereby involving real-
time communication and reduction in delay. The remarkable development of edge
computing leads to the ignorance of security threats in edge computing Therefore,
keeping in view the security threats, we have addressed the security challenges on
the edge of a network. The most recent security preserving mechanisms have also
been taken into consideration for the secure transmission of data on edge.

Keywords Internet of Things ·Multi-access edge computing · Edge computing ·
Security

1 Introduction

IoT is a network that is provided with unique identifiers (UIDs) and can exchange
data without human-to-human interaction or human-to-computer interaction. The
term IoT was proposed by Kevin Ashton in 1999. The devices of IoT interact with
each other and do a lot of work without the efforts of humans. IoT is the network of
physical things that are enclosed with sensors, software, and other applied technolo-
gies for the objective of transferring data with other devices over the Internet. These
devices range from normal household things to sophisticated commercial instru-
ments. Edge computing is empowering another age of revolutions that works near
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Fig. 1 Growth in mobile edge computing market and forecasts (2019–2025) [1]

end nodes. Edge computing decreases the amount of information that must proceed
with the subsequent congestion to reduce the latency and lower the transmission
cost. As edge computing is not all located within a secure data center, connectivity
should be hardened with the use of VPNs and secure tunnels. The intruder can
attack edge nodes that have security flaws and will use the edge nodes to hack the
whole system. By encrypting the data, edge computing can upgrade the security
and its features. With the use of various emerging technologies such as blockchain,
machine learning, cryptography, and artificial intelligence,we canupgrade traditional
encryption techniques to ensure security on edge (Fig. 1).

According to the statistical report from the research firm Mordor Intelligence
research, it has been estimated that the global edge computing market was USD
93.35 million in 2020. In the coming year, its market value will be USD 2596.31
million by 2025. According to the report, North America is a hub for technological
innovations such as 5G. In the future, when the new data produced by the market will
increase, then, wewill not be able to satisfy the customer requirements. Then, latency
will be the critical component for the business. This will lead to radical changes in
the business.

Multi-access edge computing is an advanced technology that provides computa-
tional resources and backhaul capacity for mobility support, low latency, location
awareness to the edge of the network. To enhance the efficiency of end-user expe-
rience and IoT devices, security in MEC is a key challenge for the formation of the
edge paradigm. To overcome the issues related to cloud computing, edge computing
was developed. Edge computing enhances the quality of service, reduces latency, and
provides high scalability. Edge computing is today’s need for IoT.Rather than sending
all data accumulated by IoT sensors to the cloud, the data are processed within the
network by edge computing, and only, applicable data are sent by reducing latency.
Therefore, in this study, wewill focus on exploring the recent challenges and security
mechanisms on the edge of a network.

The remainder of the paper is structured as follows. Section 2 provides the liter-
ature survey of IoT. Section 3 outlines the need for edge computing followed by
its architecture. Section 4 discusses the challenges of multi-access edge computing.
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Section 5 highlights the securing preserving mechanisms on edge; finally, Sect. 6
concludes the paper.

2 Literature Survey

This section briefly presents the work related to the existing technologies to secure
edge computing in IoT. The use of multi-access edge computing in IoT networks
brings cloud-like functionalities, but the technology’s security risks must also be
taken into consideration. The effectiveness of key IoT infrastructures depends on
real-time connectivity. This goal can be achieved by implementing service require-
ments and facilities locally in networks or near the edge. However, due to limited
storage, computational capacity, and low battery, local deployment in the IoT is
not realistic. As a result, for these networks, it is suggested that these services be
deployed at the edge node, also known as the multi-access edge. Real-time commu-
nication is important in an IoT network, and this can be achieved by ensuring that
communication between devices and nodes occurs with little delay. The distance
between communicating devices increases the delay and energy consumption. Many
well-known services such as DHCP, DNS, HTTP, and so on are frequently utilized
from cloud servers. The connectivity between IoT nodes and cloud servers causes
significant delays that cannot be accepted in critical networks. As a result, we have
switched the deployment of well-known services from the cloud to the edge to meet
network attributes including reduced latency, efficiency [2], and secure communi-
cation. A multi-access edge is a network edge that contains a repository for all of
these essential services. As a result, it will assist in the provision of services and the
fulfillment of important network requirements.

Liu et al. [3] presented a use case thatmakes use ofMEC to attain edge intelligence
in the IoT framework. The main aim of this use case is to decrease the transmission
rate caused by the interchange of data among the clients and the server. In this use
case, the researcher has used five types of neural networks. The researcher has also
proved that the networks that have maximum efficiency to perform best for resolving
the problem which explains the strength of smart MEC-enhance proximity detection
solutions are GRU neural network and LSTM.

Ranaweera et al. [4] analyzed the possible threat vectors in the main MEC forma-
tion framework that act with the ETSI standards. The author proposed a solution
to reduce the identified threat vectors. The author has also given some approaches,
for example, virtual machine introspection (VMI), trusted platform manager (TPM),
network slicing (NS) to secure MEC by design.

Zhang et al. [5] proposed a strategy to upgrade the security of edge computing
by virtualizing edge nodes. Firstly, the author proposed a technique of separating
edge nodes, and then, the edge nodes are converted along with various kinds of
things into different virtual networks that are installed in the edge nodes and the
cloud server. Secondly, based on security level measurement, the author proposed
a security technique. By conducting various demonstrations, the author has made a
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comparison between the existing algorithms to prove the efficiency in upgrading the
security of edge computing.

Hassija et al. [6] presented security-related issues and security threats in IoT
applications at different layers. The author has also discussed various technologies
to secure IoT by using blockchain, fog computing, machine learning. The author has
also discussed various open challenges that come from the solution itself.

Arfaoui et al. [7] proposed a 5G-security architecture by using the concept of
domain and strata which were earlier used in 3G and 4G networks. Finally, the author
has proposed a use case of a smart city that targets the two features of IoT gadgets.
The first is to provide connectivity, and the second is to investigate software-defined
networks in 5G. In this use case, a maximum number of IoT devices are installed to
gather information for automatic control works. This use case focuses on network
function virtualization (NFV) and software-defined network (SDN) technologies to
give authority to the economic resources for isolating traffic for specific users. The
issue in the network connection is the main warning in a mobile network.

Yu et al. [8] have proposed a structure for the security assessment of IoT networks
with edge computing. This paper throws light on the interpretation of networks and
has made a comparison in terms of response time, computation capacity, storage
space, and analyzed the advantages of utilizing edge computing to support IoT.
According to the researcher, edge computing transfers data computation to the edge
of the network and near to the edge nodes. In this way, edge computing decreases
the congestion to minimize the bandwidth needs in IoT.

3 Edge Computing

Edge computing is a distributed computing paradigm that aims to bring data storage
closer to the site to save bandwidth and upgrade the response [9]. To mitigate the
limitations [3] associated with cloud computing, edge computing was developed.
Because of the fast expansion in the number of cell phones, ordinary unified cloud
computing is trying to fulfill the quality of service (QoS) for certain operations. Edge
computingwill be themain reason to address this problemwith 5G technology. Radio
access network (RAN) is themain challenge that is connected with 5G technology. In
this network, mobile edge computing offers ongoing RAN information. By utilizing
the continuous RAN data, the network providers will upgrade the quality of experi-
ence for end clients. Consequently, the organization agents can applyRANby outcast
co-executives and rapidly developing the arrangement of modern operations. Also,
the computational center points are performing their duties to transfer equivalent
safety ideas to ensure the same degree of safety. Table 1 depicts the comparative
analysis of secured edge frameworks in the Internet of Things (IoT).
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Far-end 

Near-end 

Front-end 

Fig. 2 Edge computing architecture [8]

3.1 Edge Computing Architecture

In Fig. 2, the cloud servers are far away from the edge computing servers than the
end clients. As compared to the cloud servers, edge computing servers have lower
computational ability to give superior quality of service (QoS) and lesser latency to
the end users. Edge computing architecture has front end, close end, and far end.

• Front end. In edge computing architecture, the end gadgets (e.g., actuators,
sensors) are situated at the front end. Edge computing can give immediate assis-
tance to certain applications with calculation ability given by a large number of
end gadgets. Because of the restricted limit of the end gadgets, the majority of
the necessities can’t be fulfilled in the front end. Subsequently, in this way, the
servers will get the suitable necessities provided by the end gadgets [8].

• Near end. Most of the traffic flows in the network can be controlled by gateways
that are in the near end. The maximum part of the processed information and
capacity will be moved to the near end in edge computing. Due to this, the end
clients can get a superior performance on processed information and capacity with
a little expansion in the latency.

• Far end. The communication latency is important in the network when the cloud
servers are installed far away from the end gadgets. However, maximum data
capacity and computation power are provided by the cloud servers.

4 Multi-access Edge Computing Challenges

1. Security for MEC

Many researchers have focused on the security issues in edge computing, but limited work
has been done in this field to provide the solution. The development pace of the security issues
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cannot fulfill the demand of advanced security challenges to meet the growing demand for
security maintaining mobile services. Most edge devices are asset manageable. Therefore, it
is difficult to apply ongoing information security techniques on edge devices. Consequently,
it is a big challenge to secure a MEC system [3].

2. Site Selection for MEC Server

In an IoT network, moreMEC servers are installed where maximum computational demands
are required. Consequently, while installing MEC servers, a combined issue of reckoning
resource arrangement and selection of the site is required to be resolved by the researchers
[15].

3. Edge Intelligence

Intelligent offloading in IoT is still lacking in edge computing. To save cost, efficient energy,
or to acquire quick calculation, conventional offloading generally carries calculated work to
theMEC server at the edge. The issue in edge intelligence can be resolved by using advanced
AI techniques such as reinforcement [16] and deep learning [17]. Thus, various parameters
are needed to be examined by the researchers to acquire brilliant offloading and is a severe
challenge.

4. Mobility Management

In a real-time application, mobility management technique cannot be used as VMmigration
acquire a heavy burden in the backhaul network which leads to a long delay. To mitigate
long delays in the network, several delay-sensitive methods need the mobility management
method [18]. Hence, this is a challenge for a researcher to give a better real-time method to
pace up with the upcoming VM migration technique.

5. Pricing Models in Network Function Virtualization (NFV)

NFV technology encounters so many challenges. For example, when the resources are used
in an unfair manner and obstruction on the physical infrastructure can be caused by the use
of resources among many users. Appropriate pricing techniques can be utilized to help users
to use the resources smartly.

6. Data Correlation

A large amount of data would be produced from the edge framework persistent-ly, where
some of the data is tactful and put under strong safety but some of the data is not so tactful and
revealed in front of the publicwithout any safety in an edge-computing system.Consequently,
invisible connections occur within the data that are not genuine. However, by utilizing these
relationships and exploit-ing numerous models an intruder can reckon the data and even
tamper [19]

7. Privacy in MEC

Data privacy is a crucial challenge as a large quantity of clients’ personal informationgathered
from edge nodes is imparted to the MEC or MCC servers [3]. There is a need to pay
attention among clients to use both privacy protection and other activities like data privacy
(e.g, restoring, examining, and penetrating). Nowadays, location information is becoming
a crucial challenge. The privacy of location can be secured by engaging cache proxies to
accumulate the information regarding location rather than dispatching the actual location to
location-based services.
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5 Security Preserving Mechanisms on Edge

The various security preserving mechanisms on edge are blockchain, cryptography,
machine learning, and artificial intelligence.

1. Blockchain: Blockchain is a method in which a record of transactions is made
in a way that makes it impossible to hack the system. It is a digital ledger of
transactions that are categorized in thewhole computer systemon the blockchain
[20]. Various security issues already exist in an IoT network. Blockchain is a
suitable technique to address the security issues in IoT. Blockchain technology
brings radical change by tracking and keeping a record of every document.
All the devices that are linked with the application must have authentication
in the blockchain network. After registration, the devices can give the best
performances according to their characteristics. In the same way, clients need
to authenticate in the blockchain network. Consequently, in the network, client
examines and observes the distinct objects.

2. Cryptography: Cryptography is a method of securing information by using
codes to provide information to the intended user who processes and under-
stands it. In this way, this method prevents the information from an unintended
user. Before transmitting the data to the cloud servers, this method encrypts
the context of the data. This method experiences excessive overhead and needs
essential key management. To operate the data without disclosing the informa-
tion, homomorphic encryption (HE) can assign the task to third parties [21].
HE technique produces a key pair that is based on numerical problems that are
not able to give the solution by computers. There are two types of keys one is
a public key, and the other is a private key. Data will be sent to the mediator
by the public key; then, the mediator will do all the processes on the encrypted
data and give feedback that will be decrypted by the private key. In the whole
process, the data are confidential. RSA algorithm and the ECC algorithm are
familiar homomorphic encryption algorithms.

3. Machine Learning: Machine learning is a subfield of artificial intelligence that
makes a machine automatically learn from past experiences [22] without being
programmed. The main aim of the machine learning technique is to enhance
its efficiency and to provide the particular policies for security to implement in
the data plane. The main goal of the ML technique is to alleviate a variety of
attacks by defining access control policies or by labeling the network traffic.
For example, a neural network can be used to find network intrusion, KNN, and
DoS attacks in malware detection. Machine learning is used when humans are
unable to use their experiences, for example, speech recognition, robotics, etc.
Machine learning is also used in various smart systems, for example, Google
is using machine learning to find out the threats against mobile applications
and endpoints operating on android. Similarly, Amazon has introduced a Macie
service [22] that uses machine learning to allocate information that is stored in
the cloud. Machine learning is classified into three groups, namely supervised,
unsupervised, and reinforcement learning [23].
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• Supervised Learning. A machine learning technique in which training is
given to models by using labeled data. In this type of learning, there is a need
to find the mathematical function for the models to map the input variable
(X) and the output variable (Y ).

Y = F(X)

• Unsupervised Learning. In unsupervised learning, data need not be labeled.
It tries to find hidden correlations on its own. With the help of an appropriate
algorithm, the model can train itself, and only, input data are given to the
model. It is less accurate as compared to supervised learning. For example,
unsupervised learning was used by NASA for the formation of clusters of
celestial bodies which were based on the identical characteristics of objects
[24]

• Reinforcement Learning. It is used in many software and machine to monitor
the result of its output and compute its value function [23]. It uses a try and
error strategy which is distinct for the above two types. In reinforcement
learning, particular results are not defined, and the user acquires knowledge
from the feedback [22]. For example, autonomous parking.

4. Artificial Intelligence. AI is a technology that makes a computer system do
tasks that are usually done by humans. It does not need any prior program. On
the other hand, these systems use such algorithm which performs their job with
their intelligence. It is used to solve complex problems. Artificial intelligence
provides a solution for various IoT security threats [25]. The conventional solu-
tions lack in terms of processing capability and have low real-time execution
and less efficiency. Nowadays, the AI method provides new solutions to the
problem such as DDoS attacks are becoming a global problem. On a cyber-
platform, it is one of the most powerful weapons that use multiple servers and
Internet connections to intrude on the targeted resource. Whenever aWeb site is
not working or crashing, it means it has been attacked by an intruder. To solve
this problem, artificial intelligence approach is used. Different attackers can
intrude in the different systems at the same time in different positions. There-
fore, various AI-based detection methods, namely k-nearest neighbor (K-NN)
algorithm, fuzzy logic, and support vector machine (SVM), are used [26].

6 Conclusion

Edge computing plays a pivotal role to mitigate the flaws related to cloud computing.
Security and privacy are the crucial challenges limiting the acknowledgment of edge
computing. Existing architectures are still relying on remote processing of data that
increases the risk of data privacy and security. So, we emphasize on edge processing
of data to reduce the security flaws and energy consumption issues. The most fore-
seeable challenges in multi-access edge computing are discussed that are the main



On Efficient and Secure Multi-access Edge Computing … 309

barriers to the realistic view of edge computing. Lightweight machine learning and
cryptographic algorithms must be developed for the edge devices in an IoT network
because of the processing constraints of smart devices. In addition, blockchain is
also an alternative solution to provide a distributed and more secure solution in an
edge environment. The design and development of a secure edge computing model
will be considered in our future work.
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of Different ML-Based Ensemble
Classifiers Approach Contextual Analysis
of Spam Remark Location
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Abstract The digital podium is proving as an increasingly important area for the
contemporary development of civilization. However, it additionally engenders a rudi-
mentary conundrum. Spamming is one of the most solemn quandaries that puts
state-of-the-art security to the test. Spam wires, which send offensive messages to an
immensely voluminous number of recipients, conventionally have become an apper-
ceived security peril. There are various ways spam security issues can be addressed,
including utilizing a machine learning (ML) complement system. Ensemble classi-
fier is one of the most commonly used ML approximations. Ensemble methods use
different models to amend execution. In various examination fields, like computa-
tional erudition, stats, and machine learning uses ensemble classifiers. This paper
surveys traditional and verbally express-of-the-art ensemble approaches, accommo-
dating a comprehensive overview for both practitioners and newcomers. In customary
outfit strategies likeAda boost, Bagging classifier, extra trees sorts the ensemble tech-
niques; gradient boost; logit boost; random forest; real Ada boost. This investigation
is fixated on the ensemble frameworks to slant toward the spam (channel spamor ham
remarks) security issue. Remark datasets are utilized for a fascinating judgment of
over 41k comments and not for spam. We can split the experimental dataset into two
parts. The first uses 30k for training, and the second utilizes the remaining 10k for
testing. End-of-heuristics evaluation utilizing accuracy, precision, recall, f 1 score,
AUC score, model preparation time, and mean squared error reveals that Extra Trees
outperforms numerous models in various exhibit metrics.

Keywords Ada boost · Bagging classifier · Extra trees · Gradient boost · Logit
boost · Random forest · Real Ada boost

B. Mondal · S. Gupta (B)
Department of Computer Science and Engineering, Dr. B. C. Roy Engineering College, Durgapur,
West Bengal 713206, India
e-mail: subir2276@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
P. K. Singh et al. (eds.), Proceedings of Third International Conference on Computing,
Communications, and Cyber-Security, Lecture Notes in Networks and Systems 421,
https://doi.org/10.1007/978-981-19-1142-2_24

311

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1142-2_24&domain=pdf
http://orcid.org/0000-0002-0941-0749
mailto:subir2276@gmail.com
https://doi.org/10.1007/978-981-19-1142-2_24


312 B. Mondal and S. Gupta

1 Introduction

In the present scenario, spam has become a severe problem because of the increasing
use of digital media. Various services like cordial value, web business, etc., have a
prominent effect on spam [1, 2], which in turn has an impact on expressing customers
and affiliations [3]. Regularly, the specialists use a uniquemethod to investigate spam
issues visually. In 1959, Arthur Samuel created ML, and to date, ML has become
a well-known mainstream viewpoint [4]. Since ML has become ubiquitous, it is in
high demand to cope with a slew of difficulties. It could be used in a variety of
domains, including image processing, material science, and data visualization, to
name a few [5–7]. ML is waiting for the likelihood of the boundary, where the pre-
arranged dataset made the inhibition. Coordinated learning refers to a discrepancy if
we pass the labeled dataset [8–11]. In the current years, because of the developing
computational power which permits preparing tremendous ensemble learning in a
reasonable period, the quantity of its applications has developed increasingly. One of
the applications of ensemble classifiers is “Distributeddenial of service”; it is possibly
the most damaging digital attack that can befall a web access provider [12, 13]. By
consolidating the yield of ensemble classifiers lessen the error of distinguishing and
separating such assaults from natural glimmer swarms.

The next is “Malware Detection, “ which characterizes malware codes, such
as computerized viruses, worms, Trojans, ransomware, and spyware. The utiliza-
tion of machine learning methods is enlivening the record classification problem
[14]. Ensemble learning frameworks have shown legitimate adequacy around here.
Another one is “Face Detection” [15]. It manages the distinguishing proof or confir-
mation of a person utilizing computerized photographs and has as of late become
quite possibly the most mainstream research region in design acknowledgment. The
following application is “Spam Detection,” which manages recognizable proof of
bank extortion, for example illegal tax avoidance, charge card misrepresentation,
andmedia transmissionmisrepresentation, which have vast areas of examination and
uses of machine learning. Ensemble learning works on the strength of the typical
conduct display to propose as a productive strategy to identify such fake cases and
exercises in banking and charge card frameworks [16, 17].

We can divide the main contributions of this study into various types. Classifier
ensembles combine predictive models of different classifiers for feature selection in
ML. This approach is known to improve classification performance, and there exists
a wide range of ensemble methods and algorithms. However, up to our best knowl-
edge, ensemble methods have never been analyzed extensively in the feature selec-
tion domain. Hence, there is a chance to find out the most fruitful ensemble method.
This study investigates the effects of using different classifier ensemble methods
in the feature selection domain. For this purpose, we analyze seven other classi-
fier ensemble methods and compare their performances in seven metrics: accuracy,
precision, recall, f1 score, AUC score, model preparation time, and mean squared
error [18–20]. We also compare the results with existing ensemble algorithms and
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with the state-of-the-art algorithms. Moreover, we elaborate on your findings with
statistical test results.

We can depict this review as follows. The covering-predicated part attestation
procedure utilizes a classifier to assess the presence of every subset. Classifier gregar-
ious events join canny models of sundry classifiers. Moreover, this system kens to
cultivate demand execution. There exists a wide degree of outfit procedures and
calculations. Regardless of our best information, pack procedures have never been
reviewed broadly in the component cull space.

Consequently, there is no ultimate auxiliary outfit methodology existing. This
review examines the impacts of utilizing concrete classifier outfit strategies in
the component cull space. Therefore, we investigate seven exceptional classifier
amassing techniques and cogitate their exordial in seven accuracies, precision, recall,
f1 score, AUC score, model preparation time, and mean squared error.

The remnant of the primary copy is composed as follows. Section 2 presents
the multiobjective substantiation calculation and ML techniques. In like way, model
execution is depicted plenarily in Sect. 2. The primer climate and results have taken
part in Sects. 3 and 4 autonomously. Wrapping up comments and conceivable future
works are given in Sect. 5.

2 Background Knowledge

The primary target of this investigation is to recognize the state-of-art execution of
the seven classifiers, namely (a) Ada boost; (b) Bagging classifier; (c) Extra Trees; (d)
Gradient Boost; (e) Logit boost; (f) Random Forest, and (g) Real Ada boost [21–25].
For this purpose, we consider the seven estimation metrics, accuracy score, precision
score, AUC score, recall score, F1 score, model training time, and mean square
error. For the estimation of the exhibition, a typical dataset is compulsory. In such
a manner, the common dataset represents, and we create, a 41k dataset. The dataset
arrangement depicts in segment 2.1. Each of the seven classifiers follows diverse
distinctive numerical models or consistent estimation that numerical clarification
provides in 2.2 article as a pseudocode of the classifier.

2.1 Dataset Preparation

Our dataset derives from two open APIs. One is GitHub, and the other is Kaggle
[26, 27], and the data processing is manual. After the data accumulation is over, the
next phase investigates as the data storage phase. In this context, data storage refers
to assiduously storing data and managing data amassments, including repositories
such as databases and more specific storage types such as files. After preserving the
data, it moves on to the next phase, kenned as data preprocessing, which has three
components: data cleaning, feature extraction, and data fitting [28–30]. Here, data
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Fig. 1 Extraction of data for spam and ham comment identification

cleaning betokens identifying and redressing errors in the dataset that may negatively
impact the predictive model. The feature extraction identifies the minimum use of
required resources to describe an astronomically big data set. Lastly, data fitting is
described as a process of fitting models to data and analyzing the precision of the fit.
Determinately, after the preprocessing step is over, the processed data gets into the
next phase, kenned as an erudition dataset, which denotes that there is lots of data
amassed and stored together in a single place. Figure 1 shows the dataset preparation
methodology.

The dataset utilized in this model has been acquired from the public dataset vaults
of Kaggle’s and GitHub and prepared physically. It has two pre-defined columns:
Content, which contains comments, and Class, which is either 1 or 0, with one
denoting spam and 0 representing ham. There are 41k comments in total [31].

2.2 Pseudocode of the Different Ensemble Classifier

2.2.1 Ada Boost Classifier

The Ada Boost classifier, short for Adaptive Boosting, is a boosting approach used
in machine learning as an ensemble method. The weights are re-assigned to each
instance,with consequences for incorrectly classifiedmodels, recognized asAdaptive
Boosting.

Let the samples be m1 … mx.
the outputs are m1 … mx, n E {−1, 1},
the initial weights i1.1 …, ix−1 set to 1

x ,
the error function be Err (f (m), n, j) = e−n

j − f (mj).
the weak learners are g: m → {−1, 1}.
For each iteration f in 1 … F:
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We choose α gf (m) such that it minimizes ef which is the weighted sum error for
the misclassified points present in the input where ef = ∑x

k=1 ik, f g(m)k
k �= nk .

Next, we choose αf , which is the weighted error rate of the weak classifier where
αf . 1

2
ln.

Then, we did it to the ensemble in a way E nof (m) = Enof – 1 (m) + αf gf (m).
We update theweights using |l,f +1 = il,f e−n

lαf gf
(m

l
) For l in 1… x and renormalize

I l,f +1such that
∑

l i1, f +1 = 1

2.2.2 Bagging Classifier

Bagging is amachine learning ensemblemeta-classifiermeant to increase the stability
and accuracy of machine learning classifiers used in statistical and regression. It also
helps to avoid overfitting by reducing variance.

Let the input dataset = DT + {(m1, n1, … m1, mz)}.
The base learners = BL, and, no of iterations = J.
We need to iterate for j = 1 … J
Generation of bootstrap sample fromDT is using as DTj =Bootstrap (DT), where

Bootstrap is a generic function.
Then, we need to train a base learner BLj on the bootstrap sample DTj, through

BL. After execution of all the iterations, we finally obtain a strong learner in the
form of BL (m) = argmax

∑J
j=1 BL(m = BL j (m)), which can program any kind of

classification n ε N.

2.2.3 Extra Trees Classifier

It involves overall three main steps:
Step 1: Splitting a node—Let L be the local input dataset corresponding to the

node we want to split.
If we have reached a stage when no further splitting is possible, then abort.
Else, we select M attributes as {b1, … bm} among the non-constant candidate

attributes present in L.
Then we draw M splits as {l1, … lm} where lj involves selecting a random split

using
(
L · b j

)
, ∀ j = 1 . . . M..

Finally, we return a split l* such that the score_of (l*, L)=maxj = 1…M score_of
(lj, L).

Step 2: Select a random split—Let L be a data subset and b be an attribute. Also,
assume that bL

max and bL
min are the maximal and minimal values of b in L. Now, we

draw a random cut-point bt in [bL
min, bL

max] uniformly.
Finally, we return a split [b < bt].
Step 3: Stopping the splitting of nodes—LetL =data subset from the input sample.

Now, if |L| < pmin, then we stop splitting.
If all the attributes in L are constant, then we stop splitting.
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If the output in L is constant, then we stop splitting.
If the above three conditions are not satisfied, then we continue splitting.
Here, pmin is the stopping criterion.
Finally, be combining these steps together we generate an ensemble of extra trees

denoted bt T = {r1 … r2} for z = 1 … z.

2.2.4 Gradient Boost Classifier

The gradient boosting approach can use to forecast continuous and categorical target
variables (as a regressor). And log loss is the cost function when used as a classifier.

Let the input dataset be = {(mz, nz}k
z=1, differentiable loss function =

Loss (n,    (m)) and number of iterations y.
First, we need to initialize the classifier model with

0 (m) = argmin (nz, ) 
Repeat the following four steps for y = 1 … y.
Complete the pseudo-residuals for z = 1, 2, …, k in the form of Szy.
Fit the weak learner, i.e., the regression, which means that we use the training set

{mz, Szy}k
z=1.

Now, we need to compute γ y using the formula γ y =
argmin (nz, y 1(mz) + wy(mz))

Final step includes updating the model, i.e., y(m) = y 1(m) + y wy(m) 
The final outcome is a strong classifier denoted by y (m).

2.2.5 Logit Boost Classifier

Logit Boost is a classification classifier that uses boosting. It is very logical to perform
an additive logistic regression.

At first, we initialize the decision function to F0 (m, n).
Then, we repeat the following three steps for x = 1, …, X.
Step 1: A base function g needs to be selected such that gx = argminα ε(gαi Fx−1)

where α = anyset—valued classifier and ε = weighted error rate.
Step 2: A ω efficient computed such that αx = argminα≥0 M(F + αgx).

Step 3: Finally, the decision function needs to get updated in the way Fx =
Fx−−1 + αx gx .

The outcome of the iterative steps can combine into a single decision function Fx
= F0 + Fx = F0 + ∑x

x=1 αx gx .
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2.2.6 Random Forest Classifier

Random Forest, also known as random decision forest, is an ensemble learning
method for classification, regression, and other problems that work by training many
decision trees.

This classifier involves two significant steps:
Step 1: Generation of bootstrap samples
For c = 1 to c repeat.
We randomly sample the input dataset T with replacements and produce Tc.
A root node Rc contains Tc.
Finally, a random decision tree can build by using Rc.
End for.
Step 2: Building random decision trees using R:
If R contains input data about one class only, then abort.
We perform a random selection of R % of all possible features splitting in R.
Then, select a feature U such that it has the highest gain from information on

splitting.
We need to create u child nodes from R in a way R1 … Rn, where U: (U1 … Un).
Now, repeat the next few steps of Rz to Tz such that Tz = all matching instances

among R and Uz.
End for.
End if.
Finally, we build an ensemble of decision trees, i.e., random forest.

2.2.7 Real Ada Boost Classifier

Real Ada Boost is also a type of Adaptive Boosting classifier which comes under
ensemble classification.

This boosting technique reaches the optimum result using much fewer trees than
Ada Boost. The ultimate equation of this technique is as follows:

F(p(  = 1) = qa) = b (qa).. At first,
We start with weights im = x 1

x , m = 1, 2, . . . x .

Then, we repeat the next three steps for Y = 1, 2, …, y.
At first, we fit the weak classifier in order to obtain class probability estimation

Py(q) =  (N = 1/q) [0, 1],, using weights Ïm on input data. Then, we set Hy(q) ←
1
2 log

( p
q

1 − py(q)
)

∈ R − nm Hy(qm).

We update the weights im ← ime, m = 1, 2, …, x and renormalize it such that∑
m im = 1.
Finally, the model’s output is of form q) = y(q)..



318 B. Mondal and S. Gupta

3 Methodology

Figure 2 shows the amelioration in connecting with the Ensemble classifier to expect
the model. More than 41k of data is open in the encephalon dataset. Following this,
the information is dissevering into two regions to a 3:1 degree that is unremarkable
for training and testing. Where 75% of the learnedness dataset, which is around
30k data, pass on the orchestrating dataset, and the ensemble classifier supervises
this organizing dataset, which is a coalescence of seven classifiers that are (a) Ada
boost; (b) Bagging classifier; (c) Extra Trees; (d) Gradient Boost; (e) Logit boost;
(f) Random Forest, and (g) Real Ada boost for spam ham remark revenue. Every
ensemble classifier has its mathematical model that is the explication it will make
different posit arrangements. The model relies on 25% of the dataset, around 10k
data, utilized for model testing. Endeavored outcomes aggregates for heterogeneous
examinations limits (i.e., accuracy, precision, recall, f1 score, AUC score, model
preparation time, and mean squared error). It will benefit from working out the
assessment execution and profit to find the best model in this substantial case. The
mundane model directs this testing dataset, and the model’s precision is unfaltering.
The model has set something to the side for future change.

Fig. 2 Flow diagram for
spam comment detection
using ensemble classifier
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4 Result Analysis

In this analysis, we use various cut-off points to survey the Ensemble classifier model
presentation. Figure 3 shows themeasurement of various cut-off points, namelyAUC
curve, precision curve, heatmap of seven different classifiers. Firstly, it serves in the
AUC curve diagram. AUC curve includes the degree of recognizability in the model.
It expresses how well equipped the model is for detaching between classes. The
better the model is at culling 0 s as 0 s and 1 s as 1 s, the higher the AUC. The AUC
scale ranges from 0 to 1. The AUC of a model with 100% inaccurate assumptions
is 0.0; a model with 100% correct appraisal is 1.0. Specifically, we used precision-
recall curves to identify data innovation settings, where the exactness review bend
appears, which renders many recovered reports and crucial archives. Finally, the
heat map used to survey the presentation of Extra Trees’ detailed information in
two-assessment is a concretely solid visual guide for a visual examiner, facilitating
the rapid distribution of specific or information-driven data.

In Table 1, according to the initial investigation, the precision score, F1 score,
and accuracy score of the Extra Trees have been calculated at 97.25, 96.49, and

Fig. 3 Measurement of AUC curve, precision curve, heatmap of seven different classifiers a Ada
boost; b bagging classifier; c extra trees; d gradient boost; e logit boost; f random forest, and g real
ada boost
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Table 1 Outcome score of seven models

Parameter Ada boost Bagging Extra
trees

Gradient
boost

Logit
boost

Random
forest

Real ada
boost

Accuracy
score

87.92 95.54 97.28 89.82 91.97 97.09 92.32

Precision
score

93.62 94.70 97.25 95.18 93.50 96.90 92.32

Recall
score

74.08 93.81 95.73 77.84 85.36 95.60 86.39

F1 score 82.71 94.25 96.49 85.64 89.24 96.25 86.77

AUC score 94.15 98.65 99.32 96.89 96.90 99.22 97.26

Training
time

376.35 4,690.95 572.52 866.03 396.57 267.62 375.27

MSE 0.12 0.044 0.027 0.10 0.080 0.03 0.08

97.28, respectively. These are higher than the other six correlation ensemblesmodels,
such as Logit Boost, Ada Boost, Real Ada Boost, Gradient Boost, Random Forest,
and Bagging. Thus, it is essential to ensure that the Extra Trees’ precision, F1,
and accuracy scores are prominent. Extra Trees’ recall and AUC scores have been
calculated at 95.73 and 99.32, respectively, higher than the other six correlation
ensemble models, including Logit Boost, Ada Boost, Real Ada Boost, Gradient
Boost, Random Forest, and Bagging. Thus, the Extra Trees model looks to beat the
remaining six ensemble classifiers in terms of precision,AUC, and accuracy. Random
Forest outperforms the other six classifiers in terms of efficient model training time,
with a model training time of 267.62 s. Extra trees have the most un-worth, 0.027,
lower than the others about the mean square error. So, Extra Trees produce fewer
errors than others.

5 Conclusion

Spammers and relaxed sodality assailers are becoming intelligent enough to befool
the clients by acting as mannered as the bonafide ones. There has dependably been
an objective to propose culls to supervise them. This paper examines sundry cutting
edge outfit classifier studies, beginning with the assessments cognate to the thick-
ness of misinformed records and exercises mundane in gregarious sodalities. And,
it is passed on toward the revelation of spam and compromised accounts in relaxed
organizations. In this study, we contemplate the exhibits of seven ensemble classi-
fier methods in the spam remark apperceiving evidence of the IoT security locale,
with affliction results. The tested ensemble methods are (a) Ada boost; (b) Bagging
classifier; (c) Extra Trees; (d) Gradient Boost; (e) Logit boost; (f) Random Forest,
and (g) Real Ada boost. We are footing the analysis on 41k well-known datasets and
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provide comparison results on seven metrics: accuracy score, precision score, AUC
score, recall score, F1 score, model training time, mean square error. State of the
art for performance evaluation divides into two parts: an essential condition and a
sufficient condition. While a primary condition must be present for an event to occur,
a satisfactory condition is a condition or group of factors that will cause the event
to occur. Although an urgent circumstance should exist, it is insufficient to motivate
the event’s occurrence. The location raises the F1 score and cut-off (calculated using
precision and recall). MSE is essential for every programmer, just as for any industry
expert or subject matter expert. However, a required criterion is the AUC score lift
and model planning time limit. Using this concept, it is unquestionably confident
that in the case of binary labeling datasets, considering all conditions, different trees
are superior to each of the seven techniques.
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Real-Time Eyesight Power Prediction
Using Deep Learning Methods

Amit Saraswat , Abhijeet Negi, Kushagara Mittal,
Brij Bhushan Sharma , and Nimish Kappal

Abstract This paper describes a real-time eyesight power prediction using deep
learning methods. Artificial intelligence (AI) based on deep learning algorithmic
methods has been widely adopted by researchers in health care for speech recog-
nition, image processing, etc. Similarly, these deep learning methods can be useful
in predicting the eyesight of a person. In order to check eyesight, we need refrac-
tometer, but due to its high cost, it is very rarely available in rural areas. Also, there
are no online means to check your eyesight which leads to more difficulties. So,
in this paper, we have proposed a model on the data we have collected from the
survey which contained questions set by an ophthalmologist Vikas Saraswat for the
prediction of axis, spherical power, cylindrical power, and addition power. These
are the essential factors for the detection of eyesight power. Experimental results
were shared with graphical representation comparing the traditional methods for the
detection with the proposed models.

Keywords Medicine · Artificial intelligence · Eyesight · Deep learning methods ·
Real-time prediction · Smart health care

1 Introduction

People from both rural and urban area suffer from eyesight problems based on their
age, sex, etc. Vision problems (hyperopia and myopia) will damage the optic nerve
and also lead to more vision loss. If a person does not take proper initiative, then it
may cause serious vision loss in early ages or even blindness in some serious cases
[1].
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Near-sightedness (myopia) is a common vision condition in which you can see
objects near to you clearly, but objects farther away are blurry. It occurs when the
shape of your eye causes light rays to bend (refract) incorrectly, focusing images in
front of your retina instead of on your retina.Near-sightednessmay develop gradually
or rapidly, often worsening during childhood and adolescence. Near-sightedness
tends to run in families [2].

Hyperopia (farsightedness) is a refractive error, which means that the eye does not
bend or refract light properly to a single focus to see images clearly. In hyperopia,
distant objects look somewhat clear, but close objects appear more blurred. People
experience hyperopia differently. Some people may not notice any problems with
their vision, especially when they are young. For people with significant hyperopia,
vision can be blurry for objects at any distance, near or far. It is an eye focusing
disorder [3].

Presbyopia is the gradual loss of your eyes’ ability to focus on nearby objects. It
is a natural, often annoying part of aging. Presbyopia usually becomes noticeable in
your early to mid-40s and continues to worsen until around age 65. You may become
aware of presbyopia when you start holding books and newspapers at arm’s length
to be able to read them. A basic eye exam can confirm presbyopia. You can correct
the condition with eyeglasses or contact lenses. You might also consider surgery [4].

2 Literature Survey

Literature survey was done to gather the knowledge regarding various type of disease
caused due to the weak eyesight problems, e.g., myopia, hyperopia, and presbyopia.
In rural areas, people do not have the means to get their eyesight checked due to lack
of eyesight clinics. In order to check eyesight, there are no online means to check
your eyesight which leads to more difficulties (Table 1).

On the basis of above study, we found that from 1991 toApril 2020, no one predict
eyesight, but they have their own advantages like:

1. Most studies regarding intelligent diagnosis focused on binary classification for
instance to detect AMD, or glaucoma or other retinal disease [11].

2. Out of 3002 children, 457 (15.22%) had defective vision. Myopia affected
418 (91.47%) students, while hyperopia was observed in 21 (4.60%) students;
astigmatism was present in 18 (0.04%) [14].

3. Preschool children with vision problems age dynamic of their functional state
permitted to establish that these indicators are improving, coinciding age [13].

4. Gabor filter has DC component, so it performs non-uniform coverage of edge
segmentation, whereas Log-Gabor filter has no DC component, and it performs
accurate edge segmentation [6].
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3 Proposed Model

Firstly, we split the data into two categories, left eye data and right eye data. After
splitting, we took care of the null value data in our dataset by introducing value of
the vision parameters as seven and non-vision parameters as 0. Then, the data was
down casted from string to float. And the remaining data was encoded using one-hot
encoder.

We created four models for the same.

1. Axis prediction model
2. Spherical power prediction model
3. Cylindrical power prediction model
4. Addition power prediction model.

4 Flow Diagram

See Fig. 1.

5 Experimental Study

Data Collection: We started our data collection by distributing hard copies of forms
which contains questions related to lens power to the eye clinic centers and the other
rural areas. This allowed us to get majority of the data which was used in machine
learning. Another source for data collection was using online forms such as Google
Forms. Google Form helped us to spread our data collection area.

Size of dataset—300.

6 Model for Axis

The model for axis is as follows: We applied sequential model on our axis model
[17]; after that, we added densely connected with eight and 2670 units to the model
with the activation function “ReLU” with one input unit.

The last layer is linear layer with one output unit (Fig. 2).

Testing of Model

In Fig. 3,

Pred* = reading from proposed model
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Fig. 1 Flow diagram for the proposed models

Real* = reading from the traditional method of testing.

Graphical Representation

See Fig. 4.

7 Model for Spherical Power

After axis next, we make a model for spherical power prediction. The model for
spherical power is as follows:
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Fig. 2 Proposed model for axis

Fig. 3 Test results for the axis model with traditional methods

AXIS DATA
180
160

140

120

100

80

60
40

20

0
1 2 3 4 5 6 7 8 9 10 11 12

R.Axis(Real),L.Axis(Real) R.Axis(Pred.),L.Axis(Pred.)

Fig. 4 Graphical comparison in between the proposed model and traditional testing methods
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We applied sequential model on our spherical model; after that, we added densely
connectedwith eight and 2670 units to themodelwith the activation function “ReLU”
with nine input units.

The last layer is linear layer with one output unit (Fig. 5).

Testing of Model

In Fig. 6,

Pred* = reading from proposed model

Real* = Reading from the traditional method of testing.

Graphical Representation:
See Fig. 7

Fig. 5 Proposed model for spherical power prediction

Fig. 6 Test results for the spherical power prediction with traditional methods
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SHERICAL DATA

R.SPH(Real),L.SPH(Real) R.SPH(Pred.),L.SPH(Pred.)
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-2.5

-3

Fig. 7 Graphical comparison in between the proposed model and traditional testing methods

8 Model for Cylindrical Power

After spherical power, next step is to create a model for cylindrical power prediction.
The model for cylindrical power is as follows:

Weapplied sequentialmodel onour cylindricalmodel; after that,we addeddensely
connectedwith eight and 2670 units to themodelwith the activation function “ReLU”
with night input units.

The last layer is linear layer with one output unit (Fig. 8).

Fig. 8 Proposed model for cylindrical power prediction
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Fig. 9 Test results for the cylindrical power prediction with traditional methods
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CYLINDRICAL DATA 

Fig. 10 Graphical comparison in between the proposed model and traditional testing methods

Testing of Model

In Fig. 9,

Pred* = reading from proposed model

Real* = reading from the traditional method of testing.

Graphical Representation

See Fig. 10.

9 Model for Addition Power (Presbyopia)

After cylindrical power, next step is to create a model for addition power. The model
for addition power is as follows:
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We applied sequential model on our addition model; after that, we added densely
connectedwith eight and 2670 units to themodelwith the activation function “ReLU”
with 12 input units.

The last layer is linear layer with one output unit (Fig. 11).

Testing of Model

In Fig. 12,

Pred* = reading from proposed model

Real* = reading from the traditional method of testing.

Fig. 11 Proposed model for addition power prediction

Fig. 12 Test results for the addition power prediction with traditional methods
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ADDITION DATA
2

1.5

1

0.5

0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

R.Add(Real),L.Add(Real) R.Add(Pred.),L.Add(Pred.)

Fig. 13 Graphical comparison in between the proposed model and traditional testing methods

Graphical Representation

See Fig. 13.

10 Conclusion

To prevent the vision loss or serious vision problem of the patient, early detection of
myopia, hyperopia, and presbyopia is very necessary in healthcare department. Our
web application is a part of DL application, has been increased with the accuracy of
predicting disease, and gives more importance to these techniques. DL techniques in
the existing are to detect the disease as earlier, so it will avoid vision blindness. The
mentioned attribute can conclude that a person can affect or affected or how much
affected by these diseases or not. Using data and deep learning with effective results
is major advantage to predict vision disease in early stage to reduce the chance of
risky level.
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An Unsupervised Machine Learning
Approach to Prediction of Price for Taxi
Rides

Ankit Kumar, Kunal Jani, Abhishek Kumar Jishu, Visaj Nirav Shah,
Kushagra Pathak, and Manish Khare

Abstract Taxi services are the primarymethod of transportation in urban areas.With
the advent of technological sophistication and digital innovation used by companies
like Uber and Ola, taxi businesses are undergoing a rapid transformation. Various
methods have been developed by product engineers of software companies in the past,
but they did not consider the demand for a customer’s ride in a particular region. In
this paper, a machine learning-based model has been proposed having the capability
to automatically classify booking points into different areas based on optimizing
the within-cluster sum of squared distances to estimate the taxi demand in different
geographical zones of a city. A robust and accurate price prediction model has been
developed which would assist in predicting the price of rides from one fixed location
to another fixed location based on the time and location of booking.

Keywords Unsupervised learning · K-means clustering · Price prediction · Taxi
rides

1 Introduction

Ride-hailing apps for everyday trips have become widely popular with the rise in
demand and ease of technology of starting such an application [14]. Today, themarket
is saturated with large multinational companies like Uber and Ola to small start-ups
which aim to provide service in a local region [23]. The technology to run such
a service has been around for quite some time now, but it is still evolving rapidly
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to accommodate the local factors and uncertainties [9]. One of the most important
factors that these companies need to consider is the price determination of each ride
and fluctuations in the same [18].

With the advent of machine learning, we have been able to mitigate the problems
of predictions to some degree. The algorithms used by services like Ola and Uber
for price prediction for any ride are fundamentally based on machine learning in
one form or another [20]. Machine learning is a part of decision sciences that used
past data to predict the future output by ‘learning’ the pattern (function) [6]. It helps
ride-hailing apps predict the price based on various parameters like distance, time
of the day, current demand, number of drivers in the vicinity. We need to understand
how it is used so that we can further develop and improvise the system.

Usually, such an analysis leads us to find supervised machine learning used in
research andpractical applications [5].Wepropose an unsupervisedmachine learning
algorithm to predict the most profitable trips in terms of price [2]. In our problem,
unsupervised learning has an advantage over supervised learning because the location
of cab ride booking is not assigned to predetermined categories. Therefore, it is
necessary to use unsupervised learning since our data is not labeled. Our proposed
algorithm used K-means clustering to tackle this problem [13]. The main objective
of this research is to use an efficient and robust method of unsupervised learning to
predict the price of cab rides. The price of cab rides should be optimal and should
be beneficial for both the customer and the driver.

2 Related Works

Altusher et al. [1] worked on the dynamics of ride sharing while traveling in cabs.
The main idea was to see the stability of ride-sharing utilization over a long period
of time. It involved modeling the ride-sharing utilization using the known. Using the
New York Taxi dataset modeling, a ride-sharing utilization was concisely modeled,
and it could be shown that the ride-sharing process is highly dynamic.

Ota et al. [19] worked on infrastructure for ride sharing that was simulated using
a computer-based system. Numerous practical scenarios could be tracked and devel-
oped. It was also possible to monitor its success using a large number of parameters
and stakeholders’ constraints and demands with the use of a linear optimization
algorithm.

Santi et al. [22] used a shareability network so that it was possible to measure the
effectiveness of sharing of taxis using a GPS dataset. It was concluded computational
traceability was possible when there was taxi sharing between two people, while
sharing more than two people was not feasible.

Liu et al. [15] investigated hotspot taxi demand predictions and suggested CFM,
RFM, and RRM. Taxi demand hotspots were identified, and a model was built to
predict taxi demand based on the hotspots with the use of time, environmental, and
meteorological factors.
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A realistic method was proposed by Yang et al. [25] in this paper to describe taxi
movements and search behavior for taxis. The taxi service models have also been
validated and calibrated so that they are used for practical applications [18]. This
paper is able to present an explanation of the research that the authors have carried
out for the development of equilibrium models in networks, and solutions have been
proposed for taxi services [2].

Markou et al. [16] worked on an algorithm that was based on knowledge about
various activities in social life usingnumerous techniques like aggregation andnatural
language processing. The different stages of gathering of data, enrichment of data,
and prediction for the purpose of generation of queries for searching were used to
propose a framework [8].

Gholami et al. [10] conducted a study of bus and taxi services based on the
varying demand of economic conditions and density. Since taxis can be used more
frequently compared to buses, they are cost-friendly when used in the transit fleet
[12]. Therefore, it would be possible in this case to direct taxis to areas having a low
population density.

3 Motivation

Cab price prediction has been a machine learning problem for a long time now. One
of the most popular problems is the New York City taxi fare price prediction [21].
Various attempts at tackling such problems have been made using different machine
learning techniques and considering different types of data and parameters. The data
collection methods are varied and diverse in terms of sources and consolidation. For
example, some papers attempt to solve the problem using data collected via satellite
monitoring, some directly use Google Maps API to calculate distances, or some use
pre-existing databases for data collection [24].

The majority of the past work has been based around using supervised learning
algorithms like regression algorithms, random forest, support vector machines, and
others. Supervised learning is beneficial when the target variable is known. Regres-
sion algorithms are further subdivided into different approaches like linear regression,
polynomial regression, and ridge regressions. Results of each approach are analyzed,
and the best one is used depending on the data being considered. Selecting the right
parameters are done using exploratory data analysis (EDA), correlation factors, the
value of each parameter depending on the city or area [17].

Very few attempts have been made to study this problem using unsupervised
learning algorithms. One approach of unsupervised learning relies on clusters of
neighborhoods and the division of time hours into classes. Another important aspect
found in past works is the lack of correlation factors in using unsupervised learning
algorithms because there is no target value available. Since very little work has been
done using unsupervised learning, this is an almost unexplored area.With an intention
of exploring this domain, we are using K-means clustering to predict fares.
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4 Methodology

K-means clustering is an unsupervised machine learning algorithm that classifies
unlabeled data points into the most appropriate clusters [4]. These clusters denote
the different self-generated categories that the objects can be classified into based on
the parameters. The value of k is decided by the user. All the data points belonging
to a particular cluster are supposed to denote similar qualities or can be grouped
together because of their similar qualities. This is especially useful when we plan to
make a collective decision for a particular cluster.

For selecting the centroids in K-means clustering, here, we have used the k++
algorithm. In this algorithm, the first centroid is randomly assigned to a data point.
The next k − 1 centroids are selected from the remaining data points based on the
probability proportional to the square of the distance of the point from the nearest
centroid [7].

One of the issues that arise is the value of k which is to be chosen and the
perfect number of categories to get the best accuracy [3]. One mathematical way
of determining the best k is the elbow method. In the elbow method, we run the
K-means clustering algorithm for a fixed range of k (here [1, 18]) and find the value
of k depending on the change in slope of the curve.

For our dataset, from the elbow method graph, we select k = 15. Using the in-
built K-means clustering module of the scikit-learn library, it is possible to obtain
the required clusters. Each cluster denotes a unique category with points in a single
cluster having similar characteristics.

The prices are dynamically calculated using the distance of the point from the
centroid point and the time of the day. The exact formula is shown below. Based
on these predictions, the drivers can decide which ride to accept to ensure that their
profits are maximum [3].

5 Results

For visualizing the results, the locale.ai [11] dataset for data science was used for our
experiments. It consists of 43,431 rows, where each row represents a booking done
by a customer and 19 columns, where each columns represents a booking attribute.
The attributes representing the location and the time of booking have been used for
our experiments.

From Fig. 1, it can be observed that the required change in slope is obtained at
k = 15. The graph shows the values of within-cluster sum of values (WCSS) on
Y-axis and the number of cluster (k) on the X-axis. Off all the integral values of k in
the range [1, 18], we find k = 15 to be the most suitable. This means that the city
is divided into 15 areas for the purpose of determining which areas have a greater
number of cab rides booked and which areas do not have a greater number of cab
rides.
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Fig. 1 Graph showing the
variation of within-cluster
sum of square distance with
the number of clusters

The set of data points that are obtained from the dataset is divided into 15 clusters,
which represent 15 different areas of the city that are generated from the K-means
clustering model. Figure 2 shows each customer point and the cluster it belongs to.
The graph is color-coded with each color representing a single cluster representing
a unique area.

The Y-axis represents the number of bookings, and the X-axis denotes the area
number. We calculate the number of bookings in each cluster to identify the popular
regions. The areas with more bookings can be said to have more users and a higher
frequency of trips which can mean more business. From Fig. 3, one can deduce that
Area 4 has the maximum number of bookings, whereas Area 1 has the minimum
number of bookings.

After considering the number of bookings areawise, we look at the number of
bookings based on time of the day. There are four categories on the X-axis: morning,
afternoon, evening, and night.Maximumbookings occur in themorningwhichmakes
sense primarily because the people are generally the busiest during this time. The

Fig. 2 Graph showing the
location of bookings
classified into clusters
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Fig. 3 Graph showing the
number of bookings in each
area

Fig. 4 Graph showing the
number of bookings made
within a particular time of
the day

least takes place in the afternoon since people do not actively travel during this time
of the day. This can be seen in Fig. 4.

The formula used to calculate the prices is accurate in determining dynamically
the price of a trip. As the number of bookings in a particular area increases, our
formula accommodates the change to reflect a surge in prices. Similarly, if the time
of the booking is in a more demanding time, the prices shoot up, as shown by the
dataset and the formula. The price of a cab ride also depends on the distance traveled
during the ride.

6 Conclusion

K-means clustering is an effective method of using unsupervised machine learning
to predict the fare. It helps us classify the different regions of a large city into clusters
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which can be used to make business decisions. Since the areas are classified on the
most important parameters, we can make collective predictions for an entire area.

All the required data are available in the given dataset. Some pre-processing in
calculating the time of the day is done for proper classification, which yields exactly
the kind of data that is needed for such an algorithm.

The time of booking, area of booking, and distance of the trip are considered
in determining the dynamic price. Our formula correctly accounts for the expected
change with each of the factors. This shows that unsupervised machine learning can
be effectively used to dynamically predict fare prices.
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Facial Landmark Features-Based Face
Misclassification Detection System

Aditya Bakshi and Sunanda Gupta

Abstract Issues of face spoofing that can evade the verification system by placing
the photo of real user on camera have been discussed a lot in the literature survey.
By detecting the person through misclassification, the problem could be minimized.
Therefore, in this paper, robust face misclassification detection system is proposed
using ABT mechanism. The proposed system provides the additional level of secu-
rity before face recognition module. Face landmark features such as eye, nose,
and mouth movements are used for generating challenges for detecting fake users
from genuine users using misclassification. The reliability of system is tested by
placing photographs and videos from Replay-Attack database and live database.
Proposed system gives good results under spoofing attacks such as eye imposter
attack and mouth imposter attack. The results show that system detects the fake user
when implemented on all types of attacks and confirms the 79.6% misclassification
detection.

Keywords Face recognition · Face landmark features · Face spoofing ·
Replay-Attack database

1 Introduction

Authentication of any user can be possible using biometric authentication. This is
same as humans authenticate the users in their life. For uniquely differentiating
one user from another, characteristics like face, fingerprint, voice, gait, etc., and
biometrics are used for authentication. But, face recognition system is most often
used among all these biometric traits. In the year 1960, face recognition technology
had started. The researchers worked a lot on various methods such as different facial
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terms, bad illumination, orientations, and even in fractional obstructions [1] that
recognize the fake or genuine person. Also, in the last 50 years, the effort has been
done to work in face recognition technology [2]. Access controls, human–robot
interaction, surveillance, etc., are the areas that use the face recognition technology.
Face recognition system is vulnerable to different kinds of attacks that motivate
several researchers for increasing the integrity of system. Spoofing attack [3–5] is
the most frequently used attack these days. The main problem of face recognition
lies within its working principle. The major problem in face recognition system is
the credentials submitted for accessing the system as the system does not check
who is accessing the system. Earlier, for detection of spoofing attacks, challenge
and response method has been proposed that throws some challenges using eye and
mouthmovementwhich is performed by real users not by photographs, and responses
are analyzed by given challenges [6]. Most of the researchers use texture information
such as edges and roughness for distinguishing between legitimate and illegitimate
users. For dealing with spoofing attacks, multimodal approach is used by combining
speech and face modalities for detection purposes.

In today’s scenario, spoofing techniques are more complex as simple photograph,
polymeric face, and fingers, etc., are used for detection purposes. Hence, various
approaches have been proposed to dealwith the problemof spoofing attacks.Also, the
use of landmark features is the best to deal with spoofing attacks as misclassification
gives robust results in detecting fake users.Misclassification checks only the enrolled
user of the system, and there is no help for detecting the users if good resolution
camera or even good classification mechanism can be used. Also, attacker attacks
the system more accurately. If you think about the reliability of the system, the
accuracy and efficacy are two problems that improve the detection. Detection of the
imposter user using proper mechanism can solve this problem.

After covering the literature and various research techniques, a proper security
mechanism is the need of an hour to differentiate between legitimate and illegitimate
users. So, in this paper, different face landmark features such as eye, nose, and mouth
movements are used for the detection of misclassification between the genuine and
fake users. The main highlights of the proposed are explained in the paper as follows:

• As per the diverse taxonomy, detailed explanation on results has been done.
• The performance of system is improved in detecting the user under different

illumination conditions and the size of the database.

2 Scope of Study

This section provides an insight into previous scientificwork that has been done along
with the consideration of current and future scenarios of face anti-spoofing detection
model. Wang et al. [7] used physiological motion as an efficient and effective face
live detection method. Their model worked by estimating an eye contour extraction
algorithm from different sequence of videos. The result provided an optimizing
fitting procedure using local match. The face recognition system proposed by them
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was very reliable and successfully distinguished a legitimate face from an illegitimate
face. Kose et al. [8] presented a technique to countermeasure against mask attacks
by analyzing the reflectance features of real and mask faces. Here, the authors use
2D and 3D face mask attack database for their research project. Using the texture
images that were captured by 3D images, a countermeasure against the mask attack
was calculated. The accuracy of 94.47%was achieved by implementing the proposed
countermeasures. (Dhamecha et al. [9]) Here, authors presented multi-spectrum face
images for face verification under disguise variations. Using thermal and visible face
images, the proposed framework classifies between biometric and non-biometric
classes. The proposed framework improved the performance of the system, but still
there is a need for more research for getting better results.

Singh et al. [6] model was based on challenge and response technique for based
robust liveness detection. Here, the eye and mouth face macro features were used
to observe the user’s response by generating random challenges. Except the eye
and mouth imposter attack, the experimental results showed that the system could
detect the person lively. But, there was a massive change in the facial structure
that bypasses the liveness test. The result gave 75% misclassification after the test
was conducted on 65 persons from University of Essex face database. Chen et al.
[10] proposed an enhanced face authentication model, i.e., EchoFace, against media-
based attackswithout any need of hardwaremodification. The proposedmodel works
well in differentiating the uneven structure of the face and the flat forged media as
its uses acoustic sensing for robust liveness detection system. The model works
robustly under various environmental conditions as efficient reflection profiles have
been done for differentiating between forged media and live users. Sun et al. [11]
proposed a fully convolutional network (FCN) depth-based face spoofing detection
method.Here, two supervision schemes are comprehensively investigated, i.e., global
and local label supervisions. An aggregation and FCN part is proposed on the basis
of pixel-level local classifiers for spatial aggregation.

Table 1 provides the description of various biometric security approaches in terms
of features type, database used, accuracy achieved as well as the highlights, or key
finds of each of the approaches.

3 Biometric Anti-spoofing

The biometric community has still not reached a total arrangement on the basic
terminologies used despite of current determinations and applications to reach a
combined and uniform terminology for susceptibility concepts [12, 13]. Using an
artificial fake version acquired through sensor of unique biometric trait, the process
of detecting an illegal user as a genuine one that fools a biometric system is called
as biometric spoofing. For such case, these types of attacks are called as direct
attacks or presentation attacks [14]. Presentation attack is an attack that inhibits the
properties of biometric subsystem in a style that inhibit with the planned procedure
of the biometric system [12]. Human characteristics such as damaged fingers or traits
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Table 1 Different face biometric security approaches

Ref No. Author (year) Feature type Key findings Database

[7] Wang et. al.
(2009)

Face + eye (a) Physiological
motion-based face live
detection method
(b) Estimating the
results by using eye
blinks from an eye
contour extraction
algorithm and
captured video
sequence

Yale face database

[8] Kose et al. (2013) Face Detection of mask
attacks based on
reflectance
characteristics of
masks and real faces

TABULA RASA (EU
Research Project)

[9] Dhamecha et al.
(2013)

Face Face verification under
disguise variations
using multi-spectrum

Yale, AR database

[6] Singh et al.
(2014)

Face +Mouth Challenge and
response-based
method for liveness
detection

Face database from
University of Essex

[10] Chen et al.
(2019)

Face Face authentication
using EchoFace

Live database

[11] Sun et al. (2020) Face Local ternary
label-based face
spoofing detection
supervision using
convolutional
networks

OULU-NPU and SiW
datasets

and diverse living characteristic are included in the presentation attacks. Therefore,
process of impersonating the new genuine identity using artificial trait is known as
spoofing. Numerous methods that are typically considered for spoofing attacks are
follows: (i) Verification system: In spoofing, a forged replica of the real user trait is
presented to a sensor at the time of authentication. The real template of the genuine
user is matched with the acquired artifacts. (ii) Verification system/identification
system in closed set: In this, at enrollment stage, spoofing is performed by different
user that accesses the system by generating a new identity with an artifact. (iii)
Identification system in open set: Using spoofing artifacts, new identities have been
created by lookup system which is not found in the watch list.

For automatically differentiating between actual biometric characteristics that
have been accessed by sensor and falsely shaped objects comprising a biometric
trait, anti-spoofing mechanisms are required for spoofing detection. The cues related
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to living features of biometric traits can be detected by anti-spoofingmethods. There-
fore, there is no difference between the liveness detection and all anti-spoofing
methods. Even in certain anti-spoofing techniques, detection of other types of presen-
tation attacks is also highly effective. The requirements for satisfying the anti-
spoofingmethods are follows: (i) Non-invasive: These techniques require an extreme
interaction with the user and not harmful too. (ii) User friendly: For interaction
purpose, users should not be reluctant in using such techniques. (iii) Fast: User inter-
face with the sensor should be short as results generated in a very reduced lapse of
time. (iv) Low cost: If cost is excessively high, use of such techniques cannot be
expected. (v) Performance: Performance of the biometric system should not degrade
the recognition procedure.

From a common viewpoint, anti-spoofing techniques are divided into three groups
for biometric system module which are as follows:

(a) Sensor-Level Techniques: Referring the literature, the other name of sensor-
level techniques is hardware-based techniques. Some methods, e.g., sweat of
fingerprint, eye properties, etc., use sensor as a specific device for detection of
living characteristics properties. The three major characteristics of hardware-
based approaches are as follows: (i) Physical, electrical, and spectral proper-
ties are the intrinsic properties of a living body. (ii) The pulse, blood pres-
sure, perspiration, pupillary unrest, brain wave signals (EEG), or electric heart
signals, etc., are examples of involuntary signals of living body. (iii) Challenge–
responsemethods, i.e., in response to an external signal, voluntary (behavioral),
or involuntary signals are required based on user interaction. In recent work,
it includes multibiometric techniques, although feature-level methods can also
be classified. As the detection of fake traits is difficult to detect than an indi-
vidual trait when it is generated, there is an increase in the robustness of direct
attacks after combining different biometrics. Such increase can be detected
by multibiometric anti-spoofing. Normally, complementary traits are used in
different strategies for maintaining performance and finding vulnerabilities.
For low recognition rates, traits robust to spoofing are combined between each
other that are vulnerable to spoofing. Therefore, sensor-level group of anti-
spoofing methods requires additional hardware acquisition devices. Therefore,
an advanced level of security against deceiving attacks is not guaranteed using
multi-biometry.

(b) Feature-Level Techniques: In literature, the other name of feature-level tech-
niques is software-based techniques. With the help of standard sensor, the
fake trait is detected from the sample. In case of sensor-level techniques,
features are not extracted from the human body, but features are extracted
from the biometric sample for distinguishing between real and fake traits. In
feature extractionmodule, systems are joined after placing on sensor device. As
per feature extractor module, all the approaches are combined across sensor
devices. Over a period, arrangement of models or work on one case of the
biometric trait depends on features-level techniques that can be classified as
static and dynamic anti-spoofing methods. Static features are faster and less
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invasive as it requires less assistance too. Therefore, static features are preferred
over dynamic techniques even if there is degradation in performance. In face
recognition, the subdivision static and dynamic approaches are used for detec-
tion of facial images. Although in sensor-level type of anti-spoofing, multi-
modality will be considered [15–19]. Face and iris recognition is performed
fromone single high resolution image.There is noneedof anydetectingmethod
for feature extractor level in multimodal strategy. Software-based techniques
are proficient of sensing other types of illegitimate break-in attempts as they
function directly on the sample. For avoiding the system against the inocula-
tion of recreated or artificial models into the channel between the sensor and
the feature extractor, feature-level methods are used.

(c) Score-Level Techniques: Apart from two types of classification, i.e., software-
and hardware-based, a third group of protection method, i.e., score-level tech-
nique, has been used for analyzing the fingerprint anti-spoofing. In order to
work on fusion approaches that rise the confrontation against fooling attempts,
this protection technique uses the score level of biometric systems. Score-
level techniques are usually integrated sensor-level and feature-level tech-
niques in matching module as they are designed as additional measures. The
combined scores can be calculated from: (i) unimodal biometric modules; (ii)
anti-spoofing techniques and unimodal biometric modules; (iii) anti-spoofing
modules result.

4 Proposed Approach

Security of the system is the major concern shown by the researchers in today’s
scenario. As all the work has been done virtually, so for running, a practical mech-
anism security possesses major problems in the system. To combat such security
attacks, biometric classification is one such field that gives vigorous results. There
is the number of types and applications in which biometric characteristics exist. The
matchermodulematches an application of a specific biometric by applying biometric
characteristic properties and different application modes. Therefore, every biometric
application has its own properties, strengths, and weaknesses.

In proposed approach, detection of fake user usingmisclassificationmechanism is
explained. In this, cascade classifier is used for extracting the features from the videos
of standard database and live database. In this paper, features are extracted such as
eye, nose, and mouth movement from the videos of the database. Here, movement
means the eye, nose, and mouth extraction from the video. After that, these extracted
features are applied for misclassification detection using threshold information of the
valid user. In proposed model, different parameters have been considered for eye and
nose extracted features such as eye blinking and eye closity. These eye parameters
give an edge for detecting the user using threshold calculation mechanism. Also,
mouth has been used as extracted feature for detection purpose. But, it is very difficult
to find the displacement of the mouth when the user is smiling, laughing, shouting,
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and giggling. So, mouth movement does not give accurate results when the threshold
has been calculated with the changes in mouth movement. Although, if combined
features, i.e., eye, nose, and mouth movement, have been used, the model gives
accurate results for misclassification detection.

4.1 ABT Concept

The ABT concept, i.e., average-based threshold, is used for generating probability
between the genuine and fake user.

Let the probability be β1 which can be written as follows:

β1 = S(R1, R2, R3 . . . RP |α)

In another sequence of length R, we drop R1 and append RP+1 in the sequence,
generating R1, R2, R3 . . . RP+1 as the new sequence. Let the new probability be β2

β2 = S(R1, R2, R3 . . . RP+1|α)

Let �β = β1 − β2.

If �β > 0, it means there is major modification in face spoofing detection and
that results in misclassification.

The threshold information is calculated by calculating the genuine user with
imposter user with genuine user under different illumination conditions. So, genuine-
ness of the user is detected by misclassification. The proposed block diagram of
misclassification detection is shown in Fig. 2.

5 Result and Discussion

The result shows the robustness of our method by comparing our method with
different types of attack on the videos of Replay-Attack database. The experimental
results have also been checked on the live videos of students of the university.

5.1 Replay-Attack Spoof Databases

In this, a renowned and frequently used public-domain face database, i.e., Replay-
Attack database, is explained. The Idiap Replay-Attack database contains 1, 200
video clips of photo and video Replay-Attacks for 50 subjects [6] managed by Idiap
research institute. Using the webcam of a MacBook, live face videos and images of
subjects were captured. Each subject in Replay-Attack was captured using a Cannon
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Fig. 2 Proposed block diagram for misclassification detection

PowerShot SX 150 IS camera that records 720p video clips. The high resolution
camera of iPhone 3GS (480× 320 resolution) and iPad 1 (1024× 68 resolution) are
used to capture Replay-Attacks.

In attack generation, different types of spoofing attacks have been considered in
this paper.

(a) Photo Imposter Attack: Photo imposter attack is an attack in which photo of
the real user evades the verification system.

(b) Eye Imposter Attack: If eye movement is detected by the system, it could be
possible attackers bypass it.

(c) Mouth Imposter Attack: In this, attacker eliminates eye region and detects
the mouth movement of the user’s image. The attacker fools the system using
mouth imposter attack.

In verification and recognitionmodule, systemblocks because of failure if attacker
bypassed the system. There is major change in the result in face, if attacker has to
falsify both the eye, nose, and mouth region of the genuine user result in misclassi-
fication. By calculating the threshold, system will verify the user from the database.
If the value is greater than threshold, then misclassification is detected for real or
fake user. The system shows successful authentication if person is already regis-
tered in the system. Figure 3 shows the misclassification detection percentage on
attacks performed. In this, threshold is calculated on extracted features individually
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and combination of eye, nose, and mouth for detection purpose. Mouth as extracted
feature gives 10.2% misclassification detection, whereas eye and nose features have
18.3 and 12.4%, respectively. But, the combined extracted features, i.e., eye, nose
and mouth, give 79.6% misclassification rate after applying on different imposter
attacks.

6 Conclusion

The next-generation system technologies have increased the role of biometric dras-
tically. Therefore, securing these systems is the need for an hour. One of the steps
toward this objective is fake biometric detection method. In this paper, a misclas-
sification detection model is explained. The proposed method is using a threshold
concept for detecting a spoof user. If there is a drastic change in the structure of
genuine user’s face, then misclassification is detected. We have tested our approach
on the videos of Replay-Attack database. The system successfully identified all the
fake users and has shown a good accuracy ratio.

7 Future Scope and Applications

After seeing the results and developments from proposed model, there are lot of
future directions that can help the authors in further enhancing the work.

Firstly, even though an effectivemisclassificationmodel is executed on live images
samples and Replay-Attack live videos that produces good result of the 500 students
that produce great experimental results. But results will be checked and compared
by using other databases and approaches, respectively.
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Secondly, the performance of themodel can be checkedbyusing authentic security
mechanisms and machine learning classifiers in medical or health fields.

Finally, for more robust results, hardware-based detection methods can be used
with software-based detection methods as large number of variations can be traced
using sensing methods.

7.1 Applications

There are many applications of the proposed model as follows:

• Medical Field: During the insurance claims, the difficulties of fake bills can be
resolved using facial recognition mechanisms. This will greatly help the patients
for smooth functioning of whole process.

• Banking: For secure transactions, banks rely on the facial recognition system that
helps the customers against fraud preventions.

• Security: Identifying management systems and video security are certain exam-
ples that help in detecting the fake or real users.
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Predictive Model for Agriculture Using
Markov Model

Punit Gupta , Sumit Bharadwaj, Arjun Singh ,
and Dinesh Kumar Saini

Abstract With upcoming technologies in farming and new varieties of seeds, it is a
new challenge to adopt new ways of farming with changing climate conditions. So
IoT gives us a new way to evolve with upcoming challenges. Production of crops is
always influenced by the weather conditions; climate change has drastically changed
the scenario. In new generation, new seed is evolved to get better yield, but they come
with their own climate and water requirements. So in this work, we have tried to train
the machine with the life cycle of the crop and make suggestion to the farmer with
automated maintenance to maintain the environmental requirement of the crop at
various stages of life cycle of the crop. The highlighting feature of this smart farming
project is to maintain and meet the dynamic requirement of the crop and maintain
the environmental condition based on the life cycle of the crop rather than making
static threshold-based system. The farmer can check for new suggestions based on
the growth of the crop which is directly proportional to the condition and height of
the crop. Controlling of all these operations can be handled through any computer
connected to Internet and connecting sensors with Intel Galileo 2.

Keywords Microcontroller · IoT · Intelligent system · Smart agriculture

1 Introduction

The Internet of things (IoT) is an overall system to connect various computing
devices, any object, people, or animals with wearable computing, and mechanical
and electrical machines. IoT was coined by Kevin Ashton in 1999; he was the one
who added the Internet with RFID tags. Since then, IoT has evolved from the last two
decades creating huge impacts on human interactions with machines and objects. It
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created humans a different level of comforts by providing the Internet with various
objects or things. Using IoT, any object in the system can transfer data to the network
without a human-to-human interactions. IoT enables humans with a better quality of
living and a well-managed environment. It also enhances services for enhancing the
quality of life and utilization of resources. IoT has a very large-scale of applications,
and these include smart cities, smart homes, healthcare services, irrigation, agricul-
ture, etc. This evolving paradigm shows a new path to innovations that will build the
novel type of interactions among things and humans beings.

As per McKinsey, IoT will be having a high impact in the global economy of 11
trillion dollars by 2025. Itwill be 11percent of the global economy.As in today’s envi-
ronment, various IoT-enabled devices can be employed in the form to automate and
improve productivity. Artificial intelligence shows promising results in predicting
various outcomes in IoT based on historical data. This research article emphasizes
the application of IoT in farming by applying AI predictive models to improve the
farming outcome.

Farming is one of the important vital business where IoT can improve the thin
margins of the farmers. The margin is thin as it involves a large supply chain in the
distributions. Small farmers could be equipped with the IoT-enabled devices so that
they can have optimized production. Presently, various IoT techniques are available
to improve crop productions. They extensively use actuators, controllers, and sensors
to automate various systems required for cultivations. These systems include pest
control, irrigation, cultivations, etc. Due to the availability of the Internet in rural
places, the possibilities and utilization of IoT have surged to the next level. The most
important utilization of IoT in farming is to reduce the cost of cultivation and improve
the level of simplification. Although lots of work have been done for smart farming,
nevertheless there are still various gaps to be filled and more innovative ideas are
required to be implemented.

2 Related Work

To improve the forming yield and productivity, precision forming is required. In
various research articles, IoT-enabled forming is proposed to improve the efficiency.
They have used various sensors to transmit the information through which some
information can be sent and some action can be taken in response. This information
can be weather conditions, soil quality, etc. Agritalk [1] proposed usage of IoT
sensors by interoperating the message from environment to human understandable
form. This paper particularly works on the turmeric cultivation by precising soil
using IoT. Authors in [2] review the role of IoT, big data, and artificial intelligence
jointly in agriculture and food industries. It covers the food assessment, drone-based
image processing, intelligent forming, etc., to improve the productivity. Research
has exploited machine learning-based analytics to predict the future of the crops
on the basis of past data [3]. This will help to automate the yield with less or no
human interventions. Some authors worked to improve water resources [4, 5] by
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applying smart devices and algorithm that improves irrigation system by providing
suggestions on the basis of past soil conditions.

In the field of optimization are proposed using fuzzy logic, machine learning, and
intelligent algorithm to optimize the system [6–11].

3 Proposed System

In this section, we have proposed an IoT-based smart system using Markov chain
to predict the next current state of the farm and predict the steps to get maximum
yield. The system uses Intel Galileo Gen 2 as the main processing unit. The proposed
system is an active system, where the system uses live reading frommoisture sensor,
humidity sensor, pH sensor, and temperature sensor to get the live data from field.
Galileo collects the live data and streams it to the web server where the data is stored
for further prediction and actions. Figure 1 shows the proposed IoT architecture. The
Markov model is used at web server to predict the actions.

The web server consists of model to evaluate the current input of sensor and
provide the steps and future plan for the farmer with the current status of its farm
healthy or not healthy (Fig. 2).

Fig. 1 IoT architecture
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Fig. 2 Green farming model

Node 1

Node 1 is a server component which deals with receiving collected data from sensors
deployed in the field and sending it to the database. Server interacts with requests,
and server responds it with response to accept data through cloud.

Node 2

Node 2 consists of field, where sensors are deployed and we get the data. This is the
area where all the tests are done. It consists of motion detector, humidity sensor, pH
sensor, temperature sensor, and GPS to detect the location. The processing used is
responsible for taking measures and taking action on commands from the server like
if the temperature increases beyond threshold, the pump will start the sprinkler to
maintain the humidity and temperature of the soil.

3.1 Web Server

This module acts as the mind for the complete system, where the server is trained
with the specific seed dataset which allows the system to decide what are preferable
conditions for farming and at what stage for good yield as shown in Fig. 3. The web
server is meant for both intimating farmer and taking active actions for maintaining
required temperature and humidity in the farm. Our research work started with data
collection for various crops and various other related datasets. The dataset shown
below is collected from Indian government agriculture research website. Dataset
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Fig. 3 Atmospheric parameters

presents various atmospheric parameters affecting the crop yield at different stages
of crop life cycle (Fig. 4).

We have proposed models for web server using learning-based model (Markov
chain).

Fig. 4 Height of wheat in winter and spring
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Table 1 Type of Markov model

System state is fully observable System state is partially observable

System autonomous Markov chain Hidden Markov model

System is controlled Markov decision process Partially observable Markov decision
process

3.2 Learning-Based Model (Markov Chain)

A Markov model, named after mathematician Andrey Markov, is used to work on
randomly changing systems. It considers all the possible states of the system and
all the paths or transitions to that state to then model an output that simulates the
behavior of the system. Markov model works on the Markov property, wherein the
future states of the process depends only on the current state without considering
whatsoever the preceding states were. This is the key assumption that helps the
prediction and forecasting.

Markov models can be adjusted on the basis of observations made in the system,
depends on the behaviour of variour states in the system. For this, there are mainly
four types of models (Table 1).

For thiswork, our system state is fully observable, and the system is not controlled;
therefore, we use the Markov chain. Markov chain is essentially the sequence of
random states that a process yields, following theMarkov property, of course. There-
fore, it depends on the system’s state and time. Markov chains can be made both on a
dynamic set of states or in a static set of states, as well as for discrete and continuous
time. The term Markov chain is however associated with the discrete-time Markov
chain that works on a static set of states, which is what we assume our system to be,
but the same model can be deployed to an incoming set of values/states, of the same
state variable, given the time remains discrete. The process to develop the Markov
chain, we need to observe all the possible states of the system as well as the changes
in the states. These changes in the states are called the transitions. And all the changes
have some probabilities associated with them, e.g., “if Monday it rains, then there is
an 80% chance that Tuesday is sunny” (Fig. 5).

In the above weather prediction, the following are our parameters:

• States: rainy, sunny
• Time: days
• Transitions: rain to sunny
• Transition probability: 80%.

Fig. 5 Markov and
temperature
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Oncewe have all the states and all the transition probabilities, wemake a transition
matrix that is a square matrix that beholds all the transition probabilities from every
system state to every other system state and itself. All the states and this transition
matrix amount to the definition of the process.

To calculate the transition probability pij, we have the formula:

Pr(Xn + 1 = xn + 1|X1 = x1, X2 = x2, . . . , Xn) = xn
= Pr(Xn+1 = xn+1|Xn = xn) (1)

Here, Xn is a state, which can have substates:

S = {s1, s2, . . . , sn}
pi j = Pr (X1 = s j | X0 = si ) (2)

Let us take an example data for 12 days: R S S R S S R R S S R S.

where R: Rainy and S: Sunny.
The transition probabilities are calculated as follows,

P(R|R) = 0.20, since after a rainy day, there is one rainy day.
P(S|R) = 0.80, and after a rainy day, there are two occurrences of a sunny day.
P(S|S)= 0.50, since after a sunny day, there are three occurrences of a sunny day.
P(R|S) = 0.50, and after a sunny day, there are three occurrences of a rainy day.

Say, now, you have for these two states, rainy and sunny, and the transition matrix
is as follows (Table 2).

This is the following transition chart, for state 0 (Figs. 6 and 7).
For this work, we had the data for wheat’s life cycle of 150 days, which gave us

a transition matrix, with 17 unique states and a transition matrix like so (Fig. 8).

Table 2 Mapping of
probability of various seasons

Rainy Sunny

Rainy 0.20 0.80

Sunny 0.50 0.50

Fig. 6 Markov and
temperature
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Fig. 7 Machine learning model

Fig. 8 Markov chain transition matrix

To then apply the Markov process on which we used the Markov package in R,
which gave us the following output for an initial temperature set at 11 degree Celsius,
making a prediction (Fig. 9).

The aim of the work is to train a model so that the system will have dynamic
behavior in farming, for example, high humidity in starting, then in second phase
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Fig. 9 Markov chain prediction

low humidity, and at last zero humidity is required, so static model fails in such
scenario.

4 Experiment and Results

In this section, we have shown the results of complete system working usingMarkov
chain model for data prediction to suggest better instructions and health of the crop
to have better yield and decisions about cultivation of a field on a farm. Figure 10
shows an online dashboard for checking the current reading of the field and testing
the health of the field using static model as shown.

Figure 11 showcases theweb pagewhich takes input from farmer,where the height
of the crop is an input and the result will be the preferable condition prerequisite for
the next months which is coming from trained model as shown in Fig. 12. Figure 13
shows the reading of the various sensors and varying field conditions, where Fig. 14
showcases the suggestion to the farmer.

Figures 15 and 16 showcase the accuracy of the proposed model as compared
to the expected data using moisture and temperature as performance parameters.
Similarly, Figs. 17, 18, and 19 display the variation in moisture, temperature, and
soil pH for a crop of 90 over the period of time: days.

Fig. 10 Green farming dashboard



370 P. Gupta et al.

Fig. 11 Green farming input panel

Fig. 12 Green farming sample dataset for static model

5 Conclusion

The proposed system provides an efficient system for a specific seed since every seed
has their individual requirement of moisture, temperature, and soil pH. The system
acts as a guiding system for the farmers with upcoming new seed with different
environmental requirement of moisture and temperature during the life cycle. The
system is a predictive model which is trained with the data from the government
body and trained using Markov chain model. The proposed system allows you to
check whether the seed is suitable for soil or not based on the pH value and the
environmental condition, and this is the only system which incorporates the height
of the crop with health of the crop. The system shall improve the yield of the crop
drastically, removing the error in miss feeding the seed with incorrect environmental
conditions.
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Fig. 13 Green farming log dataset plot

Fig. 14 Green farming predictive suggestions
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Fig. 15 Prediction of soil moisture

Fig. 16 prediction of soil temperature
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Fig. 17 Prediction of soil moisture using proposed model

Fig. 18 Variation in soil temperature over time
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Fig. 19 Prediction of soil pH
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A Comparative Analysis of Edge
Detection Using Soft Computing
Techniques

Ankush Verma, Namrata Dhanda, and Vibhash Yadav

Abstract Detecting edges is one of the most significant aspects of computer vision.
Typical methods for edge detection like Sobel and Canny are robust and fast, but they
are sensitive to noise. Soft computing techniques such as particle swarm optimiza-
tion (PSO), ant colony optimization (ACO), genetic algorithms (GA) and fuzzy logic
system (FLS) have extensive application in edge detection of images because of their
adaptive behavior. Edge detection is identifying the discontinuities in intensity of the
pixel and grouping the contour of edges. The quality of edges in ACO-based edge
detection majorly depends on the choice of constants, pheromone evaporation rate,
number of iterations etc. In PSO-based edge detection, the quality of images depends
on the values of acceleration coefficients and inertia weight. However, thresholding
is major stakeholder in determining the fitness of the chromosomes. The popula-
tion contains 2-D chromosomes. Fuzzy systems are most suitable for designing
edge detection hardware. This paper presents a thorough comparative study of soft-
computing-based edge detection techniques and highlights their key features. The
factors affecting quality of edges are compared, and the actual outcomes of the
approaches are systematically arranged for better understanding.
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1 Introduction to Edge Detection

1.1 Edge

“Edge in a gray level image is the boundary between two regions of different gray
levels [1].” It can also be termed as discontinuities in the intensity of the image or
first derivative of the image. There are two types of discontinuities in image intensity
resulting in two types of edges: (1) Step discontinuity: Abrupt change in intensity.
The resulting edge is called step edge. (2) Line discontinuity: Abrupt but returns
back to original intensity at a certain distance. The resulting edge is called line edge.
Ramp edges are distorted form of step edges and roof edges are distorted form of
line edges [2].

1.2 Edge Detection

Edge detection is defined as finding boundaries of objects within image on the basis
of texture and intensity [3]. The structure of the image depends on several parameters
such as hardware specifications of sensing device, lighting conditions and noise [4].
Edge detection is generally done in three phases: (1) noise reduction by smoothening,
(2) differentiation of image (computing magnitude of edge and its orientation) and
(3) pixel labeling. Smoothening techniques reduce the noise in the image edges
and prepare image for numerical computations. Poggio and Torre [5, 6] proposed
significant techniques for image smoothening.

In digital images due to discrete quantification of pixels, discrete approximation
of differentiation operators is required, and amplification of noise due to application
of operator is inevitable [2]. Digitized image found from quantization of analogous
image G is represented as A × B →I P , where A = {0, 1, 2,…, c}, B = {0,1,2,
…, r} and P = {0, 1,2, …, p}. c, r and p represent number of columns of image,
number of rows of image and highest intensity of any pixel, respectively. First-order
derivatives are represented as Eq. (1).

Gx (p, q) ∼= Ix (p, q) = I (p, q) − I (p + 1, q),

G y(p, q) ∼= Iy(p, q) = I (p, q) − I (p, q + 1) (1)

These operators are commonly represented as masks (Eq. (2)).

Ix = Mx

[
I (p, q)

I (p + 1, q)

]
, Iy = [I (p, q) I (p, q + 1)]My,

Mx = [
1 −1

]
, My =

[
1

−1

]
(2)
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Fig. 1 a Robberts, b Prewitts, c Sobel, d Frei-Chen

The above-mentioned masks are not symmetric; therefore, odd number of
elements are used in masks as follows (Eq. (3)):

Mx =
[
1 0 −1

]
, My =

⎡
⎣ 1

0
−1

⎤
⎦ (3)

Other significant approximations used are Roberts, Prewitt, Sobel and Frei-Chen
[1, 7, 8] as shown in the Fig. 1.

Edge labeling is localization of edges. Localization using thresholding of gradient
magnitude results in thick images. Another technique non-maximum suppression
(NMS) proposed by Canny [9] is commonly used. It finds local maximum along
the gradient’s direction. The edge detection methods which are based on the first
derivatives use above-mentioned derivatives—Robberts, Prewitt, Sobel etc. [10].
These algorithms are simple and fast, but they are highly sensitive to the noise
[11]. Identified edges are thick as well. Second category of edge detection technique
uses second-order derivatives. These are called zero crossing edge detectors. Marr-
Hildreth [12] proposed edge detector based on second-order derivative in which
localization is better than first-order derivative-based detectors. It uses approximation
by Laplacian. But it is also sensitive to the noise. The techniques which use Gaussian
filter for noise reduction are put in third category. Marr-Hildreth [12] had proposed
Gaussian filter in 1980. Castan [13] used Laplacian-of-Gaussian (LoG) operator for
the first time in 1993.

There is a wide range of other edge detection techniques, but in this paper,
we are going to review soft computing technique-based edge detectors. Major soft
computing techniques covered are ACO [14], PSO [15], GA [16] and fuzzy logic
[17] in following sections.
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2 Ant Colony Optimization

2.1 Ant Colony System (ACS)

Dorigo and Caro [14] presented an optimization technique which works on the
patterns followed by ants to identify most suitable path. The technique is called
ant colony system (ACS). ACS is suitable for optimization environments, hence the
name ant colony optimization (ACO). ACO looks at the problem environment as
collection of states in which one state is the initial state or starting state, and one
state is goal state. Rest of the states are intermediate states which may or may not
fall on one or more of several possible paths. The shortest path from initial state to
final state is solution. ACO attempts to generate a sequence of state transfers from
initial state to final state in discrete space of states. The ants start moving on adjacent
neighboring randomly until they find the goal state. When an ant transfers from one
state to another state, the choice of next state depends on the probability which is
calculated using trial intensity (pheromone). The ants keep increasing the trial inten-
sity as per the quality of solution they encounter on their path. The probability of
migrating from state si to s j is obtained using Eq. (4).

Pi j (t) =
⎧⎨
⎩

[τi j (t)]α ·[ηi j]β

∑
s j ∈Allowed

[
[τi j (t)]α ·[ηi j]β

] if s j ∈ A

0, Otherwise
(4)

where τi j (t) represents trial intensity between si and s j at time t. α and β are positive
constants. ηi j is the heuristics, generally calculated as inverse of the distance between
si and s j . A contains unvisited states. The sequence of state transfer is captured in
Tabu List. When all the ants finish traversing the states, the trial intensity of each
state is updated using Eq. (5).

τi j (t + 1) = σ · τi j (t) + �τi j (t, t + 1) (5)

where τi j (t + 1) and τi j (t) are new and old trial intensities of (si , s j ). σ is a constant
s.t. 0 < σ < 1. �τi j (t, t + 1) is calculated as shown in Eq. (6).

�τi j (t, t + 1) =
n∑

k=1

�τ k
i j (t, t + 1) (6)

where n represents number of ants.�τ k
i j (t, t + 1) is trial intensity updated by the kth

ant from si to s j at tth iteration. It is calculated as follows (Eq. (7)).



A Comparative Analysis of Edge Detection Using Soft … 381

�τ k
i j (t, t + 1) =

{
1

Lk
if the k - th ant goes from si to s j

0 otherwise
(7)

where Lk is the length of the path covered by kth ant. ACS system is suitable for any
optimization problem with discrete state space.

2.2 Edge Detection Using Ant Colony Optimization

Zhuang [18] used ACO to find edges in an image. The relationship among neigh-
boring image points is represented by a weighted perceptual graph. An ACO-based
layered computer vision model is developed. ACO helps in identifying the edge
features in digital images. Ant colony system builds an evolving pheromone field
corresponding to perceptual graph. Each point in the image which is not on the
border has four neighbors, hence four connections to adjacent points. The example
of perceptual graph is shown in the Fig. 2.

Three characteristics of perceptual graph are identified and examined in the exper-
iments using following metrics of the edge point. (1) Maximum value, (2) length and
(3) variance.

Ari et al. [19] developed an effective ACO-based edge detection technique which
uses Fisher ratio (F ratio). F ratio is utilized to determine the most suitable threshold
value from pheromone matrix. It is further used to extract binary edge map from the
pheromone matrix. F ratio is defined as Eq. (8).

F ratio = Variance of means between the clusters

Average Variance within the clusters
(8)

Liu and Fang [20] proposed a robust method for edge detection using ACOwhich
uses user-defined threshold to update the pheromone using a new heuristic function.
The new heuristic function is defined as Eq. (9).

ηi j = 1

Xmax
· max

[∣∣X(i−u, j−v), X(i+u, j+v)

∣∣], k (9)

Fig. 2 Example of
perceptual graph
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where Xmax is maximum value of gray-level image intensity. X pq is intensity of
pixel (p, q), and max[.] represents maximum difference of intensities of two pixels
having same color. This approach gives upper hand as compared to traditional
approaches, but its computational overheads a bit higher as compared to other
traditional approaches which make it slow.

Kumar and Raheja [21] proposed an adaptive edge detection method based on
ACO which takes weighted average of threshold as compared to other approaches
which take simple average of threshold during pheromone update step. The weighted
average of threshold is defined as Eq. (10).

T hq = w1m(q)

L + w1m
(q)

U

2
(10)

where m(q)

L and m(q)

U are means of intensities of pixels having intensity lower than
threshold and greater than threshold, respectively, w1 +w2 = 1. The proposed algo-
rithm outperforms recently proposed techniques in F-score. The overall efficiency is
87%.

Kumar and Raheja [22] in further research proposed a guided image filtering-
based method for edge detection to enhance the edges; then, ACO is used to find the
edges. The computational complexity does not increase in this approach and remains
same as normal ACO-based edge detection method.

Table 1 displays parameter values taken by various techniques discussed in
Sect. 2.2. However, recent researchers did not mention clearly the values of some or
all parameters used during experiments. Such values are denoted by ‘–’ in Table 1.

Figure 3 shows the sample of resultant edge detection by various techniques
discussed in Sect. 2.

Table 1 Parameters comparison table for ACO-based edge detection techniques

Reference Year of
publication

K τ0 α β ρ ψ T N L

[18] 2004 – – – – – – – – –

[19] 2013
√

M × N 0.0001 4 0.2 0.05 0.05 – 2 250

[20] 2015
√

M × N 0.0001 2 2 0.02 - – 3 3
√

M × N

[21] 2020 Variable 0.0001 1 0.1 0.1 0.05 Adaptive 8 40

[22] 2020
√

M × N 0.0001 1 0.1 0.1 0.05 Adaptive – 40
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Fig. 3 First row—original image. And second row—output image of a [18], b [19], c [20], d [21],
e [22]

3 Particle Swarm Optimization (PSO)

3.1 Introduction to PSO

Kennedy and Eberhart [15] presented PSO as a method of optimization of nonlinear
functions. PSO has a direct derivation from swarming theory of fish schooling or bird
flocking. Reynolds [23] and Heppener and Grenander [24] built a bird flocking simu-
lators. Both models are based on the fact that the unpredictable dynamics of group of
birds in order to maintain a significant distance among themselves. No requirement
of the gradient information and simple implementation attracts researchers toward
PSO [25]. Particles represent a population (swarm). Any of the possible swarms can
be a potential solution. Local best of global best particles affects every individual
particle’s behavior to help them fly in the search space. The particles have their own
memory to remember the unexplored positions in the search space.

Let the search space has D dimensions. Then, the i-th particle is represented as
Ki = (ki1, ki2, . . . , ki D). The rate of position change of a particle is called velocity,
which is denoted by Ri = (ri1, ri2, . . . , ri D). The most optimal position of any
particle Ki is represented by Bi = (bi1, bi2, . . . , bi D). It is called pBest. Similarly,
the best particle of swarm is denoted by g and called gBest. Manipulation of the
particle is done as Eq. (11) and (12).

Rid(t + 1) = w · Rid(t) + c1 ∗ x1 ∗ (bid − kid) + c2 ∗ x2 ∗ (
bgd − xid

)
(11)

kid(t + 1) = k(t) + rid(t + 1) (12)

where size of the swarm is N for i = 1, 2, 3, 4, …, N. Inertia weight is w. c1 and
c2 are acceleration coefficients in the range [0, 2], x1 and x2 are random constants
in the range (0,1). Inertia weight maintains the balance between exploration and
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exploitation. Equation (11) calculates new velocity for each particle using previous
velocity, and Eq. (12) finds new position of the particle.

3.2 Edge Detection Using PSO

Alipoor et al. proposed a novel edge detection technique in [26] which is based on
PSO where a new filter-based on evolutionary computation has been proposed. The
edge filter is constructed using a pair of synthetic images and its edgemap. Generally,
the edge pixel is determined using linear function shown in Eq. (13).

Y (i, j) =
i+1∑

p=i−1

j+1∑
q= j−1

X(p, q) × M
(

p∗, q∗) (13)

where X and Y represent the original image and edge image, respectively. M repre-
sents edge filter. A window of size 3 × 3 of the image centered around pixel (p, q) is
multiplied by M to determine whether pixel (p, q) is an edge pixel or not. The deci-
sion is taken on the basis of threshold T. The contents of M are directly optimized by
using PSO with two objectives: (1) Sum of the members of M must be zero which
leads to Y (.) = 0 for non-edge pixels. (2) All the edge pixels must result in Y (.) > T.
Training and edge images are shown in Fig. 4.

Setayesh et al. [27] proposed a technique for improvement in broken edges
detected in noisy environment. A newfitness functionwith updated encoding scheme
has been developed to address the overhead of noise in images. The objective is to
find best fitting curve. Generally, the curve separates two regions. So the intra-set
distances are minimized and inter-set distances are maximized (Fig. 5a).

The curve is represented by particle. There are eight possible directions for each
pixel. Figure 5b represents ways of dividing the neighborhood into two regions. The
algorithmmeasuresMaxd(X) as shown in Eq. (14), where intra-set distance of pixels
is minimum and inter-set distance of pixel is maximum.

Fig. 4 Training image and
its edge map
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Fig. 5 a A is in neighborhood of pixel C, b ways to divide neighborhood into two regions

Maxd(X) = Intersetd(X)

1 + Intrasetd
(14)

where X is targeted pixel on the curve and the direction of movement is d in the range
0–7. Maxd(X) represents the magnitude of change in the intensity in the direction
d. Non-maxima suppression (NMS) value of each pixel is calculated. NMSd(X)

combines with Maxd(X) is utilized to calculate the probability of an edge pixel.
Uniformity factor [28] is used to measure pixel intensities along the curve. The

overall process runs in two phases; the first phase finds edge probability of each pixel
in all possible eight directions, and in second phase, best curve is identified that fits
best to the edges using PSO technique.

Setayesh et al. [29] further extended the previous work by proposing a new fitness
function alongwith two constraints formore smooth and accurate edge detection for a
noisy environment. The previous algorithm [27] produced spiky edges. To overcome
this shortcoming, curvature cost (CC) is introduced in the fitness function. Itmeasures
the local curvature of the edge pixel. Local curvature depends of the migration from
one pixel to next pixel. The curvature cost of each particle is then considered to
calculate final curvature in Eq. (15).

Curvature(C) = 1

max−2

⎛
⎝

max
2 −1∑
i=1

CC(di , di+1) +
max−1∑

i= max
2 −1

CC(di , di+1)

⎞
⎠ (15)

The new fitness function is given by Eq. (16).

Fitness(C) = Score(C) − Curvature(C) (16)
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Score(C) > T hreshold and G(C) = 0 are two constraints. G(C) represents the
frequency of curve C which crosses itself.

Dagar and Dahiya [30] proposed a binary PSO-based edge detection technique
which minimizes multi-objective fitness function. BPSO operates in binary space. A
particle’s position kth dimension can be either 0 or 1 as shown in Eq. (17):

Pt+1
id =

{
0 if rand() ≥ Sig

(
velt+1

id

)
1 if rand() < Sig(velt+1

id )
(17)

where Pt+1
id and velt+1

id are population and velocity of ith particle in dth dimension.
Sig(.) is sigmoidal function which converts velocity into probability in the range
[0,1]. With population size 200 and initial velocities assigned randomly in the range
[−6, 6] in 256 × 256 dimension, BPSO-based edge detection is started. The fitness
of each particle is calculated. Particle with smallest fitness is called gbest. The whole
process is repeated again after updating velocities. Approximately, 500 iterations are
done.

Figure 6 shows the sample of resultant edge detection by various techniques
discussed in this section.

Fig. 6 First row—original image. And second row—output image of a [26], b [27], c [29], d [30]
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4 Genetic Algorithm (GA)

4.1 Edge Detection Techniques Using Genetic Algorithms
(GA)

Bhandarkar et al. [16] presented aGA-based technique for edge. The image is consid-
ered as 2-D chromosomes and fitness values are considered inversely proportional to
the costs. Valid local edge structure is defined as shown in Fig. 7. Where 0 ≤ Ci ≤ 1
and wi ≥ 0 are i-th cost factor and weight associated with i-th cost factor, respec-
tively. Let us assume that there are two edge images Ii and I j which are almost
identical to each other except for the window W(x) centered around pixel x; then,
comparative cost function is given in Eq. (18).

F
(
Ii , I j , x

) =
∑
W (x)

∑
k

wk
[
Ck(Ii , x) − Ck

(
I j , x

)] =
∑
W (x)

∑
k

�Ck
(
Ii , I j , x

)
(18)

The window sizeW (x) can be a single pixel or a matrix of 3× 3. If F(Ii , I, x) < 0
then Ii is a better configuration, if F

(
Ii , I j , x

)
> 0 then I j is better configuration,

and if F
(
Ii , I j , x

) = 0, then the configurations are identical with respect to cost.
A randomly generated 2-D array of 0 s and 1 s is used to represent a chromosome

in populationwhere, 1 and 0 represent the edge pixel and non-edge pixel in the image,
respectively. The cost associated with every pixel in the chromosome is calculated
using decision tree technique. Thefitness of the chromosome is calculated asEq. (19).

Fitness(p) = (cost[Worst] − cost[p])n (19)

where n ranges from 2 to 5.
Fu et al. [31] proposed an edge detector based on genetic programming in which

the sensitivity of the edge map to the threshold is handled by replacing linear
transformation by S-shaped transformation.

Fig. 7 a Valid structures of two neighbor edge, b valid structures of three neighbor edge, c valid
structures of four neighbor edge
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Fig. 8 a X-direction and Y-direction for fractional mask 1, b X and Y direction for fractional mask
2

Fu et al. [32] presented a technique for edge detection based on GA optimization.
The technique maintains a balance between noise elimination and accuracy of local-
ization. The pixels are selected automatically to avoid the problem of blurring edges
and noise influence. The paper investigates that GP is able to systematically find an
appropriate set of pixels for construction of subjective low-level edge detectors.

ElAraby et al. [33] presents four different edge detection algorithms. Two algo-
rithms are based on fractional order differentiation and are used to detect edges.
The other two algorithms are based on genetic programming which are used later
to improve the quality of the edges. K-means principle is used to get the automatic
threshold. Figure 8 shows the masks used by algorithm 1 and 2 in x and y directions.
The fractional order v = 0.2.

Figure 9 shows the sample of resultant edge detection by various techniques
discussed in this section.

Fig. 9 First row—original image. And second row—output image of a [16], b [31], c [32], d [33]
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5 Fuzzy Logic

5.1 Fuzzy Logic System (FLS)

The term fuzzy logic was given by Zadeh [17] for the first time in 1965. It provides
ability to solve the problems with imprecise information. In recent span of 15 to
29years, type-1 fuzzy logic system (T1-FLS) and type-2 fuzzy logic system (T2-FLS)
have gained enormous popularity.

Type-1 FLS. Equation 20 shows a fuzzy set F. Type-1 FLS includes inference engine,
defuzzifier, fuzzy rules and fuzzifier.

F = {(x, μF (x))|x ∈ U } (20)

where U is universe of discourse, and μF (x) is membership function that accepts
values in closed interval [0,1]. Degree of membership of each member of U is
determined by the membership function. It also lies in the range [0,1]. Trapezoidal,
triangular, Gaussian and singleton are few of the mostly used membership functions.

Interval Type-2 FLS. Interval T2 fuzzy set [34, 35] F̃ is represented as Eq. (21).

F̃ = {(
(x, p), μF̃ (x, p)

)|∀p ∈ Kx ⊆ [0, 1]
}

(21)

where 0 ≤ μF̃ (x, p) ≤ 1 is the membership function where, x ∈ X and p ∈ Kx ⊆
[0, 1]. μF̃ (x, p) is a type-1 fuzzy set, also called secondary set. Kx ⊆ [0, 1] denotes
primary membership of x.

5.2 Fuzzy Logic-Based Edge Detection

Gonzalez et al. [36] presented a technique for edge detection by combining type-
2 fuzzy logic with Sobel technique. Fuzzy logic proves to be effective in dealing
with real-world images with uncertainties. Metaheuristics are used for construction
of optimal fuzzy system. The technique also uses cuckoo search (CS) and genetic
algorithms (GA) inference system. The task of fuzzy inference engine is tomap fuzzy
set into fuzzy set. A Type-2 fuzzy system maps type-2 fuzzy set to type 1 fuzzy set
for type reduction and then does defuzzification. This technique uses centroid type
reduction method [34].

Bias et al. [37] developed a low-cost, easily accessible and efficient hardware for
edge detection. The technique is specially focused on malaria thin blood smears.
Histogram analysis-based dynamic thresholding is implemented which eliminates
inter-cell interference. The proposed algorithm has three major parts, thresholding,
unwanted artifacts removal and edge tracking. Dynamic threshold acquisition is
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Screen with Raspberry Pi 
attachment. Segmented 

sample is displayed.

(a) (b) (c) (d)

Fig. 10 First row—original image. And second row—output image of a [36], b [37], c [38], d [39]

done using histogram analysis. Unwanted artifacts are removed by constraining the
minimum number of neighbors a background white pixel and a foreground black
pixel to 500 and 150, respectively. Otherwise, the aforesaid cells are removed. Eight
semi-ambiguous kernels are used to determine edges in binary image. Raspberry Pi3
is chosen as hardware implementation over field programmable gate array (FPGA)
due to less cost and high compatibility with almost every possible IT device available
in the market.

Raheja ad Kumar [38] developed a technique for edge detection which produces
good-quality edges by using guided filter for sharpening of the edges. The proposed
technique uses type-1 fuzzy logic.

Bozorgmehr et al. [39] used carbon nanotube field effect transistor (CNTFET)
in a fuzzy edge detector. CNTFET realized with gate-all-around (GAA) structure
offers outstanding electrical properties suitable for high performance fuzzy systems
for edge detection. Implementing traditional edge detection methods like Sobel and
Canny require complex electrical circuit, but fuzzy-based system requires simple
implementation of inference rules. A 3 × 3 or 5 × 5 or wider than that mask can be
used to detect the edges.

Figure 10 shows the sample of resultant edge detection by various techniques
discussed in this section.

6 Conclusion

Edge detection is identifying image boundaries caused by discontinuity in intensity.
Edge detection covers a major portion of computer vision. Traditional methods for
edge detectionmostly relied on first-order derivatives and second-order derivatives of
image. Prewitts, Robberts, Sobel and Frei-Chen are few significant approximations
deployed in for quantification of pixels. These are generally used in the techniques
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on the basis of first-order derivatives which are greatly sensitive toward the noise.
Second-order derivative-based techniques like LoG are also sensitive to noise.

Due to adaptive behavior of optimization techniques used in soft computing like
ACO, PSO, GA and fuzzy, these technique have substantial application in edge
detection in digital images. ACO technique originally mimics the behavior of ants to
find optimal path. Researchers have successfully applied ACO for detection of edges
in digital images by converting the image into a perceptual graph. Number of ants
initially put on the image, control parameters, pheromone evaporation rate, number
of construction steps and ant movement steps majorly affect the quality of detected
edges. Similarly, PSO is a direct derivation of birds flocking or fish schooling. Edge
detection using PSOdoes not require gradient information. The population of swarms
is called particle. Any swarm can be a potential solution. The edge generally separates
two regions. The quality of edges detected using PSO majorly depends on constants
acceleration coefficients, random constants, inertia weight and threshold. In contrast
toACOandPSO,GA-based edge detection techniquemajorly depend on various cost
factors of edge image E corresponding to a pixel p. The randomly generated edge
images are considered as 2-D chromosomes and reproduction is performed using
crossover and mutation. Careful design of fitness function guarantees quality edge
detection. Several edge detection algorithms use fuzzy logic system. Traditionally,
FLS comprises of three modules, fuzzifier, inference engine and defuzzifier. Type-1
and type-2 FLS have prominent application in development of hardware for edge
detection.

The results are presented comparatively which establishes the fact that relevant
application of soft computing in edge detection, and computer vision is no less than
other more popular approaches such as ML and deep learning.
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A Comprehensive Study of Pose
Estimation in Human Fall Detection

Shikha Rastogi and Jaspreet Singh

Abstract According to a study, unexpected fall is one of the main causes of sudden
demise in elder persons. Therefore, it is very important to take immediate safety
measures for the people having age 65 or above, or the people who are physically or
mentally disabled. A powerful fall detection system to identify and provide imme-
diate assistance to senior citizens or the people who is prone to falls is needed. A
medical alert systemwith fall detection allows the user to summon assistancewithout
pressing the call button. This reviewpaper identifies the comparison in the approaches
used for fall detection based on machine learning algorithm. A brief discussion on
the methods used in pose estimation like OpenPose and PoseNet, which are majorly
used to detect the fall and non-fall of a person is done. Moreover, we have also
discussed the privacy concern of a person while using camera-based technique for
detecting fall.

Keywords Healthcare · Fall detection ·Machine learning · Threshold-based ·
Vision-based

1 Introduction

According to a survey done by WHO, nearly 28% of population comes under the
age group of 64, and this count has increased by 32–42% as the age increases over
70 [1]. Aging is the main factor of physical weakness among elderly people due to
which they suffer a lot of fall-related health issues [2]. Fall is one of the major causes
of death among elder people [3]. The results of such fall in elderly are fractures
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and long-lasting sicknesses, which will cause incapability of doing their own work,
dependency on others, and mental pressure of falling another time [4]. So, it is very
important to give extra care to these people, and prevent them from such conditions to
happen by providing them proper surveillance. Moreover, if a person falls, then there
should be some automated system which will provide information to their caretakers
so that immediate action can be taken.

The major focus of this paper is on different pose estimation techniques used in
detecting fall and non-fall of a person. There are many methods for detecting pose
like OpenPose, PoseNet, AlphaPose, and MediaPipe Pose, but we majorly discussed
the OpenPose and PoseNet, which are the most used methods in estimation the pose
of a person for fall with high accuracy rate.We have also discussed the basic methods
used for detecting fall and non-fall, like threshold and machine learning.

The rest of the paper is organized as: In Sect. 2, the related work in fall detection
and pose estimation are discussed. In Sect. 3, post estimation methods are explained.
InSect. 4, howpose estimation is used in fall detection is discussed. Section 5 explains
the issues related to privacy of a person while using camera for fall detection, and
Sect. 6 provides the conclusion of the work.

2 Related Work

Over the years, this domain has seen significant and fruitful research. As we progress
from one study to the next, the technology differs dramatically. Vallabh et al. explain
that camera-based systems, though expensive, allow monitoring multiple people and
require no effort on the part of the user [5]. Miaou et al. provide a novel method for
detecting older people’s falls; his detection system captures images with a MapCam
(omni-camera) and conducts image processing on them. The processing work takes
into account each individual’s personal information [6]. Mobile phones are self-
contained devices, i.e., they provide a sophisticated hardware and software environ-
ment which enables the construction of a widespread fall detection system. Dai et al.
proposed a fall detection system based on mobile phones that can be used practically
anywhere. With a few accessories, the embedded accelerometers are employed for
fall detection [7]. Tao et al. presents a system-based infrared ceiling network for
behavioral research and fall detection. The sensors generate numerous sequences
from which they determine whether or not people are present under the sensors [8].

Rimminen et al. employs a floor sensor and pattern recognition to do near-field
imaging (NFI). By identifying impedances with a framework of slight anodes under-
neath the floor, the floor sensor perceives individuals’ areas and examples [9]. Putra
et al. proposed an event-triggered machine learning (EvenT-ML) approach, which
uses the distinguishing features of fall. KNN, logistic regression, and SVM were
utilized for classification and regression [10]. In a semi-supervised context, Droghini
et al. proposed a template-matching classifier which utilizes the one-class SVM
(OCSVM) [10] to discriminate and classify between human falls and non-fall [11].
G. Sannino et al. explains mel-frequency cepstral coefficients and Gaussian mean
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Supervectors (GMSs) for fall/non-fall classification using floor acoustic sensors that
capture acoustic signals, which are subsequently processed to obtain the remote
monitoring of old persons usingwearable sensors [12]. To further the safety, comfort,
and wellbeing of older individuals, Greene et al. proposed Internet of Things (IoT)-
based fall detection systemswere integrated into homes and cities that had preexisting
“smart” infrastructure. Smart technology, such as digital AI-assisted cameras, wrist-
bands (fitness trackers, watches etc.), and voice-controlled devices, can considerably
improve the accuracy, promptness and effectiveness of a fall warning system [13].
In [14], Bosch-Jorge et al. proposed a camera-based low-cost detection system, in
which wide-angle cameras are aimed to reduce the number of cameras deployed. A
couple of novel features utilizing the gravity vector were introduced for fall detec-
tion. To detect fall occurrences, Cao et al. developed a new technique which used
acceleration data as its basis and applied a hidden Markov model (HMM) [15].

The pose of human body shows the symmetrical structure of the humanoid move-
ment. In the area of vision-based detection system, the pose of a body is defined
by the keypoints [16]. In other words, on the basis of the movement of the joints in
the skeleton, the position of the body is determined. A lot of work has been done
in this field; Weiminng Chen et al. used the OpenPose technique for fall detection
and with the help of three thresholds able to achieve high accuracy [16]. In [17], S.
Jeong et al. used OpenPose with long short-term memory (LSTM) technique and
determines the human fall with the help of coordinate and speed of human body. In
[18], Y. K. Kang et al. detects the human fall with the help of PoseNet and gated
recurrent unit (GRU) on the basis of velocity, height, and width of the body. In [19],
Gibello Foglio et al. proposes that when PoseNet employs with convolutional neural
network (CNN) and multilayer perceptrons (MLP) gives high accuracy. C. B. Lin
et al. predicted that OpenPose with recurrent neural network (RNN) also works well
in detecting fall with the use of skeleton map [20].

A comprehensive comparison of all the available devices is tabulated in Table 1.

3 Pose Estimation Methods

A computer vision-based system that recognizes and analyzes human posture is
known as human pose estimation [27, 28]. The modeling of the human body is the
most important aspect of human pose estimation. Skeleton-based, contour-based, and
volume-based models are the most common types of pose estimation models. Pose
estimation is an application in the field of computer vision which detects a subject’s
body pose (sitting, standing etc.) from an image or video. It can also be referred
to as the task of determining a camera’s angle or location relative to a subject. The
system works by drawing/estimating the subject in 2D/3D space using up to 17 body
keypoints on a person’s body as shown in Fig. 1.

These keypoints represent significant joints in humans, such as the elbow and
knee. Keypoints will be in different places compared to others if we bend our arms
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Table 1 Quantitative comparison for related research in fall detection

Method for fall detection Precision Recall Specificity F-measure Accuracy

Threshold analysis-based fall detection
classifiers [21]

0.946 0.954 0.9 0.949 0.946

Camera-based detection using gravity
vector [14]

0.93 0.906 0.94 0.918 0.969

Head tracking via RGB camera [22] 0.923 0.902 0.952 0.912 0.932

Threshold based on Omni-camera
images [6]

0.789 0.909 0.86 0.844 0.81

Mobile phone sensor-based [7] 0.924 0.912 0.9 0.89 0.92

Infrared ceiling sensor network [8] 0.924 0.98 0.925 0.951 0.932

Floor sensor-based [9] 0.906 0.891 0.918 0.898 0.906

IoT-based [13] 0.88 − 0.735 − 0.88

Hidden Markov model (HMM) [15] − − 1 − 0.972

Support vector machine (SVM) [10] 0.931 0.863 − 0.882 0.909

One-class SVM [11] − − − 0.899 −
Threshold-based [12] 0.85 − 0.92 − 0.93

Video-based approach [23] 0.833 0.882 − 0.857 −
3D head tracking [24] 0.85 0.667 0.9 0.747 0.789

Sensor-based approach [25] 0.976 0.817 0.987 0.889 0.921

Sensor-based [26] 0.967 − 0.966 − 0.983

Fig. 1 Human pose
estimation keypoints [29]
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or legs. The majority of inanimate objects are inflexible. For example, regardless of
the orientation of a brick, its corners are always the same distance apart.

A distinction must also be established between 2 and 3D pose estimation tech-
niques. In 2D pose estimation, the position of the keypoints in 2D space in relation
to an image is estimated. An X and Y coordinate is determined for each keypoint,
thus we get the coordinates for the keypoint. It is when we add the third coordinate
(Z), we step into 3D pose estimation.

An important classification criterion is whether the algorithm detects one
thing/subject or can it work for multiple objects in a frame simultaneously. Based
on this criterion, the techniques are classified into two categories: single-pose and
multi-pose estimation. As the name suggests, multi-pose estimation approaches are
capable of detecting and tracking body poses of multiple subjects at a time, whereas
single-pose estimation approaches can detect and track only a single subject at a
particular time. We can monitor an object or person in a familiar and 3D space at
an extraordinarily detailed level using posture estimation. This tremendous capacity
brings up a plethora of potential uses.

In some important aspects, pose estimation varies from other standard computer
vision tasks which includes tasks like object detection, or recognition tasks. Object
detection is a task that locates objects within an image frame or a video. Though
important, object detection can only provide a rough estimate and a bounding box
encompassing the object. Pose estimation, on the other hand, provides a much more
detailed analysis such as the exact location of the subject’s different body parts.When
we analyze how pose estimation may be used to automatically detect human move-
ment,we can see howpowerful it is. Pose estimation has the potential to develop a new
wave of automated systems, meant to quantify the precision of human movement,
from virtual sports coaches and AI-powered personal trainer to tracking movements
on factory floors to ensure worker’s safety.

Convolutional neural networks are used in deep learning designs that are suited
for pose estimation. There are two types of approaches—the top down approach and
the bottom up approach. The model employs the bottom up approach to learn all the
occurrences of a specific keypoint in an image and then create a grouping in the form
of a skeleton. The top down approach works in the opposite way. An object detector
is used to create bounding boxes around each instance of the object and then it tries
to estimate the presence of the keypoints in the bounded area.

Many specific neural networks are used for this task, but here, we have highlighted
a few reliable ones—PersonLab (PoseNet) and OpenPose.

3.1 PersonLab (PoseNet)

The PersonLab [30] employs a box free bottom up approach to pose estimation.
The method involves the occurrence of two steps. First is the detection of K

keypoints, and then, the grouping of these points into personal instances like in
Fig. 2. With each iteration, improvements in the form of short, mid-, and long-range
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Fig. 2 Keypoint detection
using PoseNet [18]

Table 2 Comparative
analysis of ML algorithm on
the basis of accuracy

Method Features Accuracy (%)

PoseNet + SVM [31] Skeleton map 93.67

PoseNet + GRU [18] Velocity, height, width 99.80

PoseNet + CNN [19] Depth images 99.74

PoseNet + MLP [19] Depth images 99.84

offsets are made to the heatmaps. The heatmap is used to gather any large area of
the image where keypoint can be found, whereas the offsets help to fine tune the
predictions and get a precise final result. Table 2 shows the comparative study of
PoseNet with different machine learning algorithms. Figure 3 shows the graphical
representation of the comparison done on PoseNet with ML algorithms, and on the
basis of that, PoseNet with MLP gives highest accuracy of 99.84%.

Fig. 3 Performance analysis
of ML algorithms

93.67% 

99.80% 99.74% 99.84% 

Posenet + SVM Posenet + GRU Posenet + CNN posenet + MLP

Accuracy
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Fig. 4 Skeleton detection using OpenPose [16]

An issue with using the PersonLab is its over-reliance on keypoint-level annota-
tions for instance segmentation. The research intends to investigate approaches to
address this constraint in the future, such as weakly supervised component finding.

3.2 OpenPose

OpenPose [32] is a real-time multiple-person detection library that is the first to
demonstrate the ability to recognize human body, face, and foot keypoints simulta-
neously. The first step is to feed an RGB (red, green, blue) image into a two-pronged
convolutional neural network (CNN), which will yield two separate outputs (Fig. 4).

The confidence maps of various body parts, such as eyes, elbows, knees, and nose
are predicted by the first branch at the top. The affinity fields, which describe a degree
of relationship between different body components in the input image, are predicted
by the bottom branch. Last but not least, greedy inference is used to process the
confidence maps and affinity fields. The 2D keypoint pose estimation outputs for all
subjects in the image. We use multistage to improve the depth of the neural network
technique in order to capture more fine outputs, which implies that the network is
layered one on top of the other at each stage. Table 3 compares the machine learning
algorithmwhich are used for fall detectionwithOpenPose. Figure 5 demonstrates the
performance evaluation of ML algorithm on the basis of accuracy, and it is observed
that when OpenPose is used with LSTM for fall detection, it gives high accuracy as
compared to other ML algorithms.
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Table 3 Comparative analysis of OpenPose with ML algorithm

Method Features Accuracy (%)

Open Pose + LSTM [17] Coordinate, speed 98.70

OpenPose + convolutional neural network [33] Skeleton map 91.70

OpenPose + three thresholds [16] Velocity, Angle, Ratio 97

OpenPose + recurrent neural network [20] Skeleton map 90.10

OpenPose + SSD MobileNet [34] Skeleton map 93

84%
86%
88%
90%
92%
94%
96%
98%

100%

Open Pose
+LSTM

OpenPose +
Convolutional

neural network

OpenPose +
three thresholds

OpenPose +
Recurrent

neural network

Openpose+SSD
Mobile Net

Accuracy

Fig. 5 Performance comparison of ML algorithm

4 Pose Estimation and Fall Detection

To determine and warn of the occurrence of a fall, we use the power and capability
of posture estimation algorithms. The subject’s stance is constantly monitored by the
camera-based sensors. This gives us a set of 17 essential keypoints of a human body.
These keypoints are used for determining the angle of the human body with respect
to the surroundings, in particular the ground.

We estimate the angle in all conditions. We also keep a track of the timings
between any pose changes. If the position of a person changes from a position like,
and not limited to, Fig. 6a to a position like Fig. 6b, we predict it to be a fall. The
angle formed by the subject in Fig. 6a is close to 90° and in a lying position Fig. 6b,
it is closer to either 0° or 180°. Our approach classifies a change of body angle to 0°
or 180° as a fall. It is possible that the subject has voluntarily lied down. To rule out
any such misclassifications, the approach takes into account the time taken for the
pose change. Since falls tend to last for a smaller duration as compared to voluntary
movements, if the pose changes to Fig. 6b in a very small duration of time, our system
classifies the action as a fall and alerts the attendee. We set the threshold of fall to a
duration less than what it takes for an average person to lie down voluntarily. When
the subject’s pose change time is less than a predefined threshold, the system detects
it as a fall.

In addition to the angle of the body, our system also assumes a sphere of presence
for certain body parts on the subject’s body. Some of these parts include the nose,



A Comprehensive Study of Pose Estimation in Human Fall Detection 403

Fig. 6 a Standing person pose. b Lying person pose

shoulders, eyes etc. Since our pose estimation algorithm already estimates these
keypoints, we can keep a track of them to estimate a fall. If any of these parts moves
out of the sphere of presence in a time less than the predefined threshold, we can
classify it as a fall.

5 Privacy Concerns Related to Camera-Based Sensors

In most cases, video surveillance systems are implemented to improve the safety
and security of people or property in the monitored regions. Robbery, vandalism,
stealing, and terrorism are all common threats. Other application scenarios, such as
home monitoring or assisted living, are more intimate and private. However, due to
modern embedded systems’ onboard processing capabilities, it is now possible to
compensate for this privacy loss by making security and privacy protection built-in
to video surveillance cameras.

Traditionally, privacy-preserving computer vision systems guarantee privacy by
applying existing software-based privacy algorithms after capture. Single and multi-
aperture sensor designs have come into consideration which have been presented in
the domain of fixed privacy optics [35]. The advantages of fixed privacy optics are
twofold. Firstly, they do not contain any of the cyber threats related to software-based
sensors, since they are devoid of electronics of any kind. Next, due to the fact that
the optics filter any incident light-field directly, the number of onboard processes
reduces significantly and the onboard power requirements are reduced to zero. A
programmable privacy optics system consists of an alignment sensor having the
ability to pre-capture privacy alignment and an output sensor (roughly equivalent to
an ideal pinhole camera), the seeing path of which is split between the scene and an
active optical mask, such as a projector or electronic display.
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Masking sensitive targets involves five steps with this setup:

(1) Using an alignment sensor, capture an alignment image.
(2) Use the alignment image for target segmentation.
(3) Create privacy masks using target segmentations.
(4) Using the output sensor, capture a private image.

The system can also use thermal cameras to determine poses instead of RGB
cameras. Thermal cameras use limited private information and are comparatively
much safer to normal cameras, when considering privacy. A Stanford-based research
[36] showed promising results in the domain of thermal imaging-based pose estima-
tion. The results improved manifold when a depth camera was used in conjunction
with the thermal camera.

6 Conclusion

Injuries due to abrupt fall of elderly people is a matter of serious concern in nursing
homes and hospitals. We have reviewed many of the previous works in this area and
also compared the efficiency and accuracy of the systems. Through this, we were
able to determine that most of the research presented is based on hardware-based
approaches which are comparatively expensive and difficult to setup. The domain
of camera-based sensors has seen less research as compared to its counterparts. We
have also discussed the most used pose estimation methods to determine whether
a person has fallen. It keeps track of a person’s body angle to classify movements
as a fall and tracks time to rule out any false positives. We provide an overview of
some of the leading pose estimation algorithms and also determined that OpenPose
works best with LSTM with 98.7% accuracy, and PoseNet works best with MLP
with 99.84% accuracy. Lastly, we also explained the privacy concerns which arise
due to the use of camera-based sensors. We provide some alternatives to existing
systems to set aside any such doubts.

References

1. Rastogi, S., & Singh, J. (2021). A systematic review on machine learning for fall detection
system. Computational Intelligence.

2. Núñez-Marcos, A., Azkune, G., & Arganda-Carreras, I. (2017). Vision-based fall detection
with convolutional neural networks. In Wireless communications and mobile computing.

3. Ambrose, A. F., Paul, G., & Hausdorff, J. M. (2013). Risk factors for falls among older adults:
A review of the literature. Maturitas, 75(1), 51–61.

4. Gates, S., Fisher, J. D., Cooke,M.W., Carter, Y.H.,&Lamb, S. E. (2008).Multifactorial assess-
ment and targeted intervention for preventing falls and injuries among older people in commu-
nity and emergency care settings: Systematic review and meta-analysis. BMJ, 336(7636),
130–133.



A Comprehensive Study of Pose Estimation in Human Fall Detection 405

5. Vallabh, P.,&Malekian,R. (2018). Fall detectionmonitoring systems:Acomprehensive review.
Journal of Ambient Intelligence and Humanized Computing, 9(6), 1809–1833.

6. Miaou, S. G., Sung, P. H., & Huang, C. Y. (2006, April). A customized human fall detec-
tion system using omni-camera images and personal information. In 1st Transdisciplinary
Conference on Distributed Diagnosis and Home Healthcare, 2006. D2H2 (pp. 39–42). IEEE.

7. Dai, J., Bai, X., Yang, Z., Shen, Z., & Xuan, D. (2010). Mobile phone-based pervasive fall
detection. Personal and Ubiquitous Computing, 14(7), 633–643.

8. Tao, S., Kudo,M., &Nonaka, H. (2012). Privacy-preserved behavior analysis and fall detection
by an infrared ceiling sensor network. Sensors, 12(12), 16920–16936.

9. Rimminen, H., Lindström, J., Linnavuo, M., & Sepponen, R. (2010). Detection of falls among
the elderly by a floor sensor using the electric near field. IEEE Transactions on Information
Technology in Biomedicine, 14(6), 1475–1476.

10. Putra, I. P. E. S., Brusey, J., Gaura, E., &Vesilo, R. (2018). An event-triggeredmachine learning
approach for accelerometer-based fall detection. Sensors, 18(1), 20.

11. Droghini, D., Ferretti, D., Principi, E., Squartini, S., & Piazza, F. (2017). A combined one-class
SVM and template-matching approach for user-aided human fall detection by means of floor
acoustic features. In Computational intelligence and neuroscience.

12. Sannino, G., De Falco, I., & De Pietro, G. (2015). A supervised approach to automatically
extract a set of rules to support fall detection in an mHealth system. Applied Soft Computing,
34, 205–216.

13. Greene, S., Thapliyal, H., & Carpenter, D. (2016, December). IoT-based fall detection for
smart home environments. In 2016 IEEE International Symposium on Nanoelectronic and
Information Systems (iNIS) (pp. 23–28). IEEE.

14. Bosch-Jorge, M., Sánchez-Salmerón, A. J., Valera, Á., & Ricolfe-Viala, C. (2014). Fall detec-
tion based on the gravity vector using a wide-angle camera. Expert Systems with Applications,
41(17), 7980–7986.

15. Cao, H., Wu, S., Zhou, Z., Lin, C. C., Yang, C. Y., Lee, S. T., & Wu, C. T. (2016, August).
A fall detection method based on acceleration data and hidden Markov model. In 2016 IEEE
International Conference on Signal and Image Processing (ICSIP) (pp. 684–689). IEEE.

16. Chen, W., Jiang, Z., Guo, H., & Ni, X. (2020). Fall detection based on key points of human-
skeleton using openpose. Symmetry, 12(5), 744.

17. Jeong, S., Kang, S., & Chun, I. (2019, June). Human-skeleton based fall-detection method
using LSTM for manufacturing industries. In 2019 34th International Technical Conference
on Circuits/Systems, Computers and Communications (ITC-CSCC) (pp. 1–4). IEEE.

18. Kang, Y. K., Kang, H. Y., & Weon, D. S. (2020). Fall detection based on human skeleton
keypoints using GRU. International Journal of Internet, Broadcasting and Communication,
12(4), 83–92.

19. Gibello Foglio, D. (2021). Pose classification for assistive unmanned vehicles with deep
learning at the edge [Doctoral dissertation, Politecnico di Torino].

20. Lin, C. B., Dong, Z., Kuan, W. K., & Huang, Y. F. (2021). A framework for fall detection based
on OpenPose Skeleton and LSTM/GRU models. Applied Sciences, 11(1), 329.

21. Zhang, C., Lai, C. F., Lai, Y. H., Wu, Z. W., & Chao, H. C. (2017). An inferential real-
time falling posture reconstruction for Internet of healthcare things. Journal of Network and
Computer Applications, 89, 86–95.

22. Foroughi, H., Rezvanian, A., & Paziraee, A. (2008, December). Robust fall detection using
human shape and multi-class support vector machine. In 2008 Sixth Indian Conference on
Computer Vision, Graphics and Image Processing (pp. 413–420). IEEE.

23. Rougier, C., Meunier, J., St-Arnaud, A., & Rousseau, J. (2007, May). Fall detection from
human shape and motion history using video surveillance. In 21st International Conference on
Advanced Information Networking and Applications Workshops (AINAW’07) (Vol. 2, pp. 875–
880). IEEE.

24. Rougier, C., Meunier, J., St-Arnaud, A., & Rousseau, J. (2006, August). Monocular 3D head
tracking to detect falls of elderly people. In 2006 International Conference of the IEEE
Engineering in Medicine and Biology Society (pp. 6384–6387). IEEE.



406 S. Rastogi and J. Singh

25. Chen, O. T. C., & Kuo, C. J. (2014, August). Self-adaptive fall-detection apparatus embedded
in glasses. In 2014 36th Annual International Conference of the IEEE Engineering in Medicine
and Biology Society (pp. 4623–4626). IEEE.

26. Kwolek, B., & Kepski, M. (2014). Human fall detection on embedded platform using depth
maps and wireless accelerometer. Computer Methods and Programs in Biomedicine, 117(3),
489–501.

27. Haralick, R.M., Joo, H., Lee, C. N., Zhuang, X., Vaidya, V. G., &Kim,M. B. (1989). Pose esti-
mation from corresponding point data. IEEE Transactions on Systems, Man, and Cybernetics,
19(6), 1426–1446.

28. Toshev, A., & Szegedy, C. (2014). Deeppose: Human pose estimation via deep neural networks.
InProceedings of the IEEE Conference on Computer Vision and Pattern Recognition (pp. 1653–
1660).

29. Divya, R., SCET, T., Riya, T. B., Johns, R., Sreelakshmi, T. J., & Davies, T. (2021). Fall
detection using OpenPose.

30. Papandreou, G., Zhu, T., Chen, L. C., Gidaris, S., Tompson, J., &Murphy, K. (2018). Personlab:
Person pose estimation and instance segmentation with a bottom-up, part-based, geometric
embedding model. In Proceedings of the European Conference on Computer Vision (ECCV)
(pp. 269–286).

31. Youssfi Alaoui, A., Tabii, Y., Oulad Haj Thami, R., Daoudi, M., Berretti, S., & Pala, P. (2021).
Fall detection of elderly people using the manifold of positive semidefinite matrices. Journal
of Imaging, 7(7), 109.

32. Cao, Z., Hidalgo, G., Simon, T., Wei, S. E., & Sheikh, Y. (2019). OpenPose: Realtime multi-
person 2D pose estimation using part affinity fields. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 43(1), 172–186.

33. Xu, Q., Huang, G., Yu, M., & Guo, Y. (2020). Fall prediction based on key points of human
bones. Physica A: Statistical Mechanics and its Applications, 540, 123205.

34. Sun, G., & Wang, Z. (2020, April). Fall detection algorithm for the elderly based on human
posture estimation. In 2020 Asia-Pacific Conference on Image Processing, Electronics and
Computers (IPEC) (pp. 172–176). IEEE.

35. Pittaluga, F., & Koppal, S. J. (2016). Pre-capture privacy for small vision sensors. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 39(11), 2215–2226.

36. Mehra, R., Chetty, M., & Kamalu, J. (2017). Multiperson pose estimation using thermal and
depth modalities [Technical Report 1]. Department of Computer Science, Stanford University,
Stanford, CA, USA.



Study and Develop a Convolutional
Neural Network for MNIST Handwritten
Digit Classification

Disha Jayswal, Brijeshkumar Y. Panchal, Bansari Patel, Nidhi Acharya,
Rikin Nayak, and Parth Goel

Abstract The goal of this analysis has been on the development of handwritten digit
recognition with the use of the MNIST dataset. In the latest days, the identification
of handwritten digits has become a challenging research topic in machine learning.
Due to physically formed digits having varying lengths, widths, orientations, and
positions. Itmay be utilized in severalways, such as the amount and signature on bank
checks, the location of postal and tax papers, and so on. This research used CNN for
recognition. Total four steps followed by pre-processing, feature extraction, training
CNN, classification, and recognition. Along with its great higher accuracy, CNN
outperforms other methods in detecting essential characteristics without the need for
human intervention. On top of that, it incorporates unique levels of convolution and
pooling processes. Through CNN, 97.78% accuracy was obtained.

Keywords Convolutional neural network (CNN) · Handwritten digit recognition ·
MNIST dataset · Neural network
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1 Introduction

Handwritten digit identification is a difficult task. The aspect that complicates the
situation is the natural diversity in syntaxes at various times. As a result, developing a
general recognition system process of tracking numbers and compositions produced
by a variety of authors is also not possible. Yet, one of the really difficult issues
for this assignment is identifying the most useful characteristics with the strong
discriminating capacity to increase accuracy rate while minimizing potential. This
is an important task for which conventional databases exist, allowing alternative
techniques to be tested and verified.

CNN has recently emerged as one of the useful approaches, gambling a key
function in more than a few of new fulfillment and traumatic ML knowledge of
packages consisting of mission ImageNet item identification, photo segmentation,
and face recognition. As a result, here researcher selected CNN for handwritten digit
recognition.

Recognition is recognizing or differentiating an object or a person from previous
experiences or learning. So, by this, it can be made out easily that handwritten
recognition is recognizing or identifying the digits of any document [1]. TheMNIST
handwritten digit classification problem is a well-known dataset utilized in computer
vision and deep learning.

The MNIST dataset is utilized as a database of different handwritten digits.
MNIST is a vast database of handwritten numeric or digits that are utilized to train
and test machine learning algorithms. The training and testing images in this dataset
total 60,000 and 10,000 photos, respectively.

The following are how the paper is structured: Sect. 2 has CNN modeling for
the classification of the handwritten digit. Section 3 has MNIST dataset, Sect. 4 has
literature survey, and Sect. 5 has experimental results and discussion, then conclusion
and future work.

2 CNN Modeling for Classification of Handwritten Digits

In artificial intelligence, CNNs are a type of feed-forward neural network frequently
employed for image recognition. CNN takes data in the form of multidimensional
arrays as input. It performs admirably when dealing with enormous amounts of
tagged data. The receptive field is what CNN uses to extract every piece of the input
image. It assigns weights to each neuron based on the significance of the receptive
field. As a result, each neuron can tell itself apart from the others. The architecture
of layers in CNN.

In Fig. 1, we can see a simple CNN model 1. The input layer is the initial layer,
with a 28-by-28-pixel input image. Then there’s the convolution layer, which may
combine with the input image to produce four feature maps. The pooling layer is the
third layer. It calculates the input feature maps’ local average or maximum. The next
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Fig. 1 Convolutional neural network

repeated except for the number and size of convolution kernels, the convolution layer,
and the pooling layer work similarly to the preceding ones. Eventually, the output
layer is a fully linked layer where the classifier’s outcome is the output neurons’
largest value [2].

2.1 Advantages of CNN

CNN is widely used replacing various other algorithms these days. As CNN works
way better than various other algorithms because of its high computational efficiency,
detects [3] the important features without any human supervision. Upon all this, it
uses unique layers of convolution, and pooling operations have been inculcated.

3 Dataset MNIST

The MNIST dataset, which was published by Y. LeCun of New York University’s
Courant Institute, stands for Modified National Institute of Standards and Tech-
nology. It’s made up of 60,000 squares of 2828-pixel grayscale [4] handwritten
numbers ranging from 0 to 9. This dataset contains 60,000 training images and
10,000 testing images. For the test set, more than 250 different writers were picked
for handwritten [5] data samples (Fig. 2).

4 Literature Survey

See Table 1.
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Fig. 2 MNIST dataset

5 Experimental Result and Discussion

The basic idea of this paper is to get the best accuracy possible with the CNN
algorithm. Hence, there is a long procedure [14] that acts behind it consisting of
various steps as shown in Fig. 3.

The above figure illustrates the architecture diagram of the proposed system. It
contains four stages starting from taking the input dataset and ending with giving the
output of the recognized digit. The four stages are as follows: [1]

A. Pre-processing
B. Feature extraction
C. Training CNN
D. Classification and recognition.

A. Pre-processing

Various tasks on the input image must be completed during this pre-processing step.
It is defined in such a way that binarization converts a grayscale image to a binary
image [5].

Essentially, the training set photos will be thresholded into a binary image to
reduce the amount of data [15].

B. Feature Extraction

Following the conclusion of the pre-processed images are now represented in matrix
form, which includes pixels from extremely large images. It aids in obtaining the
necessary digit information from photos. Feature extraction is the term for this
activity. The data redundancy is removed at this stage [1].

C. Training CNN

Training starts from the very first layer which is the input layer where the MNIST
dataset is a monochromic picture with the 28 × 28 size is taken. Then there’s the
convolution layer, which may combine with the input image to produce four feature
maps. Next is the pooling layer, in which the pooling computation [16] will reduce
the extension of the data.
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Table 1 Literature survey

S. No. Title Year of publication Method or algorithm
or techniques

Accuracy (%)

1 An Efficient CNN
Model for
Automated Digital
Handwritten Digit
Classification [6]

April 2021 CNN architectures
(training and
validation), MNIST
dataset

99.93

2 Comparative
Analysis of
Algorithms Used in
Handwritten Digit
[7]

June 2021 Decision tree,
logistic regression,
k-nearest neighbors
(KNN), and deep
learning algorithm
CNN

86.6, 92.6, 96.89, 99

3 Handwritten Digit
Recognizer using
Deep Neural
Network [7]

April 2021 Deep neural network 99.19

4 Convolutional neural
network-based
ensemble methods to
recognize Bangla
handwritten
character [8]

June 2021 CNN 98.68

5 Evaluating Machine
Learning Models for
Handwriting
Recognition-based
Systems under Local
Differential Privacy
[9]

2021 Machine learning
models

97

6 Hybrid CNN-SVM
Classifier for
Handwritten Digit
Recognition [10]

2020 Convolutional
neural networks
(CNN) and support
vector machine
(SVM)

99.28

7 Handwritten Digit
Recognition of
MNIST dataset
using Deep Learning
state-of-the-art
Artificial Neural
Network and CNN
(CNN) [11]

2021 Deep learning
state-of-the-art
artificial neural
network (ANN) and
convolutional neural
network (CNN)

80

(continued)



412 D. Jayswal et al.

Table 1 (continued)

S. No. Title Year of publication Method or algorithm
or techniques

Accuracy (%)

8 Handwritten Digit
Recognition with
Feed-Forward
Multi-Layer
Perceptron and
Convolutional
Neural Network
Architectures [12]

2020 Feed-forward
multi-layer
perceptron and
convolutional neural
network
architectures

97.44, 98.76

9 Handwritten Digit
Recognition by Deep
Learning for
Automatic Entering
of Academic
Transcripts [13]

2020 Deep learning for
automatic entering
of academic
transcripts

98.01

10 Implementation of
CNN for
Handwritten Digit
Recognition [14]

2020 FPGA
implementation of
CNN

97.57

Fig. 3 Block diagram of
proposed work
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Fig. 4 Training CNN and the improved accuracies during each epoch

Again comes another set of convolution layer and pooling [17] layers which have
similar operation patterns, except for the fact that the numeral amount and size of
convolution kernels. Our final layer that is the output layer which is fully connected
layer as the name suggests it combines all the neuron to produce and output where
the result of the classifier is the maximum value of output neurons [2].

One model has been constructed; it is required to build and apply it. During
the fitting phase, the algorithm will go over the dataset and grasp the relationships.
This will educate many more times as specified along with the procedure. We’ve
established ten epochs in our example. Throughout the process, the CNNmodel will
learn as well as making errors. There is indeed a cost for [18] each error made by the
model, which is reflected in the lower number for each epoch. In summary, by the
conclusion of the last epoch, the model should provide the least amount of losses or
as much precision as feasible (Fig. 4).

D. Classification and Recognition

Figure 5 is the tabular representation of the confusion matrix which shows digits 0–9
as class 1–10 respectively that mean class 1 corresponds to 0, class 2 corresponds
to 1, class 3 corresponds to 2, and goes on. Vertical rows represent classifier results,
and horizontal columns represent our true data. Here classifier results mean the value
of digit which is recognized by the classifier and truth data is the actual value of the
digit. The diagonally mentioned figure shows the number of correct predictions of
the classifier corresponding to true values. Let’s understand it better by taking cell
of (class 1(0), class1(0)) which gives 970, which means that there are 970 right
predictions of zeroes. Now for considering values other than diagonal shows that
how many values are predicted as wrong and what digit they have been predicted.
Let’s understand it better by taking cell of (class 9(8), class 7(6)) which gives 6, it
means that true value 8 has been wrongly predicted as 6 for 6 times (Fig. 5).

Figure 6 is the graphical representation of our model accuracy corresponding to
the number of epochs taken. The numeral epoch is a hyperparameter that interprets
the number of times that the learning algorithm will work through the whole dataset
of training. And here we can see a general pattern that as the number of epochs for
training and testing dataset increases corresponding to that accuracy also increases.
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Fig. 5 Confutation matrix of CNN classifier

Fig. 6 Model accuracy of proposed work

Figure 7 is the graphical representation of our model loss corresponding to the
number of epochs taken. The numeral epochs are a hyperparameter that interprets
the number of times that the learning algorithm will work through the whole dataset
of training. And here we can see a general pattern that as the number of epochs for
training and testing dataset increases corresponding to that loss decreases.

Fig. 7 Model loss of proposed work
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6 Conclusion

It was to be found that the algorithm CNN which has given the accuracy of 97.78%
works better than various other algorithms. CNN provides tremendous computing
efficiency while also detecting significant traits without the need for human inter-
vention. CNN being a special architecture to detect complex features in data gives
us the convenience to perform recognition. Upon all this, it also has one of the
unique features of combining various convolution and pooling layers which help us
to improve accuracy. CNNmodels can now run on any device, making them globally
appealing by combining two layers of convolutions and pooling each.

7 Future Work

Future efforts can take a look at the effectiveness in gaining in-depth knowledge
and put in it to greater complicated problems under image recognition. Such that an
easy-to-use application can be created for mobile phones or pc which can take in
input and recognize it and gives us the identity of the digit input.

The obtained following outcomes can be made way more detailed and accurate
by using numerous amounts of convolution layers and a huge number of hidden
neurons. And also, accuracy can be increased by using some hybrid model which
consists of more than one algorithm combinedly. In the future, this project can be
inculcated with real-time data using real-time handwritings of humans.
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Unravel the Outlier Detection for Indian
Ayurvedic Plant Organ Image Dataset

Meera Kansara and Ajay Parikh

Abstract Image-based outlier detection has been a fundamental research problem
formachine learning and computer vision researchers. This paper unravels the outlier
detection process for the data preparation framework of the Indian Ayurvedic plant
organ image dataset. While creating dataset the outlier images might get introduce
due to human or device errors. Identification and rectification of such outlier images
are crucial part for creating clean dataset. This paper evaluated and compared four
well-knownand state-of-the-art outlier detection algorithms, namely IsolationForest,
Local Outlier Factor, Histogram-Based Outlier Score, and One-Class Support Vector
Machine for detecting the outliers from the dataset of Indian Ayurvedic plant organ
images. For this experiment dataset containing 690 images of “Centella asiatica”was
used and augmented to generate more image samples. In total, 21 morphological,
geometric, color, and texture features have been extracted from each plant organ
image. The experiment shows the isolation forest giving superior results with 91%
accuracy, at the same time Histogram-Based Outlier Score proves to be the fastest
in execution time.

Keywords Outlier detection · Indian Ayurvedic plant identification · Image
dataset · Image processing ·Machine learning

1 Introduction

Outlier detectionplays a vital role in the data preparationprocess formachine learning
and deep learning-based systems. Outlier detection refers to the problem of discov-
ering patterns or data points in dataset that do not confirm the normal pattern. This
experiment is part of the process of creating image dataset for Indian Ayurvedic
plant organs. Outliers in the context of this research are the medicinal plant organ
images that do not belongs to the specific class or specific organ. While capturing
images for creating dataset, due to device or human error outliers gets introduces,
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these outliers can have a huge and adverse impact on the results and final prediction.
Hence, identification and elimination of this outliers are necessary part of the dataset
preparation process.

In recent time, many outlier detection approaches have been proposed in order
to identify outliers efficiently [1]. These approaches are broadly categorized in to
(1) statistics-based approaches [2, 3] where a statistical technique had been used to
detect outliers. (2) Density-based approaches [4, 5] in which outliers are detected by
evaluating the distances to their nearest neighbors. (3) Clustering-based approaches
which groups similar data points to form individual clusters and considers clusters of
small size as outliers [6]. (4) Model-based approach, where a model is learned from
a set of training data instances and nonconformity from the model is considered as
outliers [7]. In this paper, four state-of-the-art outlier detection approaches, namely
IsolationForest (IF), LocalOutlier Factor (LOF),Histogram-BasedOutlierDetection
(HBOS), and One-Class SVM (OCS), have been evaluated on the dataset of Indian
Ayurvedic plant organ images. The dataset for this experiment was created using
mobile-based image capturing tool developed by [8].

This paper is organized in the following sections, Sect. 2 enlists related work in
the area of outlier detection. Section 3 describes proposed work, and experiments
we have carried out for the outlier detection. Section 4 discuss experimental results
and outcome. Section 5 is the conclusion and directives for the future work.

2 Related Work

In recent time, lot of attention is being paid on data preparation techniques. Outlier
detection and handling is the important part of data preparation process for computer
vision and machine learning task. Many efficient and diverse algorithms have been
proposed for the outlier or anomaly detection. The algorithms vary in techniques and
complexities. Li et al. [9] proposed hyperspectral anomaly detection method using
kernel Isolation Forest, the research mapped hyperspectral data into kernel space
and extracted first k components using principal component analysis (PCA) and then
applied Isolation Forest to isolate outliers from normal observations. Cheng et al.
[10] have created ensembled and progressive model using the Isolation Forest and
Local Outlier Factor for anomaly detection. Kriegel et al. [11] proposed and outlined
the Local Outlier Probability (LoOP) outlier detection model that takes advantage
of the idea of local, density-based outlier scoring and a probabilistic, statistically
oriented approach. Another interesting approach defined by [12], the novel Local
Distance-based Outlier Factor (LDOF) which measure the score or outlier-ness of
samples in primarily scattered datasets. LDOF mainly considered the relative loca-
tion of a sample to its neighbors and determine the degree to which the sample
deviates from its neighborhood samples. In recent time, [13] proposed the training
of anomaly detectors against an auxiliary dataset of outliers, they named the approach
asOE—Outlier Exposure and used anomaly detectors to detect unseen outliers.Gold-
stein et al. [14] carried out comparative analysis of different unsupervised anomaly



Unravel the Outlier Detection for Indian Ayurvedic Plant … 419

detection algorithms on different datasets belonging to various domains. Sehwag
et al. [15] developed Self-Supervised Outlier Detector (SSD) based on unlabeled in-
distribution data with self-supervised representation learning followed by a Maha-
lanobis distance-based detection in the feature space. Elmogy et al. [16] proposed
the first clustering-based outlier detection framework On the Fly Clustering-Based
Outlier Detection (OFCOD). This framework effectually finds out outliers within
huge datasets. Chen et al. [17] proposed novel image-based outlier detection method
by combining autoencoder with Adaboost (ADAE), here many weak autoencoders
were ensembled in order to capture the statistical correlations among the features
of normal data. Shahid et al. [18] had carried out detailed experimental analysis
of One-Class support vector machine formulations like, hyper-plane, hyper-sphere,
quarter-sphere and hyper-ellipsoidal and used these formulations to separate outlier
observations from normal data points. Cao et al. [19] proposed deep neural forest-
based approach that synchronized the image classification and outlier detection from
image data, the proposed IODapproachwas able to capturemore than 90%of outliers
from datasets.

In this paper, we carried out experimental analysis of four states of the art and
well-known algorithms, namely Isolation Forest [20], Local Outlier Factor [21],
Histogram-Based Outlier Score [22], and One-Class SVM [23] on the sample leaf
dataset of “Centella asiatica”, we extracted various morphological and geometric
features along with texture and color features and carried out experimental analysis.

3 Proposed Work

This section is mainly divided into three subsections. Section 3.1 explains and
outlines dataset used for this experiment as well as preprocessing and augmen-
tation. Section 3.2 is feature extraction section, where we have extracted various
morphological and geometric features along with texture and color features from
each image of dataset. As our work is for creation of Indian Ayurvedic plant image
dataset, the texture and color of the plant images also play vital role in detecting
outliers. Section 3.3 is an experiment section where state-of-the-art techniques have
been evaluated and compared for performance.

3.1 Dataset

For this experiment, we have captured images of “Centella asiatica” using mobile-
based image capturing tool. The mobile-based tool is convenient, easy to use, and
also provides visual guidelines for capturing images of plant organs. We captured
690 images of “Centella asiatica” from different locations of Gujarat. The image
capturing was carried out with the natural background and in non-destructive way,
where plant organ has not been plucked or destroyed. To create a dataset for outlier
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Fig. 1 Sample images from the dataset of “Centella asiatica” with outliers

detection experiment, we have also taken some other plant organ images with same
image capturing tool (Fig. 1 shows a sample images from the dataset), these images
are with contaminants and algorithm should be able to identify all such outliers
efficiently.

We performed basic image preprocessing for each plant organ image. The main
purpose of preprocessing the images is to enhance the visual appearance of the image
and to improve feature extraction. This is done by removing unwanted noise, image
smoothing, enhancing quality of image. The first step in preprocessing is by sharp-
ening the RGB image. The sharpening of the image improves the image appearance
and also, the edge points of an image are enhanced. After preprocessing, the images
hadbeen augmented. Image augmentation is the process of generatingnewdata points
based on the existing data points. The images in the dataset have been augmented
to generate more samples. The augmented images were generated and added to the
dataset of outlier detection. Rotation, transformation, scaling, flipping, and other
augmentation techniques had been applied to each image. After augmentation, the
dataset contains 6907 images including outlier images.

3.2 Feature Extraction

The feature extraction is the crucial part of the experiment. In total, 21 features were
extracted from each plant organ image. Some of the features requires to convert
organ image into gray scale and subsequently into binary image. Some features like
color feature extraction requires colored images. The experiment used various image
processing techniques to extract a set of features. Based on the work carried out by
[24], Table 1 enlists the major features extracted from each organ image.

Along with the shape features, various color features like mean and standard
deviation per color channel have been extracted. Figure 2 shows example of channel
separation of RGB image to calculate mean value per color channel. Texture features
were extracted using gray-level co-occurrence matrix (GLCM).
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Table 1 Major features extracted from each image

Feature Description

Area Area is the number of pixels in the region of the plant organ

Perimeter Perimeter is the sum of the distances between each adjoining pair of
pixels around the border of the plant organ

Major axis length Major axis length is the length of the line segment joining the base and
the tip of the plant organ

Minor axis length Minor axis length is the maximum width that is vertical to the major
axis length

Aspect ratio Aspect ratio also known as slimness is the ratio of major axis length to
minor axis length that denotes narrow or wide leaf or flower
characteristics

Solidity Solidity is the ratio of the area of the convex hull and area of the binary
image of the plant organ

Eccentricity Eccentricity is the ratio of the distance between the foci of the ellipse
and its major axis length

Isoperimetric quotient Isoperimetric quotient is the ratio of the area of the organ to the area of
a circle having the same perimeter

Convex hull Convex hull or convex area is the smallest region that fulfill two
conditions: (a) it is convex and (b) it contains region of the organ

Fig. 2 Example of channel separation for “Centella asiatica” leaf image

3.3 Experiments

For this research, we have experimented with following state-of-the-art outlier
detection algorithms.

Isolation Forest (IF)
Isolation Forest is an unsupervised tree-based algorithm which is widely used for
outlier detection in the field of machine learning. The IF “isolates” data points by
randomly choosing a feature out of feature set. Algorithm also randomly select a split
value from the maximum and minimum value for the selected feature. The random
partitioning of features produces smaller paths in trees for the outlier data values and
separate them from the normal data.
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The algorithm has been tested on the features extracted from dataset mentioned in
Sect. 3.1. With the contamination parameter set to 0.1, the Isolation Forest is giving
91% accuracy. The result of the Isolation Forest is displayed in Fig. 3.

Local Outlier Factor
The Local Outlier Factor algorithm basically calculates the local density deviation
of a sample with respect to its surrounding or neighboring samples. LOF considers
the sample “outlier” which has lower density as compared to its neighbors. LOF is
giving 85.55% accuracy. The results of LOF have been displayed in Fig. 4.

Fig. 3 Outliers isolated by Isolation Forest algorithm

Fig. 4 Outliers isolated by Local Outlier Factor
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Fig. 5 Outlier isolated by Histogram-Based Outlier Score

Histogram-Based Outlier Score (HBOS)
In histogram-Based Outlier Score algorithm, for individual feature or dimension a
univariate histogram is computed, where the height of individual bin represents a
density estimate. Then comes the normalization step where histograms are normal-
ized to make maximum height of 1.0. This is done to give each feature an equal
weight for the outlier score. The HBOS is giving 85.55% accuracy. The results of
HBOS have been displayed in Fig. 5.

One-Class SVM (OCS)
One-Class SVM algorithm developed for binary classification can also be used for
the outlier or anomaly detection. OCS algorithm considers the density of themajority
of samples and samples falling on the extreme of the density will be classified as an
outliers or anomalies. One-Class SVM in this experiment gives 71.42% of accuracy.
The top 6 outlier images isolated by OCS are displayed in Fig. 6.

4 Results and Discussion

The experiment of outlier detectionwas carried out for the purpose of creating dataset
of IndianAyurvedic plant organ images.Outlier detection process is an important part
of data preparation framework for Indian Ayurvedic plant organ image dataset. The
accurate and precise algorithm not only eliminates contamination but also improves
results and accuracy of final identification process.As outlined in Sect. 3, experiments
were carried out using the sample dataset of “Centella asiatica” with contaminations
in form of other plant organ images. For this experiment, we carried out threefold
cross-validation, we randomly shuffle the dataset into three sets ce0, ce1, ce2 such
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Fig. 6 Outlier isolated by One-Class SVM

Table 2 Accuracy of IF,
LOF, OCS, and HBOS on
sample dataset

Algorithm Accuracy in %

Isolation Forest 91.00

Local Outlier Factor 85.55

One-Class SVM 71.42

Histogram-Based Outlier Score 85.55

that ce0, ce1, and ce2 are of equal size. The result for the outlier detection algorithms
was averaged over three trials. The result of experiment is listed in Table 2.

As listed in Table 2, One-Class SVMobtained accuracy score of 71.42%, whereas
both LOF and HBOS give accuracy of 85.55%. In spite of giving equal accuracy the
HBOS is much faster than LOF in execution time, because of high time complexity,
LOF is less appropriate for large-scale high-dimensional datasets like plant organ
image datasets. HBOS performed low in detecting local outliers. The highest accu-
racy of 91% is achieved with Isolation Forest. IF is an ensemble-based unsuper-
vised outlier detection algorithm with high precision and linear time complexity.
The dataset was high dimensional, noisy with intra-class variability, as contains field
images of plant organ which poses major challenge for density-based algorithms,
as IF is tree based and work on random partitioning of features, IF is more suitable
for this dataset and feature set. IF can be scaled up to handle high-dimensional as
well as large datasets. Overall low accuracy of the algorithms could be due to the
fundamental nature of the problem domain, for example, varied appearance of plant
organ images (as shown in Fig. 1) and complex structure of plant organs as well as
high intra-class variability and low inter-class variances.
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5 Conclusion

This paper carried out experiments for outlier detection, which is important and inte-
gral part of data preparation framework for creating dataset of IndianAyurvedic Plant
Organ Image dataset. For this purpose, sample dataset of 690 images of “Centella
asiatica” with outliers have been used. In total, 21 morphological, geometric, color,
and texture features have been extracted. Four well-known algorithms, namely Isola-
tion Forest, Local Outlier Factor, One-Class SVM and Histogram-Based Outlier
Score, have been evaluated. Isolation Forest found to give best accuracy of 91%.
The low quality of data and existence of noise makes outlier detection process chal-
lenging. The limitation of this experiment is the result is highly dependent upon the
extracted features. More robust and distinctive features may improve the accuracy
of the outlier detection task.

For the future work, more experiments could be carried out with different outlier
algorithms and more efficient features could be extracted to elevate accuracy. The
clustering-based outlier detection techniques could be explored and neural network
could also be used instead of feature extractor to improve accuracy and efficiency.
The use of autoencoders could be experimented. The dataset could be extended and
experiments could be carried out for multiple plant organs.
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Abstract AI in service industry like tourismandhospitality is changing at an impres-
sive pace and has uncovered new research opportunities. It has been progressively
reshaping the service industry and has led to significant innovations in this sector.
This study focuses on the systematic review of artificial intelligence in delivery of
service in the field of tourism and hospitality. The purpose of the paper is to explore
and signify the relevance of artificial intelligence in tourism and hospitality industry
in the contemporary times to meet the challenges posed by the pandemic and to
ensure speed and accuracy in service delivery for enriching guest experience and
sustaining competition. Paper mainly discusses about the optimum use of artificial
intelligence through the adoption of AI technology in service delivery in tourism
and hospitality industry. The use of AI-enabled tools like chatbots, smart rooms with
voice control system, facial recognition technology, robots, operational analysis, and
virtual reality in hospitality industry has been analyzed. This study also explores the
acceptance of AI by the customer in the tourism and hospitality industry.
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1 Introduction

AI in tourism and hospitality is playing the role of game changer [1]. AI has led to
innovative solutions in the service industrywhich have helped to reinvent the industry
in terms of enhanced quality of service and improved organizational performance.
The AI-based advances can be placed being used in human services to help organiza-
tions lighten impressive authoritative weight and average time for more basic duties
by improving dynamic and making less expensive and quicker delivery services [2].

Today, many industries have embarked on the path of digitization and are
embracing distinctive information technology solutions for adding greater value for
the consumer, to fuel development and drive income. Due to the increasing demand
and expectations of the guests, the hospitality business needs novel solutions not
only to enhance guest satisfaction but also to maintain a competitive edge in the
market. Apart from chatbots, the use of AI in tourism and hospitality industry is still
at the inception stage, and as compared to other sectors such as banking, health care,
and ecommerce, this sector does not have a very robust perspective for AI-enabled
solutions [3]. Although hospitality industry does not often encourage the adoption
of artificial intelligence applications, yet, it cannot be denied that these technologies
have become a part of our lives and have become necessary for survival and growth
of business in the present age of technology [4].

By the use of AI technology, the hotel or travel agencies can improve the customer
experience as well as reduce the cost and help in providing more accurate data for
taking the right decision [5].

Moreover, the global pandemic has adversely affected hotel industry, and it has
become highly unsafe for the guests to travel, stay, and dine in hotels as their health
is at risk due to the contagious corona virus. The purpose of this paper is to signify
the relevance of artificial intelligence in effectivizing the service delivery in tourism
and hospitality industry in the contemporary times; where on one hand, the world
is confronting the COVID-19 crisis, and physical distancing is the need of the hour,
and on the other hand, speed and accuracy through the use of information technology
have become imperative for enriching guest experience and sustaining competition.
AI techniques would enhance guest satisfaction by providing hygienic, safe, and
healthy stay.

2 Leveraging AI-Enabled Tools in Hospitality Industry

This section presents the way in which AI will effectivize service delivery in hospi-
tality industry. For effectivization of service delivery in tourism and hospitality
industry, the following AI-enabled tools can be leveraged.
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2.1 Chatbots

Chabot is a type of computer software which is used to answer the questions asked by
the customer. It is computer softwarewhich is text basedor canuse speech recognition
to answer the customer’s questions [6]. With the help of chatbots, booking.com is
providing 24 * 7 services in more than 42 languages which increased the sale of the
company [7]. Chatbots are most regularly connected with on the online or telephonic
exchanges. It is conspicuous that chatbots in accommodation are changing themanner
in which booking requests are prepared. Conversational bots could supplant the front
work area staff that handles booking-related questions. These insightful chatbots are
modified to make reenacted discussion (text/voice) in local language, empowering
controlled, brief, and proficient cooperation’s among people and machines. Artificial
intelligence chatbots have been used via social media also, permitting customer to
ask inquiries and acquire practically momentary reactions. This service is provided
24 * 7. It is very useful in hotel industry. It gives the kind of reaction in times in
which it is practically difficult to connect or put with human-to-human interaction
[8].

Chatbots provide an added advantage over human assistance specialists in that
they can handle basically a limitless magnitude of transactions virtually and at the
same time store huge pool of the information with minimum threat of errors, impact
of variations in emotions or fatigue [9]. It is indicated by TMC trends research by
MTT, 43% of travel companies mean to put resources into chabot advances. Chabot-
empowered individual travel assistance is unquestionably a focal point for overseas
business travel advancement [8, 9].

2.2 Smart Room with Voice Control System

Now-a-days, there is a trend of automation and providing hyper-personalization
service. Therefore, the hotels make the provision for guests to enable them to choose
room amenities as per their preferences. The Aloft Santa Clara hotel in San Jose
implemented the bookingof voice-activated roomswith an IPad installedwith custom
Aloft app [10]. With the voice command guest can turn on the lightings, play music,
play video on YouTube, play movie. A personalized temperature control provided
by smart thermostat gives unique experience to the guest interacting with their room
[9, 10].

2.3 Facial Recognition

Facial recognition is the technologywhich is used to recognize a customer in a digital
image or video as in the check-in process it could be used to automatically recognize
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the guest. However, it can be used for recognizing a particular person and also to keep
a track on the number of persons in a specific area. It can also recognize emotions of
individuals passing by a specific point (e.g., contentment of guests who are exiting
after dinner from the restaurant) [11, 12].

Facial expression, body gesture, emotional appeal help to understand the
customer’s preference and needs.

Facial recognition technology is also used in airline industry to provide smooth
check-ins at airport without any document verification by the immigration depart-
ment, custom office, and other stations at airport [11, 12]. This technology allows
guests to complete registration for without standing in lines at the front desk. Two
hotels of Marriott International started facial recognition check-in machines on trial
basis [12].

2.4 Operational Analysis

AI can be used within the tourism and hospitality industry away from pure customer
service in data analysis. With the help of this, large amount of data can be quickly
sorted and can help in drawing important conclusions about the customer or poten-
tial customer [13]. AI can help to extract the important conclusion from the large
amount of data about the customer or potential customers. AI saves the hotel staff
endless hours of studying customer surveys and feedback [14]. By implementing
AI technologies, hotels can examine guest date to deliver a more customized service
experience through which they can improve the credibility of their hotel and increase
the guest satisfaction. With the help of AI-based apps, one can predict about the
guests, as these apps record the detailed data about hotel’s guests which include their
habits, behavior, preferences, consuming pattern, and many more. With the help of
AI technology, hotel can predict any problem, issue, needs, and wants proactively.
Therefore, hoteliers can customize the offer on the basis of forecasting which will
lead to improvement in the guest satisfaction level, loyalty of customer and brand
[15].

2.5 Virtual Reality

In hotel industry, there is a major gap between customer and product; customer is
far away from the product, not aware about the hotel and other facilities, product,
ambience of the hotel [15, 16].

In the present scenario, customers prefer to experience and explore the tourist spots
before they visit those spots through searching-related information on the Internet
like customers reviews [16]. OnWeb site, few pictures and videos are available which
may not enough be to attract the customer to visit a specific spot. Very often, it leads
to dubiety in the customers. This issue can be resolved through virtual technology
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Fig. 1 Virtual reality in hospitality [18]

which can be used in the tourism and hospitality industry for demonstrating tourist
spots and hotel location and view by using 3D videos [17] (Fig. 1).

Virtual reality (VR) technology commonly makes use of the VR head set to create
simulated surroundings. This simulated environment offers an experience of virtual
reality. Consumers are using the virtual technology experience in the digital world
[19]. Tourism and hotel industry uses various virtual reality applications like virtual
hotel tours, virtual travel experiences, and virtual booking interface to demonstrate
the products. It gives a real-time experience to the customers regarding the major
amenities provided by the hotel [19]. With the appearance of virtual reality advance-
ments, there can be a drastic difference in the accessibility of resources and data for
the customer based on which they can take informed decision about their movement
in advance [20].

2.6 Robots

Robots in hospitality and tourism industry aremaking the stronguse ofAI technology.
It is one of themost transformative technical implications in hospitality industry [20].
ALO a robot service assistant at Aloft hotel uses to deliver the room amenities like
dental kit, shaving kit, bath linen, bed sheets, and shampoo and collect dirty laundry
from guest’s room [20]. Robot receptionists have become something moving in the
travel industry, which has immediate ramifications on the nature of interaction and
experience of the customer. They pay added attention to the provisions of room
service so that the guest would not confront any problem during checking-in to the
hotel room [21], while robotic butlers and in-room voice have some very obvious
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advantages at the front end of hospitality [22]. In some of theMarriott group’s hotels,
Alexa robot has been getting a lot of attention.

In air lines also, the use and impact of robots are enhancing, and they are being
used for assisting and guiding their customer. Few of the main benefits of robots in
the travel industry incorporate upgraded client experience, simplification of the work
process, and improved productivity of the travel industry business [22].

2.7 Attitude of Customer or Acceptance

Despite the fact that fewexaminations have effectively searcheddistinctiveAI-related
themes, there is as yet not a far-reaching hypothetical and reasonable structure which
can be utilized to describe the process of generation of customer attitude toward the
utilization of AI gadgets and the most basic determinates of AI acceptance. In past
studies related toAI topics, it is noticed that still there is a lack of extensive theoretical
and conceptual base that can be used to understand how the customers develop
their attitude toward the use of AI devices and the pivotal determinates leading to a
positive affirmation toward AI. Over the last 50 years, limited acceptance of AI and
automation has been the key challenge, but the limitations have historically centered
on utility and capacity in the service context [23].

Use of AI devices to deliver service which used to be done by the human being
may challenge customer’s perceptions regarding service by the reason that customers
may have a feeling of being devalued as they have to communicate with an AI device
which lacks human touch [24]. Technology-based service can impact both negative
and positive. It depends on the customer’s level of technology readiness, comfort,
use optimism and insecurity [25]. The issue of ethicality arises when the highly
advanced chatbots like human lead people to believe that they are communicating
with the human being, but in reality, they interact withmachine. Hence, the customers
may feel that they are undervalued by the company [26, 27].

2.8 AI in Tourism and Hospitality

See Fig. 2.

3 Findings and Discussion

Artificial intelligence has opened upnovel avenues in tourismandhospitality industry
and has resulted in enhancement of the quality of services offered. AI-enabled tech-
nology not only improves guest experience but also results in cost-effectiveness in
service industry.
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Fig. 2 AI in tourism and hospitality industry. Source Author’s own

Chatbots have enabled the communication of customer’s queries and booking of
accommodation by guests in a speedy and efficient manner. Smart room with voice
control system has enriched the room experience of guests, and facial recognition
technology has enabled recognition and counting of persons together with the under-
standing of their emotions. Artificial intelligence helps in operational analysis of data
which minimizes the time spent on customer survey and feedback. With the help of
AI technology, hotel can forecast any problem, issue, needs, and wants even before
they arise and provide personalized services. Various virtual reality applications like
virtual hotel tours, virtual travel experiences, and virtual booking interface are used
in tourism and hotel industry to demonstrate the products. This provides a real-time
experience to the customer about the facilities in the hotel and takes a better deci-
sion. If the current situation is compared with the earlier one, then it is found that
service delivery, booking, virtual visiting, amenities, and contactless secure services
are available with the help of technological trends. Artificial intelligence has enabled
the provision of all types of facilities at customer’s finger tips.

4 Future Scope of Research

Though a number of AI techniques are available to hospitality industry, but, the
main concern arises with respect to the security and efficient outcomes of the used
techniques. For this, the use of artificial neural network, random forest, decision
tree, K-nearest neighbor, etc., to provide efficient and specific outputs is suggested.
In future scope, we can incorporate any of the abovementioned algorithms for
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best outcomes. These algorithms will definitely predict the outcomes and visitors’
availability depending on the current amenities provided to customers.

5 Conclusion

AI can play a significant role in servicing and retention of customers by providing
round the clock service [28]. In the pre-stay, customer segmentation, customer
service, data analytics, optimization of campaign, and many other marketing tasks
can be accomplished successfully and effectively with the AI tools.

During the pandemic, hotels need to update the internal and external commu-
nications used by technologies as the guests are highly concerned with cleanliness
and hygiene in and around the hotel where they plan to stay. “Clean and hygiene-
COVID free” marketing campaign with the application of artificial intelligence can
be launched by [29, 30] smart mobile searches including cache of keywords for
managing restaurant reservations through search engine assistant can further effec-
tivize service delivery and performance. During the hotel stay, safety of guests can be
ensured as cleanliness, hygiene, and safety through the use of AI, robots, and automa-
tion which play a major role in this respect. During the pandemic for cleaning and
sanitization tasks and assisting the hotel staff in accomplishing their duties from
check-in to check-out process, mechanical AI is of great utility [31].

In the era of the technology, the increase in AI impression in travel is a positive
indication since it demonstrates that the industry can utilize the cutting-edge tech-
nology to increase the productivity which can result in the improvement of the level
of customer satisfaction. Through AI technology, the hotel or travel agencies can
improve the customer experience as well as reduce the cost and help in providing
more accurate data for taking the right decision at right time. Simultaneously, the
travel industry business endeavors can have better control on the operation.
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MegaMart Sales Prediction Using
Machine Learning Techniques

Gopal Gupta, Kanchan Lata Gupta, and Gaurav Kansal

Abstract These days online shopping and MegaMarts record their sales and
purchase data of each and every item. As the competition between various stores is
increasing rapidly, it is necessary to predict future demand of each product at various
stores for the customers. This data contain various attributes related to product like
its ID, store ID, weight of product, visibility percentage of product, its fat content,
its type, location of store, etc. This data are then analyzed to detect the further,
anomalies and frequent patterns in the data. After analyzing data, it is processed so
as to give us exact report for sales of each product. Then, final data can be used
for predicting future sales using different machine learning techniques. We apply
different machine learning models like ‘linear regression’, ‘decision tree’, ‘random
forest’, ‘ridge regression’, and ‘XGBoost model’ to predict outlet sales. We found
out that XGBoost gives us the best accuracy.With this predicted sales,MegaMart can
observe the various patterns that should be changed to ensure its success in business.

Keywords Machine learning · Data visualization · Forecasting · Sales

1 Introduction

Nowadays, we surrounded by shopping centres such as food-mart, big malls, and
MegaMarts, and all shopping centres are in race to increase the sales. They all are
advanced nowadays to record all their transaction, sales, and purchase electronically.
To increase the sales, it is necessary them to predict the sales item [1]. The data dataset
has various features, and some of them are dependent and some independent. The
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data can be used for forecasting future sales by applyingmachine learning approaches
[2]. For this, we have first fit our model with training data and then predicted the
item outlet sales.

In [3], author applied the multi-objective evolutionary algorithm for feature
selection of sales prediction in online advertising.

Warnakulasooriya et al. [4] proposed a system to predict the future price and
demand of vegetable in retail. They applied and compare different machine learning
algorithm and find XGBoost gives best result in compare to LSTM, SARIMA, and
ARIMA.

Liu et al. [5] apply different machine learning algorithm on food sales predic-
tion (Japanese Chain Supermarket) and find we can apply and forecast sales in
supermarket.

In this report, we are going to perform analysis of sales data using Python library.
We plan to forecast the sales item. Data exploration, data transformation, and feature
engineering play a vital role in predicting accurate results [6]. Relationship between
sales and retail stocks at the aggregate level depends to a large extent on the accurate
forecasting of retail sales [7]. In section two, we discussedmethodology of this work.

The work is divided into four section; in Sect. 1, we talk about different paper
applied machine learning algorithm on different type of dataset and areas. In Sect. 2,
we apply data analytics steps to find relation and describe the data, i.e., what the
data are. In Sect. 3, we apply different machine learning algorithm and compare it.
In Sect. 4, a conclusion.

2 Methodology

The following are the stepwise methodology to how to complete this work.

2.1 Dataset Description

Dataset has sales data from the year 2013, for 1559 products across different stores in
different cities. Test dataset contains 5681 rows and 11 attributes, whilst trail dataset
has 8523 rows and 12 attributes [8]. Train dataset has an extra Item_Outlet_Sales
column. Description of all the attributes used in our dataset is given in Table 1.

Both train and test dataset have some null value, so first, we combine both dataset
and perform the pre-processing task to clean and the data.
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Table 1 Train dataset

# Column Count Dtype Description

1 Item_Identifier 8523 Object Product-ID

2 Item_Weight 7060 Float64 Product weight

3 Item_Fat_Content 8523 Object It contains fat level (low fat or regular)

4 Item_Visibility 8523 Float64 % of total display area of all products

5 Item_Type 8523 Object Category of item

6 Item_MRP 8523 Float64 MRP of item

7 Outlet_Identifier 8523 Object Unique ID of store

8 Outlet_Establishment_Year 8523 Object Date at which store established

9 Outlet_Size 6113 Object Area of store

10 Outlet_Location_Type 8523 Object Type of city

11 Outlet_Type 8523 Object Grocery store or supermarket

12 Item_Outlet_Sales 8523 Float64 Sales of the product in the particulate
store

2.2 Data Pre-processing

Data pre-processing is a techniques of data mining which includes preparation and
transformation of data in appropriate form before applying analysis and prediction
[9]. In data pre-processing, we perform following tasks

(i) Data cleaning—handling missing value, ignore the tuple
(ii) Data transformation—normalization, attribute selection
(iii) Data reduction—aggregation, attribute subset selection, dimensionality reduc-

tion.

Item_Weight attributes have total 30%null data, sowe canfill thesemissing values
by mean value of the ‘Item_Weight’ column to clean the data. Outlet_size attribute
is important feature and 35% null data hence we use median to fill the missing values
because Outlet_size attribute has categorical values.

2.3 Univariate Analysis

It is used to describe the data. It takes data, summarizes that data, and finds patterns
in the data. From this, we can get an idea of the distribution of numerical variables
the outliers of our dataset [10].

Distribution of columns with numerical values—Here, we have plotted boxplot
for various attributes so as to observe their distribution.

From Fig. 1, we observe that data are not normally distributed and here are many
outliers which we need to remove.
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Fig. 1 Distribution of
Item_Visibiltiy

Fig. 2 Distribution
Item_MRP

Item_MRP attribute is normally distributedwith no outiers in it as shown in Fig. 2.
Outlet_Establishment_Year attribute is also normally distributed with no outiers

in it as shown in Fig. 3. As shown in figure, outlet establishment year data ranges in
between 1985 and 2010, and mostly, data are less than 1999.

FromFig. 4,we can easily observe that distribution of outlet sales has some outlier.
Before apply any machine learning algorithm, we should first detect and remove the
outlier.

2.4 Bivariate Analysis

Distribution of Item_Weight with Item_Outlet_Sales
It shows the distribution of Item_Weight with respect to Item_Outlet_Sales. From
Fig. 5, we can analyze which type of product have maximum effect on sales of
BigMart stores.
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Fig. 3 Distribution
Outlet_Establishement_Year

Fig. 4 Distribution
Item_Outlet_Sales

Distribution of Item_Visibility with Item_Outlet_Sales
The sales will be impact by location of product. The items which are at front entrance
will first catch the eye of customer than the ones in back. This was the assumption
but according to graph in Fig. 6, the products which are more visible have less sales.
This might be due a large number of daily use products. Which do not need eye
catchy visibility. Furthermore, we observe that some items have zero Item_Visibility
which is not possible as zero means item is not there in the outlet but it is there.

Distribution of Item_Fat_Content with Item_Outlet_Sales
Daily use products could have a higher probability to sell in compared to the specific
use products. In Fig. 7, ‘low fat’ products have higher sales values than ‘regular’
products. And moreover, we need to treat them as it has only two categories which
are miscoded as ‘LF’ and ‘low fat’ instead of ‘low fat’ and ‘regular’ are miscoded as
‘reg’.
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Fig. 5 Distribution of Item_Weight with Item_Outlet_Sales

2.5 Correlation Matrix

Correlation matrix gives clear picture of relation between variable as shown in
Fig. 8. Item_outlet_sales variable is our dependent variable. We can observe that
Item_MRP has strong relationship with Item_outlet_sales variable, and the relation-
ship is positive. The contribution of Item_MRP will be high in machine learning
model. Item_Visibility features had the lowest correlation with our target variable.

Hence, the less visible the product is in the store the higher the price will be.
Outlet_establishment_Year has negative and very less correlation with our target
variable. That shows weak involvement in prediction.

3 Implementation and Result

The prediction of work has been tested using various machine learning algorithms
[11–13], and we can see that different algorithm performs differently on this dataset.
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Fig. 6 Distribution of Item_Visibility with Item_Outlet_Sales

Fig. 7 Distribution of Item_Fat_Content with Item_Outlet_Sales
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Fig. 8 Correlation matrix of numerical data

3.1 Linear Regression Model

Linear regression is a supervisedmachine learning algorithmused to predicted output
as continuous quantity. During linear regression, our objective is to fit a line over the
distribution of data [14, 15]. This line is nearest to most of the points. If we have one
dependent variable ‘Y ’ and one independent variable ‘X’, then relationship between
‘X’ and ‘Y ’ will be

Y = B0 + B1X

where B0 is constant term (y axis intercept) and B1 = Coefficient of relationship
between ‘X’ and ‘Y ’ (i.e., slope).

From this linear regression model, we predicted the Item_Outlet_Sales for test
data, and we get the accuracy of 51%.

3.2 Decision Tree Model

Decision tree is most popular predictive modelling approaches used in data mining,
machine learning, and statistics. Decision trees are constructed based on different
condition over dataset. It is a tree-like graph. To build the decision tree, we use CART
algorithm [11]. It is used because it mimic human thinking ability. It is one way to
display an algorithm that only contains conditional control statements.

From this decision tree model, we predicted the Item_Outlet_Sales for test data,
and we get the accuracy of 61%.

3.3 Random Forest Model

Random forest is a bagging technique and not a boosting technique. The trees in
random forests are run in parallel. There is no interaction between these trees whilst
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Table 2 Comparison of
machine learning model

# Model Accuracy (%)

1 Linear regression 51

2 Decision tree 61

3 Random forest 61

4 XGBoost 87

building the trees. Boosting means teamwork. Random forest has ability to give
excellent performance when the number of variable is much higher than the number
of observation [12].

From this random forest model, we predicted the Item_Outlet_Sales for test data,
and we get the accuracy of 61%.

3.4 XGBoost Model

XGBoost stands for ‘extreme gradient boosting’, where the term ‘gradient boosting’
originates from the paper greedy function approximation: A gradient boosting
machine, by Friedman [13]. We think this explanation is cleaner, more formal, and
motivates the model formulation used in XGBoost.

From this, we get the accuracy 87.0 which is the best accuracy in all the models
which we use (Table 2).

4 Conclusion

In this digitally connected world, every MegaMart keen to know the customer
demands beforehand to avoid the shortfall of sale items in all the seasons. And
as the trend of online shopping is increasing, the companies or the MegaMart are
predicting more accurately the demand of product sales or user demands to ensure
success in their businesses. At enterprise level, extensive research is happening for
accurate sales prediction.

In this research work, we try supervised predictive model like linear regression,
decision tree, random forest, and XGBoost model shown excellent accuracy. Whilst
doing any predictive models, the data wrangling is most important task. We can
easily see in correlation matrix that only one attribute has strong relation with our
independent variable. If we want to make good predictive model, then we need more
dependent data and attribute for good accuracy.
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Collaborative Filtering-Based Music
Recommendation in View of Negative
Feedback System

Jai Prakash Verma, Pronaya Bhattacharya, Aarav Singh Rathor,
Jaymin Shah, and Sudeep Tanwar

Abstract Recommender systems (RS) are information filtering algorithms that sug-
gest users items that they might be interested in. In this paper, the authors have pro-
posed a content-based approach that maintains fresh recommendations in a music
recommendation ecosystem that improves by suggesting new recommendations. A
collaborative filtering system has been proposed alongside a negative feedback sys-
tem (NFS). This results in a much newer array of song recommendations based only
on the songs which the user likes, and due to NFS, it can be easily recognized by
the user with the precision of 16.78%. Analysis of the results reveals that the song
recommendations made by the newly proposed system have a significantly lower
intersection with songs that users play from general playlists and available music
datasets. Thus, the proposed system allows users to discover new recommendations
every time they use the NFS recommendation algorithm and thus performs better
compared to the old content-based algorithms, such as popularity-based filtering
mechanisms.

Keywords Big data analytics · Data mining · Deep learning · Machine learning ·
Recommendation system · Text data analytics
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1 Introduction

Recommender systems (RSs), in basic terms, gather user information, study it and
finally use the information to predict what items the user would also like to buy,
watch, read or listen to based on the application domain [2]. RS are widely adopted
in a range of diverse domains, from e-commerce sites, movies on video streaming
services, articles to read on print-media and electronic websites, and many more
[17]. Thus, RSs prove to be vital for the user, as it leverages users to find meaningful
content from a large pool, according to the interest. Thus, it allows a narrowing of
content selection based on filtering mechanism and picks only the relevant content.
In music recommender ecosystems (MRS), the challenge is to provide the user with
selective playlists based on previous playlists and listen to behaviour, based on genre,
demographics, and language. Researchers globally have proposed content filters for
MRS to address the inherent shortcomings of higher accuracy in the system, at fewer
iterations.

Secondly, with MRS, there is an abundance of digital content available, and it
becomes difficult to mine selective content as items of interest for the user [2]. For
the same, MRS employs prediction algorithms that tell whether a user likes the item
(songs/video content), or not, based on previous selection history. If accurate and
efficient predictions are provided to the user, they can prove to be very beneficial for
both the service provider and the user [15]. To establish the importance of MRS in
today’s digital content wave, we present some motivating examples.

1. In YouTube streaming apps, based on the creator profile, and searched content
historical tags, RS selects the videos of interest. Statistically, it is found out that RS
accounts for 70% of the overall hits and watch time that users spend on watching
videos on YouTube [1].

2. According to McKinsey, Amazon has a very strong RS, and ≈35% of its sales is
attributed to the item selection thrown by RS [7].

3. According to sigmoidal [12], on over-the-top (OTT) platforms, like Netflix, 75%
of the streamed content comes from RS.

1.1 MRS in Indian Context: A Statistical Mapping

India is one of the fastest countries that have transitioned towards digital connectivity.
Currently, 12% of worldwide global users, out of 3.8 billion Internet users. Currently,
China leads the Internet user base with 21% Internet users. Figure1a presents the
details of expected number of music listeners in India. The shown values indicate a
linear trend, and it is expected that the number of Internet users in India is expected
to reach a figure of 100.3 million by 2023. Thus, the content-aware digital wave
is exponentially on the rise, and thus industries have shifted towards the builds of
resilient and accurate MRS ecosystems.
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(a) Expected linear growth of users in
the music industry

(b) Growing Popularity of MRS to selec-
tively filter personalised content

Fig. 1 Spotify case: the music content wave and expected growth of music industry by 2023

Statistically, the Indian music industry is estimated at 14.2 billion rupees in 2018,
at a CAGR of 10.8%. Currently, there is a base of 150 million music listeners on
different music apps like Spotify. It is found out that an average user spent 21.5h on
watching digital content and listen to their favourite playlists every week.

Spotify, which is considered to be the most popular music streaming application
worldwide, has achieved 2 million subscribers in the Indian market. Spotify uses
MRS as a recommender engine and selectively presents personalized content to
users. Figure1b presents the details. It is evident from the graph that we observe a
spike in popularity growth since its inception. There is an exponential increase in the
growth of popularity. The R2 value calculated indicates that the data closely fits the
exponential model. Thus, there is a huge demand for MRS in the digital industry.
The inherent benefits of their usage are as follows:

1. RS builds up the user base based on predictive and usage behaviour. As they are
based on past usage patterns, most of the times they hit the correct result and
increase the user experience.

2. RS through collaborative filtering approach builds up new recommendations on
the basis of similarity of users and content.

3. The RS is dynamic and changed based on the change in user behaviour and search
traffics. Thus, RS always reflects the most updated content to the user.

2 State of the Art

The section presents the existing state-of-the-art schemes pertaining to RS for digital
industry. For example, Jorro-Aragoneses et al. [5] proposed a framework named as
RecoLibry-core, built-in Java to create MRS through components. The framework is
presented as a tool and is included in the RecoLibry Suite. The framework addressed
two key challenges in existing MRS frameworks. Firstly, it is oriented to a single
type of recommendation method, and secondly, it consists of users that have previous
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knowledge of the RecoLibry-core and acts as a wrapper of components provided
by third-party frameworks. It helps by integrating the existing frameworks into a
homogeneous set of components.

Yoshizaki et al. [19] proposed an MRS method by combining collaborative filter-
ing and MRS process based on impression words. Several pairs of impression words
are given to the user, and the user scores the impression words on a seven-level
scale. These seven-level scores are then converted to a three-level score. Yoshii et
al. [18] have proposed a hybrid MRS that ranks musical pieces while also maintain-
ing collaborative and content-based data. Collaborative filtering cannot recommend
non-rated pieces, and content-based filtering does not have a good accuracy as it
is based on the heuristic that the users favourite pieces would have similar music
content even though there may be exceptions. A probabilistic generative model is
proposed to attain higher recommendation accuracy and reach a wider variety of
songs. Horsburgh et al. [3] presented a method that deals with defining pseudo-tag
representations from content and then is used into a hybrid RS. They defined non-
musical properties of tracks based on similar tags and constructed the pseudo-tag
representation. Valcarce et al. [14] proposed Prefs2vec, which is a word embedding
technique for representing users and items for memory-based RS. Prefs2vec model
allows a quick update of embeddings through using memory-based algorithms and
provides incremental recommendations. A variant of dropout for regularization is
also used to reduce overfitting, which improves the model performance.

Schedl et al. [11] presented the recent challenges in MRS and proposed tech-
niques to solve them. The major aspects proposed are author profiles, items, duration
of each item, sequential consumption of songs, previous recommendation histories,
emotions and content tags. To address the issues of cold start and sparsity problems,
the paper proposed strategies like hybridization, cross-domain recommendation and
active learning mechanisms. Authors in [8] presented an MRS based on automated
playlists in which songs of a similar kind are played without any interruption, and
no finite length is set on the generated playlist. Haoting et al. [6] presented a triplet
network that considers both the negative and a positive response to learning the rep-
resentation between users and items. Distance between user preference and positive
feedback items is considered more close as compared to negative feedback items and
users.

Hu and Ogihara [4] have introduced a new technique through which the system
recommends suitable tracks from a collection of songs to the user based on certain
parameters. It focuses on the problem to manage a large number of tracks in the
playlist. The main aim is to minimize the user’s effort and right song selection. The
system evaluates the user attitude towards the song by portioning the playing time
and the listen time. In the case of skips, it is not added to recommendations. The
parameters include genre, year, freshness and pattern. Techniques such as the forget-
ting curve and Gaussian mixture model are used. Singhal et al. [13] have suggested
deep learning methods to support the lack of information at the start of the recom-
mendation system or due to the spare user-item rating matrix. The scheme used a
deep convolutional neural network (DeepCNN) to generate the latent factors for the
songs from audio and fill when no data is available. The model combines deep belief
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Table 1 Comparative analysis of proposed scheme with existing state-of-the-art approaches

Author Year 1 2 3 4 Technique Model Cons

Yoshii et al.
[18]

2008 Y Y Y N Piece-wise rating
score

Probabilistic
generative

Audio features like
music tempi,
pitches and
rhythimic patterns
are not considered
in MRS

Hu and
Ogihara [4]

2011 N Y Y N Autoagressive
integrated moving
average (ARIMA)

Forgetting curve Mixing
recommendatons
for multiple users
are not considered
in ARIMA
evaluation

Yoshizaki
et al. [19]

2013 Y N Y Y Collaborative
filtering

Fitting curve Content-based
approach is not
discussed

Horsburgh
et al. [3]

2015 Y N N Y Hybrid
recommender that
augments sparse
tags

Pesudo-tag sparse
representation

Cold-start
problems are not
addressed

Singhal
et al. [13]

2017 Y N N Y Combination of
collaborative and
content filters

Long short-term
memory

Real-time user
interactions in RS
not considered

Schedl
et al. [11]

2018 Y N Y Y A tutorial
approach to
different
recommender
systems

Situation and
context aware

Sparsity of user
data and emotion
tagging not
discussed

Jorro-
Aragoneses
et al. [5]

2019 Y Y N N RecoLibry Suite
with third-party
Java integrations

Collaborative
filtering

Platform
independence is
not considered

Valcarce
et al. [14]

2019 N Y N N Word vector
embedding

Bag of words with
regularization
dropout

Finite length
playlists matching
with word vectors
are not considered,
rather an infinite
playlist is assumed

Haoting
et al. [6]

2019 N Y Y N Triplet is
considered: user
preference,
positive item and
negative item sets

Piece-wise
element difference
and latent common
space

Subnetwork
distance
calculation among
items not
considered

Wang et al.
[17]

2020 Y Y Y N Heterogeneous
information
network-based
MRS (HIN-MRS)

Collaborative
item-based
filtering

Complex feature
of user preferences
is not considered
in HIN

Wang
[16]

2020 Y N Y N Hybrid RS based
on weighted
combination and
filtering
approaches

Gaussian mixture
model

Content-based
approach is not
discussed

(continued)
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Table 1 (continued)

Author Year 1 2 3 4 Technique Model Cons

Melchiorre
et al. [8]

2021 N Y Y Y Demographic-
based RS with
notion of fairness

Equal opportunity
metric

Consider gender as
a binary construct,
thus the model is
over-simplified,
and bias is
induced.
Moreover, the
inherent
complexity and
gender fairness in
datasets are not
balanced

Proposed 2021 Y Y Y Y Negative
recommendation
system to update
recommendations
at real time and
ensure freshness in
content

Hybrid approach,
content and
collaborative

Twofold
cross-validation
and information
symmetry are not
considered

1. Collaborative filtering. 2. Public datasets 3. MRS 4. Content filtering, Y-parameter considered,
N-not considered

networks and a probabilistic graphical model to simultaneously learn from the audio
content and generates personalized recommendations. The scheme is validated over
the echo nest taste profile dataset. Wang et al. [17] proposed a scheme named het-
erogeneous information network-based MRS (HIN-MRS) that considers contextual
factors, user personalized preferences and topic recommender to build a user satis-
faction model. The model considers 10,000 music playlists and uses collaborative
filtering through an item-based filter algorithm. Wang [16] proposed a collaborative
filtering approach and the wonton recommendation algorithm on different music
genres and proposed a hybrid RS based on the weighted combination and filtering
approaches. The authors considered a Gaussian mixture model where the audio sig-
nals are transformed through fast Fourier transformation with triangle windowing
property. The proposed results yield better results than simple collaborative MRS.
Table1 presents the comparative analysis of the proposed scheme with other similar
schemes.

3 The Proposed MRS Architecture

In this section, we present the proposed MRS architecture. The architecture consists
of available datasets and user profiling from where it is classified whether the user
is new, or an existing user. Based on the user data, we perform the content, popu-
larity and collaborative filtering mechanisms. A negative feedback system (NFS) is
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Fig. 2 Proposed MRS architecture

introduced that keeps the freshness in recommendations. Figure2 presents the details
as follows. In the proposed system, we consider target usersU = {U1,U2, . . . ,Un},
who wish to listen to a particular musical itemM. We consider a streaming server SM
that sends q audio packets {A1, A2, . . . , Aq} ofM. The media player atUn arranges
the packets based on sequence numbers. Any MRS object is to rank the musical
packets, as a piece-wise sequence that is not rated byUn . We consider the sequences
as {SA1 , SA2 , . . . , SAq }, with the trivial conditions Aq ∈ M, and Un ∈ U .

We observe the user rating data Rat(M) in the ecosystem and consider the score-
set as a scale unit from 0 to 5, where 0 means song is disliked and 5 presents song is
liked.We form a ratingmatrix, denoted as M[Un,M]. In caseUn has not ratedM, the
rating is set to φ, which denotes an empty rating. Based on M[Un,M], we assume
that piece-wise contents are presented as single vector units V (M). For every n user,
the vectors are extracted and then collected. Recommendations are then made based
on the memory-driven method on M[Un,M], due to its lower computational cost
than the model-based approach. We next present the collaborative and content-based
filtering approach.

3.1 Memory-Based Collaborative Filtering

In this, we predict the unknown Rat(M) score, i.e. which is not rated and has value
φ. For the same, we consider the score of other n − 1 users Un and apply heuristics
to predict the rating score of any nth user. For any Un , the predicted score is given
as follows:
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Rat(Un) = Avg(Un) + k
∑

Uq �=Uw,Uq ,Uw∈U
wUq ,Uw

(RatUk (M) − RatUq (M)) (1)

where Rat(Un) denotes the predicted collaborative rating score for Un , Avg(Un)

denotes the rating average of previous pieces by Un , and we assume that out of
(n − 1) users, k users have provided rating scores for M, where k ⊆ (n − 1). For
any users {q, w} ∈ k, we compute the overall average rating.

To improve this collaborative filtering approach, we consider every timeUn makes
a rating Rat(Un), we recommend a set of p other songs as recommendations to Un ,
computed by the similarity of Rat(Un). To compute this similarity, we consider the
Pearson correlation coefficient, where the similarity between two items i and i ′ is
defined as follows [18]:

wi,i ′ =
∑

m(Rat(i,M) − Rat(i,M))
∑

m(Rat(i ′,M) − Rat(i ′,M))√∑
m(Rat(i,M) − Rat(i,M))2

∑
m(Rat(i ′,M) − Rat(i ′,M))2

(2)

Thus, by keeping the similarity computation, we recommend userUn p similar songs
by taking the same computation for p iterative loops.WheneverUn recommends any
similarity item i , the recommendation is removed from the similarity measure while
computing the Pearson correlation. Thus, by updating the value of the correlation
coefficient, we assure thatUn is not recommended anyM that is already rated byUn

itself. Once all the p recommendations are exhausted, we set back the similarity score
to 0 and repeat the overall process. Next, we discuss the content-based recommender
model.

3.2 Memory-Based Content RS

In memory-based content RS, we focus on the similarity of musical content,
denoted as C(M). On the basis of C(M), we present the preferences in content
space V . Next, we denote the content piece length of size |q| units, where αm =
{α(m,1), α(m,2), . . . , α(m,q)}. We define two categories of rating scores, positive and
negative, represented by Pos(Rat(M)), and Neg(Rat(M)), respectively. We consider
Pos(Rat(M)) = {4, 5}, ∀ V . A score of 4 denotes good recommendation for user, and
5 denotes excellent recommendation for Un . Similarly, Neg(Rat(M)) = {0, 1, 2, 3}
is defined as set of negative scores, where 0 denotes not at all the user preference
and 3 denotes slight user preference. Based on this target formulation, we define the
content-based rules as follows:

• If Pos(Rat(M)) = φ, we assign the set of content vectors V+
u : {C(Pos(Rat(M)))

to present the musical preference of Un , and V−
u : {C(Neg(Rat(M))) to represent

the dislike of Un .
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• Based on V+
u and V−

u , the similarity scores S+
u are computed for V+

u , and S−
u , for

V−
u , respectively. The final similarity score based on content C is then denoted as

S(Un).
• The musical pieces that are not been rated for Un are then rated based on pair

(C, V+
U , V−

U ), where wemeasure the similarity based on the cosine measurements.
Based on the same, we present the binary categorization models as follows:

B+
u =

∏

β

u+(β|u)(C,V+
U )

B−
u =

∏

β

u−(β|u)(C,V−
U )

(3)

3.3 The Proposed Negative Feedback System

In this scenario, we consider for Un C(Neg(Rat(M))) and V−
u and look at music

titles mt , where mt > 1, we consider them as liked song and assign Pos(Rat(M)),
and Neg(Rat(M)) for disliked songs. Based on the same, we perform the piece-wise
classification and apply item–item filtering sets. The final set is then performed by
constructing the set difference as follows:

mt = mt+ − mt− (4)

4 Implementation and Execution

In this section, we present the experimental analysis of the proposed model.

4.1 Environment Set-up

For experimental analysis, the proposedmodel is implemented with the PC hardware
set-up as following configurations: CPU: Intel Core i7 fifth-generation processor,
RAM: 8GB, Operating System: Microsoft Windows 10. The dataset analysis is
done on Jupyter Notebook v6.0.2.
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4.2 Public Datasets

The dataset which has been used is made from the inner join of two datasets. The first
is a subset of the million song dataset [10], which contains the audio features and
metadata for 10,000 songs. This dataset has been merged along with the taste profile
subset [9], which is the official user dataset of the million song dataset. Both of them
are converted into comma-separated values (CSV) files. This dataset contains actual
user-play counts, and the songs have already been matched with the million song
dataset. A final CSV file has been constructed using inner join on song_ID and then
dropping the duplicate rows.

4.3 Characteristics of Dataset

On plotting different histograms based on the different attributes of the data, analysis
of the important features of the data can be done, i.e. year, tempo, duration, and key
signature. Figure3 presents the details of the dataset.

Fig. 3 Characteristics of dataset



Collaborative Filtering-Based Music Recommendation … 457

With the help of the group by and sum function on the title, listen count of each
song has been found which is in the dataset. A histogram has been made based on
different listening counts for each song.

4.4 Results and Discussion

For popularity-based recommendations based on the listening to count, we have
filtered the top 50 songs from the dataset which are trending songs. Similarly, for the
content-based recommendation, we have recommended the songs to the user based
on different attributes of the dataset. In our instance, we have recommended songs
to the user based on the artist.

For the collaborative filtering approach, for each song, listened to by the user we
will apply item–item filtering and get the needed recommendations for each song.
For applying item–item filtering, we have constructed a co-occurrence matrix, where
the rows are users and columns correspond to the song. Each cell value represents
the listen count in the co-occurrence matrix. Now, after getting the recommendation
for each song, we will finally merge the recommended songs and output the top ten
results from them, which will then be recommended to the user. Figure4a presents
the details of the plot of usersUn that listen to recommended songs and the frequency
of listening to a particular song.

Fresh recommendation works as an add-on for each recommendation technique
where we can recommend different songs to the user each time. For recommending
different songs, we can simply increment the count by n or we can select some
random songs from the recommended songs list so that the user does not get the
same result each time.

NFS is an update over the collaborative approach. For negative feedback, we will
apply collaborative filtering twice: one for the liked songs (listen to count greater
than 1) and disliked songs (listen to count equal to 1). Figure4b presents the details

(a) Song Count Evaluation (b) Listen Count of recommended songs

Fig. 4 Performance evaluation
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Table 2 Precision and recall @ 10 (in percentage)

Technique Precision Recall

Popularity 1.6906 15.0479

Collaborative filtering 17.3261 2.0143

Negative feedback system 16.7865 1.9424

of the total number of listened songs. Now, after getting the results on both the parts,
we will apply the set difference on liked songs recommendation and disliked song
recommendation to get the final result. Thus, the user will be recommended songs
based on the songs liked by the user while abandoning the disliked songs.

On observation of these results, it can be observed that recall while considering
negative feedback along with collaborative techniques is lower than when we use the
content-based popularity approach. This means that the intersection was found to be
considerably lower than when making popularity-based recommendations. Hence, it
can be concluded that the newly proposed recommendation system is making much
newer recommendations compared to the old content-based popularity approach
which recommends the same songs each time resulting in a high intersection value
and hence recalls. The details of the precision and recall values are presented in
Table2.

5 Conclusion

Collaborative systems present much better results than content-based systems and
thus are applied in a wide range of scenarios. They utilize user-item interactions
to predict items of interest. In the collaborative approach, grouping between similar
user profiles takes place to share the information in the profiles. This helps in making
recommendations among users of the same group and results in a high probability
of surprising data items coming forward. In the article, both content and collabo-
rative techniques have been applied on a merged dataset made up of a subset of
the million song dataset and taste profile subset to recommended songs. Through
the implementation of newer approaches that maintain fresh recommendations and
NFS, the existing RS has been enhanced. On careful analysis of the results, it can be
observed the NFS performs better than the predefined techniques as it considers both
liked and disliked songs for prediction. By maintaining fresh recommendations, it
has been made sure that the recommendations given are dynamic and not the same
each time recommendations are given allowing the user to be able to discover a much
wider array of recommendations.
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Internet of Things-Based e-Health Care:
Key Challenges and Recommended
Solutions for Future
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Abstract Internet of Things (IoT) has changed the way of living today. Today,
Internet connected things (ICT) are increasing at a rapid rate and connecting with
devices to reduce load from human being. Irrespective of the sector, the IoT devices
are everywhere taking care of everything from the agriculture sector to the sector
of manufacturing. But, due to the global COVID 19 pandemic, the sector of health
care demands the major use of IoT today. Due to the prevailing pandemic, healthcare
professionals also choose to treat the patients virtually rather than treating them
physically. IoT plays a major role here. But, most of the application providers or
service providers or any other system involving IoTdevices for generating and storing
data may become a way of leak of information or stolen by a third party for black
mailing or financial gain thus leading to privacy and security leak of the user. This
work includes all such views with various issues and recommended solutions for
the same. Also, other security and privacy requirements and corresponding solutions
are also included to provide future researchers a solid base and a clear depth in
knowledge regarding the security and privacy issues and solutions required.
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1 Internet of Things—Introduction

IoT has become the new environment of computation with all the software services,
sensors, and equipment involved. The growth of IoT in near future seems to be very
high. IoT can expand its services to almost every existing sector. Though the growth
has been very useful to the people, the problems of privacy make it distant to many
other people. For example, when a customer visits a store, his/her picture is captured
and the face detection services identify the name and the corresponding RFID tags
aid in locating. Not only the person is tracked with the help of these but also his
location privacy is leaked. In spite of many existing privacy protecting strategies
like anonymization, utility trade-offs, and also imposing legal restrictions on data
extraction, privacy still stands to be on top of the challenges in IoT.

The two types of privacy protection strategies in IoT include: rule-based
approaches and architectural-based approaches [1]. Themodels involving rule-based
approach are mainly for those environments that are closed. These models mainly
involve applying the rules over shared information and protecting the privacy. But,
since the IoT is considered to be an open environment, these models are not suit-
able for IoT. Architectural-based approaches include anonymization, utility trade-off
techniques, and proxy based approaches. However, the anonymization techniques are
actually limited to only like information collection or attempt to steal the information
from the collector. The main assumption here is that the information collector is a
trusted party. These techniques involve in protecting the information like participa-
tion of the devices or the so called “things” in information collection, but they do not
matter about the disclosure of the already collected information by the “things.”

Discussing about the e-health care, health sector is one of the most promi-
nent sectors. E-health care involves providing health services remotely through
servers without actually doctor visiting the patient physically. A quick dive into
the fundamental concepts in innovative e-health systems are as follows:

• Wearable Devices: Devices like fitness bands, blood pressure monitoring, heart
rate monitoring devices, and pulse monitor are very helpful for patients in this
e-health sector. IoT has also helped people like elders with a tracking device
which they can wear, and their people can track them in case of any emergency.
Also, with the help of these wearable devices, the doctors can keep a track of
their patients and their records. They can reach them in case of any emergency or
sudden medical attention. Additionally, the data that are produced by these IoT
devices aid the doctors in maintaining records of their patients. Not only tracking
of patients but also tracking of some sensor-enabledmedical equipment likewheel
chairs, oxygen pumps, and nebulizers is possible though IoT-based applications.

• Ambient Assisted Living (AAL): The placing of smart devices (or IoTs) for senior
citizens in an environment would be more helpful in assisting them and caring
for them (in case of any health emergency). These devices or applications can
also be helpful in monitoring the patient’s activity and some vivid parameters like
blood pressure, oxygen level, and temperature, and in case of any emergency, the
nearest hospital or a clinic is given the alert.
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• Internet of Health Things (IoHT): Smart devices that are integrated with cloud
computing, used in the health sector for analyzing the patient’s data for providing
better healthcare solutions to the patients, andmonitor the patient in real time. The
patient data that are collected can be analyzed and diagnosed immediately thus
making the treatment to happen faster. Apart from these advantages of IoHT, the
main disadvantage is that the data are still prone to privacy and security attacks
[2].

Organizationof thework:This paper proposes complete information aboutMedical
Internet of Things. The rest of the paper is structured as follows. Further, Sect. 2
presents security and privacy requirements toward IoT. Section 3 discusses existing
solutions in the field of MIoT. Section 4 discusses Internet of Things healthcare
security. Then, Sect. 5 presents the Internet of Things-based healthcare technologies.
Section 6 presents the future challenges involved. Finally, the work is concluded in
Sect. 7 with explanation of future work in Sect. 8.

2 Security and Privacy Requirement Toward Internet
of Things-Based Applications

In the smart era that is prevailing today, IoT has a lot of applications in many sectors
like agriculture, medical, manufacturing, and logistics. The IoT devices that are
involved here deal with a lot of data belonging to a user. The devices may share
the sensitive information related to user to any service provider or a perpetuator
leading to privacy and security threats [3]. In this section, several security and privacy
requirements are discussed regarding the IoT-based smart healthcare applications.

2.1 Security Requirements for IoT-Based Health
Care/Medical Internet of Things (MIoT)

Security and privacy play a major role in MIoT. MIoT devices produce, transmit,
and store a lot of data related to user which is highly confidential and sensitive
as well. Any security attack on the network of the medical system can lead to very
harmful consequences. Also, the patient’s private information is present everywhere,
i.e., in all the levels of data collection, transmission, and storage. The following four
requirements should be considered in developing the required privacy and security
models for MIoT:

• Data Integrity: Data integrity refers to the accuracy, reliability, and trustworthiness
of a particular data throughout its lifecycle. Data integrity can be referred in terms
of both state and a process. In terms of a state, data integrity defines a dataset
which is valid and also accurate. In terms of a process, data integrity refers to
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measures that are used to secure the validity or correctness of the data that is
being worked upon. Data integrity is mainly of four types:

i. Domain Integrity: Domain integrity refers to a specific range of values that
are going to be accepted and stored in a specific column within the database
being worked on.

ii. Entity Integrity: Entity integrity involves the way that makes sure that every
row in the table of the database has a unique and a non-null primary key
value.

iii. Referential Integrity: Referential integrity is concerned about the relation-
ship between tables in the database.

iv. User-defined Integrity: It involves the rules that are created by the user to
fit her/his needed requirements.

• Data Usability: Data usability ensures that authorized users or systems can make
use of the data or the data systems involved. Any access of data by an unauthorized
users or system can further lead to the destruction of data usability.

• Data Auditing: Data auditing plays a major role in the security ofMedical Internet
of Things. Audit of the medical data regularly in an efficient way is a coherent
means to check on the use of resources and also track any abnormal or mysterious
events that are occurring or about to occur. Adding to this, the cloud service
providers turn out to be untrusted after a period of time, and this will definitely
require refined auditing methods to take care of.

• Patient Information Privacy: The information related to the patient can actually be
categorized into two: general and the sensitive information. General data include
the basic details of the patients such as their name, age, and address, whereas the
sensitive informationmay include the details of fertility status, sexual functioning,
genetic information, drug addiction, and other personal details of the patient. So,
it is very clear that this sensitive information has to be kept private and should
never be leaked to unauthorized systems or users which may result in a huge loss
to the patient [4].

2.2 Security Requirements for IoT-Cloud-Based e-Health
Systems

Internet of Things and cloud computing are two different technologies but are mutu-
ally related to each other in several applications [5]. The connection of the IoT devices
among themselves leads to generation of a huge amount of big data, and this data are
stored on the cloud for further requirements. These cloud-based services are being
provided by many companies like Amazon, Google, and IBM. It is problem-free
when the company follows all the security and privacy standards. But, on the other
side, there are chances of information leaking, security breaches when the security
standards are not met. So, defining the security requirements for IoT-cloud-based
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e-Health systems is a must. A summary on security requirements for the same is as
follows:

• Data gathering, processing, and usage have to be done only in accordance with
the law and not by any illegal means.

• Minimum security and privacy protection for the data are a must.
• All the IoT devices that are connected to a particular network should be able to

transmit the data and receive the same without destroying the data accuracy and
integrity.

• All the protocols involving the collection of data, transmission, and usage must be
defined clearly according to the prevailing standards. This will actually improve
the trust of the patients/users toward the system.

Key elements that have to be kept in mind while securing the IoT-cloud-based
e-health systems are as follows:

i. Confidentiality: Confidentiality is a way of ensuring that any kind of data or
other exchanges between the sender and receiver are protected against any
kind of malicious or suspicious usage. Confidentiality should be guaranteed at
different levels of the communicationnetwork, i.e., the data have to confidential
when it is being exchanged between any two IoT devices in the network, IoT
device, and cloud computing to e-health systems or even between the system
and the end user.

ii. Data Integrity: Data integrity refers to the trustworthiness, accuracy of the data
throughout its lifecycle. In this particular IoT-cloud-based e-health system,
data integrity check can be done at each node involving transmission of data
between a sender and a receiver.

iii. Availability: It ensures that the data are available to the authorized users but not
to any other suspicious or unauthorized users at any stage of the data lifecycle,
i.e., generation, processing, transmission.

iv. Access Control: This refers to the controlling of access and authorization to
protected data by actually evaluating or enforcing the access required.

v. Anonymization: The use of anonymous access helps in protecting the user’s
security and privacy without letting the details passed on to the perpetrators.

vi. Authentication: The very important security element in any system. Verifica-
tion and validation of users details before letting them access the data or the
system help in majorly reducing the identity thefts or data breaches.

vii. Resistance Attraction: Resistance attraction ensures that any attacks from
unauthorized users or systems are prevented or avoided.

2.3 Privacy Requirements for IoT-Cloud-Based e-Health
Systems

Privacy of the patient’s information has to be maintained throughout its life cycle.
The internal privacy policies judge who can access, use, or view the sensitive and
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confidential data belonging to the patient. The most important is the protection of
patient’s sensitive data from leakage or unauthorized access or use. There are several
methods that can safeguard the data like cloud computing, anonymization of data,
and tracking the data exchange. These methods can be useful to some extent to
identify or track the suspicious or malicious actions happening. There are a plethora
of privacy protection measures coming up these days, but these have to be tailored
separately to every need of privacy protection for better results [6]. For example, the
e-health system offers several applications like patient tracking, remote monitoring,
and artificial intelligence-based diagnosis. All of these services should be provided
with respective potential privacy protection measures. The users have become more
cautious about their data on any kind of system, especially when it comes to their
medical data since this carries a lot of sensitive information about the users. If there
is privacy leak from the system, this makes the system less trustworthy to the users.
Strengthening of the privacy of IoT-cloud-based e-health system can be done by
including privacy by design (PbD) [7] along with the following measures:

• Location Privacy: Applications involving big data networks make it mandatory to
seek location information for the data being used. To prevent the loss or leakage
of the location information, related effective privacy measures and strategies are
used [8–11].

• Data Lifecycle Protection: This ensures that the necessary security measures
needed for privacy are taken in all the different stages of the data life cycle right
from retaining the data security till it is destroyed safely after the processing and
usage.

• Default Privacy: Privacy as a default setting means that the privacy of a user is
preserved in all situations even without his/her intervention [12]. This means that
no action or work is needed from the user’s end to protect his/her privacy since the
privacy comes built in with the system, whereas the traditional systems require
the user to take the basic steps toward privacy protection.

• Embedded Privacy: Embedding privacy into the design of the system or the
architecture of the IoT systems makes it a core function of the system.

• Robustness: This ensures that all the security requirements are met at all stages
of the data lifecycle in order to protect the privacy for the IT systems.

• Visibility andTransparency: Privacy just does notmeanprotecting the data but also
maintain the trust of the users. This is where the factors visibility and transparency
come into play. The operations that are being performed on the data should remain
visible to the users. These factors make sure that the actions including collection,
analyzing, processing, and transmission of personal data are maintained a record
of and available to the users for their purposes of accountability.

Both the security and privacy measures should accord with the international stan-
dards of risk management techniques and methods in order to provide a hassle-free
environment and get adopted. Data privacy is also a fundamental strategy that is
concerned about protecting user data. One of themajor requirements in this context is
the data protection through design known as privacy by design (PbD)which is playing
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a key role in securing and safeguarding privacy in many of the major technological
systems.

2.4 System Requirements of IoT-Cloud-Based e-Health
Systems

Other system requirements concerning with the IoT-cloud-based e-health systems
are as follows:

• Secure Protocols: These protocols aid in establishing secure and safe computer
network connections and improve the security of the entire network. The appli-
cation of such secure protocols not only ensures the security of the network but
also enhance the security of information.

• Secure communication: This is guaranteed by specific cryptosystems and also
aids in making sure of the confidentiality of the data. A secure communication is
meant to protect the data transmissions from any kind of malicious exploitation
by the perpetrators.

• Secure Transmission: This ensures that the data transmission is happeningwithout
any malicious or suspicious users causing harm to the system both internally and
externally. The security of the data transmitted can be achieved through necessary
cryptographic mechanisms.

• Data Encryption: This ensures that the data are protected throughout its lifecycle
by encoding the entire data that are being worked with. This also aids in avoiding
security breaches of the raw data available through encoding.

3 Existing Solutions for Internet of Things-Based Health
Care/Medical Internet of Things (MIoT)

We have discussed several security and privacy requirements of IoT-cloud-based e-
health systems and IoT-based health care as well. In both the healthcare systems,
there is a chance of privacy leakage or security breaches possible. Also, there are
chances for stealing of information from the system by perpetrators. Let’s take a
quick dive into some of the existing solutions for the above mentioned issues:

i. Data Anonymization: Data anonymization [13] refers to the process of
protecting sensitive information by either erasing or encrypting the identi-
fiers that play a role of connectors between the individual and the data. A few
data anonymization techniques that are used are [14]:

• Data masking: Masking the data with altered values.
• Pseudonymization: Replacing the identifiers that are private with fake

identifiers.
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• Generalization: Removing some of the data intentionally in order to make
it less identifiable.

• Data Swapping: Rearranging the attribute values of the dataset or the
database so that they do not exactly correlate with the original records.

ii. Data Encryption: Cryptography is the main and basic technology that is being
used in the data encryption process where the data are encoded and then used
in its life cycle of processing, analysis, transmission, etc.

iii. Access Control: Access control is a technique that is used to regulate who can
access the data in a particular computing environment or the system. This is a
fundamental yet efficient security concept that aids in minimizing the risk to
the related business or the organization. The two major types of access control
are as follows:

• Physical access control: This ensures the access control to campuses, rooms,
buildings, or any physical assets or devices.

• Logical access control: This ensures the access control over the computer
network, files, systems, and data.

iv. Trusted Third-party Auditing: The cloud servers that are being used cannot be
fully trusted. Theremaybe a possibility of loss of data integrity and consistency
in case of any data corruption or any deletion without the notice of users. Here,
the trusted third party comes into play. This trusted third party [15] with a
good reputation provides proper and accurate auditing results which results in
accountability of the cloud service providers.

v. Data Search: In terms of protection of data privacy over the system or cloud,
data should be initially encrypted. This overcomes the existing traditional
plaintext keyword searches. So, enabling an accurate encrypted cloud data
search will be of a great importance toward the protection of privacy.

vii. Blockchain: Blockchain is a system in which a record of actions is actually
maintained across several linked computers in a network. Use of blockchain
technology in the IoT-based healthcare systems aids in increasing the trans-
parency between the doctors and patients, also ensures efficient collabora-
tion between different health organizations and also smart contracts. Also,
this helps in resisting failure and data fragmentation. But, at the same time,
blockchain technologies are prone to attacks because of their transparency.

Few interesting enhancement and solutions toward IoT-based health care have
been discussed in [16, 17].

Security of Electronic Healthcare Records (HERs) Systems
Electronic healthcare records (EHRs) consist of mainly the medical history of the
patient, his/her statistical laboratory test results, etc. Security and privacy of these data
have to be ensured properly and is crucial to save these from any kind of malicious
security or privacy attacks. Adding to these, there are a number of challenges in
building and deploying the healthcare systems. Because such models are vulnerable
to several kinds of cyber- attacks and the users aremuch concerned about these cyber-
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attacks and required efficient and effective solutions for such cyber-attacks. Similarly,
the EHRs are prone to several kinds of security attacks [18]. Therefore, the following
requirements are to be met based on the relevant standards when implementing the
secure electronic healthcare records in the future:

• Accuracy and data integrity
• Privacy and security of the data dealing with
• An efficient data sharing mechanism
• Accurate and proper auditing and accountability of data
• Ability that the patients can control their own EHRs, i.e., monitoring them,

checking records frequently, etc.

Hence, security of EHR records can be found in detail in [16].

4 Internet of Things Healthcare Security

With the rapid development of the IoT and its applications over the recent years, the
healthcare sector is also expected to witness the applications of IoT majorly in the
coming future. All the devices involved in the healthcare or the medical sector are
also expected to deal with the integration of IoT. Though this leads to many kind
of applications and makes it easier for both doctors and patients in the sector, it has
its drawbacks of security and privacy challenges as discussed earlier in the paper.
To completely facilitate the adoption of IoT into health sector, it is also important
to know about the threat models, attack taxonomy, and possible countermeasures
related which are discussed further below:

Threat Model
Both the IoT health devices and the network being used by them is prone to different
kinds of security attacks. One case can be the expansion of the current network, cloud
networks, and services. Second case could be the increase in the communication
between the IoT devices over the network, cloud services, and applications. Another
scenario would be in the in-device hardware and software limitations. Threats can
be raised from both within the network or outside the network. If an attack or a
threat arises from a health device in a proximal network, then the risk related would
be more severe. Also, determining the malicious or suspicious device causing this
would be very difficult within a proximal network.

An Attack Taxonomy
With the increasing advancements in the technology field, not only they are becoming
advantageous to people but also to the perpetrators increasing their ability to introduce
several types of security attacks and threats into the networks [19] or the system
devices. Some of the threats are predictable and tangible, whereas it is even harder
to predict many of the other threats. The major types include: attacks based on
networkproperties, attacks basedonhost properties, and attacks basedon information
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Fig. 1 Collaborative scheme for providing security services

disruptions. A securitymodel for IoT-based health care is discussed in Fig. 1, or Fig. 1
represents a security collaboration scheme for the following security services [20]:

• Protection services: designed to reduce attacks.
• Detection services: These services will be receiving data from the applications

involving health care periodically and analyze the captured data, detecting if there
is any anomaly being involved.

• Reaction services: This specific type of services help the health entities in
surviving all the attacks with the help of defense mechanisms.

5 Internet of Things-Based Healthcare Technologies

There are actuallymany prevailing technologies strengthening the Internet of Things-
based health care. So, preparing an explicit list on this is definitely a tougher job. So,
a brief idea on the core technologies available is given below:

i. Cloud Computing: Integration of IoT-based health care with cloud computing
has enormous advantages. Some of them include access to shared resources,
ability to increase the storage capacity for the data being worked with,
and another important added advantage would be providing services upon
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request over the network. All these advantages together make it easier for the
operations to get executed and thus also resulting in good efficiency.

ii. Big Data: Big data aid in accommodating huge amounts of data be it generated
by the medical sensors or the IoT devices involved in the IoT-based health
care or also the data that are being transmitted over the network among the
IoT devices. In addition to these advantages, big data also provide a number of
tools to actually improve the necessary health diagnosis in terms of efficiency.

iii. Grid Computing: In general terms, grid computing involves working of a
network of computers under a single working protocol acting almost like a
super virtual computer to perform a specified task which may be difficult for
a single machine or computer to execute or achieve [21]. With this partic-
ular application of grid computing, it can be used in the field of IoT-based
health care addressing the insufficient computational capability of the medical
sensors or the devices that are aiding in the system. Grid computing can also
be viewed as a backbone for the cloud computing.

iv. Augmented Reality: Augmented reality (AR) which is a part of IoT can play a
major role in the IoT-based health care. Since the IoT-based healthcare systems
mostly involve remote monitoring and diagnosing, AR comes into play here
thus aiding the doctors and the system in performing remote monitoring and
the needful.

v. Wearables: Wearables also play a major role in the IoT-based healthcare
systems. The main advantages of these would actually be patient engagement,
ability to track the patients in case of any emergency. This is also a way helpful
to the senior citizens who can be tracked in case of any medical emergency,
and the needful treatment can be provided, or a nearby hospital or clinic can
be informed of this situation.

vi. Networks: Networks are the basic necessity of any IoT-based healthcare
system. All sorts of networks ranging from short-range communications to
long-range communication networks aid in the system being a part of the
infrastructure of the IoT-based healthcare network. All the data transmissions
or any tracking information could be shared only through these connected
networks. In addition to these, the introduction of ultra-wide bands or RFID
tags into the network can actually help in designing the low-power-based
medical sensors and also aid in communication protocols.

vii. Ambient Intelligence: Ambient intelligence basically involves the electronic
environments that are able to respond to the presence of people and are sensitive
as well [22]. Since the end users of the IoT-based healthcare systems are
actually humans, ambient intelligence can play an effective role over here.
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6 Future Challenges Involved Internet of Things-Based
Health Care

Anyone involving in the development of the security and privacy of the Medical
Internet of Things (MIoT) should take the following into account:

i. Network Insecurity: Keeping in mind of various parameters like the low cost or
convenience, many devices and services depend on the wireless networks like
Wi-Fi which are actually prone to any unauthorized access or several intrusions
taking place. They may also be vulnerable to security attacks like man-in-the-
middle attack and denial of Service arracks easily. Adding to these, the free
wireless networks available publicly mostly do not adhere to the standards of
security and thus resulting in more chances of any kind of security attacks

ii. Lightweight protocols: Any low-cost devices or any kind of software applica-
tions should follow specific set of policies and rules in order to provide their
services. Failing to do so would result in a huge loss causing security attacks
over the network. In present days, the security and the cost are directly propor-
tional, i.e., if we want to provide a high-level security for a network or a device,
then the cost requirements would also be extremely high. This is not always
possible in MIoT. So, developing lightweight protocols [23] for security at
different levels is one good option in the future.

iii. Data Sharing: Though there is a day-to-day development in the fields ofmedical
information technology, the problems of security and privacy are still being
revolved around. The issue of information leakage seems to be in an active
state even now. The information would have to be shared between different
systems of MIoT in the future. Since the data are collected from different
sources, it is not really possible to completely unify the data management. Any
kind of disclosure or unauthorized sharing of the patient data would cause a
serious loss to the patient and remains as a security issue in MIoT system.

7 Conclusion

With the recent advancements in technology and introduction of several medical
devices and related software applications, large amounts of data are being gener-
ated and stored. In present days, the importance of data is on the high. With huge
amounts of data over the networks, the problems of security and privacy attacks are
also on rise. The ways of protecting data security and privacy at all the different
stages of the data lifecycle would be of a great importance in the future research.
Starting off with the IoT security and privacy requirements of the IoT-based health
care and IoT-cloud-based e-health systems, this paper discusses many requirements
including the security requirements, privacy requirements, system requirements, and
the problems being faced and the possible solutions for the same. Medical Internet
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of Things (MIoT) is given a good importance in the paper. The recent advance-
ments and innovations being made in the field of IoT have changed the lives and
networks a lot connecting a plethora of devices. The IoT-based healthcare systems,
IoT-cloud-based e-health systems, Medical Internet of things (MIoT) all come under
the applications of the same providing remote medical facilities from anywhere in
the world thus reducing the cost and getting better patient outcomes when compared
to the traditional modes. However, security and privacy of these systems are still
vulnerable. So, the researchers should focus on these aspects and provide possible
other different solutions to these issues in the future.

8 Future Work

Due to the prevailing pandemic everywhere in the world, many sectors are not able
to provide services to the people properly. Healthcare sector also comes into this
list. Afraid of the conditions outside and the increase in number of Covid-19 cases
everywhere, people are not willing to go to the hospitals or clinics especially. So,
this is resulting in a lot of unaddressed medical cases everywhere, especially in
rural areas where the lack of basic transportation facilities is adding up to this.
In such situations, IoT-based healthcare systems can play a major role. Bringing
the IoT-based healthcare systems to rural areas can majorly aid in addressing the
medical cases of the people over there remotely without actually needing them to
visit the hospital or clinic physically unless it is a serious medical issue that cannot
be addressed remotely. Also, the applications of this IoT-based healthcare system
like the wearables can make it easier for the doctors to track their patients’ status and
records easily in a remote manner.
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Abstract Currently, industries and businesses are adopting the concept of AI in the
technological frontier, while some are opposing the progress. Many financiers are
puttingmoremoney intoAI businesses intending to just seeAI adoption inmarketing
grow at a rapid pace since they are ready to pay for AI equipment, applications, and
interfaces. Facebook, Google, and other Internet behemoths are developing tools
to kick-start targeted advertising and improved searching. Nevertheless, gaining an
understanding of how conventional businesses in the retailing, medical, and telecoms
industries spend their ownmoney onAI initiatives is important. Concerningmachine
learning, the next digitalization frontier is intended to be unleashed using AI. As a
result, businesses should be prepared for this type of development since it provides a
real-world edge to the corporate sector as a result of the forthcoming digital changes.
This article focuses on five AI technical innovations: self-driving cars, computerized
visions, robotic systems, deep learning, and virtual assistants, which cover a wide
range of current AI breakthroughs and acquiring knowledge. AI development is
rising all the time, with Baidu and Google now leading the market. Globally, we
estimate that the technical behemoths spent around $2 trillion on AI alone and in
2021. Approximately, 90% of the total funds has been committed to R&D, with the
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1 Introduction

Machine intelligence application in the technology sector, depending on digitalized
boundaries, is often in the prototype phase. Fewer firms have incorporated the concept
of AI into their business processes. Around thirty thousand intelligence C-level exec-
utives from 10 countries are now adopting the AI mindset on a bigger scale because
they want to see it as a critical component of their organization. Many businesses
claim that there have been ambiguities in their company operations that should be
addressed to increase their financial return. In this context, a comprehensive exam-
ination involving large corporations was performed to demonstrate the commercial
value of contemporary technology in their corporate operations. The study found a
substantial difference between firms that employed AI previously and those that do
today.

The ultimate users of artificial intelligence are business categories at the top
of the MGI’s company digital index, such as telecommunications and advanced
tech or banking sectors. These segments are particularly important AI develop-
ment targets since they use technology across different functions in their business
activity. Industries employmachine learning to build self-driving automobiles, which
are intended to improve transportation; for instance, financial companies want to
use customer knowledge to enhance associated service offerings based on tech-
nology. The abovementioned technological developments in artificial intelligence
may provide genuine benefits to subscribers, which may be a key element in tech-
nology changes. According to this study, AI innovators in the preceding digital land-
scape that combine solid suggested by higherwith preventive approaches have a prof-
itable revenue sector and projected performances elementwith a lot of companies that
are developing to a potential. Electricity companies, retail outlets, health facilities,
educational establishments, and industrial firms use the idea of AI to improve their
commercial operations such as procurement, predicting, automating, and stream-
lining. These steps are critical in the processing of creating promotional strategies,
and how to enhance consumer involvement (Fig. 1).

The dependency of machine learning on technical boundaries, and the notion that
the idea should be based on separate datasets, suggests that organizations cannot
merely use the shortcut in their commercial ventures. Companies cannot afford to
put off the process of advancing toward digital possibilities, which includes the use
of AI. Entrants of technology throughout the last few generations are now focusing
on building a competitive edge by using AI. Businesses must focus on particular
core components of explanatory and virtual execution that are essential in identi-
fying and determinants affecting instances, assessing sets of data in the ecological
system, acquiring AI machinery, trying to engage findings resulting, and adopting
diverse cultures as part of a significant policy developed by these early adopters. This
study specifically recognizes the reality that senior brass investigates and involves
management and technical specialists in the assessment of frictionless availability
of information, which would be a major facilitator of industrial innovation. The
concept ofAI guarantees businesses of substantial benefits, but it also contains certain
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Fig. 1 To demonstrate the
use of machine learning and
AI in operations
management

potential problems that are seen in many corporate operations, among programmers,
employees, and the authorities.

2 Machine Learning Preparedness for Organizations

The debate over the risks and advantages of machine learning is heating up because
it has the potential to enable machines to imitate human attributes and consciousness
while operating automobiles, strengthen corporate espionage, enhance employee
productivity, and infringe on customer privacy. According to studies, the population
that interacts with risky and monotonous tasks often deprives itself of its living.
Machine intelligence is now being used at a far higher rate than it was in previous
decades. Because its extravagant hopes and disillusionment are obvious, the back-
ground of AI is progressively advancing, which is dissimilar from what is currently
observed.

On either side, AI applications are increasingly concentrating on delivering real-
world advantages in the commercial sphere [1]. Several factors that begin this devel-
opment have indeed been addressed in the design’s execution. The computational
power is rapidly increasing, and programs are getting increasingly complicated, but
still important when utilized in the commercial sector. As a consequence, this innova-
tion enables businesses to generate a considerable volume of simulated intelligence
data for use in different business processes. On a given day, several terabytes are
used. As a consequence, enterprises at the digital boundaries, such as internet giants
likeGoogle andAmazon, are ingesting a substantial quantity of information based on
machine intelligence. We anticipate that approximately thirty billion dollars will be
spent in 2018 alone, which includes a substantial portion of merger and acquisition.
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Private company entrepreneurs are becoming involved in the progress that examines
the use of artificial intelligence.

The startup and grant funding generates an incremental one billion US dollars
in invested capital [2]. Currently, the majority of progress in the implementation of
human awareness is focused on AI technology. In their experimental procedure, a
wide range of novel applications is possible. There are a few items in the market
segments that are critical when used as an instant accelerator of technical develop-
ment in the corporate sector. As a reason, researchers are separated according to the
possibilities of machine learning.

A lot of them may have reached a broad agreement on the promise of AI, but
they are becoming increasingly wary about the actual financial valuation. This is
a type of disagreement that is reflected in a considerable difference in the current
market projection, which is estimated to be around 600 trillion dollars by 2030 [3].
Given the value of the portfolio to be realized out from the element of machine
learning, the most conservative assessment will indicate that enterprises are entering
the second essential factor in the boom period. The commercial expertise depending
on the deployment of AI suggests that boom instances are essentially improbable. To
give a potentially significant viewpoint, we had chosen to investigate how users have
used the concept of intelligence in their company’s activities. This article presents
a description of the current state of the continuously changing pace of AI in the
corporate world, seen through the eyes of users and providers who wish to get a
comprehensive understanding of AI’s capabilities.

To begin, we assessed the financial panorama, including comprising the orga-
nization’s corporate expenditures in R&D operations, mobilization of mergers and
acquisitions, and money received through venture funding (VC), which comprises
investment management (PE) firms [4]. Following that we looked just at the part
that focuses on customer desire, as well as case evaluations and an examination
of the significance of firms that use artificial intelligence in their company opera-
tions. Acceptance of AI is focused on the use of strategies to reduce obstacles in a
company’s activities, finances, customer groups, and the advantages that arise with
AI application.

In essence, AI is interested in computers’ potential to objectively display knowl-
edge similar to that of humans. This type of assessment involves the capacity to
address prospective difficulties without relying on hand-coded computer languages
with numerous details. In essence, AI is preoccupied with computers’ potential to
objectively display knowledge similar to that of humans. This type of knowledge
involves the capacity to address prospective difficulties without relying on hand-
coded computer languages with numerous details. There are numerous methods
for categorizing AI and machine learning, but it is kind of challenging to organize
the summary, which is profoundly collectively and solely exhausting because users
typically contest and mix several different technologies to create alternatives that
concentrate on trying to mitigate genuine problems. The development of innova-
tions is thought to be autonomous and can be classified depending on some other
innovations and intelligent systems. Several methods categorize AI and machine
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learning based on fundamental capabilities such as voice, image, and text catego-
rization, whereas others categorize them related to organizational implications such
as surveillance and economics.

Concentrating on howAI could be accurately reconstructed is feasible for a variety
of reasons. One among them is that it encompasses a variety of applications and
technology; some of which are expansions of approaches used in previous decades.
Furthermore, there are still no universally accepted conceptions of cognition, which
implies that conceptions of artificial intelligent change as users become increasingly
reliant on previous advancements. Tesler’s hypothesis, which applies to intelligence
analyzersLarryTesler, admits thatmachine learning represents certain breakthroughs
that have yet to be digested.

The AI-based technologies praised in this piece are classified are called narrow
AI, which does the most specific jobs, as opposed to natural AI, which attempts to
perform cognitive tasks that humans can also perform [5]. This article valuesmachine
learning and artificial intelligence that are restricted owing toward the relatively close
of the company that is effectively dependent on the advent of such AGI. As a result,
there is indeed a variety ofAI technical structures that canminimize future difficulties
in the corporate sector.

There are five distinct kinds of automated processes, each of which is a critical
component of machine intelligence innovation. Such key classifiers involve indepen-
dent and robotic systems vehicles, dialect, data processing imaginings, deep learning,
as well as virtual assistants, which take into account the use of methodologies in the
stages of studying datawithout any need for rule-based software applications to create
instructions for performing certain tasks. Certain techniques, such as programing
languages and visualizations, are connected to the implementation of information
from other realms, such as text processing, ontology, language understanding, and
voice recognition procedures.

Certain innovations are associated with the work of analyzing data computational
intelligence,whilemany are associatedwith data action necessary for virtual personal
assistants, driverless cars, and robots. Such technologymakes use of computer coding
to connect with humans. The main parts of the growth of AI technologies that were
used in recent times have indeed been the study of machine learning, and the subcat-
egories are known as deep learning. These innovations have piqued the interest of
consumers, resulting in a substantial proportion of AI investments of around 60% as
of 2016 [6].

3 As in Present Era, with Idea of AI Technology

The AI concept was embraced almost soon when humans began to build electronic
digitalized computers. Unlike digitalized technology, AI has considerably surfed
the waves of doom and hype, with one oddity: AI hasn’t experienced widespread
commercialization. When AI is carefully examined, it is progressively evolving. AI-
powered robots can now execute a wide range of activities, including beginning data
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synthesis, identifying a wide range of complicated structures, and making major
predictions and judgments that were previously performed solely by individuals.
Furthermore, AI capabilities have grown substantially, implying that AI is now used
in a wide range of commercial areas. It is also crucial to realize that machine learning
has significant limits.

For example, when computers are given training based on specific information
[7], they are likely to be biased. As a result, users must train the computers with a
wide range of datasets to see the required development. Since 2000, these technical
breakthroughs have enabled machine learning to be applied in numerous business
areas to begin profound machine learning techniques, among many other essential
technological improvements [8]. Such techniques have created use of the capacity
of complex and diverse sources of numbers, improved algorithms which presumably
positioned patterns in the data, enhanced research and innovation budgeting, and
essential 3D graphics stream processors that could be used in the incorporation of
advanced structures of arithmetical computational power. This same graphic system
processor GSP that is schemed for integrated chips was developed for computer
games, with the capacity to construct envisions thirty to ninety 30% faster than the
quick version that was used in the research in [8].

The technical advancements in the performance of GSP have substantially
increased that allows the students to learn relevant in the machine learning field
to increase five to six-fold every twenty months of implementing new technologies.
Increased data, the world generates roughly two billion GB each day, whichwould be
correctly instantiated owing to the application of techniques that properly recognize
responses.MLarchitectures enabledbyBitTorrent data have significantly reduced the
number of errors in software applications. TheAI concept was embraced almost soon
when humans began to build computerized digitally enhanced electronics. Despite
digitalized technology, AI has considerably surfed the waves of doom and hype, with
one oddity: AI has not experienced widespread commercialization. When AI is care-
fully examined, it is progressively evolving. AI-powered robots can now execute a
wide range of activities, including beginning to deliver the information, identifying a
wide range of complicated structures, and making major predictions and judgments
that have been previously performed solely by individuals.

The IT sector is affected by major corporations’ domestic deployment of inno-
vations. Significantly, it has been estimated that this progress amounted to around
seventeen billion us dollars alone in 2016, whereas external technical development
from PE companies, venture capital funds, and startup investment was estimated to
have cost approximately nine billion US dollars in that year. According to current
spending data, the concept of machine learning and its implementation has been
restricted to a specific aspect. This is crucial because the benefit realized from the
expenditure, which links research and development to an improvement of perfor-
mance in modern-day businesses. Nevertheless, because of the enormous slowness
of analytic and digitalized data concerning the economy, there is indeed a large need
for machine learning and artificial intelligence in companies. And over three hundred
organizations from around the world discovered that company executives encourage
the use of machine learning when running their apps.
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So, according to current spending data, the concept of machine learning and
its implementation has been restricted to a specific aspect. This is crucial because
the benefit realized from the expenditure, which links research and development
to betterment in modern-day businesses. Nevertheless, because of the enormous
slowness of insights and digitalized information affecting the economy, there is
indeed a large need formachine learning and artificial intelligence in companies. And
over three hundred organizations from around the world discovered that company
executives encourage the use of machine learning when running their apps.

Nevertheless, some businesses find it extremely difficult to incorporate such tech-
nologies into their operations of the company since calculating the financial return
from the deployment of these innovations is challenging. Many expenditures aimed
at adopting AI have included internal spending, such as the mobilization of research
and development activities.

Furthermore, financially constrained companies such as Google, Facebook, and
Microsoft are concentrating on how they will better integrate the capabilities inside
while continuing working on AI. Businesses like Amazon are focusing on voice
commands and robotic systems when launching salesforces based on agents and
intelligent machines. Nissan, Tesla, BMW, and Toyota are all involved. BMW, Tesla,
and Toyota are just a few of the companies that are using machine intelligence and
robotics to create self-driving cars. Toyota, for example, has put aside around one
billion dollars to build an institute focused only on machine learning for automated
cars and robots. Firms like ABB, GE, SIEMENS, and BOSCH have also bene-
fited from creating software of robots and deep learning, which focuses on creating
particular shows the relationship to its core competency.

On either hand, IBM has concentrated on spending around two billion US dollars
in developing Watson’s intelligent computing capabilities that mimic IOT technolo-
gies (IoT) [9]. More than two eras, Baidu also has spent around one billion US
dollars in machine intelligence development. During the last decade, the country’s
biggest high tech firms and worldwide sophisticated industries have completed over
a hundred mergers and acquisitions. For example, in the age of technological release,
Google completed 24 tasks, which comprised approximately eight computing images
and approximately seven programming language understanding.

The next dominating company is applying, which had accomplished around 9 jobs
like deep learning, machine translation, and data analysis. Firms are continuously
refining their emphasis to better use technology in whatever operations they are
involved in. A corporation like Facebook has built a machine learning lab in France,
which will augment similar arrangements in San Francisco and New York City. This
onewillmake it very difficult for companies to successfully attract talented academics
in Europe. Google also has done spend around $4 million in machine learning at
Québec College, which would be a research lab within theMontréal school. Intel has
also made a one-billion-dollar donation to Georgia Technical University to establish
deep learning and computer security research centers [10]. NVIDIA is also working
with Taipei University to establish machine intelligence facilities in Taipei. Machine
intelligence progress is now regarded to be in its early phases in attempt to meet
up with the new technological age. AI, for example, has garnered around 3% of all
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venture capital by financial value by 2016, while an information filtering system is
estimated to account for approximately 60%.

4 Adopting Machine Learning on the Cyber-Horizon

Currently, industries and businesses are adopting the concept of AI in the techno-
logical frontier, while some are opposing the progress. Many financiers are putting
more money into AI businesses intending to just see AI adoption in marketing grow
at a rapid pace since they are ready to pay for AI equipment, applications, and
interfaces. Facebook, Google, and other Internet behemoths are developing tools
to kick-start targeted advertising and improved searching. Nevertheless, gaining an
understanding of how conventional businesses in the retailing, medical, and telecoms
industries spend their own money on AI initiatives is important. To that end, it is
necessary to perform an analysis to have a better understanding of the situation.

On average, only, a few companies have incorporated AI on a large scale in
their value chains. The bulk of significant technology players is familiar with AI
technologies that are still in the pioneering and experimentation stages. According to
a 2018 report of around three hundred participants, 20% of them stated that they have
embraced at least one AI-centered product on a substantial scale. 10% of participants
said they had implemented and over three AI and machine learning, while 9% said
they had engaged in computer vision.

Given the current new advancement, it is predicted that businesseswould adopt the
trends of technology change that are adopted both by early to mid-tech buyers. The
previous AI trend of ICT adoption was thought to be broad in line for firms wanting
to use digitalization technology. These major actors are regarded as the forerunners
of the previous electronic wave of machine learning. Nevertheless, such individuals
are regarded as the forerunners of the first generation of the digital world of machine
learning. The very first distinguishing feature would be that the new buyers are
centered on segments that spend a substantial portion of the linked technology such
as cloud and data solutions. These categories are at a technological tipping point
in terms of digital consumption and resources. This general conclusion, because it
implies, restricted discoveries of businesses and industries are now getting to grips
with kinds of improvements visible in corporations to develop more tech-oriented
items.

The second feature is segment independent, with large organizations focusing on
investment in machine learning faster than small businesses. This is a basic type
of digital expenditure in which small and quasi firms continue to underperform in
respect of tech considerations they must make while focusing on innovations. Third,
new buyers of innovation are not concentrating on a single type of system. Neverthe-
less, they had expanded to the point where they use a variety of AI technologies in
different enterprise applications. The fourth feature is derived based on expenditure
that absorbs fundamental company operations. First, early computer consumers have
adopted the size to be encouraged in terms of AI development potential since they
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possibly reduce capital investment. Machine learning is associated with more than
just automated processes. Businesses, on the other hand, use technological develop-
ment as a kind of product and service development. As a consequence, this seems
to be the situation for early investors of digitalization technology, indicating that
machine intelligence advances would be regarded as alternative sources of corporate
productivity aimed at closing the income disparity between high-performing firms
and low-performing ones.

5 Discussion

Operational management in the distribution chain is critical for transporting items
across greater distances and for connectivity amongmanyparties such as rawmaterial
procurement, manufacturers, merchants, logistics firms, and customers. As a result,
an efficient and effective operational distribution chain (ODC) ensures that these
interconnections are established properly, promptly, and also at the lowest possible
cost. Exchange of information, system integration, and cooperation are important
success elements for ODC. As a result, ODC has to be digitalized and progressively
reliant on technologies in the context of IoT and monitors across the supply chain,
allowing users to gather information in a real-timed environment. Our research is
motivated by the current increase in artificial intelligence and machine learning.
Many studies show that AI has indeed been widely implemented in supply chain
management and has produced the highest value in manufacturing enterprises. The
outcomes of widespread AI use have played an important role in enhancing logis-
tics operations. In general, machine learning and AI implementations were some of
the most intriguing and important contemporary study topics. AI is used not just in
everyday living but also in logistics and operational management. AI-based opera-
tional chain is a completely integrated technology and production system that uses
knowledge and smart technologies to realize understanding, networking, harmony,
unification, and automating. Strategic sourcing is now becoming an autonomous
operational supply chain via the help of artificial intelligence, with both the qualities
of someone being self-governing, self-optimizing, self-awarded, self-determining.
Our research fills an essential void in the existing literature by examining how artifi-
cial intelligence may be used in operational management and how it might assist to
enhance organizational efficiency.

The notion of distribution chain originated long before the commodities them-
selves, and it is as venerable as the commodities themselves. The distribution network
is a complicated and interconnected notion that encompasses the whole production
and assembly routes from suppliers of raw materials to wholesalers and, finally, to
the final consumer. Usually, the supplier chain aims to meet customer needs, enhance
reactivity, and establish connections among various participants. Following business
organization, business responsibilities, and customers, the entire supply chain is now
becoming increasingly dispersed, varied, and accessible. For several enterprises, the
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main issue is that the transparency of the whole distribution network and the avail-
ability of detail accessible inside the firm are not optimum [11]. As a result, the main
purpose of the operational system is to digitalize the business operations, connect
many participants and resources to guarantee that the goods are in sync with the
requirements of the consumers, and accomplish whole systems’ comparative advan-
tage objectives [12]. Many conventional IT solutions, such as enterprise resource
planning (ERP), production planning and control (PPC), manufacturing execution
system (MES), supervisory control and data acquisition (SCADA), and others, are
devoted to assisting different business activities in logistics operations [13]. To regu-
late production throughout whole distribution networks, sophisticated technology
has been powered by artificial intelligence in nearly every organizational process
[14].

Notwithstanding, due to the evolving of the distribution chain, customer’s
changing trends, unorganized decisional problems, and the continuously shifting
abilities of the company procedures, these fragmentary remedies are not ‘smart’
sufficiently and are not capable of acting rational way depends on the nature, also
are not very appropriate for the current operations management. It is critical to func-
tion with the peak effectiveness in all main operations and strategic activities in the
supply chain network to build an intelligent, quick, and excellent business signaling
pathway. As a result, increasingly complex IT solutions are essential to cope with
nonlinear and non, high variability corporate operations challenges in digitalization
[15].

Ourwork is novel in that it synthesizes themost current findingswhile also investi-
gating four real-world operationalmanagement cases usingAI andmachine learning:
customer relationship management, production scheduling, quality assurance, and
management services. The conclusions offer a comprehensive and relevant knowl-
edge of the use of AI for operations management in dynamic contexts. Professionals
inmachine learning are developing innovative intelligence solutions that are intended
to give possible explanations to real-world issues. The use of machine learning in
corporate operations is associatedwith a significant kind of senior corporatemanage-
ment.Companies that have usedAI technology efforts have seen a significant increase
in the quality of their services. There at the meantime, industry AI deployment is
substantially unequal, reflecting several features of AI technological investments.

6 Conclusions

This study contributes to both theoretical and management approaches that will be
important in the future. Because this research was done through experimental case
investigations, it has the potential to establish the groundwork for the growth and
beginnings of AI in quality management, as well as affect the operational manage-
ment’s commercial effectiveness. This study may potentially open up new avenues
for future investigation. A future studymight also look at the strategic andmanagerial
elements that influence the acceptance of an AI operational approach in production
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and supply chain management. While AI offers great promise in production and
supply chain management, this has a long road ahead to go before its true worth is
realized. This study admits that the tech behemoths that have embraced these digital
tools are continuing to welcome the impending storms of digitalization. This type of
engagement is now regarded as a novel by other small businesses that are continu-
ously implementing corporate social technology efforts. However, this demonstrates
that machine learning will speed to the category of digitally enhanced breakthroughs
in the long term, increasing the range among tech pioneers and slackers in sectors,
regions of theworld, and businesses. Financial institutions, telecommunications busi-
nesses, and slightly elevated businesses have a long history of digitally enhanced AI
development and will be continuing to do so.
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Machine Learning-Enabled Estimation
System Using Fuzzy Cognitive Mapping:
A Review

Ashutosh Sharma and Alexey Tselykh

Abstract With a growing interest in Explainable Artificial Intelligence, the fuzzy
cognitive maps (FCMs) have proved to be a simple yet powerful tool for causal
reasoning and decision making. It is a hybrid methodology that combines the aspects
of recurrent neural network and fuzzy logic. In this paper, we elaborate a FCM tech-
nique forWeb effort estimation which is a critical challenge in software engineering.
Web applications market size is giant and ever-growing. Today, Web applications
are becoming more refined as it is not only for uploading and fetching the data but
also gathering data from various sources and analyzing by the ML techniques. The
mean square error (MSE) is measured and analyzed to show the superiority of FCM
estimation technique. It is analyzed that the project characteristics presence should
not be ignored by the effort estimation technique selection. On software estimation
technique recommendation, there is 70% success probability by the FCM approach.

Keywords Project effort estimation · Fuzzy cognitive mapping ·Web
applications ·Machine learning techniques

1 Introduction

With the increase in advanced communication and information, there is rapid growth
of the fuzzy cognitive maps (FCMs) and it became more popular. It is one of the
kinds of recurrent neural network which carries the fuzzy logic aspects. The system
mimicking is allowed by the FCM and the phenomenon with the utilization of the
causal relationships [1]. In complex systems, decision making and the modeling of
systemare done effectively by theFCMsystems. For the various application domains,
the FCMsystems are utilized, for example, pattern recognition, decision support tool,
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and the socio-economic development planning. The FCM is an efficient technique for
numerical and the forecasting of time series. The FCM system has mainly two types:
manual FCM and the automated FCM [2]. The way for the FCM formation is the
only difference between these two types of FCMs. The experts manually produce the
manual FCMs, and the information sources produced the automated FCMs numeri-
cally.Manual production of FCMbecomes difficult sometimes when the interference
of the experts could not be enough for the problem solution. Because of the difficul-
ties in manual FCM generation, the computational methods development for FCM
learning is needed for the FCMs automation [3, 4]. In every field, the prediction is
the dynamic issue, and it is considered as very complex which exhibits high uncer-
tainty. This is a challenging problem which leads to large number of approaches
and produced accurate results. In the research community, substantial efforts are
recorded which focused on two aspects: prediction’s important aspect is accuracy
and the timelines for delivering the accurate prediction. The framework general appli-
cation is demonstrated by utilizing the FCM and the framework validation involves
the framework’s concrete applications [5–7]. In the industry environment, different
organization studies are required for the framework concrete applications. The FCM
main merits are the capabilities of flexibility and adaptability. The FCM interest
is maximum in the industries, on the part of researchers, robotics, medicines, and
information technologies.

The Web applications presence is universal and Web-centric applications are
predictable to come due to perpetual need of business [8–10]. Today, Web appli-
cations becoming more refined as it is not only for uploading and fetching the data
but also gather data fromvarious resources and analyzing by the artificial intelligence.
The ML-based software estimation techniques are very popular for the parametric
and the nonparametric environment for accuracy in prediction. The historical project
data availability is the ML techniques essential necessity [11, 12]. The project char-
acteristics spent on the project building like lines of code utilized in project, class,
and the actual effort are usually contained in the data. The effort estimation is directly
provided by the software cost estimation by the project’s characteristics and for the
context, ML-based techniques are required to be trained.When trained with the same
dataset, estimation of all the ML techniques is not equal, some of them are supe-
rior comparatively [13, 14]. Verification is done by the ML technique’s performance
parameter examination. However, for individual project parameter configurations,
superior most ML technique performance is also lagging sometimes. In the given
area, extraction of knowledge from an expert is denoted by the FCM. In the FCM
drawing, the better consistency is possible in the system modeling if more than one
expert is utilized. The final model reliability is improved allowed by the different
expert’s aggregation process. The process of two FCM aggregations is presented in
Fig. 1 where investigated systems are describing by different concepts.

The final map made by this process is less susceptible to the erroneous beliefs.
It is advantageous if there is possibility of FCM aggregation into the knowledge
structure. In FCM, there is no limitation of experts, more the experts, higher the
reliability. The average of sample size will congregate with underlying matrix if
the sample size increases. The simplest procedure is based on the causal weight
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Fig. 1 Typical FCM process of aggregation

matrixes mathematical transformation. The same concepts characterized the maps
then the entire system represented FCM aggregation can be calculated easily as their
causal matrixes weighted average or median. But regarding the concept, the different
experts have different opinions in the modeling. So, each causal matrix is augmented
by new rows and columns, and the operations are performed over them.

The complex relationships within an environment method are provided by the
FCM graph structures for the environment improvement. The problem with no data
is modeled by utilizing the FCMs. The what-if analysis is done by utilizing the FCM
where alternative scenarios are considered. The environment behavior is represented
by the concept nodes within FCM. The arcs are utilized for the concept connec-
tion which shows the concept relations. The FCM development is based on expert’s
knowledge utilization forming environment framework. The concepts are identified
by utilization of expert knowledge. The framework is analyzed by utilizing the FCM
for demonstration. The framework validation in contrast involves the concrete appli-
cations framework. It requires different organizations case study in an industry envi-
ronment. This paper provides the overview of the technique having organized way
for the Web application estimation technique selection from the predefined set. The
performance parameter, i.e., MSE ismeasured and analyzed for technique estimation
indication for well performance. The huge resources are put for the Web application
projects development. Thus, the optimum cost estimation technique selection is done
by the well supervisory method. For the other organization stakeholders, it can prove
to be a savior.

The paper is organized as follows. Section 2 offers an overview of the FCM-based
method including exhaustive literature survey and themethodology. The FCM-based
methodology given in Sects. 3 and 4 concludes the paper.

2 Related Work

For the nonlinear and the complex systems, the FCMs are very powerful tool as they
are directed graphs with feedbacks. The experts create the FCM models, and the
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building of these models is hard with the increasing number of variables [15]. The
fuzzy cognitive map automated generation is provided by the various methods in the
last decades. The large number of variables handling is difficult by the presented tech-
nique, and it is the main drawback. The new strategy is brought out by the presented
method called as concept by concepts approach (CbC) for the FCM learning. With
the high precision, large-sized FCM model generation is enabled by utilizing the
historical data. The FCM and Agent-Based Modeling (ABMs) methods are comple-
mentarywhich represent interacting agents over time. The agent subjective behaviors
encapsulate which is not specifying by the method, but it lacks the scaling ability to a
population [16]. The emerging practice review is presentedwhich combines the FCM
and theABM. Three different high-level architectures are revealed by the analysis for
the combined utilization of these two methods. The authors in this paper presented
the predictionmodel which combines the FCM and Support VectorMachines (SVM)
for increment of the accuracy [17]. The FCM part utilizes by the presented technique
for the correlation pattern discovery which exists between the data variables and
latent variables are formed. The prediction capabilities are also improved when the
variables are fed to the SVM part. The demonstration of the hybrid model efficacy
is done on the different domains. The efficiency of the presented model is better as
compared to the existing models.

A new “Structure Optimization Genetic Algorithm (SOGA)” is presented for
decision support systemmodeling [18]. TheFCMmodel is constructed andoptimized
automatically by the presented approach. The error function is defined by the SOGA
for the FCM complexity as there are number of connections between them. For
fuzzy cognitive maps learning, SOGA is utilized for the analysis purpose. SOGA is
compared with the FCM learning algorithms and simulations were done. The FCM
model structure is reduced significantly by the utilization of the SOGAas obtained by
the results. The model complexity construction is difficult task; hence, the effective
techniques are required [19]. Based on a fuzzy cognitive map (FCM), the nested
structure is created at the higher map which is decomposed into other FCM. The
whole nested structure is restructured through the dynamic optimization process
to derive relationships between map concepts. The hidden relationship discovering
is allowed by this process among map concepts. The suggested nested approach
application is presented by the paper for the forecasting of the time series and the
decision making. A framework is detailed in this paper for the test manager assistant
for theAI technique evaluation in testing the software [20]. The framework evaluation
is employed by the fuzzy cognitive maps (FCMs) and the decision analysis is made
easier. The presented technique effectiveness is shown by the simulations analysis.

FCM has emerged gradually as a powerful tool and the applicability of the simu-
lation mechanism for different applications. The system states are investigated by
the different methods and FCMs are constructing for the complex systems [21]. The
fuzzy neural network is presented in this paper for the FCMs learning ability. The
conventional FCMs are incorporated by the presented approach with the member-
ship functions determination and the causalities quantification. The causalities are
described by the mutual subset-hood in the fuzzy neural network. The effective-
ness of the presented approach is confirmed by the simulation. Authors in this paper
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describe the FCMs for the autonomous entitiesmodeling in the dynamic environment
[22]. The FCM general design is offered in this paper for the autonomous agent’s
decision making, and this concept is categorized into three classes like requirement,
activities, and the states. The feature supporting decision making is enabled by the
classification such as sensors input processing. The presented method is utilized as
a decision making for the simulation of human activities in the ambient model, and
the scenario-oriented mechanism is combined for proving the modularity.

In the economic modeling, the FCM is a significant tool, and its aim is the investi-
gation of the genetic algorithm-based FCMutilization [23]. The FCMmodels predict
the complex financial system clearly in this study. The benefits of FCM applications
are confirmed in this study for the researchers and policy makers. This paper presents
the Thayer’s emotion model and FCM-based proposal for the forecasting artificial
emotions [24]. An innovative method is provided by the author for artificial emotions
forecasting and for the affective decision system design. An experiment included
in this work with different artificial scenarios for the proposal testing. Different
emotions are generated by each scenario to artificial model accordingly. Authors in
this paper detail the cheap sensors development and the transfer possibility of data
[25]. The sensor movement possibility from the robots with IoT is presented, and
the IoT concept is modified in intelligent space. The distributed networked sensor
potential is clarified with the route tracking example, and by utilizing the FCM, data
is processed for the robotic navigation. The adaptation approach modifications are
presented, namely particle swarm optimization and migration algorithm.

Fuzzy cognitive map (FCM) penetrates to areas as control systems which include
the robotics characterized by its distributiveness [26]. The needs for a robot control
system are specified by the authors, and the defined tasks are divided into different
decision levels. Author details the various machine learning techniques utilized for
the project efforts based on the historical project-related dataset. The project char-
acteristic array is consumed by these techniques for the project cost estimation. The
project cost is determined by the right technique selection, and it is very significant
[27]. The FCM approach is presented for the machine learning-based software esti-
mation technique recommendation. The different estimation techniques are utilized
by the current analysis, and the supremacy of one estimation technique is declared
by the mean square error. The project characteristics’ presence should not be ignored
by the effort estimation technique as shown by the experimental results.

For modeling and simulations, FCM has become an important soft computing
method in recent years [28]. The concepts are involved in it as they are recurrent
structures which describe the causal connections. The swarm intelligence-based two
abstract models are described in this paper by the authors for FCM characterization.
The accurate maps are obtained at the end that allows the system simulation and
relevant knowledge extraction. Authors presented the FCM approach for ecological
creation with expert’s knowledge [29]. These maps are system’s qualitative models
which contain variables and their relationships.

In environmental management applications, utilization of cognitive mapping
research is described. Different stakeholder perception is examined to facilitate
the environmental management plans development. Many advantages are offered
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by the FCM for the modeling which includes the model aggregate variables. The
complex relationships are modeled by the process and different knowledge sources
are combined. With the IoT of green supply chain perspective, IoT actualization in
difficult system for “green inventory management link” with the world [30]. The
complex system modeling utilization is hard. The lack of autonomous mechanism
and the stable integrated architecture are the two problems of IoT-enabled system.
The IoT system is presented in green system utilizing the FCMmethod. The complex
system simulation is the aim by linking digital objects, while the performance effi-
ciency is enhanced for the management. The FCM approach evaluation is presented
for improvement of work. The total effect performance is compared by the experi-
ments as assessed by the methods utilizing the IoT-enabled FCM. The fuzzy factor
comparison method is developed in this paper for the feasible and the sustainable
material selection [31]. The alternative building materials are evaluated carried out
through the building informationmodeling, and the 73%of average result is observed
achieved by the alternative methods. The Building Information Modeling-enabled
energy management system is presented in this paper by IoT for metro rail station.
The operational cooling load of 25% is reduced as observed by the results by the
presented system. Many researchers have worked on the FCM-based methods for
different applications as tabulated in Table 1.

3 Machine Learning-Based Web Effort Estimation

3.1 Existing Framework

Between the conventional software andWeb applications, there are significant differ-
ences as demonstrated by the Web software practitioner experience. A Web-based
application development is separated from the traditional software development
projects from the various elements. The Web applications have many characteristics
like network intensiveness, concurrency, content sensitivity, availability, etc.

TheHTTPutilization,Webmultifaceted nature to the client experience and typical
Web application protocols are components portion and development unpredictability
is decided by it. TheWeb-based applications rising significance in business domains
leadsmany researchersWeb effort estimation distinguish as a predominantly valuable
area [40, 41]. The Web effort estimation has four divergent approaches like “case-
based reasoning (CBR), stepwise regression (FSR), classification and regression trees
(CART), and Bayesian networks (BNs)”. The Tabu search meta-heuristic method-
ology utilization is examined by the researchers in conjunction for the parameters
precise selection. It is used for the Web application effort estimation [42].

Many researchers are led by the applications based on the Web in different
domains, and it is rising significantly. It distinguishes theWeb applications effort esti-
mation as a current research valuable area. Four divergent approaches are utilized by
the researchers for the estimation of Web efforts. The case-based reasoning (CBR),
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Table 1 Different existing FCM-based methods with their merits and demerits

References Methodology Advantages Disadvantages

[32] Agile MOW approach for
software cost estimation
process modeling

Identifies the difference
between conventional and
Web projects
It enhances the visibility
level in the planning
stages
Speedy and reliable effort
estimations of
Agile-based Web
development projects

Time consuming
Computationally complex

[33] FCM-based classifier with
a fully connected map
structure is proposed

Executed few FCM
iterations
Pipelines built
performance from
FCM-based data
transformer
FCM-based classifier
performance and its
capability to improve data
is confirmed

Size of datasets is limited
that could be processed in
acceptable time

[34] Algorithms that support
learning of FCMs from
data are developed

Efficient and accurate
semi-automated
algorithms

Model formation from
data is a complex task

[35] Fuzzy cognitive mapping
(FCM) is presented as a
participatory method for
understanding
social-ecological systems
(SESs)

FCM requires
understanding a terms and
following simply logical
heuristics
Facilitate the discourse
with governing agencies

High computational
complexity

[36] For training FCMs, the
utilization of the
un-supervised Hebbian
algorithm is presented to
nonlinear units

Modifies its fuzzy causal
Web
The deficiencies that
appear in operation of
FCMs

Not effective more
complex problems
Time consuming

[37] Brand-new approach for
student performance
prediction is presented
utilizing the learning
fuzzy cognitive map
(LFCM) approach

Work well with large
datasets

They face challenges
dealing with small sample
sizes

[38] The impact of pixel-based
ML techniques, i.e.,
fuzzy-c-means clustering
method (FCM) and the
artificial neural network
(ANN) and support vector
machine (SVM) are
investigated

The FCM-based
framework achieved the
highest performance
Highest accuracy and
precision

Image blurring effect
causes ambiguous
outlines of tumors
Affect the segmentation
accuracy of the automated
frameworks

(continued)
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Table 1 (continued)

References Methodology Advantages Disadvantages

[39] New FCM model is
presented based on deep
learning neural networks

High prediction accuracy
High learning efficiency

Cost ineffective

forward stepwise regression (FSR), classification and regression trees (CART), and
Bayesian networks (BNs) are the different approaches. The Fuzzy ID3 decision effec-
tiveness is also checked in the effort estimation. The standard fuzzy set concepts are
incorporated by the standard research in ID3 decision tree. An unmarked method is
also demonstrated for the Web-based project effort determination utilizing a content
management framework (CMF) [43, 44]. Several researchers are influenced by the
mobile applications for the various issues identifications and for the efficient mobile
applications development, their solutions are utilized. To implement the presented
technique, there are different steps for processing, and which are described in detail.
The entire methodology is represented pictorially in Fig. 2.

Step 1: First, dataset is viewed carefully, and its suitability is verified with the
ML-based assessment approaches. The dataset is prepared from the projects of
the student in the university. There are 125 projects contained in the data having
different attributes. Number of Function Points (NFP), Number of Multimedia Files
(NMM), Number of Building Blocks (NBB), and Number of XML, HTML, and

Fig. 2 Schematic diagram
of the presented technique
[27]
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query Language links (NHL). The segregation of the project details in the func-
tional attributes is preferred generally for the analysis based on ML. The attributed
projects are specific to the applications of theWeb, and utilization is repeatedly effort
estimation of Web application.

Step 2: For training estimation models, five generally utilized ML techniques are
recognized for the estimation of the training models on the database. The “Case-
Based Reasoning (CBR), Random Forest (RF), Artificial Neural Network (ANN),
Support Vector Machine (SVM), and Multiple Linear Regression (MLR)” are the
different techniques which are utilized.

Step 3: The over-fitting irregularity is overcome by the ML technique which are
trained on data of 65 projects and then tested on the 40 projects. For the valida-
tion purpose, rests of 20 projects are utilized. The ML techniques are compared by
utilizing the mean square error (MSE) as performance metrics. The actual effort and
the estimated effort difference were calculated for each of 40 testing data tuples. The
MSE values were calculated after the error terms square averaging.

Step 4: Between the different employed techniques and different project character-
istics, correlation values between the MSEs are calculated which are established in
this step of processing. It is observed that the error is strongly influenced by the
NFP strongly and positively in ANN. It is inferred that the higher the applications
functional points, lesser the ANN importance. Similarly, as an estimation technique
choice, number of multimedia files presence attracts the random forest.

Step 5: The FCMs are built by utilizing the correlation results for the further analysis.
The analysis of the FCM is required because a project characteristic is not present
in the project configuration. In every project configuration, amount of each driving
factor is present. Thus, assessment of the overall system is needed to take the decision
that which technique is preferred for configuration of the projects.

Step 6: In the last step, validation is done after the analysis of FCMon the 20 projects’
data.

3.2 Recommendation System Based on FCM

Relationship between the variables is represented by the directed graphs which
is called FCM. The FCM is utilized for the determination of the causal relation-
ships between the characteristics of project and the ML technique performance [45].
Figure 3 represents the FCM recommendation system.

The existing relationships insight is got by the project variables andML technique
performance’s correlation coefficient. The driving factors and the receiving factors
are two classes of factors utilized as project parameters and ML techniques. The
positive and negative relationship between the two factors and the related degree is
determined by the correlation coefficient.
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Fig. 3 Recommendation
system based on FCM

The one factor has the degree of influence [46] that is represented by utilizing the
fuzzy triangular numbers on another factor. For example, the dominance of NMM
on RF is strong for the NMM, and RF factors and the (5−δ, 5, 5+δ) are the assigned
fuzzy numbers. From the driving factor, the directed graphs are drawn toward one
or more receiving factors [47, 48]. The degree of influence is showed by the fuzzy
number that the respective receiving factors are exercised by the driving factor.

After the justified relationships labeling and the establishment, the corresponding
FCM is presented in Fig. 4 and Table 2 shows the fuzzy number of each cell entry.

The influence of the NMM driving factor is strong over the MLR, SVM, RF, and
CBR, while in case of SVM and CBR, impact is positive. For MLR and RF, it is
negative. The NHL links influence the error in SVM while on the ANN, RF, and
CBR, it has negative influence. The SVM technique is better for estimation if the

Fig. 4 Relationships among project factors shown by FCM [27]
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Table 2 Corresponding to Fig. 4 adjacency matrix [27]

ANN MLR SVM RF CBR

NFP 5 −3 −3 −3 −5

NBB −3 5 −5 3 −5

NMM 3 −5 5 −5 5

NHL −5 3 5 −5 −5

hyperlinks presence ismore in aWeb application. Afterward the creation of cognitive
maps and the matrix adjacency, steady state can be shown by the simulations [27].

It is observed from the table that the recommendedML techniques didn’t consider
as a winner. If the half marks are given for being laggard marginally, the FCM
approach success probability inML technique is close to 70% for the further research
motivation. The FCM approach modeling other than social sciences is done. The
presented technique importance is understood by the fact that it is notWeb estimation
technique itself, but the systematic way is provided for the best estimation technique
selection from the predefined set. The Web application project correct estimation is
the critical requirement of the business. The performance metrics like mean square
error (MSE) indicates that the performance of the estimated technique is well in
various cases. For individual project configuration, the best estimation technique is
not advised. The presented technique merit is that the overall system equilibrium
is considered for the underpinning factors mutual influence derivation. It is also
advantageous that the FCM techniques are augmented by the presented technique for
the abstract relationships between factors or variables representation, and it counters
the human-borne ambiguities effect.

3.3 Research Gaps

Various research gaps are found in the state-of-the-art techniques.

• The complex relationships within an environment method are provided by the
FCM graph structures for the environment improvement.

• Existing techniques are time consuming and computationally complex.
• Some techniques are limited to the size of dataset as they face challenges dealing

with small sample sizes.

4 Conclusion and Future Scope

The abstract relationships’ transformation into the quantitativemeasures by the FCM
is utilized for the software assessment approaches recommendation. The correla-
tion values are mapped into the fuzzy numbers by the linguistic values. The state
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vector and adjacency matrix are then represented by utilizing the fuzzy numbers.
The success probability is obtained after software estimation technique recommen-
dation which is close to 70%. The FCM is the potential technique to count on when
the scientific knowledge is very complex. Only effects are shown by the analysis
which is the main FCM’s demerit. The co-occurrence of multiple causes can’t be
deal with the FCM, and the causal factor combined impact is important. The main
error of FCM is that the if–then statements can code in it. However, only synergistic
interaction can be produced by FCM among the factors. The FCM can be extended
in the future for finding the complex abstract relationships between the issues of the
mobile application. The success and the failure of the app are governed by the factors
of the mobile apps.
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Pereira, L. F. (2021). A sociotechnical approach to causes of urban blight using fuzzy cognitive
mapping and system dynamics. Cities, 108, 102963.

5. Jetter, A., & Schweinfort, W. (2011). Building scenarios with fuzzy cognitive maps: An
exploratory study of solar energy. Futures, 43(1), 52–66.

6. Christen, B., Kjeldsen, C., Dalgaard, T., & Martin-Ortega, J. (2015). Can fuzzy cognitive
mapping help in agricultural policy design and communication? Land Use Policy, 45, 64–75.

7. Assunção, E. R. G. T. R., Ferreira, F. A. F.,Meidutė-Kavaliauskienė, I., Zopounidis, C., Pereira,
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Energy Efficiency in IoT-Based Smart
Healthcare

Pallavi Sangra, Bharti Rana , and Yashwant Singh

Abstract IoT-based smart healthcare is a new technological shift toward efficient,
convenient, cheaper, and faster medical services using artificial learning, big data
analytics, sensor technologies, and cloud computing. Smart healthcare reduces
the time and cost to avail the services region-wise rather than to get the clinical
services at distant locations. Along with this, smart healthcare poses many chal-
lenging issues. One of the greatest challenges in smart healthcare is to accomplish
the energy-efficient services as smart nodes are energy constrained. Therefore, this
study addresses the energy consumption challenges in smart healthcare sector. Then,
we focus on energy preserving mechanisms to reduce the energy consumption. The
various energy-conserving mechanisms such as intelligent techniques, duty cycling
techniques, collision resolution techniques, and edge techniques in context to smart
healthcare have been discussed for reducing energy consumption.

Keywords Energy efficiency · Energy consumption · Internet of things · Smart
healthcare

1 Introduction

Smart healthcare is not only a technological advancement but also a global revolution.
The revolution from traditional healthcare to smart healthcare shifts to person-centric
care from disease-centric, to regional services from clinical services, and to personal-
ized care from general care. IoT-based smart healthcare aims to meet the on-demand
medical needs of people. Smart healthcare greatly improves the efficiency of medical
services and regional health services [1]. Smart healthcare exemplifies the intelligent
infrastructure including smart devices to take informed decisions and better resource
management.
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Fig. 1 World power
consumption statistics
(2019) [3]

Smart healthcare is a concept originated from the “smart planet” introduced by
IBM in 2009 [2]. Smart healthcare forms a body area network to transmit and
perceive the information from body sensors through Internet of things technology.
The transmitted information is sent to the cloud which is processed by using super
computers. Smart healthcare utilizes wearable devices, mobile Internet, and IoT
to access the information dynamically. Therefore, smart healthcare links various
institutions, people, and medical services to perform the functionalities smoothly
and intelligently. Shortly, smart healthcare is the higher level of digitization in the
medical sector.

Though the smart healthcare eases the early prevention and detection of diseases,
it is also prone to severe issues. One of the critical issues is energy consumption. The
energy consumption is continuously increasing because of the sensing and transmit-
ting mechanism by using body sensors, power constraints of smart devices, cloud
analysis of data, collisions, and battery drainage attacks. Other challenges in smart
healthcare are heterogeneity, security and privacy of data, resource management,
and identification and allocation. In this study, we would address the existing smart
healthcare challenges and the energy preserving mechanisms in smart healthcare.
As per the statistical analysis performed by the world power consumption [3] in
year 2019, it has been estimated that the power consumption from fossil fuels itself
contributed to 63%. And, the power consumption from other sources is 37% (Fig. 1).

The rest of the study is structured as follows: Sect. 2 distinguishes the WSN and
the IoT. Section 3 discusses the related work. Section 4 presents the foreseeable
energy consumption challenges in smart healthcare. Section 5 provides the energy
conserving mechanisms in IoT-based smart systems. Section 6 concludes the article
with future scope.

2 IoT Versus WSN

IoT is a higher level technology than WSN. In other words, WSN is frequently
utilized as part of an IoT system. In an IoT system, a large number of sensors in a
mesh network can be utilized to collect the data and communicate it to the Internet
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Table 1 Distinguishing features of IoT and WSN

Features Internet of things (IoT) Wireless sensor network (WSN)

Connectivity Sensors have Internet access and
broadcast the data immediately to
the Internet [4]

Nodes are not directly connected to
the Internet; instead, they route
traffic to sink nodes. WSN nodes
are not required to be connected to
the Internet [5]

Devices Sensors, humans, cameras,
computers, and phones are Internet
of things. These gadgets may post
their data to the Internet, making it
available to other users. Sensors are
a type of gadget that collects data
on the WSN

Sensors are a type of gadgets that
collects data on the WSN

Things identification Things can be identified because of
the unique IP address

Things cannot be identified

Device support Heterogeneous devices participate
in the network

Homogeneous devices participate
in the network

Range Universal network Subset of IoT

mobility High mobility of nodes are
supported

Mobility of nodes are not so high

via a routers. The term “wireless sensor network” is not quite as broad as “internet
of things. A wireless sensor network (WSN) is a network comprises of exclusively
wireless sensors. The network could no longer be called a “wireless sensor network”
if it includes a wired sensor. This is not the case with the Internet of things. An IoT
device is essentially any electronic and digital gadget that can connect to the Internet.
The distinguishing features of IoT and WSN are depicted in Table 1.

3 Related Work

Atzori et al. [6] explored wireless and wired tracking technologies for identification,
and developed communication protocols to give distributed intelligence for smart
things. Many visions of the Internet of things paradigm are presented, as well as
enabling technologies. Various aspects of IoT are considered, and the main research
challenges for future countermeasures are also identified. Without regard for energy
efficiency, the author considers industrial automation in IoT.

Mukherjee et al. [7] discussed the healthcare technology and network platforms
that were already in place. The author offers alternatives to current security and
privacy concerns. The proposed technique was put to the test in two separate
scenarios: at home and in the hospital. The proposed solution was tested with a proto-
type, and the results were compared to existing approaches. Furthermore, the author
addresses the role of contemporary technologies in the healthcare domain, such as
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ambient intelligence, big data, and wearable. The authors provide an overview of
various IoT and e-healthcare rules and policies from around the world, as well as
some potential research venues for IoT-based healthcare (Table 2).

Moosavi et al. [14] offered a smart gateway-based energy-efficient and secure
authentication architecture for IoT healthcare systems. IoT sensor nodes do not
require authentication for distant healthcare providers due to the availability of smart
gateways. The addition of a smart gateway lightens the sensor node’s load.As a result,
security and efficiency are enhanced. The article includes a review of related research
as well as a case study of a Malaysian government hospital. Based on the findings,
a model is proposed that is said to serve as a fundamental premise for protecting
IoT-based healthcare systems from existing security threats.

Feng et al. [9] presented a fog-based IoT healthcare platform to reduce fog node
energy usage. Fog computing is one of the potential options for lowering the delay of
multi-hop data connection, managing resources, and enhancing service flexibility in
the healthcare area. The authors analyzed and suggested critical big data infrastruc-
ture services that should be available in fog devices for healthcare big data analytics.
The experiment’s parameters were network delay and energy consumption. Because
the same communication link is shared in the cloudby several healthcare applications,
the average network delay increases in cloud-based healthcare.

Mukherjee et al. [7] employ wireless body sensor nodes (WBSN) to monitor
patients’ health in real time outside of the hospital setting. The WBS uses sensors to
collect signals from a patient’s body andwireless transmitters to broadcast the signals
in real time to a server in the private/public cloud. Energy-constrained processes
consume a significant amount of energy, limiting their operating lifetime. For sparse
encoding of bio-signals, the author proposed a real-time encoding technique that
conducts iterative thresholding and approximation of wavelet coefficients (ECG
signals). As a result, energy and bandwidth use are reduced.

4 Smart Healthcare: Energy Consumption Challenges

Due to the miniaturization and power constraints of smart nodes, IoT systems are
prone to several energy consumption issues as shown in Fig. 2.

(a) Big Data Management:According toGartner, the number of connected devices
will reach 50 billion by 2020 and will more than double in the next years. As
the number of smart devices grows tremendously, so will the large amount
of data generated. The amount of data created by these devices is likewise
fast increasing, which is referred to as “Big Data” [16]. The velocity, volume,
and variety of big data are its distinguishing characteristics. Furthermore, the
information is unstructured, structured, and semi-structured. In healthcare, time
and expense of processing heterogeneous data increase overall energy usage.

(b) Security and Privacy: For businesses, industries, and large organizations, IoT
data has become a monetary value. Because of security and privacy flaws,
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Fig. 2 Energy consumption
challenges in smart
healthcare system

healthcare data can readily be targeted by attackers. Hacking data, for example,
can reveal information about a person’s buying habits, regular activities, and
financial transactions. DoS attacks, man-in-the-middle assaults, Sybil attacks,
spoofing, and data forging are all threats that IoT nodes in healthcare are
vulnerable to. As a result, finding a security solution that uses the least amount
of resources while still providing enough protection is a difficult issue. Because
of the security dangers, the majority of the energy is used to execute compute
operations that are not required to keep the system running [17].

(c) Heterogeneity: Interoperability defines the compatibility among subsystems to
interact with each other. The major challenge in IoT is to enable communica-
tion among each other. IoT devices are being developed by various manufac-
turers which induces heterogeneity among IoT products. Heterogeneity arises
from diverse technologies, diverse standards, diverse architectures, and diverse
formats of language [18].

(d) Incompatible Standards: There are no open standards for the manufacturers
to develop universal hardware products of IoT. Some efforts have been made
by the IEEE P2413 Standard for an Architecture infrastructure for the Internet
of things [19]. Several standardized bodies have presented their architectures
such as IoT world Forum, and ETSI. In addition, diverse IoT architectures
such as machine-to-machine, three-layer, five-layer, and seven-layer reference
architecture. But there is no standardized architecture of IoT till now. For the
proper realization of IoT, there must be compatible standards, protocols, and
technologies.

(e) Memory and Battery Constraints: Low-speed CPUs are built into IoT devices.
The speed of devices are very low.These devices are not built to execute compu-
tations quickly [20]. IoT devices have limited memory. Smart devices are also
enabled via system software or an embedded operating system. Complicated
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tasks like data analysis, resource management, and process scheduling may be
beyond the memory of the user.

(f) Energy Consumption: IoT-based healthcare devices have minimum battery
power. (e.g., body temperature sensors and blood pressure sensors). Smart
devices in healthcare conserve energy by switching on/off the power. The
sensors are kept in the off state in case of no data sensing. In addition, the
energy harvesting systems are not so efficient to convert renewable sources
of energy to electrical energy to power IoT nodes [21]. The intelligent tech-
niques must be incorporated to save more energy in resource-constrained IoT
networks.

5 Smart Healthcare: Energy Preserving Mechanisms

Smart healthcare employs many energy-preserving mechanisms including intel-
ligent techniques, edge/fog computing, energy harvesting, duty-cycling, collision
resolution, and compression techniques as shown in Fig. 3.

(a) Intelligent Techniques: Intelligent techniques like artificial intelligence,
machine learning, deep learning, and reinforcement learning have a great
potential to predict the critical diseases and abnormal conditions of patient’s
in smart healthcare beforehand. Diseases are predicted based on the super-
vised and unsupervised learning by forming classification and clustering of
data. Currently, intelligent techniques with data science are used in medical
image processing, epidemic outbreak prediction, personalized healthcare,
cost management, power consumption estimation, and disease prediction
[22]. Recently, a joint AI-based recommendation system is leveraged by

Edge/Fog 
Computing 

Collision 
Resolution and 

Compression

Energy 
Harvesting 

Duty Cycling 
Techniques 

Intelligent 
Techniques 

Energy 
 Preserving 
Mechanisms

Fig. 3 Energy-preserving mechanisms in smart healthcare system
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Google and DeepMind for energy consumption improvement in data centers.
Google’s DeepMind recommendation system with IoT aims to reduce energy
consumption by 30% and control the cooling system independently.

(b) Edge/Fog Computing: Fog computing is a distributed concept in which some
computations are done on edge or fog nodes and some data is offloaded
for remote computation. Fog computing performs data processing in smart
device itself using smart routers and gateways. Fog computing [23] increases
the energy efficiency, throughput, privacy, and security because of the near
processing of data fromwhere the data is generated IoT based smart healthcare.
Without taking into account the fog computing as happens traditionally, the
whole data processing and analytics are performed on cloud. The processing on
cloud incurs extra latency, low throughput, high bandwidth usage, and more
energy consumption. IoT verticals, orchestration layer, and the abstraction
layer forms are the basic entities in the fog environment. Therefore, in context
to smart healthcare, fog and edge analytics are more relevant for real-time
analysis of data.

(c) Energy Harvesting: Energy harvesting involves the conversion of ambient
energy to power smart nodes from external sources. Energy harvesting is done
in IoT systems for uninterrupted supply of power and prevents the node outage.
Harvesting of energy can be performed in several ways: solar harvesting, piezo-
electric, hydro, wind, and radiofrequency harvesting. Conversion of energy
from its basic form to electrical energy requires efficient management systems
for maximum energy conversion. Therefore, the energy harvesting depends
upon the capacity of the battery, recharging time, energy, efficiency of conver-
sion systems, and availability of the external renewable source to generate
electricity [24].

(d) Duty Cycling Techniques:Duty cycling techniques are themost used techniques
to conserve energy in IoT systems. Duty cycling is the mechanism to keep the
node in either on state or off state. Nodes are kept in on state during data
transmission and sensing the channel. When a node does not have any data
to send, nodes are generally put in off state. Duty cycling is performed on
media access control (MAC) layer. An IoT network uses the IEEE 802.15.4
communication standard on MAC layer. Therefore, duty cycling management
and coordination requires controlling the Superframe order, beacon order, and
personal area network (PAN) coordinator [25]. The MAC-based duty cycling
techniques include T-MAC, Z-MAC, ZISENSE, etc. Currently, researchers are
working to combine the reinforcement learning for MAC-based adaptive duty
cycling in IoT systems.

(e) Collision resolution and Compression: The huge amount of data generated
from wearable sensors and healthcare devices results in collision of data that
consumes more energy. So, collision resolution and compression techniques
are used for energy minimization by reducing the collisions and compressing
large amount of data. The light weight SZ compression technique deals with
the gigantic amount of data. The lightweight SZ compression technique only
considers the floating data types by discarding the other data types, especially
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Table 3 Energy-conserving mechanisms in smart healthcare system

Techniques Functionality Algorithms

Intelligent techniques Modern technologies such as the
Internet of things (IoT), machine
learning, deep learning, and
reinforcement learning are used to
create a smart healthcare system

• Fuzzy neural network [26]
• Elfes probability sensing
• Routing algorithm [16]

Energy harvesting Energy harvesting is critical for
improving the efficiency and
longevity of IoT devices.
Mechanical, aeroelastic, wind,
solar, radiofrequency, and
pyroelectric energy harvesting
mechanisms

• Energy-harvesting-aware routing
algorithm (EHARA) [27]

• Optimal energy allocation (OEA)
[28]

Duty cycling To save energy, a sensor node’s
duty cycle is a smart idea. The
duty cycle is a system that repeats
sleep and wake intervals on a
regular basis

• Improved duty cycling (IDC) [29]
• Delay constrained duty cycle
scheduling (DDS) [30]

Collision resolution For an IoT system, a collision
resolution mechanism is needed to
maintain enormous random access
(RA)

• Decoding of three or more LoRa
signals that are slightly
desynchronized [31]

• Preamble generation scheme [32]

Compression The technique of lowering the
amount of data necessary to
express a given amount of
information is known as data
compression

• Elias [33]
• Minimalist, adaptive, and
streaming (MAS) [34]

• Tiny anomaly compressor

for tiny IoT devices and for easier compilation by making the code small.
Similarly, a collision resolution technique is presented for periodic commu-
nication through access points in an IoT network. Each device is allowed to
transmit the data in one time slot to reduce collisions. Sequential lossless
entropy compression scheme was used to reduce the amount of transmitted
data, thereby reducing the transmitted power also (Table 3).

6 Conclusion

Smart healthcare is rapidly growing worldwide to deliver the on-demand services.
But, the limited use of energy in an efficient manner is somehow lacking in smart
healthcare. In this study, we focused on reducing the energy consumption in IoT-
based smart healthcare. Intelligent techniques and edge analysis must be taken into
account for real-time responses and energy consumption minimization. Shifting the
data analysis on edge further reduces the latency, bandwidth usage, and security
attacks. Also, incorporating adaptive duty cycling techniques based on reinforcement
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learning must be focused in the future to enhance energy conservation. In case of
energy harvesting mechanisms, efficient conversion management systems must be
developed for maximum energy conversion to power IoT nodes. Intelligent models
for early prediction of energy must be designed for smart healthcare in future.
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T-Shaped MIMOMicrostrip Patch
Antenna for C-Band Applications

Pradeep Kumar

Abstract The demand of high capacity in the wireless communication systems is
increasing as the users and applications are continuously increasing. The capacity of
the wireless systems can be enhanced using multiple input multiple output (MIMO)
technology. This article presents the design of a T-shaped MIMO microstrip patch
antenna (TSMMPA) for C-band applications. The T-shaped structure provides the
high gain (GN) and directivity (DY), and the two orthogonal T-shaped structures
make the antenna (ANA) suitable for 2 × 2 MIMO communication systems. The
ANA structure is simulated and optimized using CST microwave studio software
(CSTMSS). The proposed ANA provides the wide bandwidth (BH), wide 3-dB
beamwidth, high efficiency (EFY), and easy to fabricate. The presented TSMMPA
operates at the C-band frequencies.

Keywords MIMO · T-shaped ANA · Reflection coefficient · Isolation · C-band

1 Introduction

In recent years, the number of users and applications in wireless communications
systems are increasing rapidly. To fulfill this demand of the wireless systems, the
wireless systems with high capacity and BH are required. MIMO wireless systems
provide the high capacity as different ports (PTs) are used to transmit/receive signals
within the same BH [1]. Microstrip ANAs are suitable for many applications due to
their several advantages such as light weight, compact size, and easy to fabricate.
[2, 3].
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These ANAs suffer with the lowGN and small BH [4]. By usingmetamaterials [5,
6], gap-coupling [7, 8], frequency selective surface (FSS) [9, 10], defected ground
structure (DGS) [11–13], DGS with reflector surface [14], partial ground [15–18],
the ANA parameters can be improved. In [5], Zhang et al. presented the review of
metamaterial-based wearable ANAs for wireless body area networks applications.
In [6], Pattar et al. proposed a complimentary split ring resonator metamaterial-
based ANAs for RADAR applications. Using metamaterial, the mutual coupling
was reduced, and the GNwas enhanced. A reduction of 6 dB in mutual coupling was
achieved. In [7], Kumar proposed the numerical model for calculating the resonant
frequencies of the gap-coupled ring microstrip ANAs. It was shown that how gap-
coupled ring ANA produces dual frequencies. In [8], Kumar and Singh proposed
the numerical computation of gap-coupled circular patch ANAs. It is shown that
how the gap-coupled circular patch ANAs generate dual resonances. In [9], Adeline
Mellita et al. proposed a dual-band FSS-based. The GN of the dual-band ANA
was enhanced by 50%. In [10], Evangelista et al. proposed the FSS was used as a
superstrate for enhancing the GN of the ANA. In [11], Mabaso and Kumar proposed
the dual-band patch ANA with DGS for Bluetooth and wireless local area networks
applications. A maximum GN of 7.398 dB was achieved. In [12], Nigam et al.
proposed a compact microstrip patch ANA for ultra-wideband applications. The
ANA is suitable for 9.4 GHz RADAR applications. In [13], Gaid et al. proposed
a DGS-based microstrip ANA for multi-band applications. In [14], Ngobese and
Kumar proposed a four element rectangular patch array for 5 GHz wireless local
area networks application. The GN of the array was enhanced using DGS and a
reflector surface. In [15], Kumar and Masa-campos designed a partial ground-based
ultra-wideband ANA. The two ANAs were designed for upper and lower frequency
ranges of the ultra-wideband. The combined ANA structure operated for the entire
ultra-wideband. In [16], Mahmud et al. proposed a parasitic element and partial
ground plane-based ANA for ultra-wideband applications. In [17, 18], the partial
ground plane was utilized for designing the ANA for ultra-wideband applications.
The T-shaped ANAs provide the better GN as compared to the dipole ANAs [19].
With this motivation, this paper is focused on the design of the TSMMPA.

The T-shaped microstrip ANA for MIMO wireless systems is presented in this
paper. The T-shaped microstrip ANA for single input single output was designed
in [20]. The two T-shaped microstrip ANAs are placed orthogonally to each other
to minimize the isolation between the PTs. The TSMMPA provides the wide BH,
wide 3 dB beamwidth, high EFY, reasonable GN, and DY and is suitable for C-band
applications.

The structure of the paper is as follows. The geometrical configuration of the
TSMMPA is presented in Sect. 2. The simulated parameters of the TSMMPA are
discussed in Sect. 3. The conclusion of the work is given in Sect. 4.
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2 Geometry of the TSMMPA

The geometrical configuration of the TSMMPA is shown in Fig. 1. The two T-shaped
ANAs are placed orthogonal to each other, as shown in Fig. 1, to achieve the dual
polarization and high isolation between the PTs. The top view of the TSMMPA and
bottom view of the TSMMPA are shown in Fig. 1a, b, respectively. The T-shaped
structure provides the high GN and the partial ground plane in the structure helps
to achieve the wideband operation. The ANA is designed on the FR4 substrate. The
thickness of the substrate is 1.58 mm with dielectric constant of 4.4. The proposed
TSMMPA is designed and optimized using theCSTMSS. The optimized dimensional
parameters of the TSMMPA in terms of center wavelength (λ0) are given in Table 1.

Fig. 1 Geometry of the
TSMMPA, a top view, b
bottom view (a) 

(b)
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Table 1 Dimensions of the TSMMPA

S. No. Parameter Value

1 D1 0.053 λ0

2 D2 0.034 λ0

3 D3 0.253 λ0

4 D4 0.032 λ0

5 D5 0.052 λ0

6 D6 0.025 λ0

7 D7 0.229 λ0

8 D8 0.178 λ0

9 D9 0.177 λ0

10 D10 0.678 λ0

11 D11 0.678 λ0

3 Results and Discussion

The reflection coefficient (PT-1) and S21 parameter with the variation of frequency
of the TSMMPA are depicted in Fig. 2. From Fig. 2, it can be observed that the
BH of the TSMMPA is from 3.85 to 7.05 GHz with reflection coefficient less than
−10 dB. From this figure, it is also observed that the minimum value of the S21
parameter is −51.8 dB. Figure 3 depicts the reflection coefficient (PT-2) and S12
parameter of the TSMMPA. It is observed that the reflection coefficient and mutual
coupling parameter for both PTs are same as the twoANAs are placed symmetrically.
Hence, the BH of the TSMMPA for both PTs is same, i.e., from 3.85 to 7.05 GHz,
which makes ANA suitable for C-band applications. The voltage standing wave ratio
(VSWR) at both PTs is shown in Fig. 4. The VSWR is less than 2 for the frequency
range of 3.85–7.05 GHz for both the PTs of TSMMPA.

The simulated radiation patterns (RADPATs) for both PTs at various frequen-
cies are shown in Fig. 5. The three-dimensional RADPAT at 5.5 GHz, the normal-
ized RADPAT at 4.5 GHz, the normalized RADPAT 5.5 GHz, and the normalized

Fig. 2 S11 and S21 parameters of the TSMMPA
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Fig. 3 S22 and S12 parameters of the TSMMPA

(b)

(a)

Fig. 4 VSWR of the TSMMPA at a PT-1, b PT-2

RADPAT at 6.5 GHz for PT-1 are shown in Fig. 5a–d, respectively. The three-
dimensional RADPAT at 5.5 GHz, the normalized RADPAT at 4.5 GHz, the normal-
ized radiation RADPAT 5.5 GHz, and the normalized RADPAT at 6.5 GHz for
PT-2 are shown in Fig. 5e–h, respectively. From these RADPATs, it can be seen
that the RADPATs are of the shape of figure of eight and with wide beamwidth.
Various parameters of the TSMMPA are summarized in Table 2. The maximum
GN, maximum DY, radiation EFY, and total EFY for both PTs at 5.5 GHz of the
TSMMPA are 3.276 dB, 3.689 dBi,−0.4129 dB, and−0.5168 dB, respectively. The
RADPAT parameters of the designed TSMMPA are given in Table 3. The proposed
TSMMPA gives a broad 3 dB beamwidth of 311.8° and 89.9° in phi= 90° plane and
phi = 0° plane for PT-1 at 5.5 GHz, respectively. The 3-dB beamwidth in phi = 90°
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 5 RADPATs of the TSMMPA, a 3D at 5.5 GHz (PT-1), b at 4.5 GHz (PT-1), c at 5.5 GHz
(PT-1), d at 6.5 GHz (PT-1), e 3D at 5.5 GHz (PT-2), f at 4.5 GHz (PT-2), g at 5.5 GHz (PT-2), h
at 6.5 GHz (PT-2)
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Table 2 Simulated parameters of the TSMMPA

S. No. Parameter Value

1 BH (PT-1) 3.85–7.05 GHz

2 Center frequency (PT-1) 5.45 GHz

3 Fractional BH (PT-1) 58.716%

4 BH (PT-2) 3.85–7.05 GHz

5 Center frequency (PT-2) 5.45 GHz

6 Fractional BH (PT-2) 58.716%

7 Minimum S21 −51.8 dB

8 GN (PT-1) at 5.5 GHz 3.276 dB

9 DY (PT-1) at 5.5 GHz 3.689 dBi

10 Radiation EFY (PT-1) at 5.5 GHz −0.4129 dB

11 Total EFY (PT-1) at 5.5 GHz −0.5168 dB

12 GN (PT-2) at 5.5 GHz 3.276 dB

13 DY (PT-2) at 5.5 GHz 3.689 dBi

14 Radiation EFY (PT-2) at 5.5 GHz −0.4129 dB

15 Total EFY (PT-2) at 5.5 GHz −0.5168 dB

Table 3 Simulated RADPAT parameters of the TSMMPA at 5.5 GHz

S. No. Parameter Plane (°) Value (°)

1 Main lobe direction (PT-1) Phi = 0 178

2 Main lobe direction (PT-1) Phi = 90 113

3 Main lobe direction (PT-2) Phi = 0 113

4 Main lobe direction (PT-2) Phi = 90 178

5 3-dB beam width (PT-1) Phi = 0 89.9

6 3-dB beam width (PT-1) Phi = 90 311.8

7 3-dB beam width (PT-2) Phi = 0 311.8

8 3-dB beam width (PT-2) Phi = 90 89.9

plane and phi = 0° plane for PT-2 is 89.9° and 311.8° at 5.5 GHz, respectively. The
variation of simulated maximum GN, maximum DY, radiation EFY, and total EFY
with frequency of the TSMMPA is shown in Fig. 6. The maximum GN, maximum
DY, radiation EFY, and total EFY of the TSMMPA at 6.5 GHz are 3.604 dB, 4.179
dBi, -0.5755 dB, and −0.87 dB, respectively. From various parameters of the ANA,
it is observed that the proposed TSMMPA is suitable for C-band MIMO systems.
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Fig. 6 GN, DY, radiation EFY, and total EFY of the TSMMPA

4 Conclusion

Thedesign of theTSMMPAhas beenpresented in this paper. The proposedTSMMPA
utilizes two orthogonally placed T-shaped structures in order to make ANA suitable
forMIMOsystems.Thepartial groundplane is used to obtain thewidebandoperation.
The proposed TSMMPA is a wideband ANA with the BH of 3.85–7.05 GHz. The
minimum coupling coefficient achieved by the TSMMPA is −51.8 dB. The ANA
provides themaximumGNof 3.604 dB and themaximumDYof 4.179 dBi. TheANA
parameters confirm the suitability of the TSMMPA in wideband MIMO wireless
systems.
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Eye Disease Detection Using Transfer
Learning on VGG16

Aditi Arora , Shivam Gupta, Shivani Singh, and Jaya Dubey

Abstract Deep learning has emerged as a breakthrough technology in varied fields
like health care, computer vision, natural language processing andmanymore.Ocular
infections like diabetic macular edema (DME), choroidal neovascularization (CNV)
andDRUSENare commonly found eye diseases in humans and can lead to temporary
or permanent loss of eyesight. The optical coherence tomography (OCT) technique is
often used for the preliminary screening of mentioned ocular ailments and provides
high resolution cross-sectional imaging. In this work, we have focused on classifica-
tion of normal and abnormal optical coherence tomography by making use of visual
geometry group (VGG16) convolution neural network (CNN) model for prompt
diagnosis and timely proper medical treatment of the eye diseases mentioned. OCT
image is high resolution imaging technique capable of capturing microstructures
within human eye. Here, we endeavored to develop a CNN model for classifying
OCT images into normal and abnormal category. Our model achieves an accuracy
of 99% and precision of 98.8% which is quite improved results in comparison with
other state-of-the-art works that we reviewed.

Keywords Optical coherence tomography · Choroidal neovascularization ·
Diabetic retinopathy · Diabetic macular edema · DRUSEN · CNN
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1 Introduction

Artificial intelligence (AI) and deep learning (DL) techniques have increasingly ubiq-
uitous applications in various fields like medical diagnostics and tests. In ophthal-
mology, one can precisely recognize diseases as a professional with the help of AI
services [1]. Medical imaging provides essential traces for detecting many diseases
and thus helps doctors and clinicians. Retinal diseases are known causes of visual
impairment and blindness, hence raises a lot of concerns for researchers in medical
domain. In most parts of the developing world, emphasis is laid on avoidable causes
of blindness which are more common. Efforts have been made for early treatments
for such eye diseases causing blindness. There is a need for such a system which
can provide easier, more cost-effective and achieve higher accuracy with advance
technology available in the current time. Healthcare managers have invested more
in preventing or treating blindness from eye disorders that are easily handled than
procuring advance technology toward the treatment of diseases that were considered
less common and more expensive to handle. The occurrence of retinal degenera-
tion diseases related to age factor which is also a major reason of blindness is further
growing [2]. OCT images are very helpful in directing the professionals for detection
of eye diseases.OCT is considered as a noninvasive technique of imagingwhich plays
prominent role in conducting the administration of anti-VGF by accommodating full
cross-section scan of retina [3]. Automated image detection can provide the constant
pre-diagnosis on inspecting the OCT image of retina. Thus, we explored the methods
of deep learning to do the task systematically and efficiently. In the following work,
we will present a retinal disease detection system capable of classifying images. In
this work, we have analyzed optical coherence tomography (OCT) images with the
help of deep learning model for identifying patients who are suffering from diseases
like DRUSEN, CNV and DME.

In our proposed solution, we have used transfer learning on VGG16 model. In
transfer learning, multiple layers from a pre-trained model is used in a new model
for a related problem. VGG16 stands for very deep convolutional neural network.
VGG16 consists of 13 convolution layers, five max pooling layers and at last three
fully connected layers. The layers which are having tunable parameter are 13 convo-
lution layers and three fully connected layers which makes it 16, hence referred to
as VGG16. The size of max pooling window is 2 × 2. There are 4096 channels
present in first two connected layers, and last fully connected layer consists of 1000
channels. The last layer is a softmax layer with 1000 channels, one for each category
in ImageNet database. Hidden layer has ReLU as an activation function.

The color images of dimensions 224 × 224 × 3 are provided as an input to the
architecture, where the dimensions are represented as height, width and channel. For
constructing layer 1, input layer was convolved with 64 3 × 3 × 3 kernels and then
convolution performed in layer 1 again with 64 3 × 3 × 64 kernels. After that layer
3 was generated with the help of 2 × 2 maxpool operation. The same operation was
performed until layer 18, where a 7 × 7 × 512 number of neurons were produced.
From layer 19 to 21, the fully connected layers have been arranged. The neurons
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which are presented in layer 18 are thoroughly attached with 4096 neurons in layer
number 19. Thereafter, layer 19 with 4096 neurons is entirely attached with layer
20. At the end, layer 20 is coupled with layer 21(the output layer) [4, 5].

The model is pre-trained over 10 million of images with ImageNet dataset and
learnt how to detect generic features such as edge and roundness from images. This
model can be downloaded as a feature extractor and combined with customer dense
and output layer to predict the output.

2 Related Work

Maheshwari et al. [6] in their work showed the automated diagnosis of glaucoma.
Classification was done on the basis of features with a high accuracy. Various clas-
sification kernels were tested, and it was discovered that RBF and Morlet wavelet
kernels had the best results. The same concept can be applied to the diagnosis of
other disorders such as diabetic retinopathy, fatty liver disease and thyroid disease.
The author achieved an accuracy of 98.33.

Abbas [7] in his work proposed a model named glaucoma deep system for
detecting glaucoma eye disease. The model was illustrated with three steps. First, the
extraction of features through multilayer from raw pixel intensities on 1200 retinal
images taken from public and private datasets was done through CNN unsupervised
architecture. Secondly, the selection of deep discriminative features based on the
annotated training dataset has been done with the deep belief network mode, and at
last, the differentiation of glaucoma and non-glaucoma images was done with the
help of softmax linear classifier. The results showed that his approach achieved an
accuracy of 99%, precision of 84% and sensitivity of 84.50%. By comparing their
own model with state-of-the-art system found that nodular deep system generated
highly substantial results and was able to recognize the glaucoma eye disease.

Gargeya et al. [8] made an attempt for auto-detection of diabetic retinopathy
(DR) by developing and evaluating a deep learning algorithm. They designed the
algorithm in such a way so that it processed the fundus images (colored) and then
classified them into no retinopathy (healthy) or having (DR). The information learned
was visualized through an auto-generated heat map and underlining subregions. In
their work, they have used the region covering the receiver characteristic curve as a
parameter to calculate the precision, reporting associative sensitivity and specificity
metric. For external validation, they tested their model through the MESSIDOR 2
and E-OPTHA (databases) which are available publically. The authors achieved a
result of 0.97 AUC with 94% sensitivity and 98% specificity.

Awais et al. [9] in their work focused on detection of diabetic macular edema
(DME).They performed a classification of optical tomography images (OCT)
volumes whether they are normal or abnormal by making use of a pre-trained convo-
lution neural network (CNN). For improving image classification with high perfor-
mance, they adopted deep learning. OCT provides high resolution images for DME
detection. By using VGG16, they performed the extraction of features at different
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layer of network. Different classifiers have been used for classification on the basis of
the feature. The authors achieved results with an accuracy value of 87.5%, sensitivity
equal to 93.55% and specificity value 81%.

Al-Bander et al. [10] in their work proposed amethodology for detecting the glau-
coma diseases causing blindness. They addressed in their work that deep learning
techniques can be used to develop an automated feature learning technique to detect
glaucoma disease in retinal fundus images (colored). For taking the decision in
distinction of normal and glaucomatous pattern, they have developed a fully auto-
mated system. Through convolution neural network (CNN), the extraction of features
done automatically from raw images and then through SVM classifier the images
was classified into normal or abnormal. By comparing their methods with existing
equivalent methods, they have found that their method has lower computational cost
and gives an accuracy value: 88.2%, specificity: 90.8% and sensitivity: 85%.

Malik et al. [11] made an attempt in developing a framework for capturing diag-
nostic information in some universal format so that by using machine learning
algorithm, diseases can be predicted by analyzing symptoms. To study and analyze
patient’s data on the basis of features like age, disorder history and clinical observa-
tions, multiple machine learning algorithms have been used like Naive Bayes, neural
network and random forest. They have designed system such that the evolution takes
place through self-learning in it by including some new classifications for symptoms
and further diagnosis. The authors achieved more than 90% predication rate with the
help of random forest and decision tree algorithm in comparison with more intricate
methods like neural networks and Naïve Bayes algorithm.

Bajwa et al. [12] defined a two-stage framework for the detection of optic disk
which is present in retina to be in a healthy state or suffered from glaucomatous. In
their work, they laid emphasis on localization and classification of glaucoma with
AUC. They have achieved localization with the help of region-based convolutional
neural networks (R-CNNs), while the deep CNN has been used for the classification
of computed disk into glaucomatous/healthy. Thismethod is complex in computation
because it is a two-stage process for localizing and classifying the glaucoma. The
have observed that if they increase network hierarchy, then it adversely affects the
performance, and as a result, it shows the loss of the discriminative set of features.
Their approach achieved an accuracy level of 79.39% ± 3.42% and a precision of
77.97% ± 3.78%.

Nazir et al. [13] in their work proposed a novel methodology for detection of
diabetes-based eye disease, i.e., glaucoma, diabetic retinopathy and diabetic macular
edema. These types of diseases gradually harm the eye retina. For detecting such
diseases, the authors in their work proposed a technique comprising twomain phases:
First is disease detection and localization, and the second is segmenting localized
regions. With the help of fast region-based convolutional neural network (FRCNN)
algorithm along with fuzzyK-means clustering (FKM), automated diseases localiza-
tion and segmentation approaches are being presented. For localization, the FRCNN
is trained over the annotated images and then segmented out by FKM clustering. The
performance was evaluated on datasets like Diaretdb1, MESSIDOR, DR-HAGIS
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Table 1 Summary of related work showing the shortcomings of approaches used

References Year Purpose Approach used Finding Shortcoming

Shanthi and
Sabeenian [14]

2019 Diabetic
retinopathy
(DR) fundus
images
classification
according to
severity

Deep learning
(AlexNet CNN
model)

The described
method has
accomplished an
accuracy value
of 96.6%,
precision value
of 86% and
sensitivity of
96%

Experiments
were performed
on small dataset

Malik et al. [7] 2019 Eye diseases
classification
using machine
learning based
on different
parameter like
age, illness
history and
clinical
observation

Machine
learning
algorithms
(random forest,
decision tree,
Naive Bayes
and neural
networks)

Achieved more
than 90%
prediction rate
with random
forest and
decision tree as
compared to
Naïve Bayes and
neural networks

Accuracy
(81.3%) and
precision (8
1.6%) in Naïve
Bayes case need
further
improvement

Nazir et al. [6] 2020 Analyze retinal
images for
detection of
diabetes-based
eye diseases

Used two-phase
technique for
localization of
diseases and
segmentation
based on
FRCNN with
fuzzy K-means
(FKM)
clustering

The proposed
method
ensembles the
result with
means IoU of
0.95 and the
map value
higher than 0.94
and an accuracy
of 95.2%

The proposed
method is
computationally
complicated

and HRF and ensembled the results with map value greater than 0.94 and mean IoU
value equal to 0.95.

We have summarized the related work done highlighting the findings and
shortcomings in Table 1.

3 Methodology

The methodology used in our work for classification OCT images into CNV, DME,
DRUSEN and normal is shown in Fig. 1. The dataset used in the proposed method
is a public dataset named retinal optical coherence tomography (OCT) images taken
from Kaggle platform [15]. The published dataset contains 84,484 OCT images.
The dataset is categorized into two folders: one for training set and another for test
set. Both folders contain subfolder for each image category (normal, CNV, DME



532 A. Arora et al.

Fig. 1 Flow diagram of our
proposed method for
classification of OCT images
into CNV, DME, DRUSEN
and normal

and DRUSEN). A total of 83,484 images (JPEG) are used for training the model in
which 37,205 are of CNV,11,348 are of DME, 8616 of DRUSEN and 26,315 are
normal images, respectivelyn and the test dataset contains 1000 images (250 DME,
250 CNV, 250 DRUSEN and 250 normal).

To bring uniformity and removing noise from the images, various image prepro-
cessing techniques are available. So before training, proposed solution requires the
pre-treatment of image. Assuming that during the collection, images of retina got
tilted, distorted or misshaped, thus required to get a uniform image through dimin-
ishing and cutting the images. As VGG16 architecture takes input image of size 224
× 224 RGB image, thus all images must be converted to this size.

Deep learningmodel performs better when it has large dataset to be trained. Image
augmentation is a technique for artificially expanding the size of dataset by modi-
fying the images in dataset. The image transformation techniques used in this paper
include image rotation, image shifting, horizontal flipping, zooming and adjusting
the brightness of images.

4 Experimental Work and Statistical Analysis

In this paper, we have used VGG16 model based on transfer learning. Transfer
learning is a taskwherewe take leverage of learning obtained from previous problem.
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Transfer learning is used where the dataset is not sufficient for training the model
from initial/base.

Initially, VGG16 model was loaded with last three layers with random weights,
this baseline model was trained by training only the last three layers, and rest layers
were initialized with pre-trained weight from ImageNet dataset.

Here, we used the softmax activation function, and trainable parameter was set to
false. We also used the early stop algorithm to stop model from over training. This
is one of the major challenges during the training of deep learning model to decide
how long should a model be trained. Too long training will over fit the model on
training dataset while less training will under fit the model. In both cases, it leads to
poor performance.

During the training the model, there is a point where model reaches a point where
it stops generalizing and actually starts learning the statistical noises present in the
training dataset. Early stopping is like a trigger will be fired and stop the training.
It monitors the performance of model after a specified number of epochs, and when
performance decreases, it stops the training and saves the model. This step is known
as feature extraction.

Final stepwas the fine-tuningwhere all the layers ofmodel are unfroze and retrains
the model as a whole with complete dataset with early stop algorithm. Here, we set
trainable parameter to be true. Learning rate ofmodel could be low. Using fine-tuning
approach, there could be significant increase in output parameter.

As the application of this paper lies in medical field, there can be serious conse-
quences in case ofmisdiagnosis. Thus,model should be evaluated on certain grounds.
For evaluation of model, we calculated the classification accuracy, classification
sensitivity and classification specificity of validation dataset using Scikit and NumPy
module of Python.

Area under the receiver operating characteristic (AUCROC) curvewas also drawn
between the true positive rate (TPR) and false positive rate (FPR).

TPR/Recall/Sensitivity = TP

TP+ FN
(1)

FPR = 1− Specificity = FP

TN+ FP
(2)

Specificity = TN

TN+ FP
(3)

Accuracy = TN+ TP

TN+ FP+ TP+ FN
(4)
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Table 2 Values of different parameters for the types of diseases taken into consideration

Precision Recall F1-score Support

CNV 0.96 1.00 0.98 242

DME 1.00 1.00 1.00 242

DRUSEN 1.00 0.96 0.98 242

NORMAL accuracy 0.99 968

Macro average 0.99 0.99 0.99 968

Weighted average 0.99 0.99 0.99 968

Fig. 2 Confusion matrix

5 Results

Our proposed solution used transfer learning method of deep learning and VGG16
CNN model for classifying OCT images of eyes into CNV, DRUSEN, DME and
normal. And further we have used early stop algorithm for finding the stagnant
accuracy, and at last, we have done fine-tuning. This presented approach shows high
performance with an accuracy of 99% and precision of 98.8% as shown in Table 2
(Fig. 2).

6 Conclusion and Future Scope

In today’s scenario, deep learning comes out as an emerging technology in computer
vision. Eye diseases like CNV, DME and DRUSEN are commonly found diseases
in humans and can be detected with the help of computer vision. In this paper, we
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have proposed a method using deep learning which is based on VGG16 CNNmodel
which we have used for classification of OCT images into four classes, namely CNV,
DRUSEN, DME and normal. Results show significant effectiveness in classification.
We have achieved a result with accuracy 99% and precision 98.8%. In the future,
this model can be incorporated into software that can be used by clinical experts for
screening purposes. Some other important questions that can be addressed in future
bymedical researchers are that inwhat other clinical situationsOCT technique can be
used. Moreover, the exceptional capabilities of OCT imaging envisage the potential
to have noteworthy impact on the diagnosis and clinical treatment of many other
diseases.

References

1. Kermany, D. S., Goldbaum, M., Cai, W., Valentim, C. C., Liang, H., Baxter, S. L., et al.
(2018). Identifying medical diagnoses and treatable diseases by image-based deep learning.
Cell, 172(5), 1122–1131.

2. Kocur, I., & Resnikoff, S. (2002). Visual impairment and blindness in Europe and their
prevention. British Journal of Ophthalmology, 86(7), 716–722.

3. Fujimoto, J. G., Pitris, C., Boppart, S. A., & Brezinski, M. E. (2000). Optical coherence
tomography: An emerging technology for biomedical imaging and optical biopsy. Neoplasia,
2(1–2), 9–25.

4. Li, F., Chen, H., Liu, Z., Zhang, X., & Wu, Z. (2019). Fully automated detection of retinal
disorders by image-based deep learning. Graefe’s Archive for Clinical and Experimental
Ophthalmology, 257(3), 495–505.

5. Ferguson, M., Ak, R., Lee, Y. T. T., & Law, K. H. (2017). Automatic localization of casting
defects with convolutional neural networks. In IEEE International Conference on Big Data
(pp. 1726–1735). IEEE.

6. Maheshwari, S., Pachori, R. B., & Acharya, U. R. (2016). Automated diagnosis of glaucoma
using empirical wavelet transform and correntropy features extracted from fundus images.
IEEE Journal of Biomedical and Health Informatics, 21(3), 803–813.

7. Abbas, Q. (2017). Glaucoma-deep: Detection of glaucoma eye disease on retinal fundus images
using deep learning. International Journal of Advanced Computer Science and Applications,
8(6), 41–45.

8. Gargeya, R., & Leng, T. (2017). Automated identification of diabetic retinopathy using deep
learning. Ophthalmology, 124(7), 962–969.

9. Awais, M., Müller, H., Tang, T. B., & Meriaudeau, F. (2017). Classification of sd-oct images
using a deep learning approach. In IEEE International Conference on Signal and Image
Processing Applications (ICSIPA) (pp. 489–492). IEEE.

10. Al-Bander, B., Al-Nuaimy, W., Al-Taee, M. A., & Zheng, Y. (2017). Automated glaucoma
diagnosis using deep learning approach. In 14th International Multi-Conference on Systems,
Signals and Devices (SSD) (pp. 207–210). IEEE.

11. Malik, S., Kanwal, N., Asghar, M. N., Sadiq, M. A. A., Karamat, I., & Fleury, M.: Data driven
approach for eye disease classification with machine learning. Applied Sciences, 9(14), 2789.

12. Bajwa,M. N., Malik, M. I., Siddiqui, S. A., Dengel, A., Shafait, F., Neumeier, W., &Ahmed, S.
(2019). Two-stage framework for optic disc localization and glaucoma classification in retinal
fundus images using deep learning. BMC Medical Informatics and Decision Making, 19(1),
1–16.

13. Nazir, T., Irtaza, A., Javed, A., Malik, H., Hussain, D., & Naqvi, R. A.: Retinal image analysis
for diabetes-based eye disease detection using deep learning. Applied Sciences, 10(18), 6185
(2020)



536 A. Arora et al.

14. Shanthi, T., & Sabeenian, R. S. (2019). Modified Alexnet architecture for classification of
diabetic retinopathy images. Computers and Electrical Engineering, 76, 56–64.

15. https://www.kaggle.com/paultimothymooney/kermany2018. Last accessed October 26, 2021.

https://www.kaggle.com/paultimothymooney/kermany2018


Text-Based Automatic Personality
Recognition: Recent Developments

Sumiya Mushtaq and Neerendra Kumar

Abstract The use of computation in personality recognition has been explored for
several decades now. As such, it is possible to derive personality from the data
available on social media, telecommunication signals, and every signal obtained
from human–machine interaction. Personality computation has been explored in
twomajor domains: social signal processing and human–computer interaction. Auto-
matic personality trait recognition from textual context is an emerging research topic
that has gotten considerable attention in the area of natural language processing
(NLP). In this survey, we reviewed the existing works in the field of automatic
personality detection from texts and provided a comparative analysis. We identified
some open research gaps and discussed major issues presented in existing litera-
ture, including issues with current datasets, techniques, personality features, and
personality models employed, as well as how they can be bettered in the future.

Keywords Personality recognition · Natural language processing · Computational
linguistics ·Machine learning · Deep learning

1 Introduction

Every facet of a person’s life is reflected in his or her personality. Personality is
a psychological construct that uses individual qualities to explain a wide range of
human behaviors [1]. Automatic personality recognition is an emerging research
field. It deals with the identification of a target individual’s personality type from
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a variety of sources, including text, audio, video, and social media, using compu-
tational approaches. Language psychology demonstrates that psychological vari-
ables including emotions, prestige, interpersonal attitudes, reputation, and person-
ality factors influence word choice in addition to meaning [2]. So it makes it possible
to predict personality from texts which have recently attracted a lot of interest in
the computational linguistics and natural language processing sectors, for example,
in Fig. 1, a machine detects a person’s personality based on their textual qualities
and then assigns personality attributes to them. Advanced machine learning algo-
rithms provide the tools required to assess massive volumes of data from various
sources [3–5] and can be utilized to forecast outcomes of personality assessments,
and these techniques assess personality in an unobtrusive, accurate, and consistent
way. Personality recognition can be used in real-life scenarios [6], including recom-
mendation systems, personalization of production services, employment screenings,
social network analysis, and sentiment analysis. Personality detection from texts has
risen in popularity in recent years, but more research is needed to maximize the
benefit of automated personality recognition, which is still in its infancy. This paper
attempts to examine all recent topics for measuring personality using text, as well as
their performance evaluation, commonly used datasets, and open research challenges
and gaps.

Motivation and Contribution
The significant advancements in the field of text-based personality classification
inspired this review, so the authors identified, analyzed, and assessed key works
in this subject for this study. We provide an overview of the most often utilized
personality models and datasets. We presented an up-to-date review of available
text-based personality recognition approaches with their comparative analysis. We
also identified the major flaws in present approaches and provided potential fixes.

The remainder of the paper is organized as follows: The personality models are
discussed in Sect. 2, the research methodology is provided in Sect. 3, the literature
reviewand comparative analysis are presented inSect. 4, the open research challenges

Fig. 1 Automatic
personality detection from
text

        Detects 
personality from 
textual features 

Assigns personality profile     

Text-based features     

Written/ 
online text 

of a 
person 
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and gaps are discussed in Sect. 5, future trends are covered in discussion section in
Sect. 6, and the conclusion is drawn in Sect. 7.

2 Personality Models

The Big-Five model [7] and the Myers–Briggs Type Indicator (MBTI model) [8]
are the most widely utilized personality models. According to the Big-Five theory,
five major dimensions can be utilized to assess a person’s personality. Openness,
conscientiousness, extraversion, agreeableness, and neuroticism are the Big-Five
dimensions (OCEAN) (Table 1). MBTI creates a topology of the individual based on
the combination of four unique functions, such as introversion, intuition, feeling, and
perception (INFP) or extraversion, sensing, thinking, and judgment (ESTJ) (Table
2).

Table 1 Dimensions of
Big-Five model

Traits Description

Openness This group of people is imaginative and
innovative

Conscientiousness This group of people is honest, well
organized, and professional

Extraversion This group of people is active and
enjoys social interactions

Agreeableness This group of people is friendly and
polite

Neuroticism This group of people is frequently
anxious and gloomy

Table 2 Dimensions of MBTI model

Personality dimension Description

Extraversion/introversion Discusses how people direct their energy in response to their
encounters with the world

Sensing/intuition Discusses how a person collects and processes information from
the environment

Thinking/feeling Discusses the process by which people make decisions depending
on the knowledge they have acquired

Judgment/perception Discusses how people respond to the world, whether it is by
managing it or keeping your eyes peeled for incoming knowledge
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Data     
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Data     
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Textual feature 
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Fig. 2 Methodology for detecting personality from the text

3 Research Methodology

To get at the desired solution to any problem, a methodical strategy must be used.
Figure 2 depicts the research methodology used to discern personality from the text.
For conducting experiments, the initial step is to collect data or choose a dataset.
The preprocessing step is used after the data collection to deal with any redundant
or undesired values in the dataset. The next step is to extract text-based features and
then choose the relevant ones. Then these selected features are mapped into person-
ality traits using machine/deep learning methods. Finally, a personality class/label is
assigned based on the personality model used to the subject present in the dataset.

4 Literature Review

Various deep/machine learning approaches can be used to determine personality in
text. This section provides a review of the strategies used to determine personality
from the text as well as their comparative analysis.

In 2018, Bharadwaj et al. [9] attempted to generate the personality profile for
a person based on their social media text/tweets. Firstly, they perform text prepro-
cessing, and then for classification, they utilized variousmachine learning approaches
(SVM, Naive Bayes (NB), neural net). The results revealed that SVM outperformed
the other two methods. In the same year, Chaudhary et al. [10] used the Kaggle
dataset to test the performance of various classifiers [NB, SVM, logistic regression
(LR), random forest (RF)] in predicting user personality. In terms of accuracy and F-
measure, the results revealed that the logistic regression approach is themost effective
classifier. In the same year, Xue et al. [11] presented a textual context personality
recognition method based on deep learning. They suggested a hierarchical struc-
ture based on AttRCNN for this purpose, which can learn deep semantic properties
using user posts. The results are promising that demonstrate that the suggested deep
semantic attributes surpass the baseline characteristics. In 2019, Yamada et al. [12]
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conducted research on Twitter user postings in the Japanese language and found that
textual factors in MBTI modeling are more predictive than behavioral features. They
also demonstrate the importance of considering user actionswhen determining users’
personalities who do not post on a regular basis. In the same year, Kunte et al. [13]
performed experiments to estimate the users’ personalities from textual data using
a real-time dataset. After preprocessing step, different classifiers such as AdaBoost,
multinomial Naive Bayes, and linear discriminate analysis (LDA) algorithms are
employed to classify personalities, and the results revealed multinomial Naive Bayes
surpasses LDA and AdaBoost. In the same year, Ergu et al. [14] conducted studies
using Turkish tweets to analyze personality. They used a variety of machine learning
models (KNN, decision tree (DT), RF, AdaBoost, stochastic gradient descent (SGD),
gradient boosting (GB), and SVM) to achieve this goal, and when models were
trained on users’ most recent 50 tweets, they attained accuracies ranging from 0.76
to 0.97. In 2020, Rohit et al. [15] conducted research to determine a user’s person-
ality based on their social media profile status information. Then they further cate-
gorized the users’ personalities into one of the OCEAN model’s categories based
on the analysis results, and their model achieved good accuracy. In the same year,
Mehta et al. [16] developed a unique deep learning-based approach to assess person-
ality from the essays dataset for OCEAN traits and the Kaggle dataset for MBTI
using language modeling features in conjunction with conventional psycholinguistic
features. For both datasets, the results demonstrated that language model embed-
dings frequently outperformed traditional psycholinguistic features, and suggested
models outperformed state of the art. In the same year, Kazameini et al. [17] created
an efficient and robust text-based deep learning model for predicting personality.
They used BERT to extract contextualized embeddings and fed these contextualized
embeddings, together with psycholinguistic features, to a Bagged SVM classifier,
outperforming the state of the art. In the same year, Jayaratne et al. [18] used open-
vocabulary natural language processing techniques combined with machine learning
to detect a person’s personality based on their use of words during a job interview.
For this purpose, they employed five alternative text representation approaches to
generate regression models for each HEXACO trait. The accuracy of text repre-
sentation based on terms and topics was the best. They next tested their model on
a sample of 117 volunteers, who scored the individual trait descriptors created as a
result of themodel’s outputs using the yes/no/maybe agreement scale, and each of the
six personality traits received an average of 87.83% agreement from the participants.
In 2021, Wang et al. [19] used text mining techniques to classify people’s proac-
tive personalities. Short-answer questions and Weibo text datasets were employed
to accomplish this task, and for classification, various machine learning algorithms
were used out of which SVM performed better. In the same year, Asghar et al. [20]
provided a method for separating psychopath and non-psychopath characteristics in
the input text. For this purpose, they utilized BILSTM with a larger dataset to effi-
ciently classify the input into a psychopath and non-psychopath categories. In the
same year, Xue et al. [21], created a unique semantic-enhanced personality recogni-
tion neural network (SEPRNN) that can identify numerous personality features. They
employed context learning-based word-level semantic representation followed by a
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fully connected layer to acquire text’s higher-level semantics, and when compared
to different baselines, their suggested strategy improves accuracy significantly. In
the same year, Demerdash et al. [22] presented a deep learning approach for person-
ality evaluation using fusion approaches pre-trained language models for transfer
learning, and their proposed model outperforms the baseline results. In the same
year, Christian et al. [23] proposed a new feature extraction strategy for various
social networking data sources based on a multi-model deep learning architecture
paired with numerous pre-trained language models such as BERT, RoBERTa, and
XLNet, to develop personality prediction systems, and their model achieved good
accuracy.

Comparative Analysis
Table 3 provides a comparison of the existing techniques for detecting personality
from text, and Table 4 lists some of the most often used datasets for detecting
personality from the text.

5 Open Research Challenges

Our review and analysis of many studies have revealed research concerns in text-
based personality recognition that are accessible to further exploration by the research
community. The following are the various research challenges:

i. Shared datasets: There is a scarcity of open-source datasets for the task
of automatic personality detection, and this limitation can be overcome by
developing new and large shared datasets for personality detection.

ii. Data integrity: The most serious issue is the integrity of sample data that
is presented as input. If the data’s integrity is in question, the outputs
cannot be trusted. So, input data should be reliable and derived from natural
circumstances.

iii. Personalitymodels: Current personalitymodels are built on a fundamental set
of personality characteristics; they only cover a limited number of personality
traits when assessing personality from social media text. So, increasing the
dimensions of personality models can help to solve this problem.

iv. Human behavior is situational: Humans behave in different ways depending
on the scenario. As a result, while predicting social media behavior, we must
include a plethora of additional psychological elements before declaring the
prediction results to be reliable.

v. Ethical issues: When it comes to determining a person’s personality based on
their social media context, there are several ethical considerations because the
data comes from social media platforms that are deemed extremely private.
The most serious problem is the unauthorized use of social media data. Data
protection laws can help to handle this issue.

vi. Fairness issues: Another important concern is whether automatic person-
ality detection generates fair outcomes and if it works effectively for people
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Table 4 Commonly used datasets for textual-based personality detection

Dataset Description

Stream-of-consciousness essay dataset [24] Comprises 2468 student essays labeled with the
writers’ Big-Five personality traits

Kaggle MBTI dataset [25] There are 8675 rows in all, each representing a
different user, containing users’ latest 50 posts as
well as their MBTI personality type. So total
records: 422,845

MyPersonality dataset [26] 250 Facebook users, 9917 statuses labeled with
Big-Five traits

of different races, genders, and cultures. Due to systematic disparities in
access to personalized services or targeted manipulation, any algorithm-based
discrimination could amplify socioeconomic inequities.

vii. Methodological issues: According to a survey of the current literature, the
majority of previous studies attempted to detect personality traits using
machine learning approaches with manual feature extraction, which is a time-
consuming task. Deep learning is a promising alternative because it auto-
matically extracts features. Deep learning approaches outperform machine
learning techniques by successfully capturing hidden representations; there-
fore, researchers should focus on them in the future.

6 Discussion

This section delves into the specific issues raised in Sect. 4, as well as their future
developments.

Detecting personality from text is one of the research areas that demands a lot
of attention. Although a significant amount of research has already been accom-
plished, more work is still needed to improve prediction performance. Thus, different
specifications, such as data sources, feature extraction, and methodologies, must be
improved. Increasing the dataset size and improving feature extraction can help
enhance performance [11]. But when the dataset increases in size, labeling the data
becomes expensive and impractical, so utilizing explicit resources and clustering the
text, unsupervised learning [27] can be utilized tomake personality predictions. Simi-
larly, introducing new features and improved feature extraction techniques can help
boost performance [11, 12, 14]. The performance may also be improved by incorpo-
rating new and improved approaches like in [10], and the XGBoost method, which
has won most Kaggle and other dataset challenges, could help enhance the results
even more. More cutting-edge approaches can be incorporated to improve the situa-
tion even more [9]. Another unanswered question is which personality model is the
most effective. Even though personality models have recently been researched, their
significance in text processing has received less attention. Also, existing personality
models must be refined to better fit social media users’ vocabulary, which includes
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emojis, slang terminology, and informal language constructs such as brief lyrical
verses. Furthermore, personality evolves with time; thus by examining the sample
data over a longer period, consistencymay be considered. So to enhance the accuracy
of the forecast based on the user’s data, it is necessary to obtain the user’s data over
a longer period.

We find out the following issues: (a) Traditionally, personality is assessed by
responding to a series of questions in a questionnaire. It takes a long time to manu-
ally annotate data. Also, the survey’s accuracy in correctly identifying a person’s
personality remains under doubt. (b) In terms of the personality recognition model,
it is critical to increase performance [10]. (c) Existing datasets limit performance in
personality trait classification [14, 19]. (d) When the data size and the number of
features increase in size, the accuracy of the machine learning algorithm drops [10].
(e) Personality is quantified via continuous scores in psychological personality tests,
but current datasets only provide personality scores in manually binned format [16].
(f) Themethod of evaluatingmodel performance by testing alternativemodel settings
on the entire dataset might cause a model’s performance to be overestimated [16]. (g)
There are not enough manual fact-checking profiles to train a deep neural network
with [11]. For each of these issues, the following solutions have been proposed: (a)
It is important to explore automatic labeling and more precise and effective ways of
annotating personality traits. (b)More classification techniques, as well as generating
unique and more durable features and using improved feature extraction approaches,
should be evaluated in order to attain better results. (c) To aid advances in person-
ality identification, researchers should work together to create a standardized dataset.
(d) Deep learning could be utilized to maintain the algorithm’s accuracy because it
can extract latent information automatically with minimum manual engineering. (e)
Further studies should seek to employ datasets with continuous personality trait
scores. (f) Future research should use a stacked cross-validation strategy to examine
various model configurations. (g) The digital application is required to perform a
real-time personality check.

7 Conclusion

In perceptual sentiment analysis, detecting user behavior and personality is a diffi-
cult and time-consuming task. Researchers are increasingly turning to textual-based
personality prediction. Numerous researches on predicting personality from input
text have already been undertaken. This paper examines recent advances in recog-
nizing personality from user-generated textual contexts. We presented an up-to-
date overview of existing text-based personality recognition methods. We also
discussed important concerns with current datasets, personality models, features,
and approaches, as well as potential solutions. According to the study, personality
from texts can be accurately determined by utilizing a machine or deep learning
approach. However, after examining many research papers, the study suggests that
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deep learning approaches outperformmachine learning techniques in terms of perfor-
mance. As a result, more deep architectures are needed to improve the efficiency
of existing systems. Future research should continue to focus on developing deep
learning-based models and novel frameworks that can map exceedingly complicated
functions and improve the performance of existing systems.
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Use of a Precious Commodity—‘Time’
for Building Skills by Teachers for Online
Teaching During Pandemic by Using
Decision Tree and SVM Algorithm
of Machine Learning

Bharti Khemani, Jewel Sabhani, and Mala Goplani

Abstract The competency to perform a particular task effectively and efficiently is
what we call a developed skill. Skills could be of any type: communication, lead-
ership, interpersonal, problem solving, decision making, etc. This crucial period of
the pandemic has brought along the threats and challenges and several opportuni-
ties with it. A chance to learn something new, think out of the box, be creative,
convert our idle time into a quality one, etc. All this has given rise to using our
time for some productive purpose. For months, we have been facing this pandemic,
and ‘Work from Home’ is the policy adopted by almost every company, firm, and
educational institution. And this has given all the employees working from home an
opportunity to put their saved time into something innovative and productive. So,
this study has emphasized the usage of time for skill development by teachers of
the educational institutions of Mumbai for online teaching during the period of the
COVID-19 pandemic through different training programs. This study is based on
the primary data that has been collected from the teachers aged from 30 to 60 and
above. Also, its results state that the skills which are required by the teachers for their
effective teaching–learning process are developed successfully, and the majority of
the faculties have improved their technical skills as well, which in turn have enabled
them to adopt new and innovative teaching techniques.
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1 Introduction

The COVID-19 pandemic has transformed traditional living into the online mode in
every field, including teaching. It has made us adapt to all the changes and challenges
that come across the path of success. This pandemic period has given the teachers of
educational institutions several opportunities like learning to work online, engage-
ment of students in virtual classes, making students learn to use different online
learning platforms or LMS platforms to have easy access to virtual lectures and
study material, students’ virtual participation in various activities for their growth,
etc. All this requires a teacher to develop new and innovative skills to perform better
in theworkplace. Also, there are several problems faced by teachers during the online
teaching process, such as non-availability of a good Internet connection or electronic
gadgets (laptop and computer), difficulty in operating thedigital teaching applications
(Zoom, Google Meet, etc.), providing online ready to use content to students, etc.
These obstacles can be removed by developing required skills by teachers to conduct
smooth online classes through faculty development programs (FDPs), refresher and
training programs, short-term courses, webinars, workshops, etc. The study has elab-
orated the use of ‘Time’ (lockdown period) by teachers to develop their skills required
for the online teaching process by attending training sessions or programs conducted
by the institutes and different organizations. The study mentions the positive effects
that a faculty gains after investing one’s time in such training programs. A few of
them are video streaming, downloading, video uploading, effective use of different
LMS platforms or digital teaching platforms, easy and optimum use of excel, google
drive, and Google Docs. It also highlights the interconnection between the skills that
a faculty develops in oneself and their applicability into one’s profession.

2 Review of Literature

The paper provides suggestions on teaching online courses that would result in
more students’ engagement and learning [1]. Practical aspects are considered for
changing teaching strategies for a better online environment, including pre-preparing
students, promoting learning through discussion boards, managing communication,
incorporating multimedia, and evaluating the course. The paper highlights students’
performance as measured by grade, which is independent of the instruction mode
[2]. What is more challenging in research method classes compared to other public
administration classes is ‘persistence’? In addition to this, participation may be less
pressurizing, and perhaps, quality and quantity of interaction be enhanced in online
classes. The compelling circumstances of the overall COVID-19 pandemic and the
subsequent lockdown made the institutions and the teacher–trainees dependent and
involved them in the innovative teaching–learning methods [3]. This paper presents
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the perspectives of teacher–trainees for the current transition to online teaching–
learning methods and the influence or impact of the home environment on it during
the lockdown imposed due to the COVID-19 pandemic.

The paper emphasized the impact of the COVID-19 pandemic on various sectors
like business organizations, religious and spiritual bodies, educational institutions,
functioning of households, etc., which made us decide about the changes we need
to bring in our activities to ‘survive’; therefore, we often try to find the solution
for the problems that are associated with current and future time with the help of
‘innovations’ [4]. The same has been the case in our formal and informal learning
mechanisms during this period of ‘lockdown’. This paper analyzes the same through
the observational study that involves how our education system has changed and its
future success and failures.

3 Objectives

(1) To identify the different types of skills developed by teachers during the
pandemic.

(2) To evaluate the no. of hours devoted to developing skills by attending different
webinars, FDPs, orientation programs, refresher programs, etc.

(3) To analyze an interconnection between skills developed and teachers’ profes-
sion (whether those skills can be applied to one’s profession).

(4) To examine the positive effects of developing those skills in one’s profession
regarding promotion, salary hike, enhanced technical knowledge, etc.

(5) To analyze the degree of involvement in learning new skills to cope up with
technological advancements.

Hypothesis

i. There is no association between the number of hours spent in a day and the
technical glitches faced by the respondents.

ii. There is no relationship between age and the time spent in skills development.

4 Data Analysis

The number of faculties from colleges among women is 66 (66.67%) and that of
males is 33 (33.33%), and the total is 99. Likewise, the number of faculties from
schools, universities, and other categories like coaching classes among women is
4(75%), 3 (75%), and 2 (40%), respectively, and among males are 1(25%), 1(25%),
and 3(60%), respectively. One hundred and thirteen responses were received in total,
out of which 38 were males and 75 were females (Table 1).

From Fig. 1, it is clear 64.61% (73) of teachers aged between 30 and 40 years
are found to spend the most significant number of hours enhancing their skills. And
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Table 1 Number of responses in terms of gender and respondents profile

Gender/respondents profile Male Female Total

College 33 (33.33%) 66 (66.67%) 99 (87.61%)

University 1 (25%) 3 (75%) 4 (3.55%)

School 1 (25%) 4 (75%) 5 (4.42%)

Other (coaching institute/private tuitions) 3 (60%) 2 (40%) 5 (4.42%)

Total 38 (33.62%) 75 (66.38%) 113

Fig. 1 Number of hours devoted by the respondents in terms of age profile

only 7.96% (10) of teachers aged between 51 and 60 responded that they spend very
little time on skill development. From the age group of 30 to 40 years—30 people,
from 41 to 50 years—13 people and from the age group of 51 to 60—4 people found
to be spending 2–3 h per day which is maximum in all the categories. No one fell in
the 61 and above age group criteria, which means that faculties belonging to 61 and
above age group do not spend any no. of the hour for enhancing their skills.

From Fig. 2, it is clear that 103 teachers enhanced their skills of being able to
engage their students virtually effectively and enhanced their presentation skills in
the online classroom as well; 111 teachers developed the skills of using the different
digital teaching applications like Zoom, Google meet, etc.; 99 facilitators developed
their computer skills. Ninety-three of them developed listening skills, and 85 of
them set their communication skills. Therefore, it was noticed that the teachers were
found to have successfully enhanced their skills by attending these different training
programs.

It is clear from Fig. 3 that the maximum number of hours devoted by the faculties
is on webinars. It also observed that the maximum number of faculties used to
spend 2–3 h on different programs, viz 40 in FDPs, 47 in webinar, 30 in orientation
programs, 19 in refresher programs, 31 in short-term courses, and 34 got in-house
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Fig. 2 Skills developed after undergoing refreshers/orientation programs, FDPs, webinars, etc.

Fig. 3 Number of hours devoted by the respondents to attending different programs

training. However, very few teachers are found to be spending 5 h and above in
various training programs.

From Fig. 4, it is clear that 111 faculties, i.e., 98.23%, have improved their tech-
nical knowledge, 105 teachers achieved greater flexibility in the teaching–learning
process and also learned the techniques of an innovative and engagingwayof teaching
and assessment; 109 (96.46%) faculties have gained insights for using their innova-
tive teaching–learning tools andmaterials, while 110 teachers learned about different
digital tools for online learning. One hundred and eight faculties improved their skills
related to online content development.
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Fig. 4 Positive effects of developing the skills

It has been observed from Fig. 5 that 55 faculties have been facing the problem
of the availability of digital equipment (phone/laptop/computer), whereas 38.26%
of the respondents do not face any problem related to equipment. Likewise, 76.16%
of the respondents have faced the issue of less face-to-face communications and
interaction during the online programs. Fifty-eight respondents expressed that their
mental health has deteriorated because of online training because they had to spend
more time learning such skills. Sixty-eight (60.18%) of respondents agreed that they

Fig. 5 Difficulties or problems faced by the respondents for developing skills through FDPs,
webinars, refresher programs, etc., during COVID-19 pandemic
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Fig. 6 Extent of applicability of these developed skills in the teaching–learning process

had faced Internet connectivity issues, and 55 agreed that they had spent more on
getting a good Internet connection.

It has been noticed from Fig. 6 that a maximum of 70 respondents (61.94%)
have agreed to a very large extent that they have developed their skills in digital
teaching applications. In contrast, very few, i.e., only 38, agreed to a very large
extent that they have developed language skills through these programs. Themajority
of the respondents, i.e., 50, 42, 44, 44, 51, 39, and 36, believed to a large extent
that they developed their communication skills, problem-solving skills, presentation
skills, computer skills, language skills, digital teaching applications, and engagement
of students in an online class, respectively. However, very few fall under the zero
category.

Figure 7 shows that because of the development of required skills during the
pandemic, there is a vast and positive impact on different activities conducted during
the online teaching process. 93.80%of faculties have started taking quizzes. Seventy-
two teachers are engaging their online lectures with the help of gamificationmethods.
Again 95.58% of faculties are taking their online classes with the help of PPTs.
92.03% of teachers are sharing the videos for a better understanding of the topics.
Only nine seemed to disagree with this. One hundred and five faculties involve their
students in different virtual activities.

It has been seen from Fig. 8 that the majority of the respondents have got positive
outcomes by attending the different workshops and training programs for their skill
development. One hundred and five respondents agreed that they had learned the
techniques of smooth online lecture delivery (Microsoft Teams,

Google Meets, Zoom, etc.) followed by 103 who learned the techniques of inno-
vative and easy assessment and evaluation. For the video editing and compres-
sion and video hosting, streaming, and downloading, 78 respondents got a positive
outcome. Ninety-nine respondents (87.61%) have learned the techniques of optimum
utilization of Google Drive (For Reports, Content, etc.)
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Fig. 7 Activities carried out by faculties for students in the online teaching process

Fig. 8 Highlights of the outcomes from FDPs, webinars, workshops, professional courses, etc.

From Fig. 9, out of 113 respondents, majority, i.e., 72.6% respondents, selected
the blended teaching–learning method, which should be adopted to keep a balance
between online and offline teaching methods, followed by only 18.6% who agreed
to continue with online teaching as it is easy and convenient after learning all new
required skills and very few (8.8%) selected the traditional chuck duster method of
teaching as they believe it is far better than the online method. It can be predicted
easily that currently, the faculties prefer more blended teaching for their teaching–
learning process.
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Fig. 9 Most effective and chosen way of the teaching–learning process

5 Classification Algorithm of Machine Learning

This paper uses decision tree (DT) and support vector machine (SVM) algorithms.
From Fig. 10, we can see we divided the whole data into two sub-parts, i.e., training
and testing, with the help of algorithm, we calculated the accuracy, and DT and
SVM have supervised learning algorithms. Both learning methods are used for clas-
sification and regression tasks, but we have used both algorithms as classification

Fig. 10 Flow of classification algorithms
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Fig. 11 Steps for an algorithm

algorithms in this paper. Classification is a two-step process: learning step and predic-
tion step. In the learning phase, the model is developed based on given training data.
In the prediction step, the model is used to predict the response for shared data.
Figure 11 shows the steps of algorithm. We divide our dataset into seven steps to get
an output (Fig. 12).

From our whole data, we have considered some columns such as age, learning
programs attended, digital devices used, personal benefits, problem faced, and online
platforms as features columns (input) and numbers of hours devoted as a label field
(output). And found that we are getting 76.47% accuracy with both the algorithms.
For splitting, the most popular criteria are ‘Gini’ for the Gini impurity and ‘entropy’
for the information gain that can be expressed mathematically as E(s) = ∑ − pi log
2 pi. In Fig. 13, class 1 indicates that the number of hours devoted by respondents is
one to three hours per day, whereas class 2 shows that the number of hours devoted
is more than three hours per day. We can see from Fig. 13 that if age is between 30
and 45, people attended more no. of programs like FDP/workshops and many more.
They have good Internet connectivity (not facing any problem), and then the person
belongs to the class 1 category. On the other hand, we also noticed from Fig. 13
that if the age is between 30 and 45, people attended more no. of programs like
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Fig. 12 Confusion matrix of
decision tree and SVM

Fig. 13 Output of the decision tree algorithm based on the hypothesis defined in Sect. 3

FDP/workshops and many more. And if they have digital devices available, then the
person belongs to the class 1 category.

Confusion matrix is used to know the performance of a machine learning
classification. It is represented in a matrix form.

FN: The false negative value for a class will be the sum of values of corresponding
rows except for the TP value.

FP: The false positive value for a class will be the sum of values of the
corresponding column except for the TP value.
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TN: The true negative value for a class will be the sum of values of all columns
and rows except the values of that class that we are calculating the values for.

TP: The true positive value is where the actual value and predicted value are the
same.

The confusion matrix for the IRIS dataset is as below:

TP: The actual value and predicted value should be the same. So class1, the value
of cell 1, i.e., 26 is the TP value. It says that 26 people have invested their
time for learning different programs.

FN: The sum of values of corresponding rows except the TP value FN = (cell 2
+ cell3) = (0 + 0) = 0.

FP: The sum of values of corresponding column except the TP value. FP = (cell
4 + cell 7) = (2 + 6) = 8.

TN: The sum of values of all columns and row except the values of that class that
we are calculating the values for. TN = (cell 5 + cell 6 + cell 8 + cell 9) =
0 + 0 + 0 + 0 = 0.

6 Conclusion of Hypothesis Based on This Decision Tree

Hypothesis

1. There is no association between the number of hours spent in a day and the
technical glitches faced by the respondents.

As we can see from Fig. 13, the number of problems is more (≤2.5), so it belongs to
the class 1 category, which means the person has devoted less number of hours due
to more no. of problems. Therefore, we conclude that the null hypothesis is rejected.

2. There is no relationship between age and the time spent in skills development.

As we can see from Fig. 13, a person’s age is less (≤1.5), which indicates the age
group between 30 and 45. So, it belongs to the class 1 category, which means the
respondents belonging to the young age group have devotedmore hours to developing
their new skills. Therefore, we conclude that the null hypothesis is rejected.

Based on different features (age, online platform, problems faced, no. of samples
considered) of the data set, entropy is calculated, and output (no. hours devoted) is
classified as 1 and 2.

7 Findings

1. Most teachers learned how to use digital learning applications by attending
different skills development programs during the pandemic that they had not
used previously.
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2. Most of the teachers became technical experts in different fields.
3. Skills related to engagement of students, interaction with students, etc., by

using different tools like gamification sharing videos and taking quizzes in
between are developed through these programs.

4. Teachers learned new innovative ways of assessing and evaluating students’
performance.

5. Most of the teachers have faced the problem in online teaching for the students’
involvement and face-to-face communication.

6. The use of Excel has increased many folds as for the practical subjects, and
teachers have started teaching and solving their practical questions in excel.

7. Teachers have also developed their skills of keeping all the essential informa-
tion in Google Drive.

8. Most of the teachers have chosen the blended teaching method for their
teaching–learning process.

9. There is a strong association between the age factor and the number of hours
devoted by the faculties on various skill development programs.

10. There is a strong association between the technical glitches and the number of
hours devoted by the faculties to various skill development programs.

8 Suggestions

1. Colleges or institutes should give time-to-time training their faculties and
students to develop such skills to enhance their teaching–learning process
smoothly.

2. Some teachers face problemswhen it comes to technology. For faculties, detailed
training should be provided by the institute itself.

3. The study is restricted to the persons who are teachers by their profession and
residing in Mumbai Suburban only.

4. The age group below 30 is also to be considered for this study.
5. The data is fetched from a small sample population, so the results may not be

applied to the whole population.
6. Teachers should get resources like laptops/computers from the college to

become more efficient in using ICT tools.
7. When teachers come up with unique ideas for the students’ engagement and

development, then college should appreciate their efforts in the different forms
that will motivate faculties to add on more skills.

8. Whatever expenditures are incurred by the teachers for attending these work-
shops or programs, the colleges should reimburse training amounts to their
faculty members.

9. The accuracy of the data can be improved if the size of the data set increases.
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9 Conclusion

‘Online’ is something that lies at the core of everything we do during this pandemic.
Educational institutions have also adopted online education as a mode of imparting
education to children. This requires a significant number of efforts and skills by
the teachers to maintain quality education. This study reveals that the teachers have
invested their precious time for their skill development by attending variouswebinars,
workshops, FDPs, orientation/refresher programs, etc. It is noticed that the faculties
have developed the number of skills that are required in teaching–learning process,
viz communication skills, language skills, listening skills, presentation skills, skills
associated with the usage of different digital teaching apps (Zoom, Google Meet),
computer skills, skills related to virtual engagement of students, interaction with
students, etc. The age group of 30–40 years has been spending two to three hours per
day developing such skills bymeans ofwebinars in themajority, followed by FDPs. It
is also observed that the number of faculties from colleges participating in such skill
development programs among women is relatively higher than that of males. After
devoting a good number of hours, faculties have developed the skills of using different
digital teaching apps (Zoom, Google Meet), presentation skills, virtual engagement
of students, and interaction with students the most. And these skills are found to
apply in the teaching–learning process to a very large extent. The positive effects of
developing such skills are improvement in technical knowledge, greater flexibility in
the teaching–learning process, and usage of innovative teaching–learning tools and
materials that have become easy. It has also been noticed that even after devoting a
great amount of time to developing these skills, the majority of the faculties are not
paid the required salary, not given any salary hikes, nor are they promoted. The facul-
ties have been facing difficulties while undergoing such programs as unavailability
of digital equipment, low Internet connectivity issues, deterioration of mental health
due to overtime, etc. Despite facing many such problems, the faculties are found to
be devoting their precious time to developing the required skills.

Apart from these difficulties, most of the faculties have gained more insights into
the technology during this pandemic and have learned many innovative teaching
techniques. Thus, the majority of them (72.6% respondents) chose to continue
with blended teaching methods as their way of teaching in the future as well
(post-pandemic).
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Road Lane Line Detection Based on ROI
Using Hough Transform Algorithm

Mohammad Haider Syed and Santosh Kumar

Abstract Now-a-days technology has become the means of survival. Automotive
Sector is also affected by this technology growth. Driver safety is one of the most
important concern for the automobile industry. Lack of attention causes the road
accidents and may endanger the driver and co-passenger lives at risk. The stats
presented by WHO on road accidents shows that approximately 1.35 million people
dies annually as a result of the car accidents. And about 20–50 million peoples suffer
from non-fatal injuries, but they may cause lifetime disabilities. These road crashes
also impact the economy of the countries. Most of the countries suffers 3% of their
GDPdue to road accidents. Themajor challenge is tomake the technology available in
the commercial sector. So various methods and algorithms are introduced to achieve
better performance and robustness. One of the major components of autonomous
vehicles are road lane detection. Marking the region of interest (ROI) in which car
should be driven. Recent advancement in the technology like image processing and
deep learning helps in achieving the aim to detect road lane lines. Autonomous
cars are now equipped with cameras, radar and LIDAR for tracking roads and track
environment. In this paper, road lane line detection problem has been addressed using
Open CV library; also, an approach for finding an efficient way for detecting road
lanes precisely and more accurately has been proposed. The road images captured
by the camera mounted on the vehicle is processed and region of interest is masked.
After masking the ROI, it is converted into a pixel matrix using NumPy library. The
Hough Transform is applied on the matrix and lanes are detected in between which
vehicle runs.

Keywords Region of interest · Canny edge detection · Grayscale conversion ·
Hough transform · Computer vision · Lane detection
M. H. Syed
College of Computing and Informatics, Saudi Electronic University, Riyadh, Saudi Arabia
e-mail: m.haider@seu.edu.sa

S. Kumar (B)
Department of Computer Science and Engineering, ABES Engineering College, Ghaziabad, Uttar
Pradesh, India
e-mail: santoshg25@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
P. K. Singh et al. (eds.), Proceedings of Third International Conference on Computing,
Communications, and Cyber-Security, Lecture Notes in Networks and Systems 421,
https://doi.org/10.1007/978-981-19-1142-2_45

567

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1142-2_45&domain=pdf
mailto:m.haider@seu.edu.sa
mailto:santoshg25@gmail.com
https://doi.org/10.1007/978-981-19-1142-2_45


568 M. H. Syed and S. Kumar

1 Introduction

The increasing number of vehicles on road has gradually increased the traffic prob-
lems and also surged the road accidents stats. One of the common road accident
causes are driving ruthlessly without being in lane and thus hitting the cars while
overtaking. These accidents often occurs because the overtaking driver have a blind
spot on the overtaking side as he/she is not aware of vehicle ahead of the preceding
vehicle [1]. So, an effort has been made to demonstrate lane detection using OpenCV
library. In recent years, with the advancement in the technical field and the availability
of various equipment’s like digital camera at very low cost and the advancement in the
computer vision technology makes it feasible for the commercial use of the proposed
system. The feasibility of any road detection system depends on the fact that how
good the road quality is or on the road texture so that lanes can easily be identified
from the road pavements. So, in both developed and develop countries the researchers
are motivated to emphasize their research on finding new ideas and technology like
detection with image processing or using the emergingmachine learning technology.
Since, either detecting road lanes or say boundaries both are critical and difficult task
[2, 3]. This includes both estimating the road lanes and the distance of road from
the vehicle. Firstly, the research was based on the intensity of colored image as
proposed in the paper [4]. As per the above problems, the solution is given using the
latest Python OpenCV module which provides the feature and various function for
processing the image. Computer vision helps one to detect the surrounding using the
cameramounted on car. It is a branch of artificial intelligence that enables software to
understand the content of image and video [5]. Back then computer vision method-
ology was not as much efficient but the recent advancement in artificial intelligence
and machine learning has made it an efficient and easy method for detecting road
lanes [6]. Many papers [7] based on Hough Transform used to detect road lane by
using them with hyperbola-pair model.

Increasing traffic and problems related to it like accidents are becoming more
and more serious in most countries. The most common type of accident is due to
side impact collision. These accidents mostly occur when vehicle changes the lanes
gradually or overtakes the preceding vehicles. In recent years,with the introduction of
artificial intelligence and machine learning, and the advanced image capturing tools
which are available at very low cost makes the way of the technology in commercial
market. The feasibility of automatic road lane detection approaches depends on the
factors that the textures of lanes can be identified separately from the background
of the pavement surface. In both developed and developing countries the researcher
is motivated to do research in this field and explore new ways and methodology
for road lane detection. Instead, detection of road lanes or road boundaries is very
difficult and rigorous work. As the road detection includes finding the road lanes and
the distance between vehicle and road.

This paper presents an approach based on computer vision technologywhich helps
in providing the real-time performance in estimating the road lane lines. The road
lanes in the proposed system is detected in multiple steps which includes Grayscale
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conversion, Edge detection, Marking ROI and at last applying Hough Transform.
Hough Transform is a commonly used method for the detection of straight road lane.
The reason for using Hough Transform is that it is robust in nature and for detecting
the required ROI efficiently even when the image contains lot of noise. The vehicle
embedded with the system will move on the marked lines either on straight roads or
curvy roads.

2 Related Work

The road lane detectionmechanisms have been an interesting field for the researchers.
Researchers are finding new and enhanced ways to perform the detection mecha-
nism. The related previous work had been happened in this field. As In [8], for any
autonomous vehicle the basic and prime attribute is lane line tracking or lane line
detection or lane line warning system. Recent research based on machine vision and
image processing categorizes the methods in two different categories, i.e., Image
Handling and Acceptable Partition. The paper basically discusses LDWS on three
aspects (i) Lane Departure Warning in intelligent Assistant Driving System. (ii)
Status of road lanes based on the image processing and computer vision. (iii) Status
of road lanes based on Semantic Segmentation Network. In [9], for the last few
decades technologies like 3-D Light Detection and Ranging (LIDAR) has been used
for road lane detection. The paper proposes new technology which detects road lanes
using terrestrial LIDAR data. It includes two phases. First phase includes four steps
(i) Converting LIDAR data into intensity range, (ii) Detection of road pixels, (iii)
Reconstruction of LIDAR data points, (iv) Component Study. System’s second phase
consist of the procedures which detects center line and boundary line of the roads
by making vertical grids on the exposed surface. The research paper is based on
topographic LIDAR data recorded using highly efficient LIDAR laser scanner. The
advantage of the proposed research paper are time efficiency and easy implementa-
tion. In [10], research proposed road lane detection method based on color intensity
segregation. It consists of two steps. In First steps pavements or lanes details in
the image frame are utilized to extract region of interest. In Second step there is
a filter that uses the color intensity information along with illumination variations,
shadows, and scattered backgrounds from extracted region of interest and hence
vehicles are detected. This method is based on color intensity differences between
vehicles and surrounding. The advantage is that it can output result in variousweather
conditions and screen resolution. The algorithm proposed is implemented using C++
and NVIDIA GPU (real-time ADS). In [6], several technologies came in the recent
years to detect road lanes, but they failed to produce high efficiency accuracy. The
research paper proposed machine learning techniques to avoid accidents ensuring
the driver safety. The research paper proposes the method which uses convolution
neural networks with line detection (CNN-LD) and is tested with and without any
data intensifying operation. Under this process metrics evaluation such as accuracy,
precision, recall and F-measure are computed, and normalization is done to in order
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to achieve the best results. It is beneficial for achieving both accuracy and perfor-
mance when compared to other introduced methods. In [1], article proposing an
advanced driver assistance system which provides detailed information of nearby
lanes and approaching side vehicles. Lateral vehicles are identified based on length,
width, height, and time using lane-based transformations. And recurrent functional
NeuroFuzzy networks calculates the distance of vehicles. The region of interest in
this paper is marked as green. When the lateral vehicles enter the region of interest it
turns to red. In [11], proposed framework based on the computer vision serving road
analysis. This is further extended to two sub-processes. First is to recognize road
signs. And second is to do lane analysis. It is effective as it has minimal complexity
used in real-time. The results are measured on two aspects, (i) Classifying Road
Signs and (ii) Lane Analysis and Vehicle Detection. The complexity of the proposed
method isO(n2). TheMAGMAGPUs if used can optimize the algorithm by reducing
time and computational expenses. In [12], method which identify the road lanes by
the data from the mobile phone’s GPS. This consist of three steps. (i) Identifying
nodes and dividing the network to segments. (ii) Dynamic time warping criteria
computes dissimilarity matrix which identifies central line. (iii) And at last lanes are
identified using the Gaussian mixture method. The method proposed by the authors
enables the data fusion from different multiple sources much accurately and esti-
mating state of traffic at a very low cost and much precisely. In [13], the previous
research could only be able to detect lanes and vehicles separately. But this paper
proposes the approach to fetch information for lane assistant system. In this method-
ology three cameras are used, two to the right and left side mirrors. Here the vehi-
cles are detected using horizontal edge and Otsu’s thresholding while the vertical
edge is used to verify the vehicles. Then the track of detected vehicle is estimated
using Kalman filter. For lane detection ED lines algorithm are used. The outcomes
support advanced lanced lane changing and warning system. In [14], contains 3-D
approach for road lanes detection. In this approach to detect lanes line on road B-
spline model. The proposed B-spline approach uses Image District Extraction for
dividing road image converted into pixels to small Region of Interest (ROI), and
then using Hough Transform and Least Squares Method to make lines in the given
ROI. Now the road width of image and road are compared by Similarity Transfor-
mation Principle and point clouds are generated. This approach gives information
for vehicle vision and laser radar, which can also estimate height variation of road
surface that can be further used for Active Suspension improving the passenger’s
comfort. By implementing this model, the accuracy of measuring visual distance
also increased. In [2], it focuses on the comparison of different approaches (i) Multi-
layer Perceptron (ii) Illumination Invariance. And a new approach is also introduced
which combines the above-mentioned methods achieving the accuracy and robust-
ness in single method. The basis of comparison of two algorithms are (i) Average
time per Image (ii) Minimum Execution Time and (iii) Maximum Execution Time.
The robustness desired is achieved by combining these two algorithms while for
accuracy IInd algorithm is supported with MLP.

Depending on the problems faced in detecting objects by self-driving vehicles an
effort has been made to show road lane detection using Python’s OpenCV library.
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Computer vision is a mechanism that can help the system embedded with it to make
sense of the objects around its surrounding. It is a field in artificial intelligence that
help software to detect the information in image and video. Recently advancement
in deep learning has make the computer vision a long run technology that one can
rely on, enabling the systems to identify the objects present in images and retrieving
the needed information. This project shows an approach that is purely based on
computer vision mechanism and is able to meet the real-time accomplishment for
finding road lanes and tracing the road boundaries with little bit of curvature and low
light or shadowy environment. At first the Hough Transform was being used along
with hyperbola-pair fit model in order to correctly assess the road lane. As Hough
Transform is most common used method for the identification of the object from
images. The major advantage of using the Hough Transform is its robust nature and
its efficiency to assess the road lanes even when the image consists of the noise. The
vehicle embedded with the system is allowed to be driven through straight road or
roads with slow curves instead of sharp turns.

3 Proposed Architecture

First, camera captures a test image which is then processed to grayscale. The gray
images are masked and canny edge detector, detects the edges then Hough transfor-
mation is applied to get the final image for processing. The architecture is shown in
Fig. 1.

Fig. 1 Architecture of lane
detection system
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Table 1 Feature set in the
dataset

Location Weather Light condition Highway quality

4 Proposed Architecture

4.1 Data Description

For better and accurate results and in calculating the efficiency of the proposed system
the data sets are taken at different locations and in various weather condition. The
dataset also consists of both high and low light circumstances, i.e., dataset is consider
for both day time and night time. The images and videos for the dataset is captured
using CANON 1300 D and NIKON 32,100 D on national highway of Ghaziabad,
Delhi, Agra, Firozabad, Gorakhpur, Kushinagar, Chandigarh and Mumbai (Table 1).

4.2 Process Flow Diagram

Step-1: Firstly, import all the necessary Python libraries required by the system for
implementation.

Step-2: Since dataset contains pictures in RGB format so we needed to convert it into
grayscale image. Grayscaling of image can be done in two ways but the grayscaling
method we used Weighted Method or Luminosity Method.

The Grayascale Image Equation is

((0.3 ∗ R) + (0.59 ∗ G) + (0.11 ∗ B))

Step-3: Instead of applying box filter we have applied Gaussian filter on the
grayscaled image to remove the high frequency components.

Step-4: Canny Edge detection algorithm is applied on the resulted image. Canny
edge is a multi-stage algorithm but in Python’s OpenCVmodule all the functionality
is in one function cv2.canny (arg1, arg2, arg3). It consists of three arguments arg1 is
image, arg2 is minimum threshold value and arg2 is maximum threshold value.

Edge_ Gradient (G) = |Gx | + ∣
∣Gy

∣
∣

Step-5: Now, the main part is to come, i.e., Masking the Region of Interest. ROI
refers to the area in which we have to perform the line detection algorithm.
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Fig. 2 Flow diagram for
detecting road lane lines

Step-6: Once the ROI is marked Hough Transform algorithm is applied for line
detection. Once the lines are detected it is displayed on the screen. These steps are
shown in Fig. 2.

5 Experimentation and Result

The road detection system is validated on the dataset of 8 different cities and in
different weather condition. The procedure followed is as follows.

5.1 Procedure

1. Importing Python Libraries and setting up the environments that are used in the
system. These Python libraries are NumPy, OpenCV, MatplotLib, MoviePy.

2. Converting the Video Files into images.
3. The colored images are converted to Grayscale images.
4. Applying Gaussian filter for reducing the noise in the grayscale image.
5. Detecting the edges by applying Canny Edge Detection algorithm.
6. Masking the ROI from the images.
7. Converting the image to co-ordinates using NumPy library. It converts the

image into co-ordinates on the basis of the image pixels.
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8. Apply Hough Transform on Edge Detected co-ordinates.
9. The detected road lanes will be the output of the Step 8.
10. Converting the single image to video files using MoviePy.

Figure 3a is the testing image on which grayscale operation will be applied and
the resultant image will be shown in Fig. 3b. Then Canny Edge detection algorithm
is applied on Fig. 3b which will detect all the edges of objects in the image and the
resultant image is shown in Fig. 3c. We will mark the ROI on the image obtained
after Canny Edge detection algorithm and the resultant image is shown in Fig. 3d.
The ROI is the desired area on which the Hough Transform is applied so that the
lane on which autonomous vehicle should drive, i.e., shown in Fig. 3e. The visual
output that will be displayed on the screen is shown in Fig. 3f.

(e)HT_Image1 (f) Final_Image1

(a) Original_Image1                         (b) Grayscale_Image1

(c) Canny_Edge_image1            (d)ROI_Image1

Fig. 3 Road lane detection in hilly areas
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The above results are performed on the hilly roads of Mumbai-Lonavla highway
which mostly have curvature in the roads and the different steps involved in the
proposed systemmechanism are shown above. Above dataset is taken during evening
time on a normal day.

The above procedure is also performed on the different data set shown in Fig. 4a
and the Fig. 4b–f shows the respective operation performed on the dataset that are
performed on Fig. 3a.

(a) Original_Image2      (b)Grayscale_Image2

(e) HT_Image2     (f) Final_Image2

(c) Canny_Edge_Image2    (d) ROI_Image2

Fig. 4 Road lane detection on national highways
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Figure 4 shows the results of the dataset from Yamuna Expressway Agra as the
roads are mostly straight and the lines marking on the road pavements surface are
clearly visible so it is easier to detect the road lanes in this environment. All the above
dataset is taken in day time in as sunny weather. Table 2 contains the miscellaneous
datasets recorded during night time on the national highways of Mumbai, Delhi
and Ghaziabad. The lane detection rate is calculated for each recorded dataset. The
datasets also contain some distorted image to check the robustness of the system if
it can keep up with the distorted image with the same efficiency or not (Fig. 5).

Figure 6 gives the accuracy graph of the dataset of Table 2. The accuracy graph is
drawn between the dataset number and the efficiency of the system. Zig-Zag manner
of the graph shows that system may have quite lagging, but it is durable.

Table 2 Dataset of different cities during night or low light condition

Video no. No of detected lane No of correctly detected lane Lane detection rate (%)

1 260 224 86.15

2 489 407 83.23

3 372 334 89.78

4 710 672 94.65

5 423 340 80.38

6 524 460 87.79

7 320 278 86.88

8 437 418 95.65

9 346 323 93.35

10 208 197 94.71

11 389 342 87.92

12 421 384 91.21

13 148 123 83.11

Total 5047 4502 89.20

Fig. 5 Correctly detected
lanes in night time dataset
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Fig. 6 Accuracy of the
system for the dataset taken
during night time in Table 2

Table 3 contains the miscellaneous datasets recorded during night time on the
national highways of Agra, Kushinagar and Firozabad. Each dataset is used individ-
ually and contributed equally to the lane detection efficiency rate calculation. The
datasets also contain some images inwhich there aremissing lines at some places and
also contains obstruction like pits or object covering the lanes to check the robustness
of the system if it can keep up with the distorted image with the same efficiency or
not.

Figure 7 shows the graphical representation of the dataset results of Table 3. Here
we used the bar chart so that it can be easily differentiate between the detected
lines and correctly detected lane. Figure 8 gives the accuracy graph of the dataset
of Table 3. As we can see the accuracy graph shows zig-zag form. The roads lane
images which are not distorted shows the maximum efficiency represented by trough
while the distorted image have less efficiency represented by crest. Table 4 contains

Table 3 Dataset of different cities during day or good light condition

Video no. No of detected lane No of correctly detected lane Lane detected rate (%)

1 258 231 89.53

2 307 285 92.83

3 437 403 92.22

4 287 253 88.15

5 620 594 95.81

6 342 317 92.69

7 478 451 94.35

8 289 247 85.47

9 196 174 88.78

10 394 367 93.15

11 524 497 94.85

12 428 393 91.82

Total 4560 4212 92.37
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Fig. 7 Bar graph of day
time dataset in Table 3

Fig. 8 Accuracy of the
system for the dataset taken
during night time in Table 3

Table 4 Dataset of different cities in different weather condition

Clip no. No of detected lanes No of detection in
sunny weather

No of detection in
cloudy weather

No of detection in
rainy weather

1 478 463 438 448

2 377 362 323 341

3 432 417 374 397

4 279 263 236 258

5 195 179 163 158

Total 1761 1684 1534 1602

the miscellaneous dataset during both day time and night time in different weather
condition in cities of Chandigarh and Gorakhpur. In this dataset we did not consider
the image which are distorted in one or another way. As the system robustness is
assessed on the weather condition parameter. We have considered Sunny, Cloudy
and Rainy weather. The lane detection rate is calculated for each dataset.

Figure 9 shows the comparison of the dataset results of Table 4 in differentweather
conditions. As depicted in the graph we can see that the efficiency of the system in
the sunny weather is quite high as compared to the rainy and cloudy weather. And
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Fig. 9 Comparison of
system performance in
different weather conditions

the system performance graph in Fig. 8 shows that the system is durable in rainy and
cloudy weather. Although its efficiency is less as compared to the sunny weather.

6 Conclusion

In this paper we presented a feasible and affordable mechanism for road lane detec-
tion in autonomous vehicle. The system had been checked over various parameters
like weather condition or day and night time. The resultant stats show that system
performed good during day time and its performance is quite well in night too.When
checked on the basis of weather condition system performed good in sunny weather
but in cloudy or rainy weather there is some lagging in road lane detection. But as
compared to the existing methods for road lane detection which can be either based
on LIDAR data or on the basis of Light Intensity the performance of the proposed
system is quite well. Existing methods lags when it comes to the distorted image
as they cannot correctly assess the lanes. The robustness of Hough Transform has
provided us with the advantage that image with little distortion will not affect the
system performance. At some point with bigger distortion or missing lanes over a
range reduced the system efficiency. So in order to get rid of this problemwe propose
to apply Image restoration algorithm which uses regression techniques to classify
the image contents and then restores the image on the basis of previous and next
data. Image restoration algorithm can be applied as soon as the image is captured
and then the proposed mechanism is applied on the restored image, thus enhancing
the performance and durability of the system.

Future Scope
The proposed work can be extended to bad weather conditions where its hard to
predict the lanewhile driving. The system is capable of achieving an excellent perfor-
mance in detecting the road lanes and helping the driver with the extracted informa-
tion to make sure of the safety. The proposed project is for multi-lane roads which
suggests the driver to be on the same lane. The number of applications depending on
the proposed technology are high, some of them are like in monitoring of traffic in
metropolitan cities, ensuring the flow of the traffic and security.
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Dimensionality Reduction-Based
Discriminatory Classification of Human
Activity Recognition Using Machine
Learning
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Abstract Majority of work in activity recognition using different machine learning
and deep learning has shown very challenging results to monitor daily activities.
Different datasets available on Web have been used to improve the results, still
model fitness need to be verified in terms of different characteristics of matrix
and error analysis. Dimensionality reduction (DR) of datasets improves the results
of models due to pruning of dataset features. In this paper, we have introduced
seven different machine learning models to improve the results. Proposed frame-
work has used principle components analysis (PCA) and linear discriminant analysis
(LDA) for dimensionality reduction of UCI-ML dataset. Results show that LDA is
better than PCA. Kernel–SVM accuracy has increased from 95.39 to 96.23%. Naïve
Bayes has shown 96.78%accuracywith dimensionality reduction. Simple dataset has
shown low accuracy while dimensionality reduction has improved the performances
of models. We have also introduced different challenges associated with machine
learning models, fitness value, and future challenges. At the end of this work, we
have done comparative study and error analysis of models.
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CNN Convolutional neural network
DT Decision tree
FA Factor analysis
KDA Kernel discriminant analysis
KNN K mean nearest neighbor
LR Linear regression
LSTM Long short-term memory
MDS Multidimensional scaling
MLP Multilayer perceptron
RF Random forest
RNN Recurrent neural network
SVD Singular value decomposition
SVM Support vector machine

1 Introduction [1, 2]

Due to increasing growth of quality sensors anddifferent technologies, daily activities
of human have gained interest in the eyes of researchers since few years. Machine
learning and deep learning have shown promising results in this domain. This concept
has caught attentions in medical fields for monitoring elderly patient’s activities in
day-to-day life, studying someone daily routines, monitor suspicious activities, mob
lynching cases, and new applications based on human centric activities. It will help to
identify human gait and later its applicability into bipedal robots. Machine learning
and deep learning models have gained popularities to improve results by training and
testing phases of datasets.

Dimensionality reduction techniques can be classified into two categories; first is
based on only important features, while second is based on creating new variables
from old ones (Fig. 1).

In case of small datasets, computation power is less, machine learning perfor-
mances decreases due to large number of input variables, so it is always advisable to
reduce the number of variables. UCI dataset for human activity recognition has many

Fig. 1 Classification of dimensionality reduction techniques
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attributes which affects performance of models. Dimensionality reduction plays a
major role in our work.

In this paper, we have used UCI-ML data from Kaggle repository and trained
machine learning models. Seven machine learning models results have been
compared, later dimensionality reduction techniques—LDA and PCA have been
applied to same dataset and again results of seven machine learning models have
been compared to check better resulted model. Dimensionality reduction improves
the performance of models by removing unneeded features. There are variety of
literature available in activity recognition using deep learning model but very less
using machine learning models. We have compared seven different ML-models
with and without dimensionality reductions. KNN, logistic regression, SVM, kernel-
SVM, Naïve Bayes, decision tree with random forest have been used to predict six
human activities. Performances ofmodels have been analyzed by obtaining accuracy,
precision, F1_score of confusion matrix.

Relevance of Work

1. Cyber physical system
2. System simulation, modeling, and visualizations
3. Industrial applications
4. Clinical applications
5. Sport, injury analysis, and recovery management
6. Occlusion construction and gait analysis and detection
7. Transportation solutions through navigation and pedestrian [3]
8. Human machine interaction [4]
9. Physical rehabilitation [4].

Structure of Paper

We have started with introduction section, related work in current years, research
gap, and limitations have been discussed in Sect. 2. Section 3 contains proposed
framework to improve the results and work activity. Section 4 contains ML-models
accuracy outcomes with and without dimensionality reduction. Data visualizations
show the possibilities and future expectations in this work. Section 5 has conclusion
and future scope of work.

2 Related Work

Authors have [2] compared accuracy of seven different machine learning models,
there accuracy and running time have been compared. KNN, neural network, and
random forest have shown more than 99% accuracy, while in terms of running
time, random forest was better than any others. Dimensionality reduction techniques
principle component analysis has tested to improve the result.
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Authors [5] have compared ML and DL models classification accuracy on two
datasets, named WISDM and Shoaib SA dataset. Overall accuracy of machine
learning models shows that KNN is good with dataset 1. Accuracy and loss results of
both datasets have been discussed. RNN and CNN deep learning models have been
also applied to improve the results. Results show that RNN and CNN are good with
dataset 2 by achieving 95.68% and 99.12%, respectively.

In this [6], PCA and frequency-based comparisons using different machine
learning approaches have been achieved. Results show that PCA has achieved accu-
racy of 96.11%, while frequency domain features-based approach has achieved
92.10%.

Authors [7] have discussed how mobile edge computing (MEC) is used to collect
data of daily activities of humans. They have proposed architecture for HAR to
capture high-volume data; later, five deep learning models on two datasets, named
UCI and PAMP2, have been trained and tested. Results show that proposed CNN is
good enough over others.

Authors [3] have done a descriptive review of different methodologies, best prac-
tices used to identify human activity with possible sensors. Manual and automatic
feature selection of datasets with different machine learning and deep learning tech-
niques have been discussed used in different journals, publications. Key findings and
future challenges with smart phones and different techniques have been explained
with better manner. This paper is good to study for new comer in this domain.

This [8] study shows that getting solution through machine learning is still quite
challenging due to inherent limitations of sensors and data proliferation. Authors
have used two datasets—wearable sensor data and mobile phone data. Discussion
was based on smart home environments covered human activities monitoring.

Hybrid feature selection model [9] has been used in this work. First part do
the optimization of feature of dataset, while second part has been used to validate
and test dataset through SVM machine learning approach. Proposed approach has
shown improvement in results by 6% with 96.81% accuracy using feature selection
approach. Future work lies with IoT application in real world with actuator analysis
and selection of better controller to improve the accuracy of events.

Authors [10] have proposed neural network architecture segmented convolu-
tion gated recurrent neural network (SCGRNN); feature selection using convolution
method to improve the accuracy has been done with input data. Reference dataset
has been used from MOCAP (simulation based on CMU motion capture database)
and supplementary dataset of CC BY license. Experiments results show that their
method has better accuracy in terms of fine temporal solution, noise robustness, and
generalized solution. Occlusion reconstruction and gait detection could be the future
application of this work.

Deep learning has shown better results than traditional methods in activity recog-
nitions. This work [11] shows that hybrid LSTM (H-LSTM) approach has better opti-
mized automatic feature selection of time frequency domain on three UCI datasets.
Results achieved from simulators show that H-LSTM has achieved around 99.15%
accuracy.
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Jaw clenching, loudly speaking, head and eyemovements, watching T.V. activities
are generally not classified using sensory data. This work [12] focuses on to classify
raw EEG signals based on artifacts through proposed framework, named framework
for classifying EEG artifacts (FCEA) based on CCN and LSTM-RNN. Suggested
concept has shown better improvements in HAR and raw EEG.

UCAml Cup dataset [13] of 24 different classes containing 246 occurrences has
been used to identify daily activities in smart home environments scenario. Boosting
and bagging techniques for ensemble learning have been used by four base neural
networks model. M1, M2, M3, M4 models focused on morning, afternoon, evening
activities while M4 focuses hybrid model. Conflicts occur among base models have
been discussed and resolved. M4 has shown encouraging results while different
challenges during data recording, promising challenges have also discussed in this
work.

Increasing number of technologies has raised wide applications of this field [4].
Human machine interaction in smart home environments is getting popular day
by day. This work is a comprehensive review work done by authors to understand
methods, approaches used in this domain, and getting ready with automatic intel-
ligence system for future challenges. Authors have developed models of different
body parts like hand skeletal model, whole body skeletal model, kinematic model
of elbow joint, etc. Technical challenges and future prospective of work have been
discussed by authors.

Deep learning methods like CNN, RNN, LSTM, and H-LSTM have shown
hidden challenges and technical aspects of this domain. This paper [14] contains
multi-modality of sensory data and discussion about available datasets publically in
different platforms. Later, a discussion on future scope and technical challenges has
been illustrated.

Recent years, CNN has shown deep interest by researchers to find results in this
domain. Due to different layers and convolution style of it, CNN still needs attention
to understand in optimized way to get better results. This work [15] has use light
weight filter, named Lego filter and local loss function to train the model. Five
different datasets have been used by light CNN, and experiments result shows that
proposed CNN architecture has reduced cost and computation power which further
emphasis to work on other aspect of CNN in future prospects (Table 1).

Authors Contribution in Research Gap

We have shown recent years work in this domain based on technology and datasets.
Review work shows that still there are wide range of technical aspects which needs
to be resolve in near future. There is very less work related to performance evaluation
of models and error analysis. Mostly work has been done using deep learning, while
we lack machine learning models behavior in this domain. This work focuses on the
importance of dimensionality reduction and machine learning models performances
before jumping into deep learning aspect of era.

During data capturing, activities should be in almost balance proportions, else
it will lead to biased results. Camera angle to capture activity in terms of velocity,
force, position angle [4] plays a vital role to get numerical values of activity.
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Table 1 Latest research literature review on human activity recognition

S.
No.

Publication/year/authors Model
used

Dimensionality
reduction

Findings References

1 JITS/2017/M Nabian LR, SVM,
KNN,
Naïve
Bayes,
DT, RF

PCA RF with 99%
accuracy

[2]

2 International journal of
machine learning and
computing/2018/Sarbagya
et al.

RF, DT,
KNN,
RNN,
CNN

DL models are
better than ML

[5]

3 IEEE/2018/ASA Sukor
et al.

Machine
learning
classifiers

PCA-based
features and
time, frequency
domain

Higher
recognition rate
and accuracy in
feature and
frequencybased
PCA

[6]

4 Springer/2019/Shaohua
wan et al.

CNN,
LSTM,
BLSTM,
MLP,
SVM

Proposed CNN
is better

[7]

5 MDPI/2019/W Sausa lima
et al.

RNN,
CNN,
LSTM

KDA Each has their
own kind of
advantages

[3]

6 IEEE/2021/BL Alvee et al. Naïve
Bayes,
SVM,
neural
network

PCA, SVD,
LDA

SVM is best
with 99%
accuracy

[16]

7 MDPI/2021/Ankita et al. CNN,
LSTM,
hybrid
model
(CNN +
LSTM)

97.89%
accuracy by
proposed model

[17]

Large datasets with redundant records and attributes produce poor results, more
computation power, and time complexity. Features selection approaches to contribute
in achieving better results should be picked carefully. Dimensionality reduction has
shown a good hope to improve the results in this context (Fig. 2).

Problem Statement

1. To develop a computational model for numerical analysis and evaluation of
human activities recognition
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Fig. 2 Different research
gaps during human activity
recognition

  Imbalance data 
Orientation problem of sensors 
Interclass Problem 
Data redundancy, noise removal challenges  
Feature extraction and segmentation problems 
Lack of quality datasets availability  

2. To propose a framework to predict various distinct models performances of
human activity recognition with and without dimensionality reduction using
available datasets.

3 Proposed Framework

• Conceptual Framework

(i) Data Collection and Preparation (UCI-ML-HAR) [15]:
Dataset has been recorded from 30 people of age 19–48 years keeping

variation in age teenage, youth, and elders. Each subject was asked
to perform six activities from smartphone containing gyroscope and
accelerometer. Three axis data such as X, Y, and Z linear and angular
were recorded from phone at the rate of 50 Hz. Signals received from
smartphone were further preprocessed to remove noise. This dataset is
publically available in Kaggle repository with the name of UCI-ML-HAR.
It contains 561 features vector with time and frequency domain variables
and 7352 records.

(ii) Fitting ML—Models Without Dimensionality Reduction:
We will select seven different ML-models to train and test with this

datasets. Best performing model will be picked after many iterations.
(iii) Fitting ML—Models with Dimensionality Reductions Approaches

[18]:
Sensors record multidimensional data of redundant nature. ML and

DL—Models need to be trained carefully to get better results. Missing
values, low variance, high correlation, reducing no. of features, and setting
few coefficients equal to zero are being practices to get better results.

(iv) Comparative Study of LDA and PCA Performance:
We will investigate the ML-models performances applying PCA and

LDA on dataset. LDA needs output levels while PCA does not need it.
Based on accuracy achieved, better dimensionality reduction approach
will be selected. We have selected n_component = none for LDA while
n_component = 5 for PCA.

(v) Final Results Discussion with andWithout Dimensionality Reduction:
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Once we will achieve better DR—approach between LDA and PCA,
and then it will be compared with UCR-ML-HAR dataset as shown in
proposed model-activity framework diagram.

• Theoretical Concept
LDA and PCA are linear approach under dimensionality reduction techniques

while nonlinear approaches are cauterized based on global and local properties
of datasets.

Principle Component Analysis [19]: PCA is dimensionality reduction tech-
niques that helps us to identify correlations and patterns in data so that it could be
transformed into new dataset of lower dimensionality without loss of information.

Algorithm

Step 1: Dataset gathering and organizing in matrix form (M * N).
Step 2: Calculate mean and deviation.
Step 3: Calculate and form covariance matrix.
Step 4: Form Eigen values and Eigen values.
Step 5: Selection of principal component and converting into feature vector form.
Step 6: Deriving new dataset.

Linear Discriminant Analysis [20]: It tries to find best possible separation in
samples by their class value between classes and minimum separation within class
of samples.

Algorithm

Step 1: Preparation of dataset so called data matrix X.
Step 2: Calculate mean vector for each class.
Step 3: Calculate total mean vector.
Step 4: Calculate within and between class scatters.
Step 5: Compute Eigen decomposition and projection matrix.

Parameter for Feature Selection: [21]

1. For every column of dataset, missing value ratio is being calculated; value above
threshold will be drops while for rest of data will be checked for error.

ratio = No of missing values

Total no of observations
∗ 100

2. Variable having low variance will be drops as that will not have any impact on
target data.

σ 2 =
∑

(x − x̄)2

n

3. Remove the variable which has low correlation with target variable. Minimize
variables with similar correlations.
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Fig. 3 Proposed conceptual framework

r =
∑

(xi − x̄)(yi − ȳ)
√∑

(xi − x̄)2
∑

(yi − ȳ)2

4. Backward elimination: Eliminate variable one by one during training period of
model until it affects model performance.

5. Forward feature selection: Retain those variables which improve performance
of model, this can be monitored during training of model one by one (Fig. 3).

Step 1: Without dimensionality reduction approach

In this, dataset will be cleaned and preprocessed, and machine learning models will
be applied to selected datasets.

Step 2: With dimensionality reduction

In this case, both linear approaches of dimensionality reduction will be applied to
selected dataset. Proposed framework will test the models behaviors in LDA and
PCA case both. Initially, LDA and PCA will be compared based on accuracy of
models, and then, better techniques will be again compared with step 1 output.

4 Experimental Results

Our work focuses on identifying standing, lying, sitting, walking, walking down
stairs, andwalking upstairs. Dataset has almost equal no. of activities instanceswhich
shows that dataset is in balance form. Figure 5 shows models accuracy on UCI-ML-
HARdataset, and it has been found that Kernel–SVMhas highest accuracy than other
machine learning models. Tables 2 and 3 show comparison among models without
DR and with DR (Figs. 4 and 6).
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Table 2 ML-models
performance analysis on
UCI-ML

S. No. Model name Accuracy % Standard deviation
%

1 Linear regression 93.39 4.17

2 KNN 88.09 4.99

3 SVM 93.89 3.62

4 Kernel-SVM 95.39 4.43

5 Naive Bayes 73.56 5.62

6 Decision tree 87.65 4.60

7 Random forest 93.86 2.55

Table 3 Final results comparisons of models

S. No. Model name Accuracy %

Machine learning techniques Without DR With DR

PCA LDA

1 Linear regression 93.39 43.81 96.47

2 KNN 88.09 45.47 96.64

3 SVM 93.89 43.57 96.13

4 Kernel-SVM 95.39 44.08 96.23

5 Naive Bayes 73.56 39.57 96.78

6 Decision tree 87.65 37.97 95.72

7 Random forest 93.86 42.59 96.37

Fig. 4 Activity distribution



Dimensionality Reduction-Based Discriminatory Classification … 591

Accuracy
120
100
80
60
40
20
0

93.39 88.09 93.89 95.39
73.56

86.75 93.86

Accuracy

Fig. 5 Comparative study of ML-models without dimensionality reduction (DR)
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Fig. 6 Accuracy of different models with and without dimension reduction (DR)

In case of without applying dimensionality reduction, Kernel-SVM has shown
better results from other. While applying DR concept, LDA has shown better results
in each model than PCA. Naïve bayes has shown 96.78% accuracy, while KNN
is very near to this performance by securing 96.64% accuracy. LDA is better in
both cases, with and without dimensionality reduction approaches. LDA has shown
progressive results than other models. LDA has obtained good results in terms of
precision, recall, and F1_score.
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5 Conclusion and Future Scope

This work shows the importance of dimensionality reduction. Available datasets
are often redundant and contain noise during recording. Proposed framework clearly
shows howDR techniques can improve the results ofmodels. Initially, sevenmachine
learningmodels have been trained. Kernel-SVMhas shown better results by securing
95.39%. Later, LDA and PCA have been applied to UCI-ML-HAR dataset, and
implementations show that LDA has performed better than PCA. Finally, LDA has
been compared with seven machine learning models (without DR case) which shows
that still LDA is leading with performance.

Future scope of this work can help us to recognize the patient’s health habits
or wellness, Sport routine of athletes, discovery of activity patterns which variable
determines which activity. Predictive model to detect activity should be developed
and the corresponding mathematical, computational approach should be designed.
Evaluation matrixes like area under curve (AOC), mean absolute error, and mean
square error should be used to compare the ML, DL model training, and testing
accuracy. Person health monitoring, rehabilitation, and stability analysis are few
domain areas to be done in future. Impaired human gait detection and construction
are key work under this topic. More number of activities should be recorded to
monitor the human daily routines, patient’s habits, and elderly assistance. In case
of nonlinear data, machine learning and deep learning models behaviors should be
analyzed and necessary changes to train the model and to get best fit situation should
be incorporated.
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1 Introduction

Human activity identification (HAI) is a very emerging and effective field of research.
It is the method of identifying particular activity, like walking, running, jogging,
sitting, standing, slow walk, fast walk, upstairs, downstairs, hill climbing, and hill
descending. A recent survey has shown that many older people go too alone without
familymembers’ care and can needmedical care from their family. Thismay increase
an excellent challenge for the state to develop a good and healthy policy for elders
also because it will increase technology-based assistantship. Word will need such
applications which could look out of elders and supply a far better help during doing
daily activities [1]. This has increased business chances to develop such automated
systems, which might be helpful in identifying the particular activity of humans and
can inform necessary actions and suggestions taken by particular during activity.
Human activity recognition is widely utilized in the computing and engineering field
on visualizing and to ascertain more closely; activities must be recorded carefully,
and powerful computation power should be used. Human skeleton data are being
recorded, and a deep learning model is being applied to detect acts using the image
processing concept [2]. HAI [3] is one of the most challenging with the use of
machine learning and deep learning approaches. In this procedure, identify and clas-
sify particular human activity among multiple activities. Various authors determine
and predict the human movement of particular activities like walking, running, and
jogging in daily life [4]. Researchers have been defined various human activities in
daily life which as walking, catching a train, reading newspapers, eating food, flying
kites, etc. The author has been discussedmore than hundreds of human activitywhich
performed by a human in daily life. Under this human activity recognition process,
almost, all activity recognition and detection have been done with the help of an
automatic detection system.

Literature survey was motivated to describe various activities—normal walk, fast
walk, running, stair up, stair down [5], hill climbing, hill descending, sitting, eating,
typing [6], and standing. These different activities are categorized into spatiotem-
poral, kinetics, and kinematics information [7]. Human activity classification is one
the most powerful area of research application in which authors classified activity
and achieved good accuracy and reduced loss factors.

Detection of normal and abnormal gait is another application area of human
activity identification in which normality and abnormality of gait are classified using
machine learning and deep learning techniques [8].

Assisted and smart home [9] is one more application in which current advances
have given inventive methods to improve the living style of older and weak persons.
Dynamic and helped living frameworks use activity recognition to monitor and help
occupants to ensure their well-being. A brilliant home climate is sensors oriented to
improve the security, the degree of independence of life, and the quality of life.

Motoring of health care [9] is one of the most important applications in which the
advancement of clinical science and innovation significantly expanded the existing
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nature of patients. As expressed by Goldstone, 20% future rates will increment dras-
tically in 2050, and roughly, 30% of Americans, Canadians, etc., country persons
will be beyond 60 years old. This will prompt greater levels of popularity for the clin-
ical workforce, which might be difficult to be provided soon. Consequently, analysts
attempt to upgrade the current medical care checking approaches that would deal
with dire clinical circumstances.

Human activity identification is an interesting field in computer science and engi-
neering and electronic communication due to manipulating software tools and inex-
pensive sensor devices [10]. Various approaches to identify human activity that have
been used in the sensory dataset. The authors have covered two types of approaches
like model-free and model-based approach. In model-free approach, the static and
dynamic information comprehended in the silhouette images is emphasized. Essen-
tially, themodel-free approach comprises feature extraction, object detection, silhou-
ette image extraction, and classification [11–13] which analyzes the movement of
the human walk and extracted the different features from the human walk. Many
researchers work with video taken by the cameras and proposed a new way for
much variety of data that distribute non-permanent actions, obstruction, and moving
cameras.

In model-based approach, construct the computational model based on previous
knowledge to define walking parameters of human dynamics [14]. In the model-
based method, human gait is recognized by analyzing the motion of humans and
its’ various features. Moreover, the low-level measurements of the human image
are estimated [15–18] on the basis of the following parameters: angles of limb, joint
position, different body parts length, body parts thickness/width, height, and distance
vector in the middle of the gravity center of a body component.

2 Related Work

Automatic recognition of gait is often achieved [19] using computer vision tech-
niques to find persons and derive a gait from images. Authors have been used the
motion approach for the reorganization of gait. They have defined the context of these
approaches; finally, the authors have got experimental results using a motion-based
approach with statistical analysis. They have got a 90% rate of recognition based on
different conditions.

Boulgouris et al. [20] have explored a complete novel system for gait recognition.
Recognition of identity and verification is basically based on comparing linearly
time-normalized gait walking cycles. This feature extraction method is additionally
proposed for the transformation of human silhouettes into low-dimensional feature
vectors consisting of average pixel distances from the middle of the silhouette. By
using this methodology, improvements of recognition and verification performance
increase 8–20% compared to another well-known method on the “Gait Challenge”
dataset.
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Tao et al. [21] have developed a new approach for preprocessing named general
tensor discriminant analysis (GDTA) in place of linear discriminant analysis
(LDA). The authors have compared the proposed GDTA method with the existing
preprocessing method and achieved good performance for gait recognition.

In this gait recognition technique, Arai and Andrie [22] have used the wavelet
transformation function for feature extraction, and they attempted model-based
and model-free preprocessing methods. Using the Chinese Academy of Sciences
(CASIA) database, the planned technique is evaluated for correct classification
performance and compared with the old human gait recognition technique.

Cheng et al. [23] have investigated how to design an effective sensor system
for human activity recognition. Designing this system, author investigates different
parameters systematically illustration of result author considered four activities: heart
rate, breathing rate, recognition of hand motion, monitoring of swallowing and gait
analysis.

A convolution neural network [24] is proposed to perform proficient and powerful
HAR utilizing smartphone sensors by abusing the qualities of activity and 1D time
series signals, simultaneously giving how to consequently and information adaptively
separate vigorous features fromdata.Amore extensive time frame of transient nearby
connection can be exploited (1 × 9–1 × 14), and a low pooling size (1 × 2–1 ×
3) is demonstrated to be advantageous. Convents also accomplished a practically
ideal grouping on moving activities, particularly fundamentally the same as those
previously appeared to be hard to classify. Finally, ConvNets beat other state-of-the-
art data preparing strategies in HAR for the benchmark dataset gathered from 30
volunteer subjects, accomplishing a total performance of 94.79% on the test set with
crude sensor data and 95.75% on fast Fourier transform of the HAR data.

In the indoor climate, the author [25] proposed a pedestrian activities recognition
strategy dependent on a convolution neural network. Another convolution neural
network has been intended to gain proficiency with the correct highlights conse-
quently. Investigations show that the proposed technique accomplishes around 98%
accuracy in around 2 s in recognizing nine sorts of activities, including still, walk,
up elevator, upstairs, downstairs, up escalator, down the escalator, and down the
elevator turning. Additionally, the authors have constructed a pedestrian activities
dataset containing 6 GB of data of accelerometers, gyroscopes, magnetometers, and
barometers gathered with different cell phones.

In this paper, the author [26] assessed two published datasets by comparing
different performance parameters; the authors also exhibit our exploratory results.
They execute insignificant data preprocessing by fundamental extract features named
standard deviation, mean, etc., and experiments performed on datasets to examine
its results. We analyze the UCI HAR and WISDM datasets in view of accu-
racy, precision-recall; furthermore, F1-score on nine diverse ML approaches. Both
datasets are showing distinct results, but the UCI HAR dataset result is encouraging
of them.

Table 1 shows previous ground work which is oriented with our approach.
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Table 1 Distinct comparative ground work

Authors Dataset Approaches

Cheng et al. [27] OPP. PAMAP2, UCI HAR Deep learning model based on RNN

Attal et al. [28] Own data Comparing supervised (KNN, SVM,
GMM, RF) and unsupervised (k-mean,
GMM, HMM) classification technique

Lee et al. [29] Own data One-dimensional CNN method

Lawal and Bano [30] RWHAR Convolutional neural network (CNN)

Bayat et al. [31] Own data ML classification techniques

Bao and Intille [32] Own data ML decision tree classifier

Pienaar and Malekian [33] WISDM LSTM model

Ordóñez and Roggen [34] Opportunity, Skoda Deep convolutional and LSTM-RNN
model

Hou [4] USC-HAD, WISDM DL (deep learning) and conventional
machine learning

Table 2 Performance of
existing WISDM and own
GDOHA dataset

Performance
parameters

WISDM dataset (%) GDOHA dataset (%)

Accuracy 92.98 99.03

Precision 93.1 95

Recall 96.2 98

F1_score 90.13 90

In this part, we have to show more related and available existing research work
and also explore various datasets with different performing metrics. It is presented
in Table 2.

3 Proposed Framework

Inception-based CNN model is a part of artificial neural network. CNN utilizes
activation within the convolution phase for prediction. These activation functions
and convolution can fluctuate consistently with the pooling layer, the transformation
layer, and completely associated layers of CNN. In completely associated layers,
each neuron of a particular layer connects to all opposite neurons in other layers.
Figure 1 is designed to classify the generic humanmotionwith the use of optimization
technique—inception-based CNN model. The overall framework is comprised of a
gait dataset captured by various sensors. The performance of the system is evaluated
based on a comparison of GDOHA gait dataset with WISDM. The fitness function
is calculated by considering different parameters applied on a different subject. The
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Fig. 1 Inception-based convolution neural network

overall functionality of the framework is explained below. The accuracy of the system
is calculated for inception-based CNN model.

3.1 Experimental Setup

Samples were collected through sensors for different age groups (ranges from 20 to
60) by considering 30 subjects that defined complete gait data. The sensor devices
and IMU have been used to collect gait data. Seven different activities were executed
by individual subjects participants for the collection of gait data. The collection of
dataset was further validated by comparison with WISDM [18]. The accuracy of the
proposed optimization techniques is based on the fitness function. Fitness function
is calculated by subjects and different parameters described above. The classifica-
tion of the dataset which is based on different activities is further processed by
applying different optimization techniques such as—decision tree, random forest,
and proposed inception-based CNNmodel. Figure 2 described the inertial measure-

Fig. 2 IMU and sensor devices
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Fig. 3 Constrained environment experiment subjects

ment unit (IMU) and sensor which are used to track the activities that generic human
motion.

Figure 3 indicates the collection of datasets to various subjects using inertial
measurement unit (IMU) and cell phone accelerometer sensors.

3.2 Representation of Dataset

The proposed work has used a multiple-task gait analysis approach with certain time
intervals using different tools like wearable devices, kinetic sensors, and mobile
phone-based physics tool bar accelerometer. The datawere collected from30 subjects
(out of which 20 men and 10 women subjects). We have recorded data of left-
hander, right-hander, young, middle-aged, and adult people. Data have been recorded
in different conditions like a sunny days, rainy days, and cloudy days. We have
considered gait data at different surfaces like a flat surfaces, stairs, and zigzag routes.
It consists of seven activities, namely (i) normal walking, (ii) jogging, (iii) walking
on toes, (iv) walking on heels, (v) sit-up, (vi) walking upstairs, and (vii) walking
downstairs.

In order to validate the created dataset, it is compared with the existing WISDM
dataset which contains activities like walk, jog, up stair, down stair, sit, and stand
with healthy, young, and adult subject.

3.3 Preprocessing and Architecture

In recorded dataset, preprocessing methods are completed by categorical imputation
method is applied on noise presents in excess and less significant value highlighted.
Thus, in order to refine andpre-measure the informational index, principal component
analysis (PCA) is applied to separate themain highlights. It will support the systemby
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removal of the redundant highlights, further which will be useful for the performance
of the proposed framework. As a result, preparation and characterization time will
be diminished. In this procedure, the preprocessed dataset is further separated into
training and a testing bunch on which diverse classification algorithms have been
applied. Figure 4 shows the proposed architecture of inception-based CNN model
and model process.

where f is kernel size or filter, C1 is convolution, w(t) is weights, and b is bias
(constant).

Algorithm

Algorithm 1:  Proposed Model Algorithm 
Input: GDOHA.csv dataset 
 AccmX, AccmY, AccmZ                  #Acceleration data 
 GyrosX, GyrosY, GyrosZ                #Gyroscope data 
 kf                         #Filter or Kernal size for  convolution 
 nf #Number of frequency point   
 st                          #Number of time localized points  
 sc                         #step of convolution 
 wf  #Number of Filters  
Output: The accuracy prediction of “HAR” 
Begin:
1. //Environment development  

Import numpy, pandas, seeborn, scipy, coreml, tensorFlow libraries 
2. //Load dataset and do preprocessing process 

(a). Dataset split and Label creation 
(b). Dataset size and activity count visualization 
 // Model development  
a[1], a[2], a[3]      AccmX, AccmY, AccmZ ;                
g[1], g[2], g[3]     GyrosX, GyrosY, GyrosZ ;
for  i=1 to wf do 
 for  t=1 to nf do 
             for  z=1 to 3 do 

Fig. 4 Proposed model
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Fig. 5 Training examples by activity and user type

                End for  
         End for  
End for  
Fc  Fully_connected_Neural Network(o); 
Result  softmax(Fc); 

3. Exit 
EndBegin: 

3.4 Calculation of Fitness Function

It is the ratio of accurately classified subjects with respect to overall subjects. It is
presented by C(A) and given in Eq. 1.

C(A) = Sc
St

(1)

where Sc and St have represented the accurately classified subjects and the whole
number of subjects, respectively.

4 Results and Discussion

We compare the datasets by way of a comparable set of experiments create a training
and testing set of data using inception-based CNN method and apply performance
metrics named accuracy, precision, recall, and F1_score.
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Figure 5 analyzes the training examples by activity and user type of the proposed
approach.

All these Figs. 6, 7, 8 images are showing the various training and user activates
results. Moreover, Fig. 9 is showing model accuracy and loss of various activity
classifications. Figure 10 shows the relationship between performance metrics and
datasets. Figure 11 represents the accuracy of used model. Figure 12 shows count
of various activities. Table 3 represents models accuracy. Table 4 represents various
activity count.

Fig. 6 Downstairs and jogging activity type

Fig. 7 Normal walk and sit-up activity type

Fig. 8 Upstairs and walk on heel activity type
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Fig. 9 Walk on toe activity type, model accuracy, and loss
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Table 3 Accuracy of dataset
using various models

Model/algorithm Accuracy%

WISDM GDOHA

KNN 75.0 52.05

Decision tree 77.6 72.09

Random forest 79.3 73.56

Inception-based CNN 92.98 99.03

Table 4 Activity name and
respective counts

Activity name Count

Normal walk 1150

Jogging 1612

Walk on toe 1489

Walk on heel 1435

Upstairs 790

Downstairs 794

Sit up 1100

5 Conclusion and Future Work

The main role of this research work is the implementation of inception-based CNN
for human motion simulation. We have explored the two datasets named WISDM
and GDOHA. The aim of this work was to construct a generic framework for the
classification of human motion simulation which is effective, reliable. In this work,
various machine learning models named SVM, KNN, decision tree, and random
forest are used for finding the model accuracy. The model’s performance is measured
using a parameter named accuracy, precision, recall, and F1_score. After analysis,
we achieved 99.03% accuracy on the GDOHA dataset using the inception-based
CNN model. The GDOHA dataset was collected from the Motion Capture labora-
tory, which is better than the existing WISDM dataset. This paper has provided the
generic framework that can be utilized to expand the gait recognition field and deploy
practical applications like robot walk, biometric, rehabilitation, clinical analysis, and
the healthcare sector.

Funding This work is supported by SERB, DST of government of India under Early Career Award
with DST NO: ECR/2018/000203 ECR dated June 04, 2019.
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Cryptanalysis on “ESEAP: ECC-Based
Secure and Efficient Mutual
Authentication Protocol Using Smart
Card”

Mohammad Abdussami, Ruhul Amin, and Satyanarayana Vollala

Abstract Very recently, ESEAP mutual authentication protocol was designed to
avoid the drawbacks of Wang et al. protocol and highlights that the protocol is pro-
tecting all kind of security threats using informal analysis. This work investigates
the ESEAP protocol in security point of view and notices that the scheme is not fully
protected against stolen verifier attack and does not provide user anonymity. Further-
more, the same protocol has user identity issues, i.e., the server cannot figure out the
user identity during the authentication phase. Later we discuss the inconsistencies in
the security analysis of ESEAP presented by RESEAP.

Keywords Cryptanalysis · User anonymity · Stolen verifier attack

1 Introduction

Due to the rapid growth of the communication and e-commerce, most of the works
today have become online, in which all the works majorly involve accessing the data,
as well as transmission of the data. Now here comes the problem of security that is
the data may be vulnerable due to attacks; therefore, providing security to the data
should be one of the important concerns in this case. Authentication technique is very
useful to access the resources safely without the risk of data being modified during
transmission, it improves the trust of the clients who are using the network since the
data origin will be verified, i.e., whether the data is originating from the authentic
users, and it is ensured that the data is not modified during the transmission as well
as the entities participating in the conversation are also authenticated. Authentica-
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tion is one of the important techniques for the clients participating in the network
to access the resources securely in various applications including Telecare Medical
Information System, Internet of Things, health care, wireless sensor networks, wire-
less body sensor networks, smart grids, vehicular ad hoc sensor networks, etc. [1].
It is in 1981 when the authentication protocol based on a password is introduced
the first time by Lamport [2]. Later some other password-based schemes [3, 4] were
proposed, but they suffered various vulnerabilities. In 1991, Chang andWu proposed
a two-factor authentication scheme for the first time using a smart card where the
idea is to improve the security by adding one more authentication parameter that is
smart card [5].

1.1 Road Map

In Sect. 2, the related literature review has been discussed followed by the review
of the ESEAP protocol in Sect. 3. Section 4 highlights cryptanalysis of the ESEAP
protocol. In Sect. 5, the inconsistencies in the cryptanalysis of ESEAP presented by
RESEAP are discussed. Section 6 consists of both the conclusion and future work.

2 Related Works

A review on related literature is exposed in this section. An authentication method
based on smart card which is designed by Fan et al. [6] is found to be insecure,
which is vulnerable to various security attacks and failed in preserving anonymity
of the entity. It also fails to establish session key. An authentication scheme given by
Juang et al. [7] is stated to be robust in terms of security threats. Later same protocol
is analyzed and said to be failed in untraceability and password change property
by Sun et al. [8] and Li et al. [9] and is precisely explained that the scheme is not
immune to offline and stolen smart card attack. A protocol is put forth by Huang et
al. [10] that used smart card and claimed that [7, 8] failed to protect against online
and offline attack using smart card. The property of anonymity is to be proved and to
be failed in the scheme proposed by Wang and Wang [11] that used two factors for
authentication used in wireless sensor networks [12–14]. A two-factor authentication
method designed and given by Wang et al. [15] for distributed systems is found to
suffer from smart card stolen attack [16] and card revocation attack [17].

The pitfalls of various two-factor authentication schemes [18–21] are analyzed
by Wang et al. [22]. The authentication scheme proposed in [18] failed against
online/offline guessing attack. The scheme proposed in [19] is found to suffer from
attacks throughdesynchronization, guessing and stolen attack.Theprotocol proposed
in [20] is insecure against smart card loss attack and guessing. Various mistakes are
found in formal security proofs. The protocol proposed in [21] is insecure against
guessing attack and failed to preserve forward secrecy. A lightweight scheme pro-
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Table 1 Survey representing loopholes in the literature

References Contribution Loopholes

[6] Smart card-based authentication
scheme

Fails to preserve user anonymity, does
not provide session key establishment

[7] Proposed an anonymous authentication
scheme

Lost smart card attack vulnerable to
anonymity offline attack

[10] Smart card-based authentication key
agreement scheme

Claimed that [7, 8] failed against offline
guessing attack with SC

[15] Authentication scheme with anonymity
property

Claimed that [16] is vulnerable to SC
lost attack, desynchronization attack

[23] Lightweight three-factor scheme for
data access in WSN

Vulnerable to replay attack, user
anonymity, SC loss attack, forward
secrecy

[24] Lightweight multimedical server
authentication for TMIS

Vulnerable to offline password guessing
attack, no user anonymity

[25] Password-based authentication scheme
using SC

Fails against to stolen–verifier attack
and impersonation attack

posed by Luo et al. [23] that used three factors for authentication which finds its
application in wireless sensor networks lacked forward secrecy and found to be vul-
nerable to sound repairability and reply attack. It is found to be unprotected against
server and user linkability attacks.

In [26–28], several authentication schemes based on identity and using two factors
for authentication are proved to be weak against offline guessing, anonymity and
untraceability. An authentication protocol proposed by Amin et al. [24] is proved to
be a failure in preserving user anonymity and mutual authenticity and suffers from
several other attacks like offline password guessing attack and no password exposure.
Wang et al. [25] designed an authentication protocol based on user secret credentials
and smart card that suffer from attacks like guessing the password in offline mode
and stolen verifier attack and failed to protect session key. A brief survey representing
loopholes in the literature is represented in the form of table, as given in Table 1.

3 ESEAP Protocol

This section presents brief review of Kumari et al.’s authentication scheme. Table
2 indicates the various symbols used in this protocol. ESEA protocol contains the
following phases:
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Table 2 Symbol descriptions

Symbol Description

U The user

SC The smart card

Fq The prime finite field

G Additive ECC group

x Private key of server

IDi The unique identity of i th user/participant

PWi Password of i th entity

S Server

EC(Fq ) Elliptic curve over Fq
KU Key generated by user

KS Key generated by server

g Generator point of G

Z∗
q Additive group of order q

SKI Session key of entity I

|| Concatenation

⊕ Bitwise XOR operation

h(.) Cryptographic one way secure hash function

3.1 Initialization and Registration Phase

The server S selects an elliptic curve EC(Fq), and later it selects g as the generator
of group G. S randomly picks x as a private key.
U will register with the server in the following way:

Step R1. U chooses IDi , PWi , a random value a ∈ Z∗
q and then calculates PWU =

h(IDi ‖ PWi ‖ a). U then forwards a registration information {PWU, IDi } to S
through secure channel.
Step R2. Once the message is received, S selects a random number b ∈ Z∗

q and
sets User_list: {IDi , b,Honey_List}. After that S finds/calculates c = IDi ⊕ b,
B1 = h(IDi ‖ x ‖ c ‖ b) and L1 = B1 ⊕ PWU. Finally, S produces a smart card by
storing the credentials {G, g, h(.), L1, c} and forwards to U through secured chan-
nel.
Step R3. After getting the SC, U will insert P1, P2, P3 into the SC, where P1 =
a ⊕ h(IDi ‖ PWi ), P2 = h(PWU ‖ P1) and P3 = a ⊕ IDi ⊕ c. Finally,U will delete
c from SC.
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3.2 Mutual Authentication Phase

After successful registration, U will send login request to the S, after that mutual
authentication process is carried out. The steps for login and mutual authentication
are as follows:
Step LA1.U uses SC and puts it into smart card reader and further provides IDi and
PWi .
Step LA2. SC calculates a′ = P1 ⊕ h(IDi ‖ PWi ), PWU′ = h(IDi ‖ PWi ‖ a′) ,
P2

′ = h(PWU′ ‖ P1) and checks whether P ′
2 = P2 holds or not. After that, SC cal-

culates B∗
1 = PWU′ ⊕ L1, C1 = h(c ‖ IDi ), C2 = h(C1 ‖ a′ ‖ IDi ), KU1 = h(P3 ‖

a′ ‖ IDi ), N = h(T1 ‖ C1 ‖ C2 ‖ B∗
1 ‖ IDi ), picks a randomnumberu ∈ Z∗

q , encrypts
E1 = EKU1(N , u.g,C1,C2, P3, IDi , T1) and sends message M1 = {E1, P3} to S
through unencrypted channel.
Step LA3. On receiving M1, S calculates KS1 = h(IDi ‖ P3 ⊕ b ‖ P3), decrypts
(P∗

3 , ID∗
i ,C

∗
1 ,C

∗
2 , u.g, N ∗, T1) = DKS1(E1) and checks the equality of P∗

3 = P3. If
the Boolean value is false, S searches the User_list to find ID∗

i = IDi , and if the
user identity does not match, then it does not allow a new entry request and sets
the Honey_List to be Honey_List + 1. If the value of the Honey_List exceeds the
mentioned threshold, S will come to know that SC has been cracked and therefore
will be suspended until the U registers; else the U will be authenticated by the S.
Later S checks the condition T2 − T1 ≤ � T , computes B1 = h(IDi ‖ x ‖ c ‖ b) ,
N ∗ = h(ID∗

i ‖ C∗
1 ‖ C∗

2 ‖ B1 ‖ T1) and verifies if N ∗ = N holds or not. If the condi-
tion fails, S sets theHoney_List toHoney_List+1mand if the threshold ofHoney_List
exceeds the pre-specified value, SC will be blocked until the U re-registers, else
the S will compute B2 = h(ID∗

i ‖ x ‖ (P3 ⊕ b) ‖ b ‖ T1), selects s ∈ Z∗
q , com-

putes KS2 = h(C∗
1 ‖ C∗

2 ‖ B1 ‖ N ∗ ‖ T3), session key SKS = h(ID∗
i ‖ IDS ‖ KS2 ‖

N ∗.g ‖ u.s.g ‖ B2 ‖ T3), V = h(T3 ‖ s.g ‖ u.s.g ‖ u.g), B ′
2 = B2 ⊕ h(B1 ‖ ID∗

i ‖
IDS), IDS1 = IDS ⊕ h(b ‖ N ∗ ‖ B1 ‖ B2), encrypts E2 = EKS2(IDS1, s.g, V, B ′

2)

and sends message M2 = {E2, T3} to U through unencrypted channel.
Step LA4. After gettingM2 = {E2, T3},U verifies T4 − T3 ≤ �T , computes KU2 =
h(C1 ‖ C2 ‖ B1 ‖ N ‖ T3), decrypts (IDS1, s.g, V, B ′

2) = DKU2(E2), computes B∗
2 =

B ′
2 ⊕ h(B∗

1 ‖ IDi ‖ ID∗
S) and checks if V = h(T3 ‖ s.g ‖ u.s.g ‖ u.g) holds or not.

If the condition holds, then S will be authenticated by U . Later U computes
ID∗

S = IDS1 ⊕ h((P3 ⊕ a) ‖ N ‖ B∗
1 ‖ B∗

2 ) and session key SKU = h(IDi ‖ ID∗
S ‖

KU2 ‖ N .g ‖ u.s.g ‖ B∗
2 ‖ T3).

4 Cryptanalysis of Kumari et al. Protocol

• Adversary can access the information/messages sent through public broadcasting,
and the adversary can inject new messages, retrieve, modify, replay and can drop
any messages that are being communicated.

• Adversary cannot get the secret key of the participants.
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• Adversary has the knowledge of the identities which are public in nature of all the
users and server.

• Adversary can pretend as a genuine user.

Based on the assumptions given in Sect. 4, we concluded that the Kumari et al.’s
protocol is vulnerable to some attacks. It has some unavoidable security loopholes.
The description of all loopholes is discussed below.

4.1 Stolen Verifier Attack

In step R2 of the registration phase in the same protocol, it can be seen that the server
stores User_list: { IDi , b,Honey_List }. Due to the stolen user_list, the protocol may
suffer from several serious issues. The discussion of the issues is given below.

The credentials IDi , b are known from the stolen User_list, c can be computed
using c = IDi ⊕ b. Now the value of a can be computed using P3 = a ⊕ IDi ⊕ c
that is a = P3 ⊕ IDi ⊕ c, where the value of P3 will be retrieved from the mes-
sages that are exchanged publicly. The adversary will get the following creden-
tials {G, g, h(.), L1, P1, P2, P3} from the stolen or lost SC using a power analy-
sis attack [29, 30]. Later, the password can be guessed in the offline mode using
P1 = a ⊕ h(IDi ‖ PWi ), since all the credentials except PWi are known. Therefore,
under the assumptions that the User_list, SC are stolen, the adversary can know the
secret credentials IDi , PWi of the U , and later he/she can change the password or
revoke the account of the user or use the SC for the illegal purpose.

4.2 User’s Anonymity

Based on the assumption of Sect. 4.1, if the User_list is stolen from the S, then the
IDi , b are known. Now since the IDi s of the users are revealed, the user anonymity
property is not preserved.

4.3 Key Computation

Based on the assumption of Sect. 4.1, the key KU1 = h(IDi ‖ a′ ‖ P3) can be com-
puted since the IDi , b are known from the stolen User_list and a = P3 ⊕ b, where
the value of P3 can be retrieved by the public messages that are exchanged between
server and the user.
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4.4 IDi Problem in LA3 of the Protocol

In step LA3 of login authentication phase, on receiving the message M1, S computes
KS1 = h(IDi ‖ P3 ⊕ b ‖ P3), but there is no way the server can know the IDi of the
user or that he/she is communicatingwith that particularU . So, this can be considered
one of the major drawbacks of the protocol [31]. Therefore, the S cannot compute
the key KS1.

5 Discussions on RESEAP

In this section, we discuss the inconsistencies in the cryptanalysis of Kumari et
al. [31] presented by the Safkhani et al. [32].

5.1 Offline Password Guessing Attack

In this attack, the assumptions made by Safkhani et al. [32] are not valid according
to the literature. The authors have claimed the possibility of this attack by con-
sidering the {S1 = PWi} and {S2 = IDi}, assuming the adversary has extracted
the credentials L1 = B1 ⊕ PWU, P1 = a ⊕ h(IDi ‖ PWi ), P2 = h(PWU ‖ P1) and
P3 = a ⊕ IDi ⊕ c from the SC and will compute the following:

For any PW∗
i ‖ ID∗

i ∈ {S1, S2}

• a∗ = P1 ⊕ h(ID∗
i ‖ PW∗

i )

• PWU∗ = h(ID∗
i ‖ PW∗

i ‖ a)

• if P2 = h(PWU∗ ‖ P1) returns a,PWi and IDi

The above attack is claimed based on the assumption that both unknown parame-
ters IDi and PWi can be guessed, but according to [33], it is not feasible to guess both
the parameters IDi and PWi . Hence, the above claim of offline password guessing
attack is invalid.

5.2 Smart Card Lost Attack

This attack is claimed based on the assumptions made in Sect. 5.1. Hence, the claim
is not valid.
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5.3 Desynchronization Attack

This attack is claimed based on the assumptions made in Sect. 5.1. Hence, the claim
is not valid.

6 Conclusion

This paper investigates the ESEAP mutual authentication protocol which uses smart
card technology concept. We review and analyze that the protocol has several critical
issues such as user anonymity, problem for the server in tracing that the message
has come from a particular user and stolen verifier attack which leads to password
guessing attack also. Hence, the protocol cannot be used in practical implementation.
In the future, we will design a new improved protocol which countermeasures the
mentioned security drawbacks.
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Modeling, Simulation, and Comparative
Analysis of Flyback Inverter Using
Different Techniques of PWM
Generation

Mangala R. Dhotre, Prashant V. Thakre, and V. M. Deshmukh

Abstract Nowadays, the flyback inverter has increased more interest due to its
various advantages. Some of these are its simplicity, low cost, and high efficiency.
Applying pulse-width modulation techniques to improve the performance of many
types of inverters is under research. In this paper, distinct switching techniques
generate the gate pulses for switches of the flyback inverter. The paper deals with
the implementation and comparative analysis of three different models of flyback
inverters: (1) open-loop flyback inverter with the pulse generator, (2) open-loop
flyback inverter with pulse width modulation (PWM), and (3) open-loop flyback
inverter with a sinusoidal pulse-width modulation (SPWM) technique. The output
voltage and current signals are pure sinusoidal when the SPWM technique generates
the gate pulses. The SPWM technique used in model-3 improves the nature of the
output AC signal compared to the other two models.

Keywords Flyback inverter · PWM · SPWM · Photovoltaic system

1 Introduction

Nowadays, the demand for solar energy is continuously increasing in India due to
its abundant availability. A lot of research work is carrying out on solar technology.
Mostly, photovoltaic (PV) systems generate electricity [1–3]. When dealing with
these PV systems, different DC–DC converters are used such as boost converter,
buck-boost converter, Cuk converter, flyback converter have to be used.
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Flyback converters are suitable for lowoutput power applicationswhere the circuit
produces an output of few watts to 100 W. In the flyback converter, the output
voltage remains isolated from the input supply voltage. It needs a smaller number of
components compared to the other switch-mode power supply (SMPS) circuits. So, it
has a simpler topology. The flyback converter uses unregulated DC voltage directly
obtained by rectifying the utility AC voltage followed by a simple capacitor. The
circuit produces single or multiple-isolated output voltages and operates over a wide
range of input voltage variations. The flyback converter has high energy efficiency
than other SMPS circuits, and due to its simple topology and low cost, it became
more popular in the low output power range.

Now, the researchers are focusing on implementing the PWM techniques to
different types of inverters for performance improvement by considering various
factors. The single-phase sinusoidal PWM inverter with bipolar and unipolar
switching techniques has been used. By applying the SPWM technique, the inverter
gives sinusoidalACoutput voltagewith higher-order harmonics that is removedusing
a low-pass filter [4]. The voltage vector switching sequences based on the SVPWM
scheme have been implemented for the performance evaluation of a two-level, five-
phase voltage source inverter. The switching pattern is configured for quality control
of the inverter system.The results show that all of the switching schemes have approx-
imately the same fundamental component magnitude. All the methods are easy to
execute and dependable [5]. An advanced PWM technique was applied for a modular
multilevel cascaded (MMC), inverter-based grid-integrated solar photovoltaic (PV)
system. It offers lower total harmonic distortion (THD) and power losses compared
to the othermodulation techniques [6]. A newmodulation technique has been applied
to the three-phase inverter to reduce the THD and inverter power loss. The system
shows improved performance in terms of inverter power loss and THD than that
of others [7]. Different conventional and advanced PWM techniques such as sinu-
soidal PWM(SPWM), third harmonic-injected PWM(THPWM), space vector PWM
(CSVPWM), trapezoidal PWM (TRPWM), and bus clamping PWM (BCPWM) are
applied for inverter switching for a 6-pulse diode rectifier-2 level-3 phase voltage
source inverter (VSI) fed IMD to investigate the power quality indices [8]. PWM
technique varies the voltage and frequency within the inverter. A comparative study
of five different PWM techniques of three-phase inverter for best induction motor
drive performance is presented using Simulink simulation. Sinusoidal PWM, sixty-
degree PWM, trapezoidal PWM, third harmonic-injected PWM (THIPWM), space
vector PWM techniques are presented in the paper. The PWM technique improves
the inverter output voltage THD [9].

The study motivates to use of PWM techniques to improve the performance of
the flyback inverter. Therefore, different switching techniques have been studied and
implemented using Simulink. This paper deals with the implementation and compar-
ison of three models: (1) open-loop flyback inverter with pulse generator (2) open-
loop flyback inverterwith PWM, and (3) open-loop flyback inverterwith SPWM.The
PV system produces theDC input of 34.4V applied to the flyback inverter. The PWM
generator generates the switching pulses for triggering the switches which improve
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the AC output signal. The three models have been implemented in MATLAB, and
generated AC output signal is compared with respect to different parameters.

2 Working Principle

This paper consists of three models in which the simple topology of the flyback
converter shown in Fig. 1 has been used [10]. The figure explains the operation of
the flyback inverter.

The switch plays an important role in how the flyback converter works. When
the switch is ON, the current will flow from V in down to the primary ground. This
will charge the primary winding and store energy. During this time, the secondary
winding has no current flow as the diode is reverse bias. The load demand at this
time is supplied by the output capacitance. When the primary switch is cut off, the
primary winding will resist sudden change in current and reverses the polarity of the
winding. This will result in the forward bias of the output diode. The stored energy in
the primary will be transferred to the secondary and to the load via the diode. During
this time, the output capacitor will replenish its charge [11, 12].

2.1 Advantages of Flyback Converter

• Output voltage is isolated from the input main supply.
• The overall circuit topology of this converter is considerably simpler than other

SMPS circuits.
• Input to the circuit is generally unregulated DC voltage obtained.

Fig. 1 Flyback inverter
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• The circuit can offer single or multiple isolated output voltages and can operate
over a wide range of input voltage variations.

• It is cost-effective.

3 Modeling of Open-Loop Flyback Inverter with Pulse
Generator

Figure 3 shows the Simulink model of an open-loop flyback inverter [13, 14]. The
model consists of the PV system, DC–DC flyback converter, and single-phase bridge
inverter. The PV system uses two PV modules in series to produce the DC output
voltage of 34.4 V shown in Fig. 2. Both the PVmodules use the same PV current, i.e.,
4.95 A and the same insolution of 1000 W/m2. The parameters considered for this
PV module are the short circuit current Isc, open-circuit voltage V oc, rated current,
i.e., PV current at the maximum power point, and rated voltage under standard test
conditions.

The DC–DC flyback converter uses a flyback transformer, MOSFET switch,
diodes, inductor, and DC-link capacitor. MOSFET switch controls the functioning
of the DC–DC converter. The parameters considered for transformer are voltage at
winding 1 (V 1rms), the voltage at winding 2 (V 2rms), nominal power, and frequency.
It uses 34.4 V primary voltage, 230 V secondary voltage, 1000 W nominal power,
and 50 Hz frequency. The DC output voltage from the DC–DC converter drives the
inverter. The inverter uses a simple bridge topology of the flyback inverter.

Fig. 2 DC output of PV model
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By considering the pulse generator to generate the gate pulses, the flyback inverter
generates the square wave AC output signals shown in Figs. 4 and 5. The parameters
considered for the pulse generator are amplitude and duty ratio. It uses an amplitude
of 1Vand a duty ratio of 50%.By considering these parameters, the inverter generates
the output voltage and current signal parameters as follows:

Output voltage = 228.5 V.
Output current = 0.15 A.
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Output waveform = Square wave AC signal.

4 Open-Loop Flyback Inverter with Pulse-Width
Modulation (PWM) Technique

In this model, the PWMgenerator produces the gate signal which drives the switches
of the flyback inverter [15, 16]. The PWM technique has the following advantages:

1. PWM is a technique that is used to reduce the overall harmonic distortion THD
in a load current.

2. Output voltage can be controlled without the addition of any external compo-
nents.

3. Output can be controlled by adjusting the switching frequency of the transistor.
4. Power loss in switching devices is very low.

Due to these advantages, model-2 uses the PWM technique to generate the gate
signal. This model uses a single PWM technique to produce an AC output signal.
Figures 6 and 7 show the gate pulses applied to T1, T3, T2, and T4.

Figure 8 shows the Simulink model of an open-loop flyback inverter with PWM.
The model uses a PV system, DC–DC flyback converter, simple bridge inverter, and
PWM generator. The PWM generator compares the modulating signal and reference
signal and generates the PWM signal. The parameters considered for the PWM
generator are an amplitude of 1 V, 50% duty ratio, and modulating frequency of
50 Hz.

Byconsidering34.4VDCvoltagegenerated from thePVsystem, 230Vsecondary
voltage of flyback transformer, 1V amplitude, and 50%duty ratio of PWMgenerator,
the model generates the AC output voltage of 206.4 V. Figures 9 and 10 show the
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Fig. 6 Gate pulses to T1 and T3
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Fig. 7 Gate pulses to T2 and T4

output voltage and current signals. The voltage and current parameters generated
output signals are mentioned below:

Output voltage = 206.4 V.
Output current = 2.581 A.
Output waveform = Square wave AC signal.

5 Open-Loop Flyback Inverter with Sinusoidal
Pulse-Width Modulation (SPWM) Technique

In the SPWM technique, the switching frequency of an inverter is equal to that of
the frequency of the carrier wave. The switch is turned on/off once every period of
the triangular carrier wave. Thus, the SPWM technique has the advantage of having
a constant switching frequency. Therefore, this model uses the SPWM technique
for the generation of gate pulses. Figure 11 shows the modulating signal and carrier
signal applied to the SPWM generator, and Fig. 12 shows the generated SPWM
signal. The parameters considered for the SPWM signal generator are mentioned
below:

The amplitude of modulating and carrier signal = 1 V.
Frequency of modulating signal = 50 Hz.
Frequency of carrier signal = 10 kHz.
The amplitude of SPWM signal = 1 V.
Frequency of SPWM signal= Varying according to the amplitude of modulating
signal.
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Figure 13 shows the Simulink model of an open-loop flyback inverter with an
SPWM generator [17]. It uses the same PV system, DC–DC flyback converter, and
simple bridge inverter used in model-1 and model-2. The model also uses an addi-
tional SPWM generator for the generation of gate pulses. The SPWM generator
compares the modulating signal with the reference carrier signal and generator the
SPWMpulseswhose frequencyvarieswith respect to the amplitude of themodulating
signal.
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Fig. 12 SPWM signal

By considering the SPWM signal with a carrier frequency of 10 kHz and modu-
lating the frequency of 50 Hz having amplitude 1 V, the flyback inverter generates
the sinusoidal ac output signal. The output voltage and current waveforms of the
model with SPWM are shown in Figs. 14 and 15. The AC output signal measures
the following parameters:

Output voltage = 191.2 V.
Output current = 1.529 A.
Output waveform = Close to sine wave.

6 Results and Discussion

The DC input applied to the flyback inverter is obtained from the PV module which
is equal to 34.4 V. Each model is tested with distinct values of insolation. Tables 1,
2 and 3 show the performance of the three models.
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Table 1 Parameters for open-loop flyback inverter with pulse generator

Insolation Vpv (V) Vout (V) Iout (A) Nature of waveform

970 33.03 219.3 0.1462 Square wave AC signal

975 33.34 221.4 0.1476 Same

980 33.6 223.1 0.1488 Same

985 33.83 224.7 0.1498 Same

990 34.04 226.1 0.1507 Same

995 34.23 227.3 0.1515 Same

1000 34.4 228.5 0.1523 Same

1005 34.56 229.5 0.153 Same

1010 34.7 230.5 0.1536 Same

1015 34.84 231.4 0.1542 Same

1020 34.96 232.2 0.1548 Same

1025 35.08 233 0.1553 Same

1030 35.19 233.7 0.1558 Same

Table 2 Parameters for open-loop flyback inverter with pulse-width modulation

Insolation Vpv (V) Vout (V) Iout (A) Nature of waveform

970 33.03 198.2 2.478 Square wave AC signal

975 33.34 200 2.501 Same

980 33.6 201.6 2.52 Same

985 33.83 203 2.538 Same

990 34.04 204.3 2.554 Same

995 34.23 205.4 2.568 Same

1000 34.4 206.4 2.581 Same

1005 34.56 207.4 2.592 Same

1010 34.7 208.3 2.603 Same

1015 34.84 209.1 2.613 Same

1020 34.96 209.8 2.623 Same

1025 35.08 210.6 2.632 Same

1030 35.19 211.2 2.64 Same

Table 4 shows the comparative analysis of three models. Model-3 with SPWM
technique produces the sinusoidal AC output signal with an output voltage of 205.3V
and output current of 2.566 A.
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Table 3 Parameters for open-loop flyback inverter with sinusoidal pulse-width modulation

Insolation Vpv (V) Vout (V) Iout (A) Nature of waveform

970 33.03 183.5 1.468 Close to sine wave

975 33.34 185.2 1.482 Same

980 33.6 186.7 1.494 Same

985 33.83 188 1.504 Same

990 34.04 189.2 1.513 Same

995 34.23 190 1.522 Same

1000 34.4 191.2 1.529 Same

1005 34.56 192 1.536 Same

1010 34.7 192.8 1.543 Same

1015 34.84 193.6 1.549 Same

1020 34.96 194.3 1.554 Same

1025 35.08 195 1.56 Same

1030 35.19 195.6 1.565 Same

Table 4 Comparative analysis of the models

Model Vout (V) Iout (A) Nature of W.F

Open-loop FBI with pulse generator 225.8 0.15 Square

Open-loop FBI with PWM 206.4 2.581 Square

Open-loop FBI with SPWM 205.3 2.566 Sinusoidal

7 Conclusion

Flyback converters are gaining more popularity in solar photovoltaic applications
due to their simplicity, low cost, lightweight, and improved efficiency with proper
PWM technique implementation. It has also been observed that the output signal is
being controlled with the variation in switching frequency. The proposed model also
tested with different values of insolution, and it has been observed that the PWM
techniques are efficiently working even with the variation in insolation values which
shows the flexibility and viability provided with the model.

References

1. Huang, Y.-P., & Hsu, S.-Y. (2016). A performance evaluation model of a high concentra-
tion photovoltaic module with a fractional open circuit voltage-based maximum power point
tracking algorithm. Computers and Electrical Engineering, 331–342.

2. Putri, R., Wibowo, S., & Rifa’i, M. (2015). Maximum power point tracking for photovoltaic
using incremental conductancemethod. In2nd InternationalConference on SustainableEnergy



634 M. R. Dhotre et al.

Engineering and Application (pp. 22–30).
3. Balamurugan, T., & Manoharan, S. (2012). Fuzzy controller design using soft switching

boost converter for MPPT in hybrid system. International Journal of Soft Computing and
Engineering, 2(5), 87–94.

4. Zala, J., et al. (2019). Sinusoidal pulse width modulation switching technique based single
phase inverter. Journal of Power Electronics & Power Systems, 9(1).

5. Gupta, S. K., Arif Khan, M., & Singh, O. (2021). Pulse width modulation switching schemes
for two-level five-phase voltage source inverter. European Journal of Electrical Engineering,
23(2), 137–142.

6. Haq, S., et al. (2021). An advanced PWM technique for MMC inverter based grid-connected
photovoltaic systems. IEEE Transactions on Applied Superconductivity, 31(8).

7. Biswas, S. P., et al. (2020). A new modulation technique to improve the performance of
three-phase inverters. In Proceedings of 2020 IEEE International Conference on Applied
Superconductivity and Electromagnetic Devices, Tianjin, China, October 16–18, 2020.

8. Biswas, S. P., et al. (2021). Investigation of the impact of different PWM techniques on rectifier-
inverter fed inductionmotor drive. InAustralasian Universities Power Engineering Conference
(AUPEC), December 2020. IEEE Explorer.

9. Mahbub, M. (2021). Comparative analysis of five different PWM techniques on three-phase
voltage source inverter fed inductionmotor drive. In 2nd International Conference on Robotics,
Electrical and Signal Processing Techniques (ICREST’21).

10. http://nptel.ac.in>IIT Kharagpur>PDF>Lesson 22
11. Shimizu, T.,Wada,K.,&Nakamura,N. (2002).Aflyback—Type single phase utility interactive

inverter with low-frequency ripple current reduction on the DC input for an AC photovoltaic
module system. In IEEE 33rd Conference.

12. Kasa, N., & Iida, T. (2002). Flyback type inverter for small scale photovoltaic power system.
In IECON IEEE 2002 28th Annual Conference of the Industrial Electronics Society (Vol. 2,
pp. 1089–1094).

13. Yang, B., Li, W., Zao, Y., & He, X. (2010). Design & analysis of grid-connected photovoltaic
system. IEEE Transaction on Power Electronics, 25(4), 992–1000.

14. Khader, S. (2011). Modeling and simulation of various inverter circuits for photovoltaic
applications. International Journal of Electrical and Power Engineering, 5(2), 74–83.

15. Thakre, P. V., & Rangnekar, S. (2014). Implementation of digital controller TMS320C28027
to MPPT based single phase bidirectional high-frequency link inverter for photovoltaic
applications. International Journal of Renewable Energy Research, 4(1).

16. Kamalakannan, N., Arulvizhi, A., & Kirthana, C. (2015). Matlab simulink model for flyback
inverterwith active clamp technique. International Journal of InnovativeResearch inElectrical,
Electronics, Instrumentation, and Control Engineering, 3(3).

17. Maheshri, S., & Khampariya, P. (2014). Simulation of single phase SPWM (Unipolar) inverter.
International Journal of Innovative Research in Advanced Engineering (IJIRAE), 1(9).



Industrial Rod Size Diameter and Size
Detection

Swathi Gowroju, N. Santhosh Ramchander, B. Amrita, and S. Harshith

Abstract Thermo-mechanical treatment (TMT) rods are the walloping production
of the steel industries, and there are giant machines that will make the task of cutting
TMT rods easier for industries. While cutting the rods, photoelectric sensor, manual
labor, and complex computing machine are used that need huge maintenance of the
machine, and it is a time-consuming process. In the last decade, research on digital
image processing and computer vision has seen much progress. In this paper, we
propose an adaptable methodology for the industries in measuring the TMT rods
much more efficiently, maximizing the efficiency, robust toward cram-full of rods
and minimizing the error rate. The captured digital image first undergoes the prepro-
cessing phase, where the first step is image enhancement and then edge detection,
which extracts the TMT rods edges then followed by the diameter calculations (pixels
per metric). An experiment has been conducted with various challenging conditions
to demonstrate the capability of our approach to a good measure of success.

Keywords TMT rod identification · TMT rod diameter · TMT rods detection ·
TMT rods counting · TMT bar detection

1 Introduction

Steel manufacturing companies produce a walloping amount of the TMT rods, as
shown in Fig. 1, which are used heavily in construction sites, and the length and diam-
eter vary according to the structure of the buildings. Industries meet this requirement
by using enormous machinery that first identifies the size and cut according to it.
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Fig. 1 TMT rods, stack of TMT rods

This process is done by a photoelectric sensor, manual labor, and higher complex
counting machines. These methods are tedious, costly, have much human effort, and
are highly prone to error. Despite a growing vision-based measuring considering the
different positional conditions of the rods, in this paper, we propose a practical and
robust methodology that can help in detecting the edges of the rods and automatically
measure the diameter of the TMT rods. (This methodology is adopted by consid-
ering industrial standards and keeping an ideal situation of the machinery available
in the market.) The algorithm is formed in three steps: (1) preprocessing/image
enhancement, (2) edge detection, and (3) measuring diameter. In the first step, i.e.,
preprocessing/image enhancement, a digital image will be given as an input image.
We apply Gaussian blurring, which will help us in reducing the noise followed by
dilation+ erosion. In the second process, we applied the proposed feature detector of
3× 3.Wewill get a future map image that will be an input to the third process, where
we will measure the rod diameter using the pixels per metric. Many other concepts
are used to determine the object size in an image, but this concept will best suit this
process. This proposed methodology works best in identifying the TMT rods edges
and finding the diameter of the TMT rodswithout using any deep learning ormachine
learning models as an industrial practice that should meet the time complexity factor
in the production level grade.

Our methodology has been tested in various conditions such as heat, sawdust,
and water. Initially, this project was done using the Raspberry Pi, later adopted with
process logic controller (PLC) as the whole machinery of the industries work with
the PLC triggering the signals was done with the Ethernet cables connected with
the Raspberry Pi 3 and camera attached to the Raspberry Pi. The central ideology
of this paper is to provide the methodology and best practices of improving the
computer vision capabilities in the area of mechanical industries, and to provide a
cost-effective solution to their products, we proposed the best filter (kernel) that gives
an outline of the TMT rod which will save the trial and error process of the filters,
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applying the concepts of pixels per metric for measuring the diameter of TMT rods
and counting the rods using the counters reducing the cost of identification from
traditional approaches.

2 Literature Survey

Generic approaches that exist in the industries will be using the light addressable
potentiometric (LAP) optical sensor, binary template matching [1], lattices detection
[2], and automatic detection of counting of circular and rectangular steel bar [3].
There are several methods for identifying the TMT rods, which depend on the point
of reference of the TMT rod’s image. Adopting the existingmethodology in counting
the TMT rods using the CNN [3], which will be not suited for this particular problem,
while cutting off the TMT rods, the side views will not give the exact size of the rods
an uneven cutting will be there if you consider Fig. 2. We took advantage of the top
view of the rods. Hummel et al. [4] proposed deblurring Gaussian blur on the images
using Hermite polynomials to achieve approximate deblurring. Miyuki and Shun [5]
used shape detection algorithm to count the number of pipes in the image., However,
this method fails in counting the rods if any other object with the same shape appears
in the image. Refs. [6–8] used morphological edge detection on segmented images
to generate accuracy over standard edge detection.

As we mentioned, we are using a practical approach of identifying the TMT rod
diameter, where the camera is placed inside the cutting machine (an ideal machine
available in the market). The digital image captures while cutting the rods, and rods
are placed in the conveyor belt, which is about to be cut. The top view of the image
captured by the camera inside the machine is shown in Fig. 3. The image will be

Fig. 2 Centroid of the TMT rod forms the side
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Fig. 3 TMT rods placed on conveyor belt view

captured before the cutting process of the TMT rods, and TMT rods are placed on
the machine (shown in Fig. 4).

We will be capturing the image and giving a count of rods and size of the rods
if the size of the rods is the same. The machine will be given a trigger signal to the
machine communicated through the PLC to continue the cutting, and if not, it will
stop the cutting. Hence, we design an appropriate diameter estimator to generate a
centroid of the rod to cut them into equal size.

Fig. 4 TMT rod cutting machine



Industrial Rod Size Diameter and Size Detection 639

3 Proposed Method

In this proposed methodology, the algorithm overview is shown in Fig. 5 is divided
into three main steps: (1) preprocessing/image enhancement, (2) edge detection, and
(3) measuring diameter, where the below flowchart will be giving an overall idea of
how the image is filtered through the process.

Image Preprocessing

In the preprocessing technique, we will be doing the image enhancement techniques
such as reducing the noise, correcting the pixels, converting the image from the
RGB into the grayscale, calibration of the images, reducing the image size, getting
the counters of the subject in the image, and correcting the brightness of the image.
Considering the different problems faced by the industries is the sawdust; in our
case the heat of the TMT rods, when placed on the machine, making a note of this
problem, different image datasets are taken into the consideration while designing
this algorithm where the analysis of each image is explained in details in further
readings of the paper. The image is captured by the camera, as shown in Fig. 6, and
the image is converted into grayscale. After that, a histogram is created, and pixels
intensity is observed from the histogram generated in Fig. 7, noticing the f max =
6000 and f min = 0 (as the dark region is observed) calculating the image’s dynamic
range done by the formulae given below.

dynamic range = 20 log( fmin − fmax)

The dynamic range of our image is 60 dr, so the dynamic range is low; at this
point, making a note of the dynamic range will be used as a parameter consideration
for the analysis of the image in further process which now considers Fig. 6, where
there is an smooth blend in the curve of the image that indicates that we cannot
differentiate the rods and there is intuition for this if you analyze the image where
the only pixel that differentiates the rods is the high-intensity pixel of the rod and

Fig. 5 Flowchart of the
overall process

Digital 
Image 

Preprocessing 

Edge Detection
(Proposed 

Feature Map) 

Diameter 
calculation 
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Fig. 6 Input image

Fig. 7 Histogram of input image

the gaps of low-intensity pixel that make the counter to identify the edges of TMT
rods and getting those fluctuation are essential in our case; for that we need to make
the high-intensity pixel to max and low-intensity pixel to the lowest. Then process is
done by filtering. In this filtering, either the pixel is multiplied, subtracted, or added
so that we can differentiate the pixel before going to that process, we need to reduce
the noise as we can see there might be a fluctuation in the pixel intensity due to
unwanted sawdust in the machine, and we need to smoothen those sawdust and need
to reduce those fluctuations.
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Fig. 8 Morphological closing

As shown in Fig. 7, there is a slight difference in the intensity level compared
to Fig. 9 with histogram for every pixel intensity. There are many changes because
of the TMT rods threads that do not make the pixel intensity fluctuate. We will
further negotiate the pixel’s intensity inside the rod, which makes a difference in this
process. At the same time, if you go from one rod to another rod, the pixel will be
to our intuition as proposed before high-intensity pixel will be at its highest and low
pixel be at lowest as the newer image will be somewhat darker as compared to Fig. 6.
The dynamic range will be greater than 80 dr in our case so that we need to reduce to
match those dynamic ranges. The formula we applied for the morphological closing
pulse Gaussian filter and morphological closing is as follows. The resultant image is
shown in Fig. 8.

G(x) = 1

2
√
2�σ x2

.e
−x

2σ

2

Edge Detection

We proposed a kernel-based contour detection method, which gave us accurate rod
diameter when performed using the Prewitt y operation. The proposed edge detection
is shown in Fig. 10.

The input image is converted into gray and analyzed with histogram features.
As the shape of the edges is unclear, we heated the rod and checked with the RGB
values. The result of edges has shown significant distortion in the histogram. Hence,
we proposed the above algorithm to perform the Prewitt y transform to apply a filter
using the proposed kernel. The precise edges were shown in the histogram after
applying the filter. On the obtained feature map, the edge detection algorithm is
processed to find the definite edges. The complete analysis has been explained in the
results section.
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Fig. 9 Histogram of the modified image

Input ROD 

Sharpening of difference in 
the red channel with other two 
using heated Rod 

Gray Scale transform of 
heated Image 

Wavelet transform using
Prewitt-Y 

Apply Proposed Custom
Filter 

Detect most significant 
contours from the edges 

Draw the height and 
width to find the diameter 

Fig. 10 Proposed system flowchart

4 Proposed Method

At the starting of this methodology, we have mentioned a detailed description of the
conversion, where the image is converted from three channel input to one channel.
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From the RGB to grayscale image conversion, the followed analysis of the images
has been taken. Another parameter that has to be considered for this conversion is
that the red hot TMT rods are placed on the conveyor belt while cutting the rod when
it is in the hot state. Let us analyze the imagewhen it is in the standard form, as shown
in Fig. 6. While seeing the RGB channel, there is the monopoly of the channel in the
histogram constructed. However, the red channel might fluctuate as it is hot for the
further process, so take this parameter, and see Fig. 11.

TMT rod image is in normal conditions if the RGB channel histogram of the
heated TMT rod in Fig. 12 shows the monopoly of the red color in the channels.
Figure 12 will not represent the influence of the image for further process in finding
the counters. The various factors will not affect the analysis of the image while
calculating the TMT rod diameter. The pixel’s intensity will remain the same while

Fig. 11 RGB channel of the input image

Fig. 12 a Heated input rod. b RGB analysis of heated rod
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Fig. 13 Histogram of the red hot TMT rod

doing the feature map and calculating the diameter using the pixels per metric, as
shown in Fig. 13.

Herewe can see the pixel intensity goes high on the edges of the TMT rods. Hence,
we need to suppress this fluctuation by using the samemorphological closing applied
on the red hot image and reporting the same intensity. The red hot TMT rods will not
affect the methodology while using the same process in the image enchantment. The
output image is sent to the following process known as edge detection of the heated
rod image after preprocessing is passed to the edge detection as a digital image input.
The dynamic range of Fig. 13 will be higher than 80 dr, and then it also reduced to
60 dr after the morphological closing and applying of the Gaussian filter.

Edge Detection

In this stage, the output image outs the best-suited filter that will find the edges of the
TMT rods that will help determine the diameter using the pixel per metric concept.
Applying different kinds of filters available and choosing the best out of them will
be crucial in this process. Choosing the right filter will help out for not going into the
machine learning or deep learning models. In this, we will first apply the well-known
filter Canny edge as shown in Fig. 14, and there is no noise in the image.

Due to the threads on the TMT rods, threads that increase the surface area of
contact between the bar and the concrete are significant when the rods are in the
cram-full state. We have analyzed many already well-known filters, such as Canny
edge in Fig. 14, Sobel in Fig. 15, and Prewitt x + y in Fig. 16. A thorough analysis
of the filter has been made on a side-by-side comparison. The conclusion was made
in choosing of the Prewitt x + y which further digs into that where applying of
the Prewitt y gave us the exact rod x-ray dimension that will help to find the TMT
rod counter in the image on further analysis in finding the counter of the image as
shown in Fig. 17 that will be leading to the low counter, and even after increasing
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Fig. 14 Canny edge detection outcome

Fig. 15 TMT rods Sobel filter

the counter, there are no expected results. On further thought process and trial and
error, we proposed a convolutional matrix or masks that will reduce the contrast and
increase the shaping of the images which help to identify the edges of the TMT rods;
the proposed kernel as shown in Fig. 18 will help detect outer lines of the TMT rods;
the kernel is obtained on slight parameter tuning of the Prewitt y, in Fig. 17, and has
helped to find the contours as shown in Fig. 19.
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Fig. 16 TMT rods Prewitt x + y

Fig. 17 Applying the Prewitt y

Fig. 18 TMT rods after applying the custom kernel
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Fig. 19 Low contours

−.9 0 .9
−.8 0 .7
−1 0 1

Finding the diameter plays a crucial role in our methodology with a camera. We
proposed a new methodology in this paper using the pixels per metric concept: If an
object length is known in an image, we can calculate other objects’ length and height.
If an object x of length has XY pixels, then objects in the same frame havingXYpixel
are calculated using the essential relation [9] by the associative law. However, there
will be another problem arriving from this approach: a concave distortion that affects
calculating the exact pixels of the object in the image, considering that the camera
position is fixed and TMT rods are always placed at the same constant distance the
conveyor belt.

To avoid this error, we need to keep the camera 90 to the reference point, main-
taining a 90° angle between them. After this, we will be applying the above process
to the preprocessed digital image that we have got as an output from the above two
steps after applying the above-proposed method. The output of the image is shown
in Fig. 9. The contours are not detecting because of the slight noise created by the
threads of the TMT rods. The contours output is not expected a reference [10] where
they demonstrated how to get the outer counter, and large countries helped to apply
the methodology of increasing the contour value in our case to 1000 that helped us
to improve in getting larger contour that is the diameter of the TMT rods as shown
in Fig. 20.

Further optimization needs to be done while finding the diameter using the pixel
per metric ratio to work out the scale of an associated object in an image. First, we
must be compelled to perform a “calibration” of the image that removes the concave
distortion as earlier mentioned in the 3.2 finding the countries using a reference
object. Our reference object ought to have two necessary features.
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Fig. 20 Final output

Feature 1: We should understand the dimensions of this object (in terms of
dimension or height) in a measurable unit (such as millimeters, inches).
Feature 2: We should be ready to notice this reference object in an image, so
for these, we had added QR calibrated code within the formula. The formula for
finding the pixels per metric ratio is

Pixels per metric = object width/known width.

The evaluation was done by testing images provided by a steel manufacturing
company. The TMT rods are placed in the conveyer belt, and the image was taken
from the camera inside the machine. The test consists of ten images of the same
diameter rod placed under different light and parameters (industrial parameters such
as heat, water) for each image in the dataset after the test result (Table 1).

Table 1 Analysis of results
an actual TMT rod diameters
images

TMT ROD
label

Actual diameter
(mm)

Predicted
diameter (mm)

Error rate

Rod 1 8.00 7.98 −0.02

Rod 2 10.00 9.89 −0.12

Rod 3 10.00 9.67 −0.33

Rod 4 12.00 12.01 +0.01

Rod 5 6 5.67 −0.33

Rod 6 8 7.88 −0.12
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5 Conclusion

This paper advises a sensible TMT rod detection methodology that helps each TMT
rod reduce the threads. Experiments performed on quite a few challenging situations
display the effectiveness and robustness of our method.We trust that our algorithm is
of sensible top utilization and may be hired because of the cost-powerful approach to
robotically locating and remembering TMT rods in steel industries. In the future, we
intend to similarly decorate the robustness of our set of rules toward extraordinarily
slanted digital camera angles. Besides, we might enlarge our method to different
TMT rods styles, including steel rods and bars.
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Sentiment Analysis of Twitter Data Using
Clustering and Classification

Santanu Modak and Abhoy Chand Mondal

Abstract Data mining helps in collecting and managing data besides performing
analysis and prediction analysis. The process that is implemented to discover useful
data patterns may have different names. Statisticians, database researchers, and
professional organizations were among the first to use term data mining. The funda-
mental steps for sarcasm detection are dataset collection, feature extraction, and
classification. This work puts forward a new model of sarcasm detection formed by
fusing K-mean, PCA, and SVM classifiers together. With respect to common eval-
uation metrics like accuracy, precision, and recall, the architecture designed for this
work is especially productive.

Keywords Sarcasm detection · SVM · KNN · K-mean · PCA

1 Introduction

Twitter, a globally famous micro-blogging platform, is shaping and changing the
way individuals or establishments receiving information of their interest [1]. By
using this platform, users can post status update messages, known as tweets, to let
their followers know what they are thinking, doing, or what is going around them.
Besides this, users reply to or repost their tweets in order to interact with other users
[2]. Since its founding in 2006, Twitter has grown into one of the biggest online
social networking platforms globally. In light of the ever-increasing volume of data
obtainable from Twitter, the sentiment polarity of mining users articulated in Tweets
is one of the most discussed topics nowadays due to its varied applications [3, 4]. For
example, based on the polarization analysis of Twitter users’ sentiments on political
groups and candidates, a number of tools have been devised to make campaigning
plans for political elections. Commercial firms also due to the speed and efficiency of
Twitter sentiment analysis apply it to track people’s sentiments toward their brands
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Fig. 1 Twitter sentiment analysis process

and products [5]. Sentiment analysis on Twitter data aims to classify the sentiment
polarity of a Tweet as positive, negative, or neutral.

Figure 1 evidences the general process of twitter sentiment analysis [6]. The step
involved in twitter sentiment analysis process has been discussed as follows:

1. Corpus Collection: Collecting labeled datasets is one of the crucial challenges
in Twitter’s sentiment analysis. The Twitter API is used to collect a collection of
text posts. Then, these tweet posts are combined together to construct a dataset of
three classes [7]: positive emotions, negative emotions, and a group of objective
texts (no emotion).

2. Data Cleaning: Data received from Twitter typically consists of multiple HTML
objects such as < > &amp, which are embedded in the original data. Therefore,
it is essential to remove these objects [8]. The Twitter dataset also contains other
information such as retweets, hashtags, usernames, and modified tweets. All of
these are overlooked and eliminated from the dataset. These are main steps in
data cleaning are tokenization, stop word removal, and POS tagging.

3. Opinion Word Extraction: The Twitter language model has several exclusive
features. Some of these features are considered to decrease the feature space
[9]. First of all, to initiate process, all unigrams and bigrams in the corpus above a
certain limit are extracted. For example, all unigrams and bigrams with frequen-
cies greater than 5 are taken out as candidate features. In general, unigrams and
bigrams are selected in word/phrase-level sentiment analysis [10]. It can also
be easily stretched using trigrams. Then, for each tweet, the frequency of each
candidate features discovered in it is calculated. Accordingly, the following
feature vector is created by means of the term frequency for every tweet:

({word1:frequency1, word2:frequency2 . . .}, “polarity”)

4. OpinionWord Labeling: The aggregated words are then verified on a dictionary
of positive words and negative words containing two files, and a polarity is
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given to the tweet based on that [11]. If the tweet contains any positive word or
hashtag, it will be assigned as +1, and −1 will be assigned for each negative
word.

5. Polarity Determining: In the last step, the polarity of a tweet is determined. The
impact of preprocessing on sentiment classification is estimated by employing
any one of the two strategies, i.e., lexicon-based approach or machine learning
[12].

1.1 Twitter Sentiment Classification Algorithms

The researchers in the field of sentiment analysis usually assume that the entire docu-
ment under analysis involves reliable sentiment polarity by a single holder toward an
object. The variety of reviews is a great example of where the assumption is correct.
Since tweets are usually shorter, this is also correct for tweet data. It is unnatural
for a user to take in complex information in a tweet. Approaches can largely be
classified into three classes: lexicon-based, machine learning-based, and rule-based
approaches [13, 14].

1. Lexicon-based approach: This approach uses dictionary which already contains
tagged dictionaries. The tokenization converts the input text into tokens. After
that, all newly obtained tokens are matched for the dictionary in the dictionary
[15]. In the case of a positive match, the score is added to the entire set of scores
for the input score. Consider theword “dramatic.” If thisword is a positivematch
in the dictionary, the total text score is increased. In the second case, the score
is reduced, or the word is tagged as negative. Although this approach sounds
like a hobbyist, its options are quite decent. The inspiration of vocabulary-based
classification algorithms is that the spirit of a document is determined by the
key components (words or phrases). Basic plans consist of majority voting,
document scoring with thresholding, and simple word count [16].

2. Machine Learning-based approach: Sentiment classification is, by its very
nature, a form of binary text classification task. Text classification typically clas-
sifies data into many predefined classes [17]. This is an established domain with
much matured solutions and applications. Most of the research in both text clas-
sification and sentiment analysis come in machine learning-based algorithms.
The most common machine learning algorithms for sentiment classification are
stated as follows [18]:

• Maximum Entropy (MaxEnt) Classifier: The motivation behind the
maximum entropy (MaxEnt) classifier is that it is required for an individual
to select the most similar model that meets a specified limit. Unlike Naive
Bayes, MaxEnt does not assume independency for its features [19]. In other
words, several features such as bigrams and phrases can be added toMaxAn-
texclouding the worry of overlapping features. The representation of model
takes the following form:
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P
ME(c|d,�)= exp[

∑
i �i fi (c,d)]∑

c′ exp[
∑

i �i fi (c,d)]
(1)

This formula accepts c as the square, d as the tweet, and a as the weight
vector [20]. Weight vectors determine the importance of a feature in clas-
sification. A higher weight denotes the features as a powerful indicator for
the class. To find the weight vector, numerical optimization of the lambda is
applied in order tomaximize the conditional probability [21]. Hypothetically,
MaxEnt outperforms Naive Bayes as it manages feature overlap superiorly.

• Support Vector Machine: Support vector machines (SVMs) show good
performance in sentiment analysis [22]. TheSVMis concernedwith selecting
a hyperplane that extends the difference between the nearest instances of
two classes to maximum. It is required to solve the following optimization
problem to obtain the best hyperplane.

(2)

where xi is the feature vector and yi ∈ {+1,−1} is the label of instance i
• Naïve Bayes: Naive Bayes is an easy-to-use model which is well-suited for

text categorization. In a multinomial Naive Bayes classifier, class c∗ is given
to tweet d, where [23]:

c∗ = argmaxc PNB(c|d)

PNB(c|d) =
(
P(c)

∑m
i=1 P( f |c)ni (d)

)

P(d)
(3)

In this formula, f is a feature, and ni (d) is the count of feature fi discov-
ered in tweet d. The total number of features is m. Maximum likelihood
estimates are applied to achieve parameters P(c) and P( f |c). Apart from
this, and add-1 smoothing is employed for hidden features [24].

3. Rule-based classifiers: In a rule-based classifier, the dataspace ismodeledusing a
rule set [25]. The one on the left represents a position on the feature set, expressed
in normal form, while the one on the right is labeled the class. The terms are
on the word presence [26]. The term absence is rarely used because it is not
informative in sparse data. There are many criteria for making rules, the training
phase builds all the rules based on these criteria. The two commonly adopted
criteria are support and confidence. The support training dataset contains the
absolute number of examples that are relevant to the rule. Confidence is the
conditional probability that the right side of the rule is satisfied if the left-hand
side is met [27].



Sentiment Analysis of Twitter Data Using Clustering … 655

2 Literature Review

Md. Rakibul Hasan et al. (2019) constructed a natural language processing-based
(NLP) preprocessed datamodel for filtering the tweets [28]. Thereafter, the sentiment
was analyzed by integrating bag-of-words (BoW) and term frequency-inverse docu-
ment frequency (TF-IDF) models. The latter model assisted in enhancing the accu-
racy to analyze the sentiments. The simulation outcomes revealed that the constructed
approach was effective. This approach provided the accuracy around 85.25% while
analyzing the sentiments. An automated system was suggested by Piyush Vyas et al.
(2021) for extracting sentiments from tweets and classifying those tweets further
using machine learning (ML) methods [29]. This system was a hybrid technique in
which a lexicon-based technique was integrated to analyze the sentiment from tweets
and labeled with the supervised ML methods in order to classify the tweets. More-
over, the long short-termmemory (LSTM) was selected as effective MLmethod as it
yielded the accuracy around 83%. The evaluation results depicted that the suggested
hybrid technique was capable of classifying the large tweet volumes in automatic
manner. An analysis was conducted by Rosy Indah Permatasari et al. (2018) on
the document text related to Indonesian movie review acquired from Twitter [30].
The Naïve Bayes (NB) algorithm was introduced through the ensemble attributes.
Various attributes such as twitter specific attributes, textual, part of speech (POS),
lexicon-based attributes, and bag of words (BoW) were employed in this ensemble.
The experiment outcome revealed that the introduced algorithm provided f-measure
up to 0.88 with ensemble attributes. A phenomenon recognized as the sentiment
reversal was investigated by Lei Wang et al. (2020) to analyze the sentiment diffu-
sion, and some remarkable properties of sentiment reversals were discovered [31].
An iterative algorithm known as SentiDiff was presented for predicting the senti-
ment polarities expressed in Twitter messages. The sentiment diffusion patterns were
deployed for enhancing the twitter sentiment analysis (SA). A real-world dataset
was applied to conduct the experiments. The experimental outcomes demonstrated
that the investigated approach offered the PR-AUC improvements up to 8.38% for
analyzing the sentiments of twitter. A new attentional bidirectional long short-term
memory (LSTM) algorithm was developed by Hanane Elfaik et al. (2021) for deter-
mining considerable semantic information and extracting the contextual information
in both directions [32]. The impact of the word2vec framework was implemented for
generating the word embedding representation and for capturing the semantic infor-
mation fromArabic tweets. The developed algorithmwas authenticated by evaluating
it on Arabic sentiment tweets datasets. The experimental outcomes indicated that the
developed algorithm performed more efficiently as compared to existing schemes.
The word2vec and clustering-based text representation technique was projected by
Önder Çoban et al. (2018) in order to analyze the sentiments on twitter [33]. The
support vector machine (SVM) algorithm was deployed to classify the tweets. Two
diverse datasets having Turkish Twitter feeds were utilized in the experimentation.
The experimental outcomes exhibited that the projected technique was effective and
performed well with regard to time. This technique assisted in mitigating the feature
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space but unable to provide attain higher accuracy. An online systemwas intended by
Alaa S. Al Shammari et al. (2018) to analyze and classify the Twitter sentiment in real
time [34]. This systemassisted the user in entering the query and obtaining a graphical
representation of the tweets polarity. The tweets were classified using simple voter
andNaïveBayes (NB) algorithms. The acquired outcomes validated that the intended
system provided a superior accuracy with the help of NB classification algorithm. A
novel sentiment analysis (SA) technique was presented by Vallikannu Ramanathan
et al. (2019) on the basis of common sense knowledge [35]. The Oman tourism
ontologywas generated in accordancewith theConceptNet. The part of speech (POS)
tagger was utilized to recognize the entities from the tweets, and the comparison of
these entities was done with concepts in the domain-specific ontology. Moreover,
the ensemble sentiment lexicon technique was exploited to classify the sentiment of
the extracted entities. The conceptual semantic was utilized as feature along with
machine learning (ML) algorithm for boosting the performance of analyzing the
sentiments of Oman tourism. A corpus-based technique was established by Hussain
AlSalman et al. (2020) in order to analyze the Arabic sentiment of tweets in two
categories: negative and positive in twitter social media [36]. This technique was
planned on the basis of discriminative multinomial Naïve Bayes (DMNB) technique
along with the N-grams tokenizer, stemming, and term frequency-inverse document
frequency (TF-IDF) methods. A publicly available dataset of twitter was applied to
conduct the experiments so that the established technique was tested on the basis
of a set of evaluation parameters while analyzing the sentiments. The experimental
outcomes depicted the supremacy of the established technique over the existing
techniques which led to enhance the accuracy up to 0.3%. A method was recom-
mended by Mudassir Khan et al. (2020) approach in order to analyze the sentiment
for which a Hadoop model and deep learning (DL) classification algorithms were
implemented [37]. The data were distributed using Hadoop cluster in order to extract
the attributes. Thereafter, the Twitter data were utilized in extracting the consider-
able attributes. A real-valued review was allocated to each input twitter data, and the
input data were classified into two kinds: positive and negative review using deep
recurrent neural network (DRNN) algorithm. The recommended technique provided
the accuracy around 0.9302, sensitivity up to 0.9404, and higher specificity around
0.9157 for classifying the sentiments. A convolutional neural network-long short-
term memory-based (CNN-LSTM) deep learning (DL) technique was suggested by
Vishu Tyagi et al. (2020) along with pretrained embedding technique for learning
the way of extracting the attributes in automatic manner [38]. Hence, the sentiments
were analyzed, and the reviews were classified as positive or negative. The compar-
ison of suggested approach was done with existing techniques. The results depicted
that the suggested approach performed well on benchmark dataset. A SegAnalysis
model was designed byMamta Patil et al. (2018) for dealing with diverse issues such
as to segment the tweet, detect the event, and analyze the sentiment [39]. The part
of speech (POS) tagger was applied on the recent online tweets, which the user had
collected, for segmenting the tweet in a batch mode. The events were detected using
the Naïve Bayes (NB) classifier and online clustering. These events were useful for
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enhancing the situational awareness and decision support. The tweets were classi-
fied as positive, negative, and neutral on the basis of the sentiment score of a tweet
after analyzing the sentiments. The designed model was expanded further to tackle
the events related to multiple clusters. The Apache Spark model was introduced
by Hossam Elzayady et al. (2018) in which distributed memory abstraction was
employed for analyzing the tweets [40]. The machine learning library (MLIB) of
this model was emphasized on handling the huge volume of data in efficient manner.
The introduced model was more effectual in comparison with other technique as it
generated optimal outcomes with the help of Naïve Bayes (NB), logistic regression
(LR), and decision tree) (DT). In the end, the introduced model was proved scalable.
A mechanism was put forward by Shihab Elbagir Saad et al. (2019) in which the
tweets were preprocessed, and a feature extraction technique was utilized to generate
an effective attribute [41]. Subsequently, these attributes were scored and balanced
under various classes. The sentiment analysis (SA) was classified using diverse algo-
rithms such as SoftMax, support vector regression (SVR), decision tree (DT), and
random forest (RF). The presented mechanismwas implemented on a Twitter dataset
taken from NLTK corpora resources. The experimental outcomes revealed that the
DTprovidedmore promising outcomes as compared to other algorithms.A sentiment
analysis (SA) technique was formulated by Mariam Khader et al. (2018) in order
to analyze the Twitter dataset [42]. The Naive Bayes (NB) algorithm was deployed
to classify the text as positive or negative. The deployment of various linguistic and
natural language processing (NLP) was done on the dataset. The experimental results
exhibited that the formulated technique assisted in enhancing the SA by 5% with the
help of NLP and linguistic processing, and its accuracy was calculated 73%.

3 Research Methodology

This researchwork is conducted on the basis of detecting the sarcasm from the twitter
data. Diverse phases utilized to detect the sarcasm from twitter data are defined as:

3.1 Dataset Collection and Preprocessing

In this stage, the dataset is gathered to detect the sarcasm. Tweety API is utilized to
extract the dataset. The data are processed using several entities such as credentials
of user in the API. The processing of this dataset is done further for eliminating
the missing and redundant values from the dataset. This stage focuses on splitting
the input data into tokens and processing every token at individual level. During the
partition of data, the similes are removed. Finally, this stage assists in removing the
stop words and single words from the sentence.
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3.2 Feature Extraction and Feature Reduction

The major aim of this stage is to extract the attributes link every attribute with each
other. For this, principal component analysis model is implemented to mitigate the
attributes. This model is often assisted in changing a group of interrelated factors into
a set of linearly unrelated subsets on the basis of a transformation due towhich the un-
correlated variables are obtained. It is taken in account as an orthogonal LT which
leads to project the initial dataset to another projection system and expects that a
projection of 1st coordinate is included in the biggest variance.Moreover, a projection
of the 2nd coordinate is comprised in the second biggest variance considering that it
is placed vertically to the 1st component. In general, principal component analysis
model emphasizes on locating a LT that is defined as z = WT

k x in which x ∈ Rd ,
and r < d, for improving the variance of the data in the projected space. For a data
matrix denoted with X = {x1, x2, . . . , xi }, xi ∈ Rd , z ∈ Rr and r < d, a set of
p-dimensional vectors of weights W = {

w1, w2, . . . , wp
}
, wp ∈ Rk is utilized to

characterize the transformation, which is matched with every xi vector of X to a

tk(i) = W|(i) Txi (4)

The variance is increased by observing an initial weight W1 with the condition
defined as:

Wi = argmax|w| =
{

∑

i

(xi · W )2

}

(5)

A further expansion of the preceding condition is discussed as:

Wi = argmax‖w‖=1

{‖X.W‖2} = argmax‖w‖=1

{
WTXTXW

}
(6)

The biggest Eigen value of the matrix is attained to analyze the symmetric grid
such as XTX because W is the related Eigen vector. After attaining the W1, the
projection of first data matrix X is utilized to assume the initial PC onto the W1 in
the space which is generated after the transformation. The acquired components are
subtracted after achieving the segments along these lines.

3.3 Clustering

This stage is executed with the implementation of k-mean clustering. In this process,
the similar objects are grouped. All these objects are clustered according to their
attributes. The instances are grouped generally for the data at which no label is
assigned. These clusters have similarity with one another. But, the objects placed in
one cluster can be differentiated from the objects of other clusters on the basis of
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attributes. The intra-clustering is found higher among the objects, and its similarity
is found lower among the clusters. Partitioning clustering, hierarchal clustering,
etc., are some well-known cluster analysis techniques. But, the KMC technique
is an extensively utilized technique by the researchers. This technique is simple and
feasible. The implementation of this technique is done on the numerical data, in case,
K denotes the center of clusters.

3.4 Classification

This research work deploys several classifiers, namely RF, support vector machine,
and k-nearest neighbor in order to detect the sarcasm. The classification and regres-
sion rules are learned from the data using support vector machine algorithm which
focuses on the notion of statistical learning. This algorithm is utilized to tackle the
major issue in indirect manner instead of complicated issue. Two ways are present to
implement this algorithm. The initial one employs the mathematical programming,
while the kernel functions are exploited in the latter one. The kernel functions are
considered for dividing the data: P and N classes. Class P is executed if yi = +1,
while class N is executed if yi = −1. A good separating surface called hyperplane is
required that has equal distance from each class (Fig. 2).

Random forest is a simple ML algorithm which performs quickly and flexibly.
Various tree predictors are grouped in this algorithm, and promising results are gener-
ated through this algorithm. It is challenging to improve its performance. RF is useful
to handle diverse type of data. Random forest focuses on developing several trees. The
optimal outcomes at higher precision are achieved by integrating these trees. ML is
majorly utilized to perform classification. This algorithm comprises the hyperparam-
eters having similarity with DT or bagging technique. KNN is a supervised machine
learning algorithm which is applicable to perform classification and regression. This
model is recognized as lazy algorithm due to absence of any specialized phase for

Fig. 2 SVM algorithm
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Fig. 3 KNN algorithm

training. The training phase is executed using the entire data. It is also referred as
non-parametric learning algorithm as it is incapable of assuming anything in the
context of the fundamental data (Fig. 3).

K-nearest neighbor algorithm deploys a feature similarity with the objective
of predicting the novel data point values. The novel data point is responsible for
assigning a value.

4 Result and Discussion

The sentiments are analyzed using three metrics such as precision, recall, and accu-
racy. The presented algorithms are analyzed with regard to some metrics which are
defined as:

1. Precision: It refers to the degree using which the repeated measurements are
utilized to provide same results under static conditions.

Precision = (True Positive)

(True Positive + False Positive)
(7)

2. Recall: It is ratio of properly predicted positive observations to overall
observations in original class.

Recall = (True Positive)

(True Positive + False Negative)
(8)

3. Accuracy: It is the ratio of the accurately labeled subjects to the whole group of
subjects.
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Fig. 4 Performance analysis

Table 1 Comparison table

Parameters Naïve Bayes KNN SVM PCA + SVM PCA + K-mean + SVM

Precision (%) 83.56 88.67 87.87 90.45 91.67

Recall (%) 84.66 88.12 86.89 90.89 92.67

Accuracy (%) 84.78 86.56 90.78 90.66 91.90

Accuracy = No. of points correctly classified

Total no. of points
∗ 100 (9)

Figure 4 represents the performance of all three models (Table 1).
Figure 4 indicates the comparison of several classification algorithms such as

SVM, KNN, PCA + SVM, and PCA + K-mean + SVM in order to analyze the
performance. This depicts that the integration of principal component analysis, k-
mean, and support vector machine performed well in contrast to other algorithms.

5 Conclusion

A significant boost in the use of social media in last decade has increased the popu-
larism of sentiment analysis among a substantial number of individuals with various
interests and inspirations. Since users around the world may have different opinions
about a variety of topics related to politics, education, travel, culture, commercial
goods, or topics of general interest, retrieving knowledge from those data is a matter
of great importance and significance. Knowing their sentiments expressed by their
messages across different platforms, apart from information related to the sites visited
by users, buying priorities, etc., became a crucial aspect for assessing public opinion
about a specific topic. Classifying the polarity of a text is one of the most used SA
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methods these days. Extracting sentiment polarity expressed in Twitter posts is not
only substantial but challenging as well. A maximum number of existing methods
for analyzing the sentiments from Twitter, only address the textual information of
Twitter messages, and may not obtain satisfying performance in the wake of the
exceptional features of Twitter messages. Since current studies have depicted that
sentiment diffusion patterns are closely related to the sentiment polarity of Twitter
messages, existent techniques originally concentrate only on the textual informa-
tion of Twitter messages but overlook sentiment diffusion information. There is a
similarity between the sarcasm detection and OM. The sarcasm can be detected
in several stages in which data are collected, features are extracted, and classifica-
tion is performed. The sentiments are analyzed by comparing diverse classification
algorithms such as support vector machine and k-nearest neighbor. The integration
of these algorithms performed well in comparison with other techniques. In the
results, the combination of PCA, k-means, and support vector machine classifier
offers precision of 91.67%, recall of 92.67%, and accuracy of 91.90%.
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Image Distortion Analysis in Stego
Images Using LSB

Shubh Gaur, Swati Chaturvedi, Shiavnsh Gupta, Jay Mittal ,
Rohit Tanwar, and Mrinal Goswami

Abstract One of the most pressing matters at hand of today’s communication
networks is privacy. Privacy is essential where information to be transmitted to the
desired target without being intercepted by third parties or bringing them in a way
that they cannot understand. Lossless text encryption technique for gray scale or
RGB images using least significant bit (LSB) is the most commonly used method to
hide data. LSB technique is preferred as it is difficult to draw a distinction between
the cover object and stego object if few LSB bits of the cover object are replaced.
However, image distortion is a major issue which needs critical investigation as it
can change the original image. This paper proposes an algorithm to embed text in
RGB images and also evaluate the distortion in image at various bit positions. Simu-
lation results suggest that distortion in the image is least at 8th-bit and most at 1st-bit
position.

Keywords Steganography · LSB · Image distortion · PSNR · SSIM · Encryption ·
Data hiding · Privacy

1 Introduction

The rapid advancement of the Internet and the digital information revolution resulted
in significant cultural shifts. Individuals can disperse large media documents and
produce indistinguishable sophisticated duplicates of them using broadband Internet
associations that provide almost error-free information transmission [1]. On the other
hand, data hiding is essential for network security in today’s communication archi-
tecture [1]. Sensitive messages and records are exchanged across the Internet in an
insecure framework, but everyone has something to hide.
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Today, security plays a vital role in data transfer. It is essential to ensure that data
are transferred without the involvement of a third party or an attacker, so advanced
techniques and technologies should be analyzed to check the accuracy of data transfer
and to determine how safe it is to transfer data using that method.

In terms of information, the advancement in the security and various sorts of
media has greatly facilitated people’s daily lives and work, but it has also exposed an
increasing number of security concerns [2]. We can consider an example like when
it comes to personal privacy and commercial secrets, as well as military defense
security, the penalties of leaking confidential information are immeasurable. Digital
data are being communicated more regularly these days due to its ease of access. A
broad range of solutions for end-to-end protection is required to address the security
dangers in modern communication [3].

Steganography is the art of concealing information and maintaining the privacy
of the data. The least significant bit (LSB) substitution is an image steganography
technique in which hidden data bits are substituted for the pixels’ LSB bits (one,
two, three, or four). LSB, or least significant bit, refers to the last position of an 8-bit
representation of a single byte, which can be either “0” or “1”. Now, if this LSB value
changes, the value of that entire byte changes as well, but the difference between the
current and the previous values will be minimal. Here, steganography comes into
the picture, if changing the LSB bit does not affect the whole byte much, then data
hiding is possible here to minimize the distortion in the original file when data are
hidden in it.

The progressions made on the advanced pictures because of the substitution of
bits is distorted afterward. These distortions lead to visual contrasts or we can say
the nature or quality of the image [4]. When data are concealed and the size of the
media is really small, the distortion level changes, which is not visible but could be
detected with the help of analysis techniques.

Several attempts have been made to improve data security in stenography [1–3,
5–8]. However, none of the work reported till date investigated the impact of image
distortion in steganography. The remaining of the paper is structured as follows:
some earlier work is mentioned in the next section. The suggested algorithm and its
implementation are included inSect. 3. Section4 explains thefindings anddiscussion.
Finally, in Sect. 5, this paper comes to a close.

2 Literature Review

The study presents various related works on steganography and several network
securitymethodologies for protecting data in cybersecurity. Alexan et al. [1] proposes
a message security method with two layers. The message is initially encrypted with
AES-128 before being integrated in a three-dimensional image using least significant
bit (LSB) substitution. The modified 1D chaotic map was used in [5] to propose
a color image LSB steganography technique. They confirmed the accuracy of the
suggested color output LSB steganography algorithm through trials. Experimental
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results proved that the algorithm features a better performance than the previous
methods, showing a superb performance against statistical analysis attacks [2]. This
study proposes a dual-layered RIH approach based on modified least significant
bit (LSB) matching. The goal was to increase the embedding efficiency (EE) by
employing a dual-layer-based embedding technique to reduce stego-image distortion
and improve its quality. Chatterjee et al. [3] developed a steganographic technique
based on optical character recognition (OCR), in which the message is encoded in its
feature form within the cover image. They retrieved character-level attributes from
photos containing the textual message and embedded these data within the cover
image, boosting the steganography’s information-hiding goal. Patani and Rathod
[9] proposes a 3-bit least significant bits approach for integrating the secrete image
within the duvet image.

3 Proposed Implementation

To illustrate the proposed implementation method, we provided a user-friendly algo-
rithm that transforms the secret text into binary data, then encodes the image using
LSB over multiple bits, yielding a stego image. After that, we do a histogram analysis
to evaluate distortion among images after collecting all of the stego images.

3.1 Algorithm

1. Start
2. Input image
3. Input text
4. Read the cover image and the concealed text message in the cover image.
5. Perform a binary conversion of the text message.
6. Add image into an array
7. Determine the LSB of each pixel in the cover image.
8. Replace nth LSBwith message bit of the cover image with each bit of message

one by one (n = 0, 1, 2, 3…7).
9. LSB replacement will stop after replacement of last text bit.
10. Write stego image as output.
11. Analyze stego image using gray scale and RGB image
12. Check SSIM of cover image and stego image
13. Check PSNR value of stego image
14. Stop.
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3.2 Flowchart

To describe the implementation, a flowchart was created to graphically explain the
same procedure as the algorithm, aswell as to display all of the conditional statements
that were utilized during the process (Fig. 1).

• User input: The user enters the text, whichmay be of any length, the cover image,
which will contain the specified content. Users can use special characters in it as

Start

Input Image

Input Text 

Convert Image and Text Into Binary

Image > Text

Stego Image Output

Analysis using Histogram, PSNR and SSIM 

Encode Text into Image Using Different LSB Bits

END

Fig. 1 Proposed methodology
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well because the text is considered a single string. Users should provide BMP
images; we utilize this format since it does not compress or lose information,
allowing for high-quality photographs that are easier to work with.

• Conditional statement: The fourth stage comprises a conditional statement that
calculates the image’s pixel count and the text’s character size, then checks if the
text size is less than the image size or not to embed, because the text bits size
should always be smaller than image bits size. The code below demonstrates the
same.

//opening Image File
if((fp1 = fopen(argv_2, “r+”)) == NULL)
{
printf(“Could not open file %s.\n\n”, argv_2);
return 1;
}
int size_image = size_of_image(fp1);
printf(“Total %d Characters can be stored in %s.\n”, size_image,
argv_2);
//opening secret text file
fp2 = fopen(argv_3, “w+”);
//Entering secret text to file
printf(“Enter the text and Press CTRL + D To Stop : \t”);
secret_text(fp2);
int size_txt = secret_text_size(fp2);
printf(“\nSize of the entered Message is ==> %d\n”, size_txt);
//Comparing Image Size With Text
if(size_image < size_txt)
{
printf(“\n***Size of Message is larger then allowed size***\n”);
return 1;
}

If the size of the message bits is more than the size of the input picture bits,
the program will terminate and generate an error. If the text bit size is less than
the picture bit size, the program will proceed to the encoding module.

• Encoding: The input text (i.e., text bits) is spread out over the image’s bits in the
fourth stage by changing each bit’s rightmost bit (the least significant bit, LSB).
In each of the pixel, three bits can be encoded. If the LSB of the pixel value of
the cover picture C(i, j) is identical to the message bit of the secret text to be
embedded, C(i, j) stays unchanged. Set the LSB of C(i, j) to the input text bit if
it is not already set, i.e.;

S(i, j) =
⎧
⎨

⎩

C(i, j)− 1, if LSB(C(i, j)) = 1 and MB = 0;
C(i, j)+ 1, if LSB(C(i, j)) = 0 and MB = 1;
C(i, j), if LSB(C(i, j)) = MB;

(1)

“LSB(C(i, j))” denotes the LSB of the cover image “C(i, j)”, and “MB” denotes
the next message bit to be inserted. “S(i, j)” is the stego image’s bit. After the last
text bit has been replaced, the replacement process will come to an end.
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       Cover Image           Input Text         Stego Image 

Fig. 2 Embedding process

We can use this technique to encode text in an image, if we replace the last
bit of every color’s byte with a bit from the message bit. Below given illustration
shows how the encoding process works.

• Stego output: In this step, we will receive the stego image (encoded image) as
the output of the above process (Fig. 2).

4 Evaluation Parameters

Some standard parameters of image processing have been discussed in this section.
The presented work is evaluated using the same parameters.
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4.1 Peak Signal-to-Noise Ratio (PSNR)

The block of PSNR computes the ratio between two images (i.e., peak signal-to-
noise ratio) in decibels. The quality of the PSNR ratio is used to compare the original
and compressed images. The higher the PSNR ratio means better the quality of the
compress or reconstructed image. The PSNR and mean square error (MSE) are used
to compute the quality of compressed images. The PSNR is used to calculate the
peak ratio in the image whereas MSE computes a cumulative squared error between
the original and compress the image.

To calculate the PSNR, the following equation is used:

PSNR = 10 log10

(
R2

MSE

)

(2)

In the above equation,R is represent themaximumfluctuations in the cover image.

4.2 Structural Similarity Index (SSIM)

The structural similarity index (SSIM) is a fundamental measure that evaluates the
image quality degradation due to data compression or loss during transmission. It
is a wholly referenced method that necessitates the use of two images: a reference
image and a processed image. Unlike PSNR, SSIM is based on the image’s visual
structure. Furthermore, PSNR is no longer regarded as a reliablemethod of predicting
image quality degradation, but rather as an alternative method of measuring. SSIM is
primarily utilized in videography, but it is also a useful statistic in still photography.

5 Result Analysis

In this section, we have analyzed distortion in three different images. Initially, we
chose a bitmap image format of 798 kb which is shown in Table 1. We use it to
encrypt 3000 characters of secret text.We implement encoding at various bits, ranging
from 1st-bit MSB to 8th-bit LSB capturing corresponding PSNR and SSIM value.
Although the original image and the encoded image are of the same size, hence
distortion in the image is least at 8th-bit encoding and most at 1st-bit encoding.

Again, a bitmap image of 769 kb (shown in Table 2) with an increase text length
of 5000 characters has been taken.We use it to encrypt 5000 characters of secret text.
We implement same encoding at various bits ranging from 1st-bit MSB to 8th-bit
LSB and observed the corresponding PSNR and SSIM values. Although original
image and the encoded image are of the same size, distortion in the image is least at
8th-bit encoding and most at 1st-bit encoding.
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Table 1 Distortion Analysis for Text Length 3000

Images Grey-scale 
graph

RGB graph PSNR and SSIM 
value 

Original    
image

PSNR – NA
SSIM – 1.0

Stego    
image   
(8th bit)

PSNR – 71.34 
SSIM – 0.99

Stego    
image   
(7th bit)

PSNR – 68.83
SSIM – 0.99

Stego    
image   
(6th bit)

PSNR – 68.63
SSIM – 0.99

Stego    
image   
(5th bit)

PSNR – 68.86
SSIM – 0.99

Stego    
image   
(4th bit)

PSNR – 68.97 
SSIM – 0.99

Stego    
image  
(3rd bit)

PSNR – 68.84 
SSIM – 0.99

(continued)
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Table 1 (continued)

Steg       
image  
(2nd bit)

PSNR – 68.87
SSIM – 0.99

Steg 
image 
(1st bit)

PSNR – 68.87
SSIM – 0.99

Similarly, a bitmap image of 769 kb has been taken as shown in Table 3 to encrypt
7000 characters of secret text. We run the same simulation to encode at various bits
ranging from 1st-bit MSB to 8th-bit LSB and found the distortion level in the 8th-bit
position is minimal whereas it is maximum at 1st-bit.

6 Conclusion

Although the Internet has numerous benefits, it has also offered a new avenue for
hackers and unauthorized users to invade our privacy and intellectual property. Since
the emergence of these issues, numerous approaches have been developed. This work
employed metrics to examine the distortion levels and discovered that the distortion
increases as the number of characters in the data concealment phase increases. As a
result, to avoid distortion, the input text should be as brief as possible. The data were
encoded using the LSB method, and the changes were detected using the histogram
method.
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Table 2 Distortion Analysis for Text Length 5000

Images Grey-scale
graph

RGB graph PSNR and 
SSIM values

Original 
image

PSNR – NA
SSIM – 1.0

Stego       
image     
(8th bit)

PSNR – 39.71
SSIM – 0.99

Stego      
image     
(7th bit)

PSNR – 39.96
SSIM – 0.99

Stego       
image     
(6th bit)

PSNR – 39.68
SSIM – 0.99

Stego      
image     
(5th bit)

PSNR – 39.39
SSIM – 0.99

Stego      
image     
(4th bit)

PSNR – 39.38
SSIM – 0.99

Stego       
image      
(3rd bit)

PSNR – 39.36
SSIM – 0.99

(continued)
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Table 2 (continued)

Stego
image     
(2nd bit)

PSNR – 39.37
SSIM – 0.99

Stego      
image     
(1st bit)

PSNR – 39.44
SSIM – 0.99

Table 3 Distortion Analysis for Text Length 7000

Images Grey-scale
graph

RGB graph PSNR & SSIM 
value

Original 
image

PSNR – NA
SSIM – 1.0

Stego
image 
(8th bit)

PSNR – 28.10
SSIM – 0.995

Stego
image 
(7th bit)

PSNR – 27.88
SSIM – 0.95

Stego
image 
(6th bit)

PSNR – 27.56
SSIM – 0.95

(continued)
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Table 3 (continued)

stego                                     
image                                      
(5th bit)

PSNR – 27.60
SSIM – 0.95

Stego
image
(4th bit)

PSNR – 27.68
SSIM – 0.95

Stego
image 
(3rd bit)

PSNR – 27.64
SSIM – 0.95

Stego
image 
(2nd bit)

PSNR – 27.61
SSIM – 0.95

Stego 
image 
(1st bit)

PSNR – 39.93
SSIM – 0.95



Image Distortion Analysis in Stego Images Using LSB 679

References

1. Alexan, W., El Beheiry, M., & Gamal–Eldin, O. (2020). A comparative study among different
mathematical sequences in 3D image steganography. International Journal of Computing and
Digital Systems, 9(4). ISSN 2210-142X.

2. Sahu, A. K., & Swain, G. (2020). Reversible image steganography using dual-layer LSB
matching. Sensing and Imaging, 21, 1.

3. Chatterjee, A., Ghosal, S. K., & Sarkar, R. (2020). LSB based steganography with OCR: An
intelligent amalgamation.Multimedia Tools and Applications, 79, 11747–11765.

4. Kumar, R., & Singh, N. (2021). Concealing the confidential information using LSB steganog-
raphy techniques in image processing. In D. Gupta, A. Khanna, S. Bhattacharyya, A. E.
Hassanien, S. Anand, & A. Jaiswal (Eds.), International Conference on Innovative Computing
and Communications. Advances in Intelligent Systems and Computing (Vol. 1165). Springer.

5. Pak, C., Kim, J., An, K., et al. (2020). A novel color image LSB steganography using improved
1D chaotic map. Multimedia Tools and Applications, 79, 1409–1425.

6. Amarendra, K., Mandhala, V. N., Chetan Gupta, B., Geetha Sudheshna, G., & Venkata Anusha,
V. (2019). Image steganography using LSB. International Journal Of Scientific & Technology
Research, 8(12).

7. Eyssa, A. A., Abdelsamie, F. E., & Abdelnaiem, A. E. (2020). An efficient image steganography
approach over wireless communication system.Wireless Personal Communications, 110, 321–
337. https://doi.org/10.1007/s11277-019-06730-2

8. Desai, P. B., & Bhendwade, P. S. (2016). Image steganography using LSB algorithm. Interna-
tional Journal of AdvancedResearch inElectrical, Electronics and InstrumentationEngineering,
5(8).

9. Patani, K., & Rathod, D. (2021). Advanced 3-bit LSB based on data hiding using steganography.
In K. Kotecha, V. Piuri, H. Shah, & R. Patel (Eds.), Data science and intelligent applications.
Lecture Notes on Data Engineering and Communications Technologies (Vol. 52). Springer.

https://doi.org/10.1007/s11277-019-06730-2


Towards a Secured IoT Communication:
A Blockchain Implementation Through
APIs

Rajat Verma, Namrata Dhanda, and Vishal Nagar

Abstract Years ago, intercommunication among systemswas not at all possible, but
with the development of the application programming interface (APIs-traditional)
in the 1960s, this was possible. With the evolution from the 1960s, these APIs have
advanced, and the birth of APIs (Modern) took place in the initial 2000s. Many
conventional techniques and tools that possess diverse security issues and are oper-
ating in a fully functional manner can be solved to a greater extent with the help
of APIs if integrated with modern and SMART technologies. One such example
is a sub-group of artificial intelligence (AI) i.e., IoT, that possesses diverse issues
and challenges and can be solved by the peer-to-peer technology blockchain. Here,
blockchain is regarded as the SMART solution. The diverse attacks on IoT spectrum
are illustrated in this paper to attain a better scope and security for IoT devices.
Moreover, the implementation of blockchain is also illustrated in this paper to depict
a convenient approach for solving the issues of IoT with decentralization attribute.
The reason is that IoT illustrates a centralized architecture.

Keywords Blockchain · IoT · Decentralization · Enhanced communication

1 Introduction

With the advent of the APIs from the traditional ones to the modern ones (the 1960s–
2000s), theworld noticed the changed architecture of the IT domain that evolved from
being at some places to omnipresent. Communication among applications is possible
and efficiently done with the combination of programs along with the set of rules and
regulations commonly known as protocols in the presence of the world-renowned
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technology, i.e., the Internet [1]. In enhancing the technical sector, the primary factor
that has contributed is the APIs. The reason is that with the help of the evolving APIs
(1960-the 2000s), impossible inventions also seemed possible in this present era.
The success of the APIs began with the essence of creating an illustration (virtual) of
an object. That could be hardware which are the tangible parts of the system or the
software that are the intangible parts of the system, or it could also be a service that
is provided by a recent IT technology, i.e., cloud computing. One of the constituents
of the cloud, i.e., IaaS made the processes that are computational, possible across
the Internet [2].

The emerging technologies that have been modified in recent times or been devel-
oped are primarily a result of the evolution of APIs. Generally, the procedure says
that if the client or can be called as a user is performing an operation on an application
using his/her cellular phone that has a pre-requisite of accessing the Internet follows
a client–server architecture (Traditionally) [3]. The recipient sidewhich can be called
the server obtains the data, interprets it line by line into a format, i.e., understandable
and forwards it to the user’s device. From the application’s interface, the user can
decode the data and perform the task that was to be done. APIs work in this particular
manner [4].

Blockchain, a 23-year-old decentralized invention, is also an advancement ofAPIs
[5]. In the tenure of 60 years (1960–2020), with the development in the spectrum of
APIs, a variety of technologies are acting as a solution in solving the conventional
challenges. One such scenario is of the IoT systems whose primary challenge is
centralization that could be solved by the decentralized characteristic feature of
blockchain [6, 7]. Many other issues such as tampering aspect could also be solved
by this peer-to-peer technology blockchain. The conventional illustration of Web-
programming API communication is shown in Fig. 1 for easy understanding.

Figure 1 shows the communication between the client and server and vice-versa.
When the program is implemented in blockchain also, the isolated systems are
created. The same architecture is used in blockchain for communication through
APIs following the client–server architecture.

The smash-hit tool for implementing APIs is Postman [8]. Diverse types of API
calls are available in Postman [9]. In the later sections, the execution of blockchain

Fig. 1 General API
communication
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Table 1 Handling IoT issues using blockchain technology (summarized table)

IoT concerns Handling IoT issues using blockchain

Tampering/breaching This issue can be handled by blockchain as only
append operation is allowed and in between writing
is not allowed. Secondly, it follows SHA in
addition to ECDSA

Man-in-the-middle All these issues of IoT are completely solvable by
blockchain because of its characteristic features.
They are immutability, transparency, and
decentralization. It removes the single point of
failure

Centralization

Data attacks on IoT spectrum

Expression, enforcement, and transparency

using Python is highlighted, and the review of IoT attacks is done. Additionally, the
assumptions and recommendations are also illustrated in the form of Table 1.

2 Material and Methods

2.1 Blockchain Technology

The chief cause for the motivation behind the origination of blockchain technology
was the cryptocurrency Bitcoin. Bitcoin was developed in 2008 by a group of people
that are popular by a pseudo-name “Satoshi Nakamoto” [10, 11]. Blockchain was
integrated as the back end to attain a higher standard of security in the famous
currency Bitcoin. A chain is an amalgamated group of blocks that are connected
with distinct hash values. Secure hashing algorithm-256 in combination with digital
signature algorithm concerning elliptical curves (ECDSA) played a major role in
securing this peer-to-peer technology. The structure of a block in a blockchain is
depicted in Fig. 2.

Figure 2 illustrates some parts that are highlighted in the middle of the diagram.
They are block number (Position of a block), preceding-block hash value, current-
block hash value, Nonce (Security), and last but not least the time-stamp [12].

Fig. 2 Block’s layout
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Fig. 3 Illustration of a simple blockchain

The first entity, i.e., the block number, illustrates the sequence of a block (Posi-
tion) in the blockchain. The time-stamp illustrates the time at which the block was
originated or added to the blockchain. There is a necessity of linking the previous
block hash value to the current block hash value, as without it the chain will not
form. The current block hash value is depicted as the Merkle root, while the previous
block hash does not have a specific naming convention. The aspect of security is
maintained by the Nonce feature of the block present in the header section [13].
As the blocks are added to the chain, they form a blockchain, and the blocks that
are parts of the longest chain are considered as the blocks of the main-chain. If the
blocks are not linked with the longest chain, they are termed orphan blocks [14].
The blockchain is known for its three parametric features which are transparency,
immutability, and decentralization [15] whose structure is represented in Fig. 3 for
easy understanding. A simple illustration of blockchain is highlighted in Fig. 3 that
has merely four blocks or entities but can be expanded up to N-blocks if the resources
are present and if the memory allows.

Figure 3 illustrates four entities depicted by naming conventions A, B, C, and
D where the initial block A is called a genesis block with the missing previous
hash value but with the current hash value and other attributes depicted earlier [16].
The following block B is the next node of the sequence whose previous hash value
will be equal to the current hash value of A. This is an essential pre-requisite as,
without it, the link among diverse nodes of the chain is not possible. An identical
phase happens with the other blocks. Here, the other blocks are C and D, but there
is a possibility of more nodes as this is only an illustration for understanding the
purpose. The nodes are very important in a blockchain environment as they do the
process of mining. Classification of blockchain is also important, and the choice of
usage will be different from organization to organization. Public, private, hybrid, and
consortium are the various types of blockchain.

2.2 Blockchain Implementation

The interesting concepts and techniques are possible with the advent of APIs. In
the early 1990s, Python was developed, and at that point, no one thought about
its capability [17]. Slowly and gradually, with the add-ins, updates, advancements,
the configurational comfortability is also enhanced with the different modules and
packages. In my implementation of a local blockchain, Python 3.6 was used as it has
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the required modules and packages [18]. The specific advantage of implementing
blockchain with the Postman API and Python is that the connections of the nodes
can easily be made using Postman API platform (in JSON format) using GET and
POST call methods. Python allows a very efficient manner of implementing a local
blockchain using classes, functions, and arguments. Python also supports flask with
which the user can easily build a Web-application. Although Postman API is not
providing any security enhancement to the local blockchain by itself because it is
just an IDE, it gives a very convenient approach of following things properly, i.e.,
using GET and POST calls.

In my implementation, eight isolated systems were made on a single machine
for development purposes, starting from the loopback address with port number
9000. This initial node with a port number was to run on the Postman platform
to connect the rest of the other nodes. The connector system was designated as
127.0.0.1:9000. Similarly, the others ranged from 127.0.0.1:9001 to 127.0.0.1:9007.
The first system in the blockchain was 9001, and the last isolated system was 9007.
In my implementation, only, seven systems were created but could be extended up to
N depending on the resources available. The decentralization concept is highlighted
in Fig. 4 for quick and easy understanding.

Figure 4 shows all the isolated systems thatwere joined usingAPI platformwritten
in JSON format. This corresponds to the working of all isolated systems working
together in sync. In the figure, four indexes are there illustrating different things in
the API platform as 1 shows the address of the node that is being done using POST
method call and is running on 9000 port number to link diverse nodes that are present
in the blockchain. The following index, i.e., 2 depicts the nodes or the system that
is to be connected. The next index, i.e., 3 shows the output with the measure of
connected nodes, i.e., from 127.0.0.1:9001 to 127.0.0.1:9007. The last entity shows
the message. It can be customized to attain a clear message to the audience using the
system.

Fig. 4 Illustrating the concept of decentralization in blockchain
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Fig. 5 Origination of genesis block: the first block in a blockchain

After the connection is initiated using the connector port (9000 in this case).
The following thing to do is to add blocks while using transactions as blockchain
is incomplete without transactions. The chain has to be formed on every system
ranging from 9001 to 9007. Figure 5 illustrates the origination of the first block on
the blockchain. It could be done on a particular port but has to be in sync with the
other ports.

Figure 5 shows a few indexes for easy understanding starting from 1 to 4. The
first index, i.e., 1 shows the address at which isolated system the block was created.
In this particular case, the port number is 9001 but could be any depending on the
configuration and need. The following indexes (2, 3) show the function chain in
which all the entities are highlighted that should be there for a genesis block to be
called. The last index, i.e., 4 depicts the length of the chain at present at a system.

After adding the first block, the next thing to be done is to complete the chain and
that is possibly done while forming the main chain that is only the longest chain. The
process of addition of blocks is shown in Fig. 6 for easy understanding.

Figure 6 has mainly two parts; the initial part depicts the address of the separate
system. The second constituent depicts the 8th node that is added to the 5th isolated
systemdesignated as 127.0.0.1:9005. The name of the function in the implementation
is mine_block. A chain is formed till this point, but it has to be predicted that the
chain is longest or not that has to be made sure by following the principle of longest
chain implemented using the function name as replace_chain that is shown in Fig. 7
for quick and easy understanding.

Figure 7 shows the concept of the longest chain in which the initial part focuses on
the address of the isolated host/node that is replacing the chain with the main chain.
The next part consists of the last node that is added to the chain. Then, the message
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Fig. 6 Blockchain formed with the last block added on the port number 9005

Fig. 7 Main chain or longest chain

appears as “The Chain Represented Above is the Longest Chain, Thus Following the
Concept of Longest Chain in Blockchain” depicting the main chain.

It was the implementation of blockchain (Local) using API platform.

2.3 Internet of Things (IoT) Issues and Concerns

The IoT hasmade its name in the past 20 years or two decades and is still growing and
that too at a tremendous pace [19]. It was estimated by a researcher that in the next
5 years that is up to 2025; approximately, 75 billion connected devices will be a part
of the IoT spectrum [20] that will be exchanging the pieces of information through
the unsecured cyberspace while obeying the recommendations of World Wide Web
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Consortium (W3C). Generally, the IoT architecture deals with layers that can be
categorized as (Top to Bottom) [21]:

• Application layer
• Middleware layer
• Network layer
• Perception layer.

The concerns on IoT spectrum can be classified into major sub-versions:

1. Physical attacks [22–25]
2. Network attacks [22, 26–29]
3. Software attacks [22, 30, 31]
4. Data attacks [22].

2.3.1 Physical Attacks on IoT Spectrum

When the environment (physical) is affected negatively, it corresponds to the physical
attack. The bottom-most layer of IoT, i.e., the perception layer suffers from these
attacks [22]. A few examples of physical attacks are as follows:

1. Tampering: When the network/device/system/data suffers from unauthorized
modifications, tampering is attempted. A popular use case is RFID [22, 23].

2. Injection of Malicious Node: In this attack, the malicious/infected system is
injected into the network concerning the devices negatively. Logic bombs can
enhance the destruction caused by the injection of malicious nodes [22, 24].

3. Injection of Fake Nodes: When fake nodes are injected, diverse attacks can be
invoked such as Masquerading attacks.

4. SleepDenial Attacks:When illegal inputs are provided due towhich the battery
drains at a rapid rate and the device shuts, sleep denial attacks are invoked
[22, 24].

5. Centralization: The conventional architecture of IoT follows a centralized
architecture thus giving birth to the central point of failure that needs to be
eradicated, and at this point, blockchain comes into the picture [25].

2.3.2 Network Attacks on IoT Spectrum

The attacks focus on the single system or a bunch of systems in a network using
automated scripts and bots [22, 26]. The second layer of IoT architecture from the
bottom, i.e., the network layer is affected using these kinds of attacks. A few of them
are depicted below:

1. Analysis of Traffic: Passive attacks hold the analysis of traffic under their
consideration [27]. In such attacks, the attackers remain silent and only observe
the activities [23].
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2. RFID Unauthorized Access and Spoofing: In this attack, initially, spoofing
is done, and then, access (unauthorized) is attempted. In spoofing, the attacker
distracts the RFID signal and get access to the data that include the facts and
figures. After tricking the RFID, they can inappropriately access the RFID and
destruct it in whatever manner they like [22, 28].

3. Man-in-the-MiddleAttack: In this attack, the attacker ruptures the data transfer
among different entities. The cybercriminal pretends to be a real entity but can
attack the system or connection actively or passively [22, 23, 29].

2.3.3 Software Attacks on IoT Spectrum

These attacks are done through Malwares [22, 30]. Malware can take any form such
as worms, viruses, ransomware, spyware, and Adware. They can have diverse objec-
tives such as infecting the system, stealing sensitive or private data, and launching
cyberattacks such as denial of service attacks, or disrupting cloud architectures and
infrastructures [31].

2.3.4 Data Attacks on IoT Spectrum

In these attacks, the CIA triad is affected leading to happening of data inconsistency,
data breaching, and information rupture, etc. TheCIA triad stands for confidentiality-
integrity-availability [7, 22].

2.4 Handling of IoT Issues Using Blockchain

Blockchain mechanism can play a key role in eradiating the traditional issues of IoT
[22]. The three characteristic features of blockchain that help blockchain to be an
extraordinary approach are immutability, transparency, and decentralization [32]. If
all these features are amalgamated into the IoT spectrum, then it will have some
advantages that are as follows:

1. Trust enhancement [22, 33]
2. Security enhancement [22, 34]
3. Enhanced fairness [22, 34].

Table 1 highlights the issues of IoT and its possible solutions such as centralization
that use to happen in IoT can be removed by integrating blockchain into IoT as it
follows decentralization. Tampering can be minimized in IoT by integrating both as
blockchain follows immutability. Similarly, many issues with their possible solution
are highlighted in Table 1. If blockchain is implemented commercially with IoT, it
will give a boost to both the network and devices in security aspects. All the solutions
will be applicable in real time. A flowchart enhancing the efficiency of IoT using
blockchain is shown in Fig. 8.
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Fig. 8 Simple illustration of
securing IoT data

3 Results

With the above text, the prominent statement that can be made is that if blockchain is
considered as a commercial solution for IoT issues and challenges, then the efficiency
of IoT will be maximized. The same can be observed from the blockchain solutions
that has been shown in Table 1 and Sect. 2.4. A review of IoT concerns is shown in
Sect. 2.3. Blockchain is implemented in Python and is shown above in Sect. 2.2.

4 Conclusion and Future Scope

IoT has maintained its popularity for the past decades. With the increased popularity,
there will be a greater amount of data that will have greater facts and figures. Due
to this enhanced data, there will certainly be a larger number of issues and concerns
of IoT which is illustrated in this paper. The introduction of blockchain with its
implementation through the means of Python and Postman API is highlighted in this
paper. The implementation of blockchain along with a review of attacks on IoT is
the main contribution of the author. Although, here the assumptions are only given
as the properties of blockchain are enough to deal with the concerns and challenges
of IoT. The implementation of blockchain can be integrated with the IoT spectrum
to improve its efficiency that will be considered as a future scope.

Additionally, it will find some more open concerns of IoT that could be solved by
the network technology blockchain.
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Application of Truffle Suite
in a Blockchain Environment

Rajat Verma, Namrata Dhanda, and Vishal Nagar

Abstract Advancement is a term that never stops with something so is technology.
Blockchain technology is an old term but with updation, it has become a key-buzz
term in the technological market. The advancements in blockchain led to the forma-
tion of distributed and decentralized applications. This advancement is only possible
in the applications phase of blockchain. A simplified ecosystem in which decentral-
ized apps (DApps) can be built is truffle suite. Majorly, three constituents that are
completing the truffle suite are truffle, drizzle and ganache. DApps are those that
operate among the users and are not monitored by a central authority. In DApps, the
ecosystem of a peer-to-peer network works as a complete operating system. This
paper focuses on these DApps using truffle suite and its different scenarios. A quick
depiction of blockchain with its connection to the truffle suite is also highlighted in
this paper. Moreover, this paper also illustrates a popular use case of a DApp with
its real-time issues and concerns.

Keywords Blockchain · Security · Cybersecurity · Privacy · Truffle suite

1 Introduction

The blockchain-like-protocol was invented around 39 years ago by a famous
computer scientist and cryptographer David Chaum in 1982 when he presented this
protocol in his dissertation [1]. In 1991, Stuart Haber and W. Scott Stornetta added
the concept of immutable timestamps in documents through the secured series of
blocks [2]. A year-later, the concept of Merkle trees was added [2, 3]. The initial
conceptualization of blockchain was done in 2008 when it became the backbone of
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security behind the famous cryptocurrency Bitcoin [4]. A false-named personality
was a representative of it and has been popularly known as Satoshi Nakamoto [4, 5].
The word “blockchain” was a two-letter word in the original white paper but began to
combine in the year 2016, and thus became popular as blockchain, a single word [6].
So eventually, the first tenure of blockchain ran from 2008 to 2013 as blockchain 1.0
and was called Bitcoin emergence [7]. The middle phase was focused on Ethereum
and was known as Ethereum development (blockchain 2.0) in 2013–2015 [8]. The
last phase which is currently happening is the phase of applications that are running
from the past 6 years [8, 9]. In the application phase, the things are evolving. Many
technologies are being secured by this network peer-to-peer technology blockchain
such as the IoT [10]. With the development in the applications phase, this suite
(truffle) became a key-buzz expression which is shown below in this paper. With the
help of truffle suite, the applications are advancing and making everything possible
with its extreme configurational comfortability to the researchers and developers.

2 Material and Methods

2.1 Blockchain Technology

Blockchain works as a ledger that is distributed in nature and provides a decen-
tralized habitat with the additional characteristic features, namely immutability and
transparency [11]. Blockchain is a concatenated approach of its constituents known
as blocks that are joined using unique cryptographic hash values. Hash values when
amalgamated with the elliptic curve digital signature algorithm (ECDSA) provide a
greater amount of security and power to blockchain technology in comparison with
any conventional technology [12]. The hash values are the results of the hashing
algorithms, commonly known as secured hashing algorithms [13]. SHA-256 is a
particular type of algorithmic rule that gives the result of 64 hexa-decimal characters
whenever input is provided. The input can be given several times, and the output that
is obtained will be distinct every time until the identical input is entered. In the case
of the same input, the same output will be generated [14, 15]. The block operates in
a blockchain environment that is shown in Fig. 1.

Fig. 1 Blockchain comprising of blocks (inc. header and body data)
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In Fig. 1, there are four blocks denoted by A, B, C, and D. Although, it can reach
N Blocks also. It all depends on how much the availability of resources is present. X
denotes the spectrum of the blockchain in which all visible blocks are linked. Block
A is known as the genesis block [16] with which all the entries are available as shown
in the figure above except the value of the previous block cryptographic hash value.
This is so because no block is preceding A. All the other blocks of the chain follow
the regular scenario.

The initial attribute of a block is block number. It shows the location of a
node/block in the current blockchain. Multiple blocks will be there in a blockchain,
so it is necessary to detect the position of an entity in a chain of blocks [17, 18].

The second entity reveals the previous block cryptographic hash value. It means
the hash value of the preceding blocks [19].

The third entity deals with the hash value of the current block. The current block’s
hash value should always be equal to the previous block cryptographic hash value of
the next node [19].

The fourth entity depicts the nonce. It is a 32-bit number that acts as a security
parameter [20].

The final attribute of the block illustrates the time-stamp of creation. It means the
time at which the origin of the block took place. It can vary because of different time
zones but will be in sync always [21].

2.2 Truffle Suite

With the advancement of blockchain technology (1982–2021), the manner of using
blockchain is also diversified. Currently, the era of the application phase is in progress
from 2015 [8, 9]. The previous two popular usages of Blockchain are Bitcoin emer-
gence and Ethereum development [7, 8]. Truffle suite is an ecosystem used for the
building of DApps [22]. The sub-categories of a truffle suite are shown in Fig. 2.

Figure 2 shows the sub-categories of the truffle suite which are highlighted in the
next sub-sections. The methods and tools that act as a pre-requisite in deploying the
smart contracts using truffle suite are categorized into two parts:

1. Smart contracts: ganache, truffle, meta mask, solidity.
2. Front end: live server and Web3.js.

For the live server, the following command can be used.

Fig. 2 Truffle suite
categories
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Fig. 3 Origin of third phase of blockchain as blockchain 3.0 (applications phase)

npm install -g truffle ganache-cli live-server (1)

After configuring the live server, create the project directory and initiate the truffle
using truffle init.

The connection between truffle suite and blockchain is illustrated in Fig. 3 for easy
understanding. This connected version of truffle suite and blockchain gave birth to
the present phase of blockchain as blockchain 3.0. (applications phase). The previous
two versions were blockchain 1.0. and blockchain 2.0.

2.2.1 Ganache

The development in blockchain led to the arrival of applications that do not require
a central administrator. This is also a need to eradicate the single point of collapse
[23]. Ganache is a personal blockchain that permits the testing of smart contracts
[24]. The command of installing and instantiating a ganache network is shown below
for easy understanding.

npm install -g ganache-cli (2)

ganache-cli (3)

The above text (2) depicts the installation of a ganache network using theNode.js
package using npm [25]. It internally utilizes the ganache-core for effective instal-
lation. In the console, where the ganache network is working must also highlight the
other feature of blockchain such as gas price, call gas limit, gas limit, HD wallet, and
mnemonics [26].
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2.2.2 Truffle

Truffle is an environment that allows the user to build DApps using the Ethereum
virtual machine (EVM) [27]. It performs some functions which are depicted below
[28]:

1. Framework testing
2. Environment for DApps
3. Asset pipeline
4. Compile contracts
5. Build artifacts.

For installing, compiling, and migrating the contracts, the following commands
can be used.

$ npm install -g truffle (4)

truffle compile (5)

truffle.cmd compile(for Windows OS only) (6)

$ truffle migrate (7)

The features of truffle are shown below [29]:

1. Automated testing of contracts
2. Compatible with Web and console applications
3. Management of package
4. Management of networks.

Truffle can compile contracts written in solidity language [30]. The extension of
solidity language is .sol. A variety of logic via smart contracts can be unified with
IoT devices to enhance and optimize the security of IoT systems [31].

2.2.3 Drizzle

Drizzle acts as an important pillar of the truffle suite. It is responsible for making
the front end of DApps predictable and informative [32]. As CSS is making the
HTML document living in a similar manner, drizzle works for DApps. It has a
cluster of libraries responsible for the interface. It also supports .Web3, which is a
popular package supported in Python 3.9. The synchronization of transactions (base
of blockchain), contracts, and data is possible because of drizzle.
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2.3 Smart Contracts in Blockchain

In blockchain, smart contracts permit the transactions to happen. It also carries out
the agreements by eradicating the central administrator. It also checks the terms and
conditions amongmultiple parties [33]. There are several use cases of smart contracts
that are as follows:

1. Insurance [34]
2. Financial industry [35]
3. Mortgage loans [36].

The transactions that are happening are always irreversible, transparent, and
traceable.

2.4 Meta Mask

Ethereum needs a graphical user interface for transaction purposes. Here, meta mask
gains its importance [37]. Meta mask acts as an add-in for diverse browsers such as
Google Chrome, Firefox, and Brave [38]. It was invented by ConsenSys in 2016 [39].
It acts as an alliance between the Web browser and blockchain. It is open-source.
It integrates a global API into Websites to read out the data of the users to which
blockchains they are connected.

Few features of meta mask are highlighted below [40, 41]:

1. Permits the purchase of built-in coins
2. Storage (local-key)
3. Editable
4. Browser extension is available
5. Simple and secured
6. Generates own passwords and keys
7. Very strong community across the globe
8. Account management
9. Blockchain connection.

Meta mask is a wallet that allows interaction with Ethereum (DApps). It is also
available for diverse mobile OS such as iOS and Android [42].

2.5 Application of Truffle Suite in Blockchain

The world is growing at a tremendous pace and so do the applications. With this
development, the developers/users can create a variety of applications. It provides
full compatibility to develop DApps. This is only possible in the latest phase of



Application of Truffle Suite in a Blockchain Environment 699

blockchain (2015–present) as before this phase, itwas not possible. The prior versions
only focused on Bitcoin (2008) and Ethereum (2013). These DApps can remove the
diverse issues of conventional technologies by integrating blockchain into them.
One such technology is a sub-group of artificial intelligence, i.e., Internet of things
(IoT) [43]. Since, blockchain has three major characteristics, namely decentraliza-
tion, transparency, and immutability. The central point of failure can be abolished
using blockchain in IoT. The data can be secured using anonymity, i.e., transparency
and with the immutability factor, it can eradicate the tampering aspect, fabricated
data, data inconsistency, data breach, etc., and can increase the security perspective
of IoT [44–46].

2.5.1 A Use Case of a Decentralized App (DApp) in Blockchain

Simulators are a great thing to have when the physical circuits create some sort of
problem.A good depiction of a simulator is aGPIO simulator [47]. GPIO simulator is
an input–output circuit that can also be visualized as a simulator rather than a physical
circuit. Talking about security with blockchain technology. This GPIO simulator can
be protected using blockchain. The truffle suite will be a boon inmaking aGUI-based
DApp that will protect the status of pins using blockchain.

Real-Time Challenges in Implementing DApp in Blockchain

In the above scenario of using a GPIO simulator, transactions are done when an
operation is implemented, i.e., from on to off or from off to on (status of pins).
So, a larger number of demo accounts are needed to be managed in real-time. The
scalability of the application also becomes a concern as its needs to be managed in
real-time. Also, configurational comfortability needs to be managed in real-time as
blockchain consumes very high resources so there must be a lightweight mechanism
to run the application on every system.

3 Conclusion and Future Scope

Blockchain, a two-word entity (2008), began to combine in 2016 and became
blockchain. This old term with the development and modifications became a
buzzword in the ecosystem of technology. From blockchain-like-protocol (1982) to
the applications phase (2015), blockchain evolved a lot. With the applications phase,
truffle suite that contains ganache, truffle, drizzle came into reality. The truffle suite
is illustrated in this paper. Meta mask, a wallet related to Ethereum blockchain, is
also highlighted in this paper. A quick depiction of smart contracts is also shown in
this paper for an easy grasp. Moreover, the introduction of blockchain with many
scenarios is also highlighted in this paper.
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Subsequently, will continue to work with a motive to enhance and optimize the
security of IoT systems using blockchain.
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Mayur Rahul, and Vikash Yadav

Abstract The general data protection regulation (GDPR) is the tough privacy and
security policy toward protection of data. The policy was drafted by the European
Union but imposed obligations for any organization which collects data related to
the people in the European Union. This policy came into effect from 2018. If any
organization violets, the law will levy huge fines. Consumer driven companies in
the areas like IT services and Fintech likely to affected by the GDPPR and have to
comply. The research paper seeks to explore the implication of GDPR on these two
industries. The challenges faced by the two industries in planning, implementation,
and complying to GDPR, the overlaps and contradictions with the existing industry
frameworks which will last post GDP6R implementation, the pre- and post-GDPR
scenario analysis, and lastly the trial process for the data breach of the two industries.
Based on the comprehensive study and research on the aforementioned areas, this
research paper then delves into building a hypothesis through qualitative and quan-
titative data gathered which provides a solution for the two industries to prepare,
plan, implement, and comply with GDPR across industry level with respect to user
data management centers and Fintechs. We have used empirical methodology and
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collected responses through the questionnaire. Through the research study, we have
found that how important is data encryption, not only because it is mandated in
GDPR but also since any sort of data revelation to a criminal party can cause a lot
of damage.

Keywords GDPR · Data protection · Fintech · IT industry

1 Introduction

1.1 GDPR

The implementation of general data protection regulation or GDPR is transforming
the digital landscape globally [1]. GDPR applies to any citizen irrespective of nation-
ality or location if the company has its establishment in the EU and where personal
data are processed “in the context of the activities” of such an establishment and to
any EU citizen regardless the location of the company. Hence, a large number of
citizens and organizations across the globe fall under the purview of GDPR as we
live in a more interconnected and interdependent world. The application of GDPR
spans across all the industries and organizations, from public to private sector, that
involve processing of data of the EU citizens (or personal data subjects) [2]. This
research paper focuses on application of GDPR on the user management data centers
in information technology and Fintech industries.

1.2 Aims and Objectives of the Research Study

• To intensively study the GDPR frameworks
• To capture the impact of GDPR on Fintech and unified data management (UDM)

in IT industry
• List out the key areas and pain points of impact of GDPR on Fintech and unified

data management (UDM) in IT
• Understand the organizational, operational, legal, and technical perspectives of

GDPR w.r.t Fintech and UDM in IT.

2 Literature Review

The literature review starts with a clarification of how the earlier law, the data protec-
tion directive from 1995, works and the thought behind it. We at this point, in short,
clarify the thought behind elaboration of GDPR. We additionally clarify the most
critical parts of the GDPR in connection to information forms and what sort of
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impacts can diverse perspectives of IT and Fintech are expected to have. This is
done to give a superior comprehension of different directions within data handling
organizations and its conceivable effects. In conclusion, we clarify the hypothesis
behind consistency in data frameworks.

The present enactment that secures the rights concerning individual information
of residents inside the EU is the data protection directive from 1995. This mandate
has then confirmed an endeavor to blend the way information can be put away and
handled inside the EU, however, has been translated contrastingly in all European
states as per Lynskey [3] and Wong [4]. In this way, Lynskey contends that it is
indistinct whether the data protection directive is accurately embraced and executed
by the national courts. In spite of this, she composes that the order introduced a
few purposes and definitions which stay in the GDPR. Key ideas like information
controller, information processor, and individual information are characterized and
have changed little in the imminent directions. Data collection and processing [5] are
growing at a rapid rate in present business models. The data protection regulations
introduce [6] specific ways to create and empower the digital ecosystem as well as
assessing the effects of digital privacy and consumer welfare.

Regardless of whether the data protection directive is generally a traditional
approach, Lynskey [3] focuses on the way that the mandate is out of date in a few
angles. Since the law was composed when just a small amount of the natives of the
EU utilized theWeb routinely, the data protection directive tends to be deficient with
regards to securing the EU resident’s rights. While a few sections of the GDPR and
the data protection directive are firmly related, issues like the reuse of individual
information and uniform appropriation by European states are not dealt with in the
present enactment.

A regulation needs to be engulfed with range of penalties to ensure a proper
conduct is followed within the organization. These regulations are bounded by laws
and jurisdictions, where organizations are penalized for misconduct in practicing the
approved legislation. An organization that does not comply with the GDPR is liable
to a fine of up to 4% of annual global turnover or e20 million, whichever is the
highest according to the articles mentioned in the regulation. The data protection
directive failed to state proper consequences for cases of data violation. However,
GDPR ensures stricter methods for avoiding data violation and involves the EU in
providing legal tools to enforce the new regulation with clearer and homogenous
penalties [7].

Since 25thMay 2018, many legal cases were filed against many topmulti-national
companies are fined under and outside GDPR framework because of data-breaches.
Many large IT organizations are facing trial under GDPR in most of the EU countries
as of Jan 2019. In United Kingdom, total 6281 cases were filed between 25th may
2018 and July 3rd 2018.

Also, many e-commerce sites faced GDPR lawsuits due to credit card information
leakage-related issues. One of the biggest global tech giants has been fined close to
$57 USD in France and also fined over 44 million Euro because of advertising using
personal data [8].
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3 Research Methodology

“Assessment of compliance of GDPR for user data management in IT industry and
Fintech” is based on clarification of critical parts of GDPR in connection to form
of information and impact on them in diverse perspective. In conclusion, it is an
approach to clarify the hypothesis behind consistency in data framework [9].

Methodologies followed for this research are

Primary Research

1. End-to-end GDPR framework analysis to understand its articles and clauses in
comparison with data protection directive.

2. Build a questionnaire with approval from faculty and the corporates and share it
with corporates. The recorded datawill help to understand theway organizations
have implementedGDPR, challenges, and limitations facedwhile implementing
GDPR and the organizations will handle the data breach and its impact on it.

3. Build a survey with approval from guiding faculty and corporate and share it
with corporates and record the observations. By applying statistical techniques,
the observation output will then be analyzed.

4. Interviews with DPOs, legal experts, CXOs, and GDPR experts which will help
to analyze the implementation, challenges in implementation, and its impact in
IT and Fintech user data management.

Secondary Research

1. Connected with the corporates through live webinar.
2. This helped to understand the current status of GDPR in different IT and Fintech

organizations and how they are handling the painful and unnoticed areas of
implementing GDPR.

3. Attend GDPR workshop in the institute.
4. Research done by reading different Website blogs, connecting with GDPR

expertise through social media to discuss with them the about various aspects
of implementing, pain areas, and based on the methodologies [10].

Research Opportunities and Challenges

When the pre-GDPR data protection regulations were first developed, the concept
of user data in a digital format was in its infancy. It was a major challenge to seek
the organizations and people who really worked under GDPR constraints. But as
technology evolved and reliable, high-speed Internet access became more widely
available, the range of options, and different services continued to grow. The imple-
mentation of general data protection regulation or GDPR will transform the digital
landscape globally.GDPRapplies to any citizen irrespective of nationality or location
if the company is an EU company and to any EU citizen if the company is a non-EU
company. Hence, a large number of citizens and organizations across the globe fall
under the purview of GDPR as we live in a more interconnected and interdependent
world [11, 12].
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Fintech

Firms providing financial services are adopting biometric and digital authentica-
tion systems, which acquire fingerprints and eye scans of data subjects to identify
their customers. In addition to obtaining the data subject’s explicit consent [7] while
obtaining his biometric data, Fintech companies must also have separate controls in
place to protect them, to achieve necessary compliance of GDPR. These controls
must guarantee that the data controllers take the technical, specialized, and author-
itative measures necessary to prevent this special data from being uncovered, as a
consequence of their systems being poorly managed previously.

All financial firms are built around IT systems. With the digital era under great
influence [13], financial service providers are being more and more reliant on IT
systems. This leads to data flowing across multiple IT systems which create a
complexity due to increasing trend of outsourcing development and support func-
tions. This in turn leads to data being exposed to a broader supply chain without
guaranteeing necessary vigilance measures. The data flow becomes more vulner-
able when it flows through cross border organizations, thereby causing a threat to
end-to-end data management under GDPR.

4 Result Analysis

Though the questionnaires, we have ask several questions and recorded response
from the companies who are in process to implement GDP.

In the study from Table 1 responses, we found that most of the Fintech companies
have completed GDPR implementation process, i.e., approx. 81%. But few of the
companies could not implement it which is mentioned as dropout, they have started
with implementation but could not succeed (Fig. 1; Table 2).

Table 1 GDPR implementation completion

Viewed Started Completed Completion rate Drop outs (after
starting)

Average time to
complete the survey

36 31 25 80.65% 6 3 min

Fig. 1 GDPR
implementation completion
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Table 2 Consent to process or store personal data

S. No. Answer Count Percent

1 We do not ask for consent 3 12.50%

2 There is a clause in the
contract (s) that is signed

7 29.17%

3 We have a separate consent
form or a policy on the
Website

14 58.33%

4 Other 0 0.00%

Total 24 100%

Mean: 2.458 Confidence interval @ 95%:
[2.170–2.747]

Standard deviation: 0.721 Standard error: 0.147

1. How do you ask for consent to process and/or store personal or sensitive
data?

From the above question’s response, it is clear that the most of the Fintech and IT
companies who have implemented GDPR take the consent from their clients to store
their personal or sensitive data. Some companies included the clause for storing the
sensitive data in the contract itself. But it is found that most of the clients want
to include it as a separate document. Some companies who have not implemented
GDPR do not ask any consent to store sensitive data (Fig. 2; Table 3).

2. Do you store personal or employee data outside of the European economic
area?

From above question’s response, it is clear that companies are very clever. They have
not stored the sensitive information of clients in the European Union area where
GDPR is in act. But they store the sensitive information outside the European area
where GDPR is not implemented (Fig. 3; Table 4).

3. Do you store or transfer personal data to companies outside of your direct
control?

Fig. 2 Consent to process or
store personal data
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Table 3 Store data outside European economic area

S. No. Answer Count Percent

1 Yes 15 62.50%

2 No 9 37.50%

3 Do not know 0 0.00%

Total 24 100%

Mean: 1.375 Confidence interval @ 95%:
[1.177–1.573]

Standard deviation: 0.495 Standard error: 0.101

Fig. 3 Store data outside
European economic area

Table 4 Store or transfer data outside companies

S. No. Answer Count Percent

1 Yes 17 70.83%

2 No 7 29.17%

3 Do not know 0 0.00%

Total 24 100%

Mean: 1.292 Confidence interval @ 95%:
[1.106–1.477]

Standard deviation: 0.464 Standard error: 0.095

From the above question’s response, it is very critical situation that companies not
only storing sensitive information of clients but they are transferring personal infor-
mation to the companies which are not in their direct control. It is very dangerous.
Some of the companies following the regulation and not sending the sensitive
information outside their direct control (Fig. 4; Table 5).

4. Which of the below rights of GDPR has the highest priority in your
organization?

Above question is very interesting when asked about highest priority about the rights
of GDPR from the organization then most of the companies agreed on right to data
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Fig. 4 Store or transfer data
outside companies

Table 5 Priority of GDPR in organization

S. No. Answer Count Percent

1 Right to be forgotten 7 29.17%

2 Right to access 4 16.67%

3 Right to data portability 8 33.33%

4 Right to rectification 2 8.33%

5 Do not know about the rights
or management policies

3 12.50%

Total 24 100%

Mean: 2.583 Confidence interval @ 95%:
[2.044–3.123]

Standard deviation: 1.349 Standard error: 0.275

portability, some of give their consent to right to forgotten the data. GDPR has given
the “right to be forgotten” to its citizens which gives them power to erase their data
and stop its processing immediately which is a great step toward empowering their
citizens. Some also wants access to the data and some companies do not know about
the data management policies (Fig. 5).

Fig. 5 Priority of GDPR in
organization
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5 Discussion and Analysis

The analysis of the survey was undertaken with the help of QuestionPro. A total
of 36 respondents were surveyed of which 31 respondents took the survey and 25
respondents managed to complete the survey with the completion rate of 80.65%
and average time of 3 min per survey. The respondents included corporate profes-
sionals, researchers, consultants, and legal experts. All the respondents are either
professionals in Fintech and IT or have extensive knowledge of the two industries.
The responses of the respondents were recorded on nominal and interval scales. The
survey includes questions which comprise of Article 12 to Article 23 of GDPRwhich
includes the rights of the data subjects under GDPR. In order to develop the basic
understanding of the regulations and to check whether the systems and processes are
in place, the variables include a simple yes/no/maybe. The survey concludes with
the most challenging aspect of GDPR for Fintech and IT firms.

In [14], software of GDPR compliance is discussed. In our research study, we
have focused on Fintech and IT industry, and it will be very helpful in designing the
perfect GDPR compliant software.

Automated individual decision-making, including profiling: the respondents were
asked if they inform the data subject regarding the data being collected and having
a consent procedure at every stage. Demographic variables were considered when
asked if the data were stored outside the European economic area and outside their
direct control. Companies were also asked if they have a mechanism to report data
breach. This was asked to check the technical compliance with the GDPR. The
respondents were then asked in the end as to which of the data subject rights would
they give the highest priority in the organization.

6 Conclusion and Limitation

It has been a really challenging endeavor to study the impacts of GDPR on industries
like the Fintech and the IT, since these industries deal with data day in and day out.

Some important points of concluding the research

• GDPR has given accountability to data processors and controllers and has brought
out the role of data protection officers who will ensure that no data breach takes
place.

• GDPR has earned trust among the citizens of EU as it has spoken of sensitive
topics like consent and privacy. With globalization raising its gigantic head and
with the advent of social media, issues like consent and privacy are not considered
that important and are not given much thought. Also, GDPR has given the “right
to be forgotten” to its citizens which gives them power to erase their data and
stop its processing immediately which is a great step toward empowering their
citizens.
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• One of the most compelling things for its conformance would be the heavy penal-
ties that would be levied to firms who do not comply by it. Such strict rules would
always promote tighter laws which would never allow personal data to be taken
less seriously.

• Through the research, we have found that how important is data encryption, not
only because it is mandated in GDPR but also since any sort of data revelation to
a criminal party can cause a lot of damage.

Despite of all hypes, some organizations found it really difficult to comply with
GDPR and faced lots of challenges in being cent percent compliant. However, GDPR
has been the lighting guide to a lot of firms who deal with personal data. Not only
are more and more nations finding ways to conform to it but are also working on a
large-scale end-to-end implementation.

Despite the challenges addressed in the study which are common for all the
industry, the study focused on the Fintech and IT industry. Other industry may
have some specific challenges that are not covered, and it is the future scope for
the research.
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Digitally Signed Document Chain
(DSDC) Blockchain

Udai Bhan Trivedi and Santosh Sharma

Abstract This paper suggested the framework of digitally signed document chain
(DSDC) blockchain which focuses on digitalization and decentralization of educa-
tional certificates storage, authentication, authorization, confidentiality, ownership,
and privacy. Blockchain generation has lately emerged as a capacity suggests for
authenticating the record verification and a sizeable device to fight record fraud and
misuse. This research paper diagnosed the safety subject matters required for file
verification with inside the blockchain. This paper also suggested the framework for
modifications and deletions of data under circumstances by competent authority only
which is against the principal of immutability of blockchain by utilizing chameleon
hashing.

Keywords Blockchain · Chameleon hashing · Document chain

1 Introduction

Blockchain is a decentralized peer-to-peer ledger that is used to record cryptograph-
ically signed transactions in a series of blocks. Each block in the chain holds the
preceding block’s hash value, resulting in a chain of blocks. A genesis block is the
first block of any block. All other participants in the peer-to-peer distributed ledger
are called nodes. Each node in the networkwill keep a copy of the ledger, propose and
verify transactions based on the type of blockchain, and participate in the consensus
algorithm [1].

Blockchain network users submit candidate transactions to the blockchain
network through software. These transactions are routed by the software to one
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or more nodes in the blockchain network. The selected node can be a complete non-
publishing node or a publishing node. The transmitted transaction is subsequently
propagated to additional network nodes, but this does not place the transaction on the
blockchain. For various blockchain applications, as soon as the pending transaction
is shipped to the node, it has to wait with inside the queue till the publishing node
provides it to the blockchain [2, 3].

When the publishing node publishes the block, the transaction is added to the
blockchain. A block consists of a block header and data. The block header contains
the block’s metadata (data about data). A list of confirmed and genuine transactions
that have been transmitted to the blockchain network is contained in block data. This
ensures that the transaction format is proper and that the digital asset supplier has
cryptographically signed the transaction to confirm its legitimacy and authenticity.
This validates if the transaction’s digital asset supplier has access to the private
key with which the accessible digital asset may sign. Other full nodes will verify
the validity and authenticity of all transactions in the published block, and if the
block contains invalid transactions, the block will not be accepted. Many blockchain
implementations use the following data fields [4, 5]:

• Block header

1. Block number
2. Previous block hash value
3. Hash of present block (can be calculated with the help of Merkle tree)
4. Timestamp.
5. Block size
6. Nonce value.

• Block data

– consist of all transaction which occur recently and ledger events within block
– Other data may be present.

1.1 Chaining Blocks

The blockchain is built up by set of blocks. Each block includes the hash digest of
the previous block’s header. If a previously published block was changed, a new hash
would be produced. As a result, all subsequent blocks will have different hashes since
they integrate the hash of the preceding block. This facilitates the identification and
rejection of manipulated data [1] (Fig. 1).
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Fig. 1 Generic chain of blocks [6]

1.2 Hash Functions

The hash function is a compression function that receives a message represented as
an arbitrary length string of bits and converts it to a fixed-length string known as
a digest. The hash function is designed as a one-way function, which means that
reversal is practically infeasible, and the only way to find the original message is
to search through all possible inputs by brute force. The cryptographic secure hash
function is a hash function h() that meets the three requirements listed below [7]:

1. Antigenic image: If, given the digest y, discovering x such that y = h(x) is
computationally impossible, then hash function h() is resistant to the original
picture.

2. The second resistance prior to the image. Given a summary y and a message
x such that y = h(x), finding another message x̂ �= x such that y = h(x̂) is
computationally impossible.

3. Anti-collision: If two messages x and x̂ , x̂ �= x, are found so that h(x̂) = h(x) is
computationally infeasible, then this is collision resistant hash function h().

The use of cryptographically secure hash functions in the blockchain ranges from
the creation of a unique identifier to the protection and connection of data blocks [7].
A hash pointer connects the data block, and the hash pointer leads to the data storage
location, which is the preceding block in the chain. The hash pointer can be used to
verify if the block has been tampered with, thus ensuring the integrity (immutability)
of the data [8, 9].

1.3 Digital Signature

The digital signature technique is divided into three sections [8]. The first is the
key creation algorithm, which is used to creating a pair of keys. The signer uses his
private key (which is only known to the user) to sign a message, and the signature
may subsequently be confirmed using the public key. The second component is the
signature algorithm. The digital signature algorithm uses the digest of the message
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h(x), the signer’s private key sk, and a random number to generate the signature
s. Once a party receives the signature, the verification algorithm (the third core
component) verifies its validity. The verification algorithm uses message x, signature
s, and sender’s public key pk to determinewhether the signature is genuine. The goals
of digital signature algorithms are identity verification, non-repudiation, and integrity
[6].

1.4 Asymmetric-Key Cryptography

Asymmetric-key cryptography (also known as public-key cryptography) is a type of
cryptography that employs a pair of keys: a public key and a private key [7]. Although
the two keys are theoretically linked, obtaining the private key from the public key
should be impossible. The public key can be made public without jeopardizing the
algorithm’s security.

The non-public key, on the other hand, should be kept private. The two keys are
interchangeable because you can either (i) encrypt the plaintext using the private
key and decode the cipher text with the public key, or (ii) encrypt using the public
key and decode with the private key. In case (i), the algorithm is used to ensure the
message’s integrity and to establish the message’s authentication. On the contrary,
in case (ii), the algorithm is used to guarantee the confidentiality of the message [6].

2 Background and Literature Review

Blockchain is a peer-to-peer ledger that stores cryptographically signed transac-
tions in blocks. Each block in the chain holds the hash of the preceding block.
Immutable property of the blockchain is provided by hash function. More precisely,
the blockchain can be described as immutable chain of blocks. The immutability
of the blockchain is undoubtedly one of its most powerful features. However, the
inability to change or delete data can be an unwanted feature in certain situations,
posing another challenge to using blockchain when personal data are under threat.
Article 16 and article 17 of general data protection regulation (GDPR) introduce the
right of correction and deletion of related parties, assuming that data can always
be modified and deleted. Therefore, there may be situations where the data are
compulsorily deleted (or modified). Failure to do so will result in a system breach
[10, 11].

To facilitate the possibility of compliance, we propose and design the architecture
of a digitally signed document chain (DSDC) blockchain that allows for modifica-
tions and deletions of data under circumstances by competent authority. To upgrade
the standard hash capabilities used in blockchains, we employ chameleon-hash capa-
bilities with ephemeral trapdoors. Each freshly generated hash contains a unique
ephemeral trapdoor, allowing for targeted and fine-grained collision computation [7,
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12]. Few research papers have been reviewed, and summary sheet has been prepared
to get insight of blockchain security and chameleon hash for implementation in
DSDC (Table 1).

3 Purpose of Digitally Signed Document Chain (DSDC)

The transmission of personally identifiable information and proprietary information
has always been the main concern of enterprises and professionals. Using blockchain
technology, digitally signed document chain (DSDC) is able to create a historical
ledger of document accessibility. DSDC allows users to audit the history of user
access for documents by date and time. By creating multiple layers of accessi-
bility and encryption history, businesses and professionals can operate under full
responsibility for document access.

DSDC provides a solution to minimize security risks when sharing documents
using blockchain.

• Save the encrypted document.
• Transfer access to documents safely and securely among the required users.
• Access audit to the current and historical user.
• Check that it does not review the document.
• History of loading, download, change documents.

3.1 Document Storage and Security

Any university/autonomous organization/an entity which is entitled to give
degree/certificate/diploma/mark sheet, etc., to the students needs to provide degree in
encrypted format (signedbyprivate keyof concern bodywhose public key is available
to decrypt the certificate), andwe call this encrypted degree/certificate/diploma/mark
sheet etc., as native document (Fig. 2).

1. Using DSDC, application user can encrypt the native document with a single
key-document’s key.

2. The encrypted native document is sent to a node and stored in the blockchain.
3. Simultaneously, the newly created document’s key encrypted with the user’s

private key, successfully securely sharing the document’s key.

3.2 Document Sharing and Authentication

User 1 wants to transfer the document to user 2 (Fig. 3).

1. The application encrypts the documents key using the user 1 private key.
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Fig. 2 Proposed model for documents storage and security

Fig. 3 Proposed model for document sharing and authentication

2. The application then encrypts the document key with user 2 public key, sharing
it with user 2.

3. User 2 can now decrypt the document key using their private key.
4. User 2 can use the decrypted documents key to decrypt the document itself as

user 1 public key is available to anyone on the blockchain network.
5. Once user 2 got the documents key, user 2 can easily decrypt the message and

find the native message.
6. This native message if decrypted public key of university/autonomous organi-

zation/an entity which is entitled to give degree/certificate/diploma/mark sheet,
etc., this authenticate that the degree/certificate/diploma/mark sheet, etc., is
issued by concern organization.

DSDC can be implemented at on premise of any organization, off-site data center,
or on cloud platform, but at national level project, it must be govern by government
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agency. Transferring blockchain statistics to the DSDC is a very theoretical discus-
sion, at this point. No blockchain has been built in this idea yet. Few points need to
take under considerations.

• Are there unique assets had to archaically save blockchain records, including
node/network administration skills?

• Since the information in the blocks might also additionally encompass quite a few
report sorts gathered from a couple of transactions, might DSDC be capable of
get entry to the codecs contained with inside the blocks?

• How will DSDC manage, keep, or offer get right of entry to the blockchain that
includes encrypted inaccessible parts? The blocks cannot be eliminated due to the
fact this will invalidate the blockchain, however, they cannot be accessed because
of the manner, the blockchain policies are set.

• Personal documents are a transactional data, i.e., data which can be change over
a period. More records can be added to the block as

(a) Qualification enhancement ex. graduate can become post graduate and
doctorate; employees also continuously pursue various certificates in order
to enhance their knowledge, skill, and attitude.

(b) Qualification improvements ex. marks of graduate final year can be
improved by giving improvements examination.

(c) New education policy which converts the educational qualification from
certificates, diploma, and degree after completion of one, two, and three
years of graduations, respectively. Any individuals will certainly want to
update it on proposed DSDC.

4 Updation of Document Block by Utilizing Enhance
Chameleon-Hash Function with Trapdoor
Implementation

A chameleon hash is a cryptographic pseudo-random function that consists of a
mystery trapdoor. Without the trapdoor, it is far hard to discover collisions, however,
with the understanding of the trapdoor, hash collisions may be generated efficiently
[13, 14].

An enhanced chameleon-hash function consists of 4-tuple known as <KeyGen;
HashGen; HashVer; HashCol> defined as follows.

(hk, tk)←KeyGen(1k):Key generation technique that uses the security parameter
k to produce the public key hk and the secret trapdoor key tk.

(h, t) ← HashGen(hk, m): Hash generation technique that takes hk, m, and a
random r as inputs and returns a pair (h, t) consisting of the hash value h and a check
string t.

d = HashVer(hk, m, (h, t)): Hash verification algorithm that takes a message m
and a candidate (h, t) as input and outputs a bit d equal to 1 if HashGen(hk, m) = h.
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t′ ← Hash collision (tk, (h, m, t), m′): Finding method that accepts tk as input, a
valid tuple (h, m, t), and a newmessage m′ as output and provides a new check string
t′ such that HashVer(hk, m, (h, t)) = HashVer(hk, m′, (h, t′) = 1.

We present our implementation of a enhance chameleon-hash function with
ephemeral trapdoor-based RSA public-key encryption [7, 15, 16] (Table 2).

Table 2 Chameleon-hash function with trapdoor implementation using RSA

Key generation phase Algorithm

The ParGen function in Algo 1 generates the
public exponent RSA e as a random prime
number with a bit length of λ. In our
implementation, λ is set to 2048 bits. This
function will run when users join the network
and assign them a hash key. This step is
performed by a certification authority (CA)
that is responsible for generating identities for
users when enrolling on the network

Algo1: Generation of RSA public exponent
func ParGen (1λ)
{
e: = randomPrime(λ)
Return e
}

The KeyGen function in Algo2 generates RSA
modulo n and private exponent d. The CA will
calculate the KeyGen when the user logs into
the network. The existence of the second
ephemeral trapdoor is provided by the order
service that executes this function during the
hashing process

Algo 2: Generation of RSA modulo and private
exponent
func KeyGen (λ, e)
{
repeat
{
p1: = randomPrime(λ/2)
p2: = randomPrime(λ/2)
n: = p1 * p2
ϕ(n): = (p1 − 1) * (p2 − 1)
} until e > n AND is Coprime(ϕ(n), e),
d = inverseModulo(e, ϕ(n))
Return n, d
}

Hash generation phase Algorithm

Algorithm 3 shows the hash function executed
by the order service to use the user’s public
key to hash the transaction, i.e., the RSA
public exponent. The randomNumber()
function is designed to provide a random
number with a maximum of λ digits. The H ∗
n() function is a random SHA256 hash
function, with an output of 256 bytes. This
function calculates a random number r and
uses the public exponent e, randomness r, and
hash function H * n() to process the message.
To insert the second ephemeral trapdoor, it is
sufficient to execute the same function a
second time using the second RSA modulo
generated through the execution of KeyGen

Algo 3: Hashing Process
func Hash (λ, e, n, tx)
{
r: = randomNumber(λ)
h1: = Hn * (tx)
hash: = h1 * re mod n
return hash, r
}

Hash verification and collision Algorithm

(continued)
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Table 2 (continued)

The algorithm listed as func Aadapt (Algo. 4)
is used to find a collision, i.e., to calculate the
new value of R (new_R), the new transaction
data newTx allows to find collision for the
original hash value. The private exponent d
(owned by the authority) allows restoring the
initial exponentiation as in any standard RSA

Algo 4: Hash verification and Collision
func Adapt (old_Hash, n, tx, newTX, d)
{
if newTX == tx return r
h1: = Hn* (newTx)
new_R: = (old_Hash * inverseModulo(h1, n))d

mod n
return new_R
}

5 Conclusion

Digitally signed document chain (DSDC) blockchain ensures authentication, confi-
dentiality, ownership, and privacy of the data with the help of public-key cryp-
tography. DSDC takes advantages of all blockchain features like decentralization,
transparencies between all parties, and immutability. DSDC also allows modifica-
tions and deletions of data under particular circumstances by competent authority,
one can perceive as some compromise on immutability but this is possible only by
competent authority for storing all personal data on same block without disturbing
the hash chain. DSDC employs chameleon-hash functions with ephemeral trapdoor
as a substitute for the standard hash functions used in the blockchain. The ephemeral
trapdoor is distinct for every newly created hash, which lets in for focused and fine-
grained collision computation. With the help of chameleon hash between the blocks,
the competent authority (who knows the ephemeral trapdoor) can change the data of
blocks without having change in hash value which facilitates the update and deletion
of personal information.
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Algorithms of AI in Deciding Optimum
Mix Design of Concrete: Review

Rajat Verma, Uzair Khan, Binod Kumar Singh, and Rizwan A. Khan

Abstract The preparation of mix design of concrete requires a knowledge of design
mix proportioning. Various properties like slump value, compressive strength are
considered while preparing mix design. This traditional mix proportion method is
a time-consuming and costly process. It is also done manually which may lead to
different errors. To overcome this, use of artificial intelligence has been brought into
this field to predict the design mix of concrete in limited time, low cost and minimum
error due to use of computational algorithms as compared to traditional methods. In
this paper, the studies using different algorithms of artificial intelligence are reviewed.
Estimation of properties like compressive strength, slump value of concrete is done.
Further, this paper also presents comparative analysis between different algorithms
of AI. This research paper will be of great help to concrete technologist to explore
future possibilities of AI techniques in concrete industry.

Keywords Artificial intelligence (AI) · Concrete mix · Algorithms · Design mix

1 Introduction

Concrete is a commonly used building material obtained by the mixing of cement,
water, fine aggregates and coarse aggregates. Admixtures are generally added to
change the properties of concrete. Concrete possesses property like flowability; i.e.
it can take any desired shape when it is wet, and on getting hardened, development
of strength takes place.
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One of the important characteristic properties of concrete is its compressive
strength. It is obtained by doing standard curing of the period of 28 days and followed
by testing the specimen of the concrete mix under compressive testing machine. The
testing of design mix of concrete is done as per the specifications given by Indian
Standard (IS) codes. The strength of the concrete mix is determined as per methods
laid down by IS 516 (1959). The theoretical method of finding compressive strength
involves calculation of design mix which is categorized as statistical analysis [1].
The theoretical calculation of the design mix of concrete is done according to the
guidelines which are given by IS 10262 (2009) code.

Mix design involves knowing the composition of ingredients that are used in
concrete. After preparing design mix, the major task is to select the most optimum
concrete mix from the experiment. To have the optimummix design concrete, several
trials are performed. This often leads to thewastage of various ingredients of building
materials. It also includes human labour, cost and time.

Also, the production of concrete is a complex process and involves various steps
and analysis of parameters like strength, workability. So, sometime problem arises
due to inaccurate linear and nonlinear relationship used in analysis.

To overcome such issues, various algorithms of artificial intelligence (AI) are
used to predict the behaviour of different parameters used in the concrete mix. This
technique has proved to be a great tool in deciding the optimum design mix of the
concrete in a shorter period of time [2].

AI is a tool that uses machines to perform analysis of complex functions with
the help of human intelligence. Artificial intelligence was first used in Dartmouth
College in 1956 at a conference. It was discovered by JohnMcCarthy. The interaction
of computer science, cybernetics, linguistics and information technology has led to
the development of artificial intelligence [3]. This tool can do calculationsmuch faster
than humans. The inherent benefits of this technique have attracted the attention of
various researchers [4].

Artificial intelligence works on various algorithms to solve various complex prob-
lems. These include genetic algorithm, support vector machine, artificial neural
networks, fuzzy logic, bee colony algorithm, firefly algorithm, cuckoo search algo-
rithm. The algorithms of AI ensure that every step in it must be processed in an
orderly manner to diminish the chance of any error [5, 6].

Recent advancements in computing algorithms have enabled engineers to use
these methods over existing traditional ones. These computing algorithms result in
minimum approximations and make little assumptions. This tool will be utilized for
an evaluation on the design mix of concrete and proved to be successful tool in the
coming era [7].

For selection of mix design of concrete, these computing tools enable to have
more accurate and scientific approach. The paper presents a critical review on various
computing algorithms available for finding themost optimummix design of concrete.
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2 Novelty of Work/Research Significance

The novelty/research significance of the present study is as given below:

1. The use of artificial intelligence has been brought up in concrete industry to
deal with on-site applications like design mix study, prediction of compressive
strength, slump.

2. To bring out analysis between the various algorithms of AI in the design mix
study of concrete.

3. The conventional method of selecting optimum mix design requires more
efforts and takes larger time to proceed. To overcome these problems, various
algorithms of AI are studied to find out the benefits of using the technique
when compared with conventional method. This helps in dealing the real-time
challenges at construction site.

3 Literature Review

Artificial intelligence reflects human thinking and presents it in different computa-
tional algorithms like ANNs, fuzzy tool, back propagation, neural network, adap-
tive network fuzzy technique. Due to its adaptability, higher efficiency, time-saving
approach and accuracy, it has various applications. It is used in research, medicals,
engineering, sports, etc. as shown in Fig. 1. AI is also brought in civil engineering
with the purpose to do an assigned tasks in a limited time frame with higher accu-
racy rate. Algorithms adopted byAI nowadays are used in selecting the optimummix
design of concrete. These algorithms ensure that minimum error is obtained when
design mix is prepared for experiment [8–10].

Artificial intelligence has been brought up in different areas of civil engineering.
These include concrete industry, hydraulics, structural health monitoring, prediction

Fig. 1 Multi-disciplinary
fields of artificial intelligence

Applications
of

Artificial Intelligence

Medicals

Sports

Engineering

Research

Science

Agriculture
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Fig. 2 Flow chart of genetic
algorithm Input Data
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of compressive strength, geotechnical engineering, geopolymer, concrete, earthquake
engineering [7, 11].

Generally, for solving the complex problems of concrete research, two popular
approaches of AI are used, namely genetic algorithm and support vector machines
[12, 13]. Genetic algorithm is an evolutionary algorithm of AI which is based on
the theory of Darwin. Genetic algorithm mainly involves four steps of operation—
selection, crossover, mutation and sampling. The flow chart of model of genetic
algorithm is shown in Fig. 2 [14].

To have an optimumdesignmix of concrete, genetic algorithm is adopted. For this,
input and output functions are defined. Compressive strength of concretemix is taken
as input, while slumpvalues obtainedwere taken as output functions. Fitness function
is increased as the operation of selection, crossover and mutation proceeds. As the
error between input and output function is minimized, fitness would be satisfied and
optimal designmix of concrete is achievedwith the termination of entire programme.
In the study carried out by Rezaee andAhangarMohd [15], mix having error of 0.069
was considered to be anoptimummix as it showsminimumerrorwhen comparedwith
experimental results. This mix is considered optimum for designing concrete mix for
the preparation of high-performance concrete. This algorithm of AI decreases the
problemof having a large number of trialmixeswith desired properties. Experimental
data was prepared to develop the fitness function. This approach was developed to
reduce the cost and time as the manual method requires more time and is costlier for
production of cement mix. This technique of AI will ensure that preparation of fresh
trial mixes will be done in shorter span of time and is cost-effective.

Support vector machines (SVMs) are another technique of AI which is based
on the principle of having optimal separation of different classes. This technique
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is generally based on selection of optimum concrete mix design among various
mix designs by selecting the one which generates a minimum error in results when
compared to calculation of mix design by manual method. Two user-defined param-
eters are required for making decisions. These include radial basis function kernel
and polynomial kernel. SVMs tool is proved to be a powerful computational tool in
selecting optimum concrete mix design [16].

Fuzzy logic is another technique of AI that is used in the field of risk management.
In calculation of design mix, chance of having optimum design mix of concrete is
uncertain. The use of this tool ensures that design mix obtained must fulfil desire
criteria and with more accuracy [17].

Artificial neural networks (ANNs) are one of the algorithms of AI used in the
analysis of studying the nonlinear and complex material to have an optimum design
mix of concrete.ANNmodel is defined by node characteristics, topology and learning
or training rules. It is divided into twomodels—supervised and unsupervised models
of data [18, 19].

ANN is useful in understanding the problems related to the properties of materials
used in concrete mix. These networks are much useful in the analysis of compressive
strength. ANN works on the same principle as that of processing of the brain. The
neuron is the processing unit of entire network and consists of input data, hidden
layer and an output. The method predicts the optimum mix design using accuracy
of strength validation and mean square error. Feedforward network is developed to
predict the optimum mix design and its compressive strength [20, 21]. ANN gener-
ally divides collected data into training and does final validations after processing.
Following this, normalization of data collection takes place. Network architecture
is drawn, training parameters are discussed, and at last, final evaluation takes place.
This is clearly shown in Fig. 3.

In the study by Gupta [2], artificial neural networks were used to predict the
compressive strength at the curing age 7, 14 and 28 days. The multilayer perceptron
is implemented for studying the mix properties. The input parameters taken were
cement, coarse aggregates, fine aggregates, admixtures and water. For the hidden
layers, hyperbolic tangent and log-sigmoid transfer functions have been kept. Linear
transfer function was assigned for output layer. Training datasets were prepared with
the aim to have an optimum mix design that shows minimum error. After predicting
compression values, experimental testing was done to check whether ANN predicted
the right value or not. It was found that the value of error was lying in the range from
−3.5 to 3.7 for the curing period. The analysis showed that there is a little marginal
difference between the predicted and actual values.

Figure 4 shows regression plot between the predicted value of slump and the
observed value of slump. The predicted value of slump is that slump value which
is predicted by the researcher before conducting an experiment. The observed value
of slump is that value of slump which is recorded by researcher after an experiment
is done. An increasing nature of curve is obtained; i.e. positive trend is observed
between the predicted and observed values of slump. This means the value predicted
by ANN and value obtained after experiment show minimum error. The figure also
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Fig. 3 Model of artificial neural network
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Fig. 4 Regression plot between predicted value of slump and observed values of slump of AImodel
[22]

clearly shows that training parameters evolved in algorithms of AI have fewer error
statistics when training and validation are done.

The prediction accuracy of slump is much higher as compared to the conventional
method of determining slump value of concrete mix. The error while testing the mix
design with conventional method comes out to be just 1.0841% in the AI model. A
linear variation is obtained between the predicted and observed values of slump. The
result obtained shows that maximum accuracy is obtained in predicting optimum
mix design.

ANN is also useful in predicting the complex behaviour of the concrete when
quick lime is there. It is proved to be a decision-making tool for having concrete mix
by easily predicting slump value of concrete mix design. It avoids multiple trials as it
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directly gives the slump value as per the conditions applied on the engineering site.
The technique is useful as it focuses on adaptive learning, self-organization and fast
computing. This could also be found that ANN may be used as a modelling tool for
the civil engineers in the area of design mix. These tools are beneficial in capturing
nonlinear interactions between different parameters. ANN is a more explicit model
and is a user-friendly technique of AI when compared with basic genetic algorithms
[22, 23].

Another algorithmofAI, adaptive network-based fuzzy interface system (ANFIS),
is proved to be more effective tool in predicting the optimummix design of concrete.
ANFISmodel is based on providing learning techniques for extraction of information
from the input and output dataset.

Further setting of antecedent takes place. It is mainly a multilayered feed forward
network. There is the number of nodes connected through links. Node acts as a
processing unit that uses node function to give output. Normally, ANFIS model
consists of five layers. The model of ANFIS algorithm of AI is clearly shown in
Fig. 5.

For estimation of optimum concrete mix design, a detailed study is carried out
by Tesfamariam and Najjaran [24]. First of all, preparation of training data is done.
Parameters includewater, cement, fine aggregate and coarse aggregates. Input param-
eters are divided into two groups—absolute variables and relative variables. Next step
deals with the identification of the structure and parameters of various design mixes
prepared. This is done with the help of sensitivity analysis. Model validation is done
in last to carry out analysis on obtained desired output mix for input datasets.

Water-cement ratio came as the most dominant parameter towards the variation
in concrete strength. It was also found that mix having coarse aggregate nearly 60%
and 40% of fine aggregates for design mix gives highest compressive strength among
all mixes present. For mixes having less than 30% coarse aggregate content of total
concrete mix, a decreasing trend was observed in compressive strength. A similar
trend was seen when ANFIS model was carried out for the same dataset.

Fig. 5 ANFIS model
Data inserted

Generation of Fuzzy Interface System (FIS)

Training of FIS Dataset & Testing

Saving of Processed Data

Output
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Figure 6 shows thatANFISmodel analysis is carried out to predict the compressive
strength of concrete. Regression plot is drawn between the predicted and observed
value of compressive strength. The plot shows an increasing trend in the predicted
and observed values of compressive strength. This means that for both absolute and
relative models, ANFIS is proved to be right decision-making tool for the selection
of optimum mix design of concrete. The plot also helps in identification of various
dominant parameters that help to bring stringent monitoring and quality control of
concrete mix design. It is also clear that there is little variation in predicted and
observed values of compressive strength of concrete. It is concluded that concrete
mix proportioning is a nonlinear process and depends on different parameters like
water-cement ratio, fine aggregates, coarse aggregates.
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Fig. 6 Comparison between the predicted and observed value of compressive strength [24]



Algorithms of AI in Deciding Optimum Mix Design of Concrete … 737

ANFIS algorithm of AI presents more appealing and understandable model as
compared to ANN because it used intuitive experience of designer and also numer-
ical information included in the datasets. This model is more useful than ANN as it
allows post-modelling adjustment of datasets; i.e. after output model is generated,
it can regenerate results by removing errors in case if there is any error left. It can
also be used at different stages of production of concrete in concrete industry [25].
After the experiment using computational tool ANFIS model, it was found that it
has become beneficial as it incorporates external factors like quality of construc-
tion, environmental factors. This tool reduces the risk of having faulty concrete mix
during construction, ensures durability and provides safety to construction industry
by avoiding risk of failure. These factors were not considered while designing ANN
models.

The use of another algorithm of artificial intelligence, i.e. back propagation neural
network (BP) is proved to be potential tool for predicting the design mix of concrete
mix. It is widely used algorithm in studying supervised learning. It generally involves
the use of steep gradient descend analysis to give details on approximations. The
performance of the concretemix is based on the nature ofmaterials used in the compo-
sition. BP involves three layers, input, hidden and output layers. After providing data
to be inserted, layers are formed to performanalysis to study the properties of concrete
mix. Neuron numbers are assigned to predict performance, and graph is plotted to
study the effect of strength of various concretemixes. Cascading called doing connec-
tion between various layers is done to predict accuracy between two nodes of graph.
After this, calculation of BP neural networks with parameters like root means square
error (RMSE) and coefficient of determination (R2) is obtained. The relationship
between the two can help select the optimum concrete mix. It is found that back
propagation is mainly affected by external factors. So, it is suggested to determine
its performance by properly analysing the different concert mix available for study
[26–28].

In the study carried out by Heidari [29] for analysing the back propagation algo-
rithm, two ratios of sand to cement were considered, i.e. 1 and 1.5. Total of 11 mix
designswas prepared for each phase. The variation of uses of ordinary sand andwaste
sand ranges from 0 to 100%. In phase one, sample having 20% waste sand gave the
highest strength, and for second phase, 30% waste sand has the highest compressive
strength. Now to obtain optimum mix design through back propagation algorithm,
five kinds of input, two hidden layers and three output-based values of compres-
sive strength are taken for data fitting. To minimize errors, data is imported into
network and network training is processed. Regression analysis is now performed.
It was found that two-layer back propagation gave same output as that was obtained
through direct compression test. For phase one, the highest compression strength was
obtained for 20% replacement of waste sand, and for second phase, it is 30% replace-
ment of sand waste. Thus, BP algorithm gives more accurate results as compared to
ANN due to its ability to detect minute errors through RMSE method. Its processing
speed of execution of algorithm is also faster than previous ANN models.

Gene expression programming with free coefficient (GEP-FC) is an algorithm of
artificial intelligence which is useful in detecting the optimum concrete mix. This
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algorithm is generally the hybrid formof genetic algorithmandgenetic programming.
This algorithm is categorized as population-based heuristics and is based on the
principle of evolution. In this algorithm, population of individuals is considered,
selection is made according to fitness function, and introduction of genetic variation
takes place. It generally uses a linear and symbolic string of fixed length [30].

Generally, in the study of GEP-FC done by Funke et al. [31], when parame-
ters are inserted and data is provided, decoding of individuals takes place. Math-
ematical structure is adopted for the operation of mutation, transposition, inver-
sion and crossover. GEP-FC procedure is used to generate mathematical procedure
for computing formulation of concrete mix strength. Different mixes are prepared,
and algorithm is processed to calculate properties of concrete mix. FRC composi-
tion is varied in only one direction. Water-binder ratio varied from 0.28 to 0.42.
Amorphous aluminosilicate was used as a pozzolanic binder, and polycarboxylate
ether was a high-performance super-plasticiser. Further, ten mixes were prepared
for analysing the mechanical strength. Compressive strength and bending tensile
strength were done. It was observed that mix having water-binding ratio of 0.36 was
found to have the highest compressive strength and tensile strength. Now to deter-
mine the optimum concrete mix through GEP-FC algorithm of AI, 30 independent
runs of algorithms were performed. The graph is plotted for water-cement ratio with
compressive strength, flow spread and bending tensile strength from the GEP-FC
model. Figure 7 shows the plot between the compressive strength and water-cement
ratio. It is observed that there is an increase up to awater-binder ratio of 0.36, and after
that, it decreases. The conclusions were drawn that the parametric GEP-FC model
gave the same result when compared to conventional method. It is also observed
in conventional method that on increasing water-binder ratio, compressive strength
increases up to some extent, after which it begins to decrease as studied by Elnemr
[32]. Initially, there is increase in compressive strength due to adequate hydration
process. But later, there is decrease in water content due to inadequate hydration
process which finally lowers the compressive strength of concrete mix.

Similarly for the same study by Funke et al. [31], Fig. 8 is plotted between the
flow spread and water-cement ratio. The graph obtained from GEP-FC model shows
that flow spread is maximum for water-cement ratio of 0.36. The study by Chen et al.
[33] showed that higher water-cement ratio would give rise to the larger values of the
flow spread. For low water content, there is little flow spread due to the inadequate
hydration process and improper mixing resulting in low slump values.

Fig. 7 Compressive strength
versus water-binder ratio
[31]
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Fig. 8 Flow spread versus
water-cement ratio [31]
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Fig. 9 Bending tensile
strength versus water-cement
ratio [31]
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Figure 9 shows the plot between the tensile strength and water-cement ratio as
plotted in the study Funke et al. [31]. The graph obtained from this model shows
that there is much variation in bending tensile strength with little variation in water-
cement ratio. The study by Elnemr [32] shows that increase in water-cement ratio
decreases the split tensile strength.

The graphs obtained from GEP-FC model show that the algorithm is advanta-
geous as it saves time and gives accurate results with minimum error because it
has the ability to do automatic analysis for complex model, thus resulting in explicit
expression of mathematics. Good correlations are obtained with measured data when
GEP-FC model is processed, and thus, it is more advantageous than other models. It
reduces experimental and analytical efforts and, thus, gives optimum concrete mix
design for good quality construction [31].

The algorithms of artificial intelligence discussed above give a clear view that AI
is useful in detecting optimum concrete mix design by reducing human efforts and
with minimum error. Artificial intelligence due to its adaptability helps to decide
the optimum mix design of concrete available for the construction [34, 35]. The
comparative analysis between the various algorithms of AI is discussed in Table 1.

4 Conclusions

With the coming of computational tools, i.e. artificial intelligence optimum concrete
mix design can be selected. Various algorithms of artificial intelligence are helpful
in selecting optimized concrete mix which will bring sustainability in construction
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Table 1 Comparative analysis of different algorithms of AI

Problem statement: to have optimum mix design of concrete

Algorithms of AI used Parameters of concrete Brief findings
(Comparison with
traditional method)

References

Genetic algorithm (GA) • Compressive strength
• Slump value

• Minimum errors obtained
• Less trials

[12, 15]

Support vector
machines

• Compressive strength
• Slump value

• More accurate and
powerful tool than GA

[16]

Fuzzy logic • Compressive strength
• Slump value

• Desire mix is easily
obtained

• Used in risk management

[17]

Artificial neural
networks (ANNs)

• Compressive strength
• Slump value

• More explicit model and
is user-friendly technique
compared to other
algorithms

[2, 22, 23]

Adaptive
network-based fuzzy
interface system
(ANFIS)

• Compressive strength • More appealing and
understandable model

• Post-modelling of dataset
is allowed

[25]

Back propagation
neural network (BP)

• Compressive strength • Supervised learning
• Minute errors are
detected

[29, 28]

Gene expression
programming with free
coefficient (GEP-FC)

• Compressive strength
• Bending tensile strength
• Flow spread
• Water-cement ratio

• Automatic analysis of
complex model

• Reduces experimental
and analytical efforts

[31]

in the coming years. AI is proved to be economical and can compute results within a
limited time frame as its efficiency rate to do a task is much higher as compared to the
conventional method of selecting concrete mix. This tool reduced human labour. The
above study shows that algorithms of artificial intelligence can work with minimum
errors and are subjected to reliability to work upon.

From the present review, following conclusions can be drawn:

1. It is found that ANN comes out to be the explicit model and is a user-friendly
technique of AI when compared with basic genetic algorithms in selection of
optimum design mix of concrete.

2. TheANFIS algorithmofAI to select optimummix design of concrete presents to
bemore appealing andunderstandable algorithmas compared toANNbecause it
uses intuitive experience of designer, and also, numerical information is included
in the datasets.

3. BP algorithm gives more accurate results as compared to ANN due to its ability
to detectminute errors throughRMSEmethod. Its processing speed of execution
is also faster.
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4. It is observed that GEP-FC model of AI reduces experimental and analytical
efforts and thus gives optimum concrete mix design for good quality construc-
tion. It is considered to be the finest algorithm of AI in selecting optimum
mix design of concrete as it establishes good correlation with experimental and
algorithm processed data.

5. Algorithms of AI also help in risk management by detecting the faults if present
in the available concrete mix.
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A Review of Integration of Data
Warehousing and WWW in the Last
Decade

Priyanka Bhutani , Anju Saha, and Anjana Gosain

Abstract The data warehouse (DW) is a powerful technology to store and analyse
huge volumes of historical data supporting business intelligence. The World Wide
Web, or simply the Web, has revolutionized the way to author, share, search and
access information. In the past few decades, a significant amount of research has
been done in both the DW and Web domains. Interestingly, the integration of data
warehousing and the World Wide Web has led to a variety of new opportunities
as well as challenges for the researchers and the industry. The main motivation to
conduct this systematic review of the relevant research works integrating DWand the
Web in the last decade is to provide the groundwork for the research advancement in
this field. A total of 27 relevant research works were identified for the research. An
in-depth analysis was performed to find the problems addressed, the most relevant
research categories, the tools or techniques applied and the application domains of
these research works. Encouragingly, our results yielded seven categories and four
sub-categories of research employing the integration of DW and Web. On the other
hand,we found someopen research issues, and the future researchworks should focus
on generalized solutions for handling semantic heterogeneity, change propagation
and quality analysis of identified Web sources for the DW.

Keywords Data warehouse ·WWW ·Web ·Web warehouse · XML DW

1 Introduction

In the last few decades, the data warehouse (DW) technology has clearly risen to
become the backbone of the decision-making process in most of the medium to
large-scale organizations [1]. This powerful and useful technology, used to store
and analyse large volumes of historical data supporting the business intelligence,
has been a topic of interest for the research community as well as the industry
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[2]. W. H. Inmon, considered to be the “Father of Data Warehouse”, classically
defines it as a subject-oriented, integrated, time-variant and non-volatile collection
of data to support the management’s decision-making process [3]. This integrated
and processed data store in one place is most commonly used for business analysis
later [4]. Another pioneer of the field of DW, R. Kimball, defines DW as a copy of the
transaction data that is specifically structured for querying and analysis [5]. Hence,
the huge repository of data in the DW is optimized to provide integrated viewing
and analysis, much different from the traditional transactional databases with online
analytical processing (OLAP) [2].

In around the same timeline as the rise of DW, a remarkable change in the access,
search and authoring of information has been brought about by the revolution of the
World Wide Web (WWW). The medium of WWW is undoubtedly most prevalent,
extensively used as well as very diverse [6]. As on 18 September 2021, the estimated
size of the World Wide Web is at least 3.93 billion pages, according to statistics of
the Website worldwidewebsize.com [7]. Being an open and independent platform,
the heterogenous information provided and accessed via the WWW can be from
organizations, government agencies or individuals.Also, being very dynamic,WWW
is constantly in a state of fluxwithWebpages being added, removed ormodified daily
[8]. With the advent of semantic annotations in the Web like metadata, ontologies
and RDF, the retrieval and analysis of information are becoming more effective [6].

The WWW opened an extensive array of attractive opportunities as well as chal-
lenges for the data warehousing domain. As the Web developed, e-commerce over
the Web became the major push towards making the business process more broad,
complex and fast [8]. With this development, not only the amount of data gener-
ated by business processes became bigger than ever, but even the types of data
became diverse [4]. TheWeb usage logs showing clickstream data of customers, e.g.
started being used to personalize the e-commerce portal or company’s Website for
the customer. The typically used enterprise’s internal structured transactional data
became insufficient for the strategic decision-making in the DW [8]. Hence, the suit-
able external data from theWeb started being integrated in the DW (Fig. 1). TheWeb
also became an enabling platform to provide access to the DW for the enterprise’s
suppliers, customers or any other beneficiaries [2]. The WWW also brought about
interesting changes in the modelling, querying or OLAP in the DW [2].

ETL

Data Mining/ 
OLAP

Decision SupportWrapper

Internal Web Data Sources

DATA WAREHOUSE

Wrapper

External Web Data Sources
Decision Makers

Fig. 1 Integration of external data from the Web in the DW (Adapted from [9])
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This research study provides the review of the research works that are using the
integration of data warehousing andWWW for various needs in the last decade. The
rest of the paper is organized as follows: Section 2 presents a brief overview of the
systematic literature review process followed in this work. Section 3 provides the
classified summary of the 27 research works integrating DW and WWW from the
last decade that were searched and finalized in the SLR. Section 4 summarizes the
answers to the research questions. Section 5 presents the conclusion.

2 Systematic Literature Review (SLR) Process

The systematic literature review (SLR) process in this work has been carried out
in accordance with the guidelines of the work of Kitchenham [10]. These guide-
lines suggest a systematic methodology to be employed in the process of SLR. The
applications of the steps of this methodology are briefly presented below.

2.1 Aim of Research

We formulated the aim of the research in the form of research questions in order
to direct the search in extraction of useful data from the studies while formulating
answers to these questions. The aim of our current work is to answer the following
research questions:

Research Question-1: What are the most relevant research categories in the
integration of WWW and the data warehouse?
Research Question-2: What are the major application domains in which this
synergy of WWW and the data warehouse was employed?
Research Qustion-3: What are open research issues related to the current trends
of the integration of these technologies?

2.2 Search Process

Sources of information. The research works for our study were searched from the
major online research databases (Google Scholar [11], IEEE Xplore [12], Springer
LNCS [13], Science Direct [14] and ACM digital library [15]).

Search criteria. The last decade, i.e. from2010 till date, was the timeline set by us for
search of research works.We set the search string for extracting the relevant works as
([(Data Warehouse) <or> (DW) <or> (WebWarehouse) <or> (warehousing)] <and>
[(WWW) <or> (Web) <or> (XML)]).
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Criteria for work selection. The exclusion criteria set for the works retrieved
from the above-stated search criteria were to NOT include content from magazines,
newsletters and educational courses. We also excluded the papers which were irrele-
vant papers based on the perusal of their titles and abstracts. Finally, after reading of
full texts, 27 studies were found relevant and providing a fairly comprehensive view
of the research in the last decade in the field of integration of data warehousing and
WWW.

Data extraction strategy. The next step was the thorough exploration of papers
to find the answers to the research questions. The research categories and applica-
tion domain of the work was summarized for each work. Additionally, any specific
technique/model/tool/technology applied in the work was also identified.

3 State of the Art

Table 1 presents the classified summary of the 27 research works integrating DW
and WWW from the last decade that were searched and finalized for our work as
described in the previous section.

4 Literature Review Results

4.1 Research Question-1: Most Relevant Research Categories

The distribution of the 27 identified researchworks (Fig. 2a) selected for our research,
as summarized in the last section, shows that almost half, i.e. 13 of these were
published in journals, 13 of them were from conference proceedings and one was a
doctoral thesis. The year-wise publication (Fig. 2b) encouragingly shows a steady
flow of research has been going on in the research area of integration of DW and
Web in the last decade, although much remains to be explored in the synergy of these
two domains.

The research in the integration of WWW and data warehouse can be categorized
broadly in the following categories (Fig. 3a):

Website ClickStream DW. DW has been used as a repository for Web usage data
and analysis. The mining of Web usage logs or clickstream data provides valuable
information forWebsite improvement and personalization. To analyse this data, auto-
matic and semi-automatic approaches have been proposed to map this data, store it
in clicks stream DW and improve the performance of its analysis [17, 18].

Building Web/XML data-based DW. Many authors have proposed building DW
with Web/XML data and dealt with various aspects related to it (Fig. 3b). Some
works deal with providing the architecture of such a DW [16, 19], while others
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Table 1 Classified summary of research works integrating DW and WWW in last decade

Author(s) Year Problems
addressed/work
done

Other
techniques/models
applied or
technologies/tools
used

Research
categories

Any specific
application
domain of
work

Liu and Luo
[16]

2010 e-governance
solution using
DW under a
European project

PostgreSQL; RDF Building
Web/XML
data-based DW:
overall
architecture

e-governance

Sudhamathy
[17]

2010 Automated
approach for
mining Web logs
for Website
personalization
using DW

WEKA tool; W3C
extended log files

Website
clickstream DW

Website
improvement

Chen et al.
[18]

2010 Mining Web logs
and improving
performance of
clickstream DW

Quotient space
granular
computing

Website
clickstream DW

Website
improvement

Moya et al.
[19]

2011 Sentiment
analysis Web data
integration in DW

Clustering Building
Web/XML
data-based DW:
Architecture;
Modelling;
Extraction of
Web data

Business
intelligence

Nguyen
et al. [20]

2011 Building XML
warehouse using
mailing list Web
data

Altova XML-spy
tool

Building
Web/XML
data-based DW:
modelling;
extraction of
Web data

Sociological
analysis

Marotta
et al. [21]

2012 Data and service
quality-based
Web warehouse
platform

Service-oriented
architecture

Quality of
Web/XML DW:
quality-aware
architecture

Lv et al. [22] 2012 Cloud DW
design, ETL and
OLAP

Hadoop ecosystem DW hosted on
the cloud: ETL,
OLAP

Business
intelligence

Ali et al. [23] 2013 Semiautomatic
Web XML data
transformation to
star schema for
DW using
schema matching

XSLT and XPATH Building
Web/XML
data-based DW:
transformation

(continued)
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Table 1 (continued)

Author(s) Year Problems
addressed/work
done

Other
techniques/models
applied or
technologies/tools
used

Research
categories

Any specific
application
domain of
work

Domingues
et al. [24]

2014 DW to support
Website
automation and
monitoring

WUMPrep tool;
Edmate system

Building
Web/XML
data-based DW:
modelling, ETL
of Web data;
XML-based
DW query
processing

Website
improvement

Mehmood
et al. [25]

2014 Security in Web
warehouse
architecture

Cryptography Security in
Web-based
warehouse:
architecture

Samuel [26] 2014 Mediation ETL
approach for
feeding Web data
in DW

Web services Building
Web/XML
data-based DW:
Web ETL

Business
intelligence

Kavitha and
Vydehi [27]

2014 XML DW
querying and
pattern matching
techniques

Pattern matching
algorithms like
TreeMatch

XML-based
DW query
processing

Delgado and
Marotta [28]

2015 Web DW
construction
business process
modelling

BPMS Activiti tool Building
Web/XML
data-based DW:
modelling

Jiang et al.
[29]

2015 Reconstruction of
XML DW for
OLAP analysis
based on
knowledge graph

Semantic Web
tools Protégé and
KGELP

Web/XML data
OLAP analysis

Mehmood
et al. [30]

2015 Secure Web
service-oriented
architecture of the
WW

Internet of Things
(IoT)

Security in
Web-based
warehouse:
architecture

Om Sharan
Sinha [31]

2016 External Web
source selection
for DW

MCDM technique
TOPSIS

Quality of
Web/XML DW:
quality-based
Web source
selection

Nikam et al.
[32]

2016 Web DW
conceptual
modelling

Representational
state transfer
(REST)

Building
Web/XML
data-based DW:
modelling

Education

(continued)
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Table 1 (continued)

Author(s) Year Problems
addressed/work
done

Other
techniques/models
applied or
technologies/tools
used

Research
categories

Any specific
application
domain of
work

Ravat and
Song [33]

2016 Unified OLAP
analysis of DW
and Web data

Linked open data
(LOD)

Web/XML data
OLAP analysis

Business
intelligence

Gupta et al.
[34]

2017 Web patent data
extraction
algorithm for DW

Java, MySQL and
JSoup; MATLAB’s
biograph

Building
Web/XML
data-based DW:
extraction

Alrefae and
Cao [35]

2017 Active
XML-based
dynamic Web
data extraction
for DW

Service-oriented
architecture

Building
Web/XML
data-based DW:
extraction

Business
intelligence;
public health

Gupta et al.
[36]

2018 Web ETL
transforming Web
patent data for
Hadoop cluster
based DW

Hadoop DW hosted on
the Cloud: Web
ETL

Strand and
Syberfeldt
[37]

2019 External Web
data in BI
solution

Web services Building
Web/XML:
identification,
acquisition and
integration

Walha et al.
[38]

2019 Modelling of Web
social data ETL
process for DW

UML; Talend
Open Studio
(TOS)

Building
Web/XML:
modelling, Web
ETL

Agapito
et al. [39]

2020 Italy’s
COVID-19,
pollution and
climate Web data
automatic ETL
and OLAP in DW

Python Building
Web/XML:
ETL, Web/XML
data OLAP
analysis

Sellami et al.
[40]

2020 Web social media
data-based
NoSQL DW
modelling

NoSQL database
Neo4j; Java; TOS
(Talend Open
Studio)

Building
Web/XML:
modelling,
NoSQL DW

Bhutani
et al. [41]

2021 Quality-based
Web source
evaluation and
selection for DW

MATLAB;
MCDM; Website
testing tools like
Google Lighthouse

Quality of
Web/XML DW:
quality-based
Web source
selection

(continued)
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Table 1 (continued)

Author(s) Year Problems
addressed/work
done

Other
techniques/models
applied or
technologies/tools
used

Research
categories

Any specific
application
domain of
work

Bhutani
et al. [9]

2021 Quality model for
Web source
selection for DW

Empirical
validation
technique

Quality of
Web/XML DW:
quality model
validation

Fig. 2 a Distribution of research papers, b publication trends in the research area of integration of
DW and WWW

Fig. 3 aDistribution of research papers by identified research categories, b distribution of research
papers in the sub-categories of “Building Web/XML data-based DW”

provide solutions for mapping Web data to the DW [34, 37, 40]. The modelling
of schemas [19, 20, 28, 32] and specialized extraction, transformation and loading
(ETL) [19, 20, 23, 24, 26, 35, 36, 38, 39] of Web/XML-based data warehouses have
also been dealt with in significant number of research works.
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XML-based DW query processing. The works which have dealt with the querying
and optimization of query processing of the XML-based DW are in this category
[24, 27].

Web/XML data OLAP analysis. The specialized OLAP analysis of the DW with
XML data has been dealt with, in the research works of Jiang et al. [29], Ravat and
Song [33] and Agapito et al. [39].

Quality of Web/XML DW. Marotta et al. [21] have proposed an architecture of the
Webwarehouse such that each stage of the data warehousing ofWeb data is a quality-
aware process. For enhanced quality of Web-based DW, researchers have proposed
approaches for the quality-based Web source selection from the identified possible
candidateWeb data sources [31]. This process has been carried out by the assessment
of the Web data sources on various quality parameters formed into quality models
like the Web QMDW model [41] which has also been empirically validated [9].

Security in Web-based warehouse. There have been few research works in the
direction of providing better security in the Web-based data warehouse [25, 30].

DW hosted on the cloud. The hosting of the data warehouse on cloud platforms
like the Hadoop ecosystem provides distributed storage capabilities and parallel
computing abilities for vast amount of data [22]. It gave rise to an array of research
problems, like design, ETL, data mining and OLAP for cloud-based DW, which have
been dealt with in published research literature [22, 36].

4.2 Research Question-2: Major Application Areas

The synergy of DW and WWW technologies has been leveraged in numerous appli-
cation areas. In the last decade, themajor areas identified are as follows (as depicted in
Table 1): e-governance, Website improvement, business intelligence, public health,
public waste management, sociological analysis, and education.

4.3 Research Question-3: Open Research Issues Related
to Current Trends

The synergy of data warehousing and WWW has been researched and applied for
many application areas. However, the full potential of this synergy has not been
realized till date which leads to open lines of research. One big challenge is that
the current focus of the approaches of the integration of the DWs and WWW is
mostly oriented towards specific problem scenarios. The approaches, whether semi-
automatic or automatic, cannot be applied directly to the upcoming large-scale inte-
gration requirements of the Web and data warehousing. Hence, the big challenge is
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the need for generalized solutions, techniques and approaches, which can handle the
various levels of semantic heterogeneity as well to suit various application domains.

Another issue of “change propagation” which comes up to the forefront is due
to the highly dynamic nature and lack of authority/control over the sources over the
WWW. The traditional data warehousing needs to be geared up with solutions to
change the schema as well as the materialized views of the DW in response to the
fast-changing Web sources.

Also, since theWeb is a huge repertory of information from variety of sources, the
seemingly “relevant” data for theDWcould be actually of bad quality. The integration
of such data in the DW could lead to the compromised quality, consistency and
integrity of data warehouse as well as the resultant decision-making process. But the
quality analysis of identified candidate Web sources before their integration in DW,
although an extremely critical fundamental step, is yet not that widely researched
issue.

5 Conclusion

In this work, we have presented the systematic literature review of the research
literature employing the integration of datawarehouse and theWorldWideWeb in the
last decade. A set of 27 works were finalized and studied for identifying the problems
addressed, the most relevant research categories, the tools or techniques applied
and the application domains of these research works. The results indicated that the
synergy of the Web and DW has led researchers to provide solutions to a variety of
issues in the varied application areas like business intelligence, education and public
health. Seven categories of research –Website ClickStreamDW,BuildingWeb/XML
data-based DW, XML-based DW query processing, Web/XML data OLAP analysis,
Quality of Web/XML DW, Security in Web-based warehouse, and DW hosted on
the cloud, were identified. The majority of the research works were found in the
category of “building of the Web/XML data-based DW” and its sub-category of
“specializedWebETL”. The reviewhighlighted the existing open research issues that
were identified during the course of research—the need for generalized approaches
effectively handling semantic heterogeneity, refined solutions for change propagation
from dynamic Web sources to DW and in-depth, viable quality analysis of identified
candidate Web sources before their integration in DW.
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Abstract In all existing organizations regardless of their type or size, meetings
are conducted on the regular basis to invite discussions for organizational decision
making. While many organizations, even large ones, still hire employees to perform
these tasks, there is no doubt that the results are exposed to human error.Documenting
meetings’ minutes is essential for its success and keeping track of the work progress
and decisions flow, approvals, while keeping it complete, consistent, and coherent.
This project idea was proposed by Aramco to develop a suitable solution for a hectic
problem. The process of documenting and taking minutes can be tedious, so we aim
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to automate audio meeting transcription with the use of technologies that convert
speech to text while recognizing the speaker and then process and analyze the most
valuable information tagged based on persons in the meeting. This goal can be
accomplished through the development of an app that uses speech recognition for
conversion, voice recognition for identification of speakers, and natural language
processing (NLP) for analysis and then combines them all in a transcription form
with considerable accuracy. Further, the proposed system identifies potential events,
deadlines, and follow-ups and adds them to the speaker’s calendar upon approval. In
the future, we aspire to expand it with some features such as increasing the number
of meeting members, creating special sections for each department in the company
which adopt WeScribe, and feed our NLP model with more data to develop its
performance and increase its accuracy.

Keywords NLP ·Meeting transcriber · Named entity recognition · Information
extraction · Text to speech

1 Introduction

These days, no company, governmental or private organization, or even a small
working group is working without having meetings in which important topics are
discussed and decisions are taken. Taking the minutes of meetings is one of the
success factors of the gatherings. These meeting minutes are a historical record that
contains the important points, decisions, and agreements that have been discussed in
a meeting. These minutes can help both meeting’s participants and those members
who could not attend the meeting to revise the main important ideas and assignments
of tasks, as well as benefiting the decision-makers to view the previous meetings,
and then conclusions are determined [1]. Companies assign the task of manual docu-
mentation to an employee or even external hiring for the sake of documentation, thus
consuming effort, money, and time in a task that can be automated technologically.
Therefore, we decided to develop a transcriber system using machine learning (ML)
and natural language processing (NLP) techniques to convert the audio record of a
meeting to written text that facilitates and makes the process of taking minutes and
notes of the meetings in a more precise and comprehensive manner. The text can be
viewed in a transcript form noting the speaker of the segment using speech recog-
nition technologies. This automation can be helpful in many ways. Like reducing
the effort of a secretary or member of the meeting to take the minutes, possibly that
person might not be from the area of the discussion, and it may not be feasible to add
such a person due to nature confidentiality of the meeting, in addition to covering
the user experience of the proposed solution by adding the feature of sharing meet-
ings with the attendees or customized list of members in the organization, while
providing the essential summary notes, such as emphasizing on important dead-
lines, events and dates specified during the meeting, organizations and countries
mentioned, and overall summary text. Moreover, in this work a software prototype
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has been developed, implementing the initial main features, and later it can be taken
up as a functional enterprise level software and even it can be extended to the hard-
ware level. Rest of the paper is organized as follows. Section 2 is dedicated to the
literature that comprehends approaches close to the proposed one. Section 3 is dedi-
cated to proposed system description. Section 4 highlights the core functionalities
and limitations of the proposed system, while Sects. 5 and 6 conclude the paper after
stating the result outcomes.

2 Literature Review

The workflow of the meeting transcription system is mostly similar beginning with
uploading an audio recorded from a meeting and then converts the audio to text after
that extracting the information from the text. Later, we will separate the text as per
the participant’s name. The implementation of the idea is different according to the
huge number of technologies that exist. From discovering existing works, we can
have a better vision of the idea and learn about the various techniques they used in
implementing the system.

2.1 Voice Recognition

All meeting attendees must provide their voiceprint for speaker identification to the
system before starting themeeting for better transcribing [2]. Typically, voice authen-
tication is performed as a two-stage process over a fixed telephone network (e.g.,
a public switched telephone network (PSTN), telecommunications networks like
orthogonal frequency division multiplexing (OFDM)-based systems [3, 4] and even
in satellite communication [5, 6]). The enrollment stage includes saving a recorded
sample for a person’s voice to extract their unique voice characteristics and encrypt
them. The authentication stage includes receiving a voice sample of a person to be
authenticated over the phone and matching the voice characteristics of the obtained
sample with those of the recorded voice sample, using a voice authentication engine
[7]. Such a voice authentication system needs significant infrastructure and high cost
in terms of the security service provider.

2.2 Information Extraction

Information extraction is among the hottest areas of research in datamining especially
in text mining [8–12]. Information extraction involves several subtasks, and they are
as follows: named entity recognition (NER), named entity linking (NEL), coref-
erence resolution (CR), temporal information extraction, relation extraction (RE),



758 M. A. A. Khan et al.

knowledge base construction, and reasoning [13]. There are many available tools
for information extraction like OpenNLP (Apache OpenNLP-Java machine learning
toolkit for NLP), machine learning for language toolkit (Mallet), natural language
toolkit (suite of Python libraries for NLP), and DBpedia Spotlight (open-source tool
for named entity recognition and named entity linking) [13]. There are several appli-
cations for automatic information extraction for various domains like extracting the
information from published research articles and books for sake of better indexing
and visibility of the articles to the scholars and readers in the same area in a different
language [14–17]. The information extraction is also potentially utilized for sake of
better classification of the published document [18–21]. Moreover, it is potentially
used for establishing digital libraries to build knowledge-based systems [22–24]. In
this project, we will apply the NER subtask. NER are systems required to identify
the named entities that appear in the text, particularly to find person (PER), orga-
nization (ORG), location (LOC), and geopolitical entities (GPE). In many ways,
Web 3.0 technologies are supportive for establishing the security functions that are
significantly approved from Web 2.0 [25, 26].

3 Proposed System Methodology

N-tier layered infrastructure considerably improves security and application flexi-
bility. It can operate the additions and update process without changing the entire
application and that leads to a sustainable system. As for security, the independence
of layers support identifies security threats in a single layer which ease solving them.
The architecture used for this system has three layers with separate functionalities.

3.1 Presentation Layer

It interacts with the user to display data by taking inputs from users via a graphical
user interface (GUI). This layer is all widgets and tier states. We are going to use
business logic component (BLoC) which are separated into three core components
as follows (Fig. 1):

• States are to deliver values (variables) to the widgets.
• Events are equal to methods inside. These activate logic inside the BLoC and can

carry some raw data (like a string from a TextField).
• BLoC is not a part of the presentation layer, but it implements logic depend on

the incoming events.
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Fig. 1 Presentation layer
diagram

Fig. 2 Application layer
diagram

3.2 Application Layer

The responsibility of the application layer is to decide what to do next with
the data. It does not execute any complex logic, but instead, it just assures the
validation of user input (taken from the domain layer) and manages contributions
to infrastructure data (Fig. 2).

Events are sent from the presentation layer.

3.3 Domain Layer

It uses to perform and manage user requests by behaving as a link between the
interfaces and the database. Then, the database will be used to retrieve the required
data by the user and save the updated data. The domain layer is an independent layer
that is the center of the app. Similar approaches are used for the video data as well
[27] (Fig. 3).

This is where the app’s logic is, including:

• Validating Data: It will encapsulate a string value and assure the string is not
empty and validate the characters’ length limitation. This kind of validation is
usually the UI task; however, we are going to take advantage of the Dart type
system by applying the extra validation.

• Transforming Data: between user and database, and vice versa.
• Grouping or uniquely identifying data that fit in together.
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Fig. 3 Domain layer
diagram

• PerformingComplexLogic: Since the domain layer is the heart of the app, changes
in the other layers should not disturb it, but changes in the domain affect all other
layers.

3.4 Data Layer (Infrastructure)

The user sends queries to the database NoSQL, and then the database sends the
outcomes back. Just as in the presentation, this layer is at the boundary of our app,
but instead of dealing with the user input\output, it deals with APIs, libraries, and
databases (Fig. 4).

The infrastructure layer is consisting of two parts: low-level data sources and high-
level repositories. Also, this layer maintains data transfer objects (DTOs) whose only
purpose is to convert data from the domain layer. Figure 5 shows design architecture.

Data sources are used in the lowest level. Remote data sources match JSON
response strings from the server into DTOs and operate server requests with DTOs
converted to JSON. Likewise, local data sources retrieve data from a local database.
Repositories have the important task of being the border between the domain and
application layers. It is the repository’s job to do the caching logic and coordinate
data from the remote data source to the local source.

Subsystem Architecture. In this section, we will provide a detailed data flow
diagram (DFD) and major processes about the system. It shows the functions of
the system and how to flow and store data in the system. Eventually, this section
describes the association between the users with the system.

Meeting Transcription Subsystem. After the recording or uploading process, the
application can transcribe the audio file by sending it to the converting model via a
server. The application splits the meeting audio into segments, then converts each
segment to a text, and recognizes who said it. The speaker’s name, speaking time,
and the segment audio will be assigned to each speaker’s transcribed text (Fig. 6).
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Fig. 4 Data layer diagram

3.5 General View of the System

DFD below explains how the system operates and how the users exchange informa-
tion within the system. Context DFD also shows the application’s limitations and its
relations with its environment (Fig. 7).

4 Application Functionalities and Limitations

The following list is comprised of the potential application functionalities:

• Create Account: A new user can create an account by providing the required
information.

• Login: Registered users can log in to their account by username and password.
• Update Profile: Registered users can change their personal information.
• Add aMeeting:After providing the requiredmeeting information, registered users

can upload or record a meeting.
• Transcribe a Meeting: A meeting is transcribed by converting the audio to text

and structured into a transcript format.
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Fig. 5 N-tier infrastructure

• Analyzing a Meeting: The important information is extracted from the meeting
transcription.

• ViewMeetings and View a Meeting: Registered users can view all their meetings
and view their transcript and summary analysis.

• Edit Meeting Transcript: Registered users can edit the meeting transcript.
• Search Meetings: Registered users can search for a meeting by the title.
• Delete a Meeting: The user can delete a meeting.
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Fig. 6 Detailed diagram of the subsystem

Fig. 7 Flow of the process

• Approval of minutes: It can be used for minutes’ approval by the attendees.

Meeting transcripts differ significantly from normally written texts that some
differences will have a negative impact on the process of keyword extraction such
as lacking the structure of sentences or the whole text, having different speaking
styles participants, and containing incomplete thoughts and sentences. In addition to
the possibility of a high error rate in conversion from speech to text that will lead
to complex results in understanding the data [28], the challenges arising from the
conversion of speech to text may delay our project, so we made few decisions to
simplify the project to reach the outcome in the given parameters. Thus, for better
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results, we will make the meetings structured in a specific format where attendees
will have their time to speak and three seconds of silence between each participant.
We also decided to apply the project in the English language while keeping in mind
to further deploy it for Arabic language speakers in the future. Another limitation
for this project when it comes to knowledge extraction is making the project domain
focused. Additionally, speech-to-text recognition process shall be done for recorded
audio only. This project does not consider the real-time conversion of speech to
text. We are focusing on making meeting transcripts and their outline efficiently by
applying the process to a controlled environment for the success of the project and
achieving the learning outcomes, while keeping in mind to further implement the
prototypes may improve over time.

5 Results

WeScribe application aims to servemeeting-based organizations, it also harnesses its
features for the benefit of the customer and presents it as a product, and the integration
between these different models had been done efficiently and effectively.

The following figure shows a few interfaces of WeScribe, as the main features of
transcribing the meeting and extracting its key words have been demonstrated in an
example for a mock-up meeting run by the team using pre-written text. IBMWatson
speech-to-text API has been used, with an average accuracy up to 80% scalable
(Fig. 8).

Fig. 8 Click on meeting to view, by switching between tabs, you can view transcript and summary
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6 Conclusion

This paper focuses on the presentation of the proposed idea of a working meeting
documentation solution called WeScribe that converts audio records of meetings
to transcripts and provides its summary. The application’s purpose is to facilitate
notes and minutes taking of the regular meetings of any category for companies and
individuals. For sake of implementation, the combination of several technologies
has been investigated. That includes processing audio to text with voice recognition
of speakers in the meeting and natural language processing to summarize important
notes and highlight the important entities. Those entities are events, dates, locations,
and organizations mentioned, in addition to counting the most used/frequent words
overall. The application documents meetings in a sufficient pattern accessed by all
meeting members providing significant results.
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Customer Churn Prediction in Banking
Industry Using Power Bi
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Abstract The development of technology in our modern day has led to the genera-
tion of huge data. This is evident by the 2.5 quintillions of data generated by persons
connected to the Internet per day in 2020. With the expectation of 5.3 billion Internet
users by 2023, complex and efficient tools, models, or approaches that will explore,
analyze, and produce meaningful hidden information from huge data are needed.
In recent years, machine learning techniques such as logistic regression, decision
trees, and clustering are beginning to gain relevance, especially in churn prediction.
Customer churn prediction is the process of determining the proportion of clients
who avoid or might stop using or subscribing to a product or service offered by an
organization or company. Though various prediction models have been proposed,
most research attention has been given to measuring the efficiency of prediction
models, rather than identifying its application for sustainable economic develop-
ment. In this paper, we investigate the determining factor for customer attrition in
the banking sector using Power BI. Dataset from United Bank of Africa (UBA),
Nigeria was preprocessed with four key customer variables were used. The decision
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tree algorithm available in the Power Bi software was employed for training and
testing. The results show that customer account balance is a key determining vari-
able for churning. Furthermore, the results show that churning occurs less in male
than female clients. This work will provide banks with useful knowledge on building
effective customer retention strategies. Building an effective and accurate customer
churn prediction model is an important research problem for both academics and
practitioners.

Keywords Customer churn ·Machine learning · Decision trees

1 Introduction

Technology has improved the way humans live in various facets of life endeavors.
This is evident by the 2.5 quintillions of data generated per person in the year 2020
[1]. Furthermore, it is estimated that by 2023, there will be 5.3 billion Internet users,
and over, 70% of the world’s human population will have mobile connectivity [2].
With huge data generation on the increasingly complex and efficient tools, models, or
approaches that will explore, analyze, and produce meaningful hidden information,
for productivity and business efficiency. One of the approaches in exploring the
hidden information in data is machine learning-based data mining techniques. Data
mining is a technique that extracts meaningful facts from data. This approach has
been applied in various fields of human endeavor [3]which include themedical sector
[4], retail services [5], and financial analysis and forecasting [6]. In recent years, data
mining using machine learning techniques such as logistic regression, decision trees,
and clustering is beginning to gain relevance, especially in churn prediction [7].

Customer churn or customer attrition [8] can be defined as the proportion of
consumers who avoid using or subscribing to a product or service offered by an
organization or company. Managing customer attrition is very vital, especially for
the banking industry where huge data are analyzed, with the intention of removing
information for efficient and profitable activities [9].

In this paper, we investigate the determining factor for customer attrition in the
banking sector using Power BI. Our study, using the machine learning technique,
aims to provide the banking industries with knowledge on how to build an effective
strategy for customer retention.

The rest of the paper is organized as follows: We review related works in Sect. 2.
The materials and methodology used in this study is described in Sect. 3. Findings
from our study are discussed in Sect. 4, while the conclusion and future research
directions are presented in Sect. 5.
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2 Related Works

The authors in [10] proposed a clustering algorithm based on a Hadoop map-reduced
structure. Their study demonstrates that leveraging onHadoop structure enhances the
accuracy of clustering algorithms in churn prediction. Hossam in [11] put forward
a smart neural network model for customer attrition prediction based on particle
swarm optimization (PSO) and feed-forward neural network. This model proposed
handles the imbalanced class dissemination of the information using a progressed
oversampling strategy. Compared to other modern classifiers, their model achieves
an improvement in the inclusion rate of churn.

The study in [12] used 3333 clients’ data to investigate the churn rate using support
vector machines (SVMs). The proposed model performs best with a gain measure
metrics of 88.56%.

Qureshi in [13] compared the accuracy of are decision trees, regression analysis,
artificial neural networks (ANNs), and KNN in churn prediction using a dataset
containing 106,000 client’s traffic data. The findings show that decision trees are
usually themost reliable algorithmclassifier for the identificationof possible churners
in the dataset used.

In the Olle and Cai research [14], a consumer churn analysis was performed with
a hybrid model strategy using a 6-month dataset with 2000 subscriber records and
23 features. The prediction of the (hybrid) cross-breed model outperforms that of a
lone method. There are several other works related to customer churn [15] available
in the literature.

From the reviewed studies, it can be observed thatmost researchers tend to explore
the accuracy or performance of a particular algorithm or model rather than deter-
mining factors that influences customers to attrite from using a particular product or
service. This paper seeks to bridge this gap.

3 Methodology

The methodology used in this research is shown in Fig. 1. The dataset used in this
paper was collected from customer database of Union Bank of Africa (UBA) in
Nigeria. It consists of 1,048,576 clients’ with more than eleven features. To increase
accuracy, features irrelevant to our study were removed. After data cleaning, four
features: age, gender, account balance, and status of account were used. Microsoft
PowerBI™ was used for the data preparation.

First, a connection to the data source was made. The power query editor was
used for data profiling and transformation. The high number of missing values in
the datasets was removed. The dataset columns were then mapped to elements of
a common. The dataset was split into a training and test datasets with a ratio of
70:30. Since our study uses a yes or no approach to determine whether a feature is
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Fig. 1 Churn prediction
flow process

UBA DATASET 

PRE-PROCESSING 

TRAINING  

TESTING 

RESULTS 

churn or not, logistic regression was used for validation using Python. Decision trees
algorithm was run on each training.

4 Results and Discussion

This study uses a machine learning algorithm called the decision tree in PowerBI™
to predict customer churn rate in the banking industry. The result in Fig. 1 gives
a general outlook on the churn status of the customers. It indicates that 20.21% of
customer transactions is churn, while 79.79% of customer transactions was churn.

The target variablewas set to churn status against customers’ balance. As shown in
Fig. 2, customers with a balance of less than 2 million in their account were churned.
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Fig. 2 Overview of
customer churn

This indicates that the account balance of a customer is a determining factor in the
churning rate of a customer in the banking industry.

Figure 3 shows that the customers within the age bracket less than 43 years have
a lesser churn rate. The age feature gains slight significance only when the customer
is within the 43–46 yrs and has a lesser amount in his account. When the target
features are balance, age and gender or balance age, gender, and tenure as indicated
in Fig. 4, gender feature has more effect on churning rate than the balance and age.
It can also be seen that the tenure feature doesn’t have any effect on the churning
rate. Furthermore, when the target variables include balance, age, gender, tenure, and
transaction, the balance feature becomes the most determinant factor of the customer
churning rate. It can be concluded from the results that the customer balance is a key
factor that determines the churning rate in the banking industry (Figs. 5 and 6).

Fig. 3 Churn status versus balance
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Fig. 4 Churn status versus age and balance

Fig. 5 Churn status versus age and balance and gender
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Fig. 6 Churn status against age, balance, gender, tenure, transaction, and debit

5 Conclusion and Future Work

We live in an era where data are the fuel that drives business innovation and capital
base for businesses. This makes churn predictive models and approaches a vital
tool for efficient and profitable market campaign strategies. This paper investigates
the most determining factor that influences customers in the banking industry to
churn. Churning dataset from the UBA dataset was preprocessed, and important
customer features were used. The decision tree algorithm available in the Power
Bi software was employed for training and testing. The results show that customer
account balance is a key determining factor for churning. Furthermore, the results
show that churning occurs less in male than females. This work will provide banks
with useful knowledge on building effective customer retention strategies. Building
an effective and accurate customer churn prediction model is an important research
problem for both academics and practitioners.
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Issues in Credit Card Transactional Data
Stream: A Rational Review

Rinku , Sushil Kumar Narang, and Neha Kishore

Abstract Online transactions are trending worldwide now and in future develop-
ments. A big amount of transactional data is generated like networking, stockmarket,
telecommunications, and weather forecasting. This data can be classified for the
knowledge extraction and learning. Credit card nowadays is very easy methods for
physical and online transactions. Transactions using a credit/debit card having some
advantages and flaws. Some of the problems with the credit card transactions are
also highlighted here, further in the paper focused on the extensive studies of the
various learning methods used by various authors on the imbalanced data stream of
the credit card transactions.

Keywords Credit card transaction · Online transaction · Imbalanced data
streaming · Learning methods

1 Introduction

With the development of digitalization, deals through theWeb got one of fundamental
business strategies for the organizations, relations, and government offices to expand
their effectiveness in global transactions. In case of online business, the use credit
card is increasing day by day due to the security and effectiveness. As we say about
the online transactions of the money from one account to the other account, there we
additionally need to think about the fraudulent transactions.As credit card transaction
is the most well-known technique for payments in the ongoing years.
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2 History of Credit Cards

Prior to the introduction of credit cards, the main installment strategies were money,
check, credit extension, or a credit account. In the mid-1900s, oil organizations and
other corporate monsters presented card spending by means of their own exclusive
cards [1]. The exclusive cards were classified “credit cards,” and they extraordi-
narily decreased administrative bookkeeping blunders and expanded client spending
[2]. The goal behind giving these cards was to give accommodation to their clients
as well as to energize client dependability. Around the 1940s, money related go
between entered the credit card industry. Their administrations included dealing
with the bookkeeping and bill gathering for business and client exchanges. These
go between would then work with different vendors around town which expanded
clients’ possibilities for shopping. Toward the day’s end, organizations would turn in
their business slips to the bank, including the “credit” transactions, and afterward, the
bank would gather the cash from the client toward the month’s end. In 1946, the main
bank card was presented. As indicated by MasterCard (2017), a New York broker by
the name of John Biggins chose to give a card that when utilized by qualified clients
at taking part organizations, the bank would repay the vendor and would then gather
the cash from the client toward the month’s end. Qualified clients were clients who
were at Biggins’ bank. In the event that a client did not save money with Biggins, at
that point, they could not utilize this administration. The Diners Club, the principal
eating/travel credit card, was created during the 1950s by Frank McNamara. While
going out to eat with his significant other, he understood he left his wallet in another
suit. His significant other took care of the bill yet McNamara was so humiliated by
this that he went to the proprietor of the eatery and got some information about toler-
ating a multi-reason credit card as installment. The proprietor was available to the
thought and McNamara called different speculators to back and build up the Diners
Club card in its first year, the Diners Club had more than 20,000 individuals and in its
subsequent year, its part base developed to more than 42,000. Obviously, charging
merchandise and enterprises turned out to be progressively well known, and now, it
is the favored strategy for installment by most purchasers around the globe.

3 Credit Card Processing

There are four primary players associated with credit card handling. The first is the
giving bank. The giving bank (in future alluded to as the backer) is answerable for
stretching out the credit extension to the client. Normally, backers are banks them-
selves, and they decide a client’s credit extension, loan cost, and last endorsement for
products and enterprises boughtwith the card. The subsequent player is the processor.
The processor gives a system to the client’s Visa data to be transmitted from the trader
to the guarantor. The processor can be thought of as the go between during the 1940s.
The four significant processors in the United States are Visa, MasterCard, American
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Express, and Discover. The third player is the guarantor’s misrepresentation security
group. This administration is customarily performed by an outsider.Without a doubt,
the calculations are intricate and are unquestionably safely secured. The main indi-
viduals aware of such safety efforts are officials. Infrequently, if at any time, are any
delegates at the giving bank mindful of which standard is utilized while deciding if a
transaction is fake. The fourth player is the procuring bank. The procuring bank (in
future alluded to as the acquirer) is the dealer’s bank, and they are liable for sending
the client’s installment data to the processor. When the exchange gets endorsement
from the processor, the client is permitted to leave with the products or have the
administrations rendered. Credit card handling experiences six phases. The first is
the point at which a client buys products or administrations and pays with a credit
card. The second is the point at which the dealer runs the credit card. The client’s
data are transmitted by means of the vendor’s terminal to the acquirer’s system. The
acquirer advances this data to the processor. The processor’s system at that point
speaks with the guarantor’s misrepresentation recognition organization and trusts
that the exchange will breeze through the fraud assessment. When the exchange is
considered non-fake, it is sent on to the backer for conclusive endorsement. At the
point when this endorsement is sent, the client leaves with the merchandise or gets
the administrations gave by the shipper. The backer at that point sends a bill to the
client.

4 Types of Credit Card Transactions

Credit card transactions fall under two classifications. The first is card present. All
transactions made by swiping or embedding are a card fall under this sort. Because
of the ongoing chip security highlight, on the off chance that a vendor does not swipe
a card with the chip include, at that point, the trader is exclusively dependable if that
exchange is deceitful. On the off chance that they utilized the chip security include,
at that point, the guarantor is capable. The subsequent kind is known as card not
present. All Web-based business transactions fall under this class, and they are the
most vulnerable to credit card fraud. In the event that a deceitful transaction is card
not present, at that point, the shipper retains the expenses.

5 Types of Credit Card Fraud

Fraud using the credit card can be classified into two forms. In the two kinds, fraud-
sters caught touchy credit card data having a place with cardholders. What separates
them is the means by which cardholders’ data was blocked. The principal type is
the most self-evident a normal individual some way or some way or another got
cardholders’ data. They are a solitary element and are not running a venture or some
likeness thereof. These individuals will in general be servers in cafés, programmers,
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or trash jumpers. The other sort of fraud is acquiesced by the traders themselves.
Shippers will take the cardholder’s data and adventure it for their potential benefit.

5.1 Card Not Present

If a card is not truly present when a customer makes a purchase, the shipper must
rely upon the cardholder, or someone showing to be in this way, presenting card
information in an indirect way, whether or not by means of mail, telephone, or over
the Internet.

5.2 Skimming

ATM skimming is a procedure when hoodlums place a gadget on the essence of an
ATM, which resembles a piece of the machine as shown in Fig. 1.

It is practically unthinkable for individuals to distinguish the distinction except if
they are sharp security onlookers, or the skimmer is of low quality. The lawbreakers
regularly shroud a little pinhole camera in a handout holder close to the ATM. It is
generally done to remove the focused on casualty’s PIN. The camera is avoided the
view in this way, when an obscure casualty utilizes their card to make an exchange,
the card subtleties, including the pin code number, are caught. The gas siphon tricks
are similarly defenseless against this sort of fraud. An electronic methodology for
getting a setback’s up close and personal information used by character hoodlums.
The skimmer is a little contraption that yields a Visa and stores the information
contained in the alluring strip.

Fig. 1 ATM card skimming. Source https://vajiramias.com/current-affairs/atm-card-skimming/
5cde79c71d5def11fddf8e1b/

https://vajiramias.com/current-affairs/atm-card-skimming/5cde79c71d5def11fddf8e1b/
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5.3 Phishing

Phishing email, endpoints, and calls are expected to take currency. Cybercriminals
can do this by offering poisonous software program on your PC or removing singular
information from your PC. Phishing is such a social structuring attack normally used
to take customer data, including login affirmations andMaster card numbers (Fig. 2).

Some other frauds related to credit cards are

• Cards stealing
• Cards forging
• Cards fraud by mail
• Credit card footprints
• Card—ID theft
• Spotless fraud
• Friendly fraud.

6 Fraud Detection System

Fraud is as old as possible take a limitless assortment of different structures. Also,
the advancement of new innovations gives extra manners by which hoodlums may
submit fraud. Fraud detection is, given a bunch of credit card transactions, the way
toward distinguishing if another approved transaction has a place with the class of
deceitful or certifiable transactions.

7 Based on Supervised Learning

Few techniques which researchers [3–6] have used in credit card fraud detection are

Fig. 2 Phishing. Source
https://www.duocircle.com/
content/protection-from-phi
shing

https://www.duocircle.com/content/protection-from-phishing
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• Discriminant analysis
• Decision trees and random trees
• Radial basis function networks
• Meta-classifier
• Bays minimum risk classifier
• Random forest
• Bayesian network classifier
• Artificial neural network
• Deep learning
• Decision tree-based classifier
• Hybrid supervised approach.

8 Based on Unsupervised Learning

Unsupervised learning is valuable in contemplates that need to distinguish changes
in conduct or bizarre exchanges. Real named deceitful and ordinary exchanges are
not accessible. An underlying arrangement of exchanges considered as would be
expected is utilized to begin the classification procedure. Few unsupervised learning
discussed by various researchers [7–9]:

• Peer group analysis
• Break point analysis
• Self-organizing map
• Improved competitive learning network
• Adversarial learning.

9 Based on Nature Inspired

• Genetic algorithm
• Artificial immune system.

10 Literature Review

Credit card fraud is perhaps the most severe peril to occupational establishments
today. Irrespective, to fight the deception feasibly, it is basic to initially understand the
frameworks of executing a cheat. Credit card fraudsters use an incalculable regular
strategy to submit blackmail. In essential terms, credit card fraud is described as
“exactly when an individual uses another individuals’ cards information for singular
reasons while the owner of the card and the card patron do not think about how the
card is being used” [10].
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Frauds using credit cards are given in the supplementary manners:

• A show of illegal precariousness (mislead with desire) by use of unapproved
interpretation or conceivably singular information.

• Unlawful or unapproved usage of records for singular get.
• Deception of record evidence to get items and moreover benefits (Table 1).

Table 1 Literature review

Author Summary

Liu et al. [11] In this papers, authors discussed in concept of learning with the
concept drift from the data stream. Learning with concept drift
and the multiclass imbalance is the major focus of the authors

Voican [12] In this paper, author tries to highlight the need to evaluate the
credit card frauds using transactional dataset. The author uses
the random forest and support vector machine learning
methods for the detection of the credit card frauds

Wu et al. [13] In this paper, authors introduced a new method for tracking and
monitoring the drift into the data stream. They also discussed a
mechanism of linked list query and method reliability for the
large datasets

Mînăstireanu and Mes,nit,ă [14] In this paper, authors discussed about the various techniques to
handle the unbalanced data. The authors precisely implement
the classification techniques to find the sensitivity, specificity,
precision, recall, and accuracy in the unbalanced dataset in
credit card fraud dataset

Lucas et al. [5] In this research work, authors proposed an HMM-based
element designing technique that permits them to join
successive information in the exchanges as HMM-based
highlights. These HMM-based highlights empower a
non-consecutive classifier (random forest) to utilize successive
data for the grouping

Gianini et al. [15] Authors proposed an approach based on estimating the
individual rule contribution to the complete pool performance
through the Shapley value (SV)

Aldasoro et al. [16] In this paper, authors discussed about few conflicts of interest
in the banking domain. The authors highlighted the conflicts in
the financial transactions required to be address

Rtayli et al. [17] The authors proposed an credit card risk identification (CCRI)
model for the affectability of fraud detection. The primary
focal points of SVM dependent on RFC are: initially, the model
has a decent precision rate to 95%. Furthermore, it diminishes
the quantity of bogus positive exchanges by improving the
affectability rate to 87% in a huge and lopsided dataset where
the pace of fraud is low (<0.17%), which is exceptionally
advantageous for the organizations to limit the high credit of
examination movement. At last, it has a high rate (91%) in term
of grouping execution

(continued)
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Table 1 (continued)

Author Summary

Husejinović [18] Generally discussed as indicated by the PRC area by and large
best performing calculation is packing with a C4.5 choice tree
as a base student with a pace of 1.000 for class 0 and 0.825 for
class 1. Most elevated review paces of 0.978 for class 0 and
0.829 for class 1 are recorder in the exhibition of the Naive
Bayes model. Most elevated accuracy paces of 1.000 for class 0
and 0.927 for class 1 are recorder in the exhibition of the C4.5
choice tree model. In the event that it remain that the dataset is
very imbalanced PRC paces of 1.000 for class 0 and 0.825 for
the class are very encouraging

Shah et al. [19] In this paper, a mechanized framework that uses MPV
alongside the random forest learning calculation for
recognizing fraud proposed. The pre-preparing stage is basic
and is all around characterized utilizing clamor taking care of
and resizing activity. The got dataset is taken care of into the
prepared system for include confusion matrix extraction
utilizing the random forest learning calculation and
arrangement is performed utilizing MPV. The half and half
methodology followed give better outcomes. The fundamental
goal of the proposed writing is to make enhanced recognition
utilizing random forest for better precision. Higher exactness is
accomplished by the utilization of said writing. Later on, the
proposed methodology can be inspected against the constant
datasets for better assessment of the exactness

Yousefi et al. [20] In this review, authors saw that administered learning strategies
have been utilized more much of the time than solo techniques.
Logical regression, SVM, decision tree, and artificial neural
network are the generally used techniques for the fraud findings

Jain and Singh [21] In this paper, according to the authors, credit card fraud can be
categorize into two way—application level cheating and
transaction level cheating. Author implemented the machine
learning technologies for application level fraud

Sangers et al. [22] Existing algorithms for detection of fraud would exceptionally
benefit as of a coordinated effort between business
organizations. In any case, the trading of important data is
frequently constrained, or not even conceivable, because of
protection limitations or confidentiality. This paper showed that
protected multiparty calculations can help hold this test

Kim et al. [10] In the business of the credit, it was a set-up standard to build up
the system of detection of fraud as a troupe of various models.
The authors led a top to the bottom relative investigation
between profound learning and cross breed troupe with
different commonsense assessment measurements to figure out
which models achieve better than the other on enormous true
exchange information

(continued)
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Table 1 (continued)

Author Summary

Carcillo et al. [23] This paper proposes the execution of a hybrid methodology
that utilizes solo anomaly scores to broaden the list of
capabilities of a fraud detection. The granularity being referred
to ranges from the card level to the global level, thinking about
the middle of the road levels of card total through grouping

Shah and Kumar [24] In this paper, authors discussed about the methods used to
identify fraud inside the online transactions. This perspective is
basic since the cutting-edge period is moving toward cashless
transactions. This viewpoint in spite of the fact that it is
improving so does the danger of fraud by malicious clients.
This paper gives the subtleties of methods used to distinguish
such frauds alongside a bit of flexibility and problem of each.
The authors inferred that missing information taking care of
alongside constrained uses of detection system causes higher
mistake rate and low-characterization exactness

Fiore et al. [9] In this work, a system is introduced to manage the issue of class
lopsidedness in the utilization of administered classification to
the recognition of credit card misrepresentation. Given a
preparation set, an enlarged set is created, containing more
instances of the minority class as for the first

Wang et al. [25] In this paper, the author talks about a system for a shipper to
forestall untrustworthy credit card transactions. They first look
at two systems that are utilized by and by no counteraction and
utilizing the machine learning identification model for all
transactions

Akila et al. [26] Fraud discovery in credit card transactions is an issue requiring
arrangements adjusted to the business objectives of
associations, specifically regarding cost. In any case, not very
many examination commitments approach the issue from this
point of view. The proposed RIBIB design is a troupe-based
model joining three commitments in the area of stowing
groups. The RIBIB model proposes a compelled sack creation
approach that has been specifically intended for taking care of
imbalanced information, a hazard incited likelihood-based base
student model for diminishing the expected cost and a
cost-touchy weighted democratic combiner for second-level
cost decrease

Ryman-Tubb et al. [27] The authors discussed two clarifications for the dissatisfaction
of the learning techniques
(1) That there is little business motivating force to improve
them while fraud stages are decided as an expense of business
and are viewed as regularizing
(2) Scholarly work around there is troublesome furthermore,
minimized regarding subsidizing

(continued)
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Table 1 (continued)

Author Summary

Nami and Shajari [28] Fraud using payment card is an enormous issue for the
financial area. Henceforth, a successful fraud location
framework for card installments is required by any bank or
money-related organization to lessen the harms brought about
by fake exercises. In this paper, the author tried to fraud
identification with the type of use of payment card

Mohammed et al. [29] Ongoing credit card fraud location is a difficult issue due to
profoundly imbalanced enormous information. This research
paper depends on assessments that thought about a few
mainstream machine learning techniques and researched their
appropriateness as an “adaptable calculation” when working
with exceptionally imbalanced huge or “big” datasets

Khare et al. In this paper, author implemented the multiple learning
mechanism and compare the exactness in the detection of the
fraud into the credit card transactional dataset

Carcillo et al. [31] The paper introduced SCARFF, a unique adaptable framework
for the fraud detection using spark

Vikrant Agaskar et al. [32] This paper has proposed another way to deal with transactions
observing and credit card fraud location utilizing unaided
learning. It empowers the computerized production of
exchange checking rules in a learning procedure and makes
conceivable their ceaseless improvement in a domain of
powerfully changing data in a mechanized framework

Abdallah et al. [33] Fraud cases have expanded lately, especially in significant and
touchy specialized zones. Thus, there is a critical need to battle
fraud. This study article has investigated the best in class fraud
recognition frameworks in five regions of frauds. The most
normally utilized fraud recognition method is artificial neural
networks, decision trees, support vector machines
rule-acceptance procedures, strategic relapse, and
meta-heuristics, for example, hereditary calculations

Financial organizations such as banks, insurance, and loan companies are found
at very high risk of frauds as per the previous studies. The above studies show a vast
demand and need to work in financial fraud detections specially in credit card fraud
detection because it deals directly to the individuals and the organizations.

11 Critical Areas for Attentions

Building a powerful, constant, and adaptable calculation-based mechanized FDS is
exposed to a few difficulties and difficulties counted as follows.
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11.1 Concept Drift

FDS focusing on odd conduct experience the ill effects of the way that in reality, the
profile of ordinary and deceitful conduct changes with time [30]. For computational
procedures, this prompts a non-stationary impact in displaying the connection among
ward and target factors [3].

11.2 Imbalanced Classes

Transactions of the credit card data show the highly imbalanced data. There are a
huge amount of transactions takes places in the unit of time and containing very
few entries need to be checked for fraud [10]. Generally, the percentage of fraudster
transactions is found less than one percent, and the traditional methods of learning
may not perform as desired [3].

11.3 Deficiency of Real-Time FDS

Multiple FDSs are available those are working on the dataset learning. But frauds
can be in the real-time transactions [15]. This detection is compelling in a restricted
way to recognize and square false transactions continuously [34].

11.4 Fraud Detection Cost over Expenses

Many-related examinations helpfully overlook the overheads in actualizingFDS [28].
Cost is anyway significant thought while assessing the viability of any arrangement
[35].

11.5 Deficiency of Adaptability

Conduct examination-based fraud identification strategies define typical conduct
from past real exchanges of a client. Numerous a period client conducts may advance
because of outside elements like family conditions, an expansion or reduction in
pay, and incessant voyaging [7]. Existing administered and unaided methodolo-
gies utilized in misrepresentation location frameworks are not versatile to evolving
datasets. In this manner, the efficiency of distinguishing new examples of ordinary
and false practices becomes difficult [36].
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11.6 Deficiency of Availability of Know-How

Existing fraud detection systems are not made open because of the dread of them
being lesser compelling [37]. In this manner, everybody needs to re-concoct the
haggle information cannot be utilized [38].

11.7 Unavailability of Open Datasets for Testing

Financial industries do not release their noticeable datasets for open examination.
Numerous computational strategies depend on gaining from datasets [39]. Indeed,
even a couple datasets that are openly accessible are really a handled type of genuine
datasets to conceal genuine factors and their relations [27].

11.8 Deficiency of Aggregation Possibility to Leverage Cross
User Data

Ideally utilizing exchange information across card-giving organizations and sorts
of cardholders are unrealistic because of an absence of trust among card-giving
organizations [40].

11.9 Unavailability of Standard FDS Framework

There are many methods and algorithms present to detect the fraud due to credit card
usage. Some authors proposed the frameworks according to their implementation of
FDS [10]. There is no fixed framework available according to that the fraud detection
system can be designed and implemented [5].

11.10 Problem of Conflict

Credit card transactions are generated with high rate and having conflicts in the
transactions [41]. Due to the conflict, many times transactions are declined by either
merchant or the server processing the transactions [42].
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12 Result and Conclusion

This paper introduced the extensive review of the imbalanced data streaming while
credit card transactions are going on. Here, we have highlighted the various issues
found in the transaction and the processing of the credit card data. Some of the major
issues are discussed by the various authors are highlighted into the above section.
This paper enlightens the various transactional issues and their detection methods in
case of the credit card transactions in the imbalanced data streaming.
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18. Husejinović, A. (2020). Credit card fraud detection using naive Bayesian and C4.5 decision
tree classifiers. Periodicals of Engineering and Natural Sciences, 8, 1–5. https://doi.org/10.
21533/pen.v

19. Shah, Y. A., Kumar, S., & Scholar, P. G. (2020). Detecting frauds from credit card transaction
using improved

20. Yousefi, N., Alaghband,M., &Garibay, I. (2019).A comprehensive survey on machine learning
techniques and user authentication approaches for credit card fraud detection (pp. 1–27).

21. Jain, A. S., & Singh, A. (2019). Adaptive credit card fraud detection techniques based on
feature selection method. Recent Advances in Computer Science and Communications.

22. Sangers, A., van Heesch, M., Attema, T., Veugen, T., Wiggerman, M., Veldsink, J., Bloemen,
O.,&Worm,D. (2019). Securemultiparty pagerank algorithm for collaborative fraud detection.
In International Conference on Financial Cryptography and Data Security.

23. Carcillo, F., LeBorgne,Y.A., Caelen,O., et al. (2019). Combining unsupervised and supervised
learning in credit card fraud detection. Information Sciences (New York). https://doi.org/10.
1016/j.ins.2019.05.042

24. Shah, Y. A., & Kumar, E. S. (2019). Online transaction fraud detection mechanisms: a
comparative analysis. Journal of the Gujarat Research Society.

25. Wang, D., Chen, B., & Chen, J. (2019). Credit card fraud detection strategies with consumer
incentives. Omega (United Kingdom), 88, 179–195. https://doi.org/10.1016/j.omega.2018.
07.001

26. Akila, S., & Srinivasulu Reddy, U. (2018). Cost-sensitive Risk Induced Bayesian Inference
Bagging (RIBIB) for credit card fraud detection. Journal of Computer Science, 27, 247–254.
https://doi.org/10.1016/j.jocs.2018.06.009

27. Ryman-Tubb, N. F., Krause, P., & Garn, W. (2018). How Artificial Intelligence and machine
learning research impacts payment card fraud detection: A survey and industry benchmark.
Engineering Applications of Artificial Intelligence, 76, 130–157. https://doi.org/10.1016/j.eng
appai.2018.07.008

28. Nami, S., & Shajari, M. (2018). Cost-sensitive payment card fraud detection based on dynamic
randomforest andk-nearest neighbors.Expert Systems with Applications, 110, 381–392. https://
doi.org/10.1016/j.eswa.2018.06.011

29. Mohammed, R. A., Wong, K. W., Shiratuddin, M. F., & Wang, X. (2018). Scalable machine
learning techniques for highly imbalanced credit card fraud detection: A comparative study. In
Pacific Rim International Conference on Artificial Intelligence.

30. Dornadula, V. N., & Geetha, S. (2019). Credit card fraud detection using machine learning
algorithms. Procedia Computer Science, 165, 631–641. https://doi.org/10.1016/j.procs.2020.
01.057

31. Carcillo, F., Dal Pozzolo, A., Le Borgne, Y. A., et al. (2018). SCARFF: A scalable framework
for streaming credit card fraud detection with spark. Information Fusion, 41, 182–194. https://
doi.org/10.1016/j.inffus.2017.09.005

32. Vikrant Agaskar, P., Babariya, M., Chandran, S., & Giri, N. (2017). Unsupervised learning for
credit card fraud detection. International Research Journal of Engineering and Technology, 4,
2395–2456.

33. Abdallah, A.,Maarof,M. A., & Zainal, A. (2016). Fraud detection system: A survey. Journal of
Network and Computer Applications, 68, 90–113. https://doi.org/10.1016/j.jnca.2016.04.007

https://doi.org/10.18662/brain/11.1/19
https://doi.org/10.1016/j.future.2019.08.028
https://doi.org/10.1016/j.promfg.2020.05.012
https://doi.org/10.21533/pen.v
https://doi.org/10.1016/j.ins.2019.05.042
https://doi.org/10.1016/j.omega.2018.07.001
https://doi.org/10.1016/j.jocs.2018.06.009
https://doi.org/10.1016/j.engappai.2018.07.008
https://doi.org/10.1016/j.eswa.2018.06.011
https://doi.org/10.1016/j.procs.2020.01.057
https://doi.org/10.1016/j.inffus.2017.09.005
https://doi.org/10.1016/j.jnca.2016.04.007


Issues in Credit Card Transactional Data Stream … 789

34. Subbulakshmi, T., Mathew, G., & Shalinie, M. (2010). Real time classification and clustering
of ids alerts using machine learning algorithms. International Journal of Artificial Intelligence,
1, 1–9.

35. Dreibholz, T., Mazumdar, S., Zahid, F., et al. (2019). Mobile edge as part of the multi-cloud
ecosystem: A performance study. In Proceedings—27th Euromicro International Conference
on Parallel, Distributed and Network-Based Processing (PDP) (pp. 59–66). https://doi.org/10.
1109/EMPDP.2019.8671599

36. Tariq, N. (2018). Impact of cyberattacks on financial institutions. Journal of Internet Banking
and Commerce, 23, 1–11.

37. Richardson, J., Technologies, B., Jones,M.,&Knowledge,G. (2020).Fraud & Security. https://
doi.org/10.1016/S1361-3723(20)30045-2

38. Suresh, G., & Raj, R. J. (2018). A study on credit card fraud detection using data mining
techniques. International Journal of Data Mining Techniques and Applications, 7, 21–24.
https://doi.org/10.20894/ijdmta.102.007.001.004

39. Misra, S., Thakur, S., Ghosh, M., & Saha, S. K. (2020). An autoencoder based model for
detecting fraudulent credit card transaction.Procedia Computer Science, 167, 254–262. https://
doi.org/10.1016/j.procs.2020.03.219

40. Jurgovsky, J., Granitzer, M., Ziegler, K., et al. (2018). Sequence classification for credit-card
fraud detection. Expert Systems with Applications, 100, 234–245. https://doi.org/10.1016/j.
eswa.2018.01.037

41. Song, C., Wang, T., & Hu, M. Y. (2019). Referral reward programs with scarcity messages on
bank credit card adoption. International Journal of Bank Marketing, 37, 531–544. https://doi.
org/10.1108/IJBM-12-2017-0260

42. Jung, H. (2020). The impact of ambient fine particulate matter on consumer expenditures.
Sustainability, 12, 1855. https://doi.org/10.3390/su12051855

https://doi.org/10.1109/EMPDP.2019.8671599
https://doi.org/10.1016/S1361-3723(20)30045-2
https://doi.org/10.20894/ijdmta.102.007.001.004
https://doi.org/10.1016/j.procs.2020.03.219
https://doi.org/10.1016/j.eswa.2018.01.037
https://doi.org/10.1108/IJBM-12-2017-0260
https://doi.org/10.3390/su12051855


Artificial Intelligence-Based Smart
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Abstract Packet filtering is a fundamental feature for the firewall as the security
of the whole system depends on it, but on the other hand, it should also be fast
and efficient and should be able to process queries as fast as possible due to the
large number of queries sent to the server together. There is a need for an artificial
intelligence-based smart packet filter that can act on the packet in a fraction of seconds
of receiving the packet. This research proposes an ensemble model (smart learner)
made up of a random forest of max depth 11. The average accuracy obtained by
the model is 99.76% using the stratified K-gold cross-validation technique. Earlier
papers published on packet filtering are dividing the dataset into test and train where
their test and train are fixed which can cause overfitting on the dataset and in real
life testing can reduce the accuracy of the model, that is why this research focusses
on using K-fold cross-validation technique and to support this technique highest
accuracy was achieved with ensemble model of random forest. This research can be
implemented in the firewall to make them faster.
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1 Introduction

Packet filtering is a technique used in firewalls as it helps in monitoring incoming
packets and outgoing packets to check whether any packet incoming or outgoing can
lead to data leakage from the server. Action is taken after monitoring the packet, and
there are mainly 4 actions taken for the packet [1]. Packet filtering works generally
on the network layer and is classified on basis of IP address, but it can also work on
higher layers of the OSI model where filtering is done based on the port numbers.
This research proposes a model in which packet filtering is done based on the ports
of the sender and receiver with information about the data size, data packets, elapsed
time, packets sent, and packets received during the communication.

There is a need of a smart packet filter which works on application-level gateway
as the hacker tries to gain access using these application ports which can be lethal to
the sensitive information of the user/organization. Objective of this research paper is
to implement a smart packet filter using machine learning algorithms which works
on application-level gateway which filters packets accurately.

Every firewall has rules set to check whether the packet received can satisfy
necessary conditions to go further beyond the firewall. In a traditional firewall, every
data packet is checked for all the rules which can decrease efficiency if there are
many data packets flowing in a fraction of seconds so to improve this performance
an artificial intelligence-based smart learner can be implemented where it will be
trained to filter data packets efficiently (Table 1).

There are 5 types of firewalls which protect the system from different kind of
threats.

1.1 Packet-Filtering Firewall

Packet-filtering firewalls are software-based firewalls where they filter the packet
based on many parameters like packet type, packet count, IP address, etc. These
firewalls filter the packet; if they find the packet harmful, then the packet is dropped,
else passed on to the internal mechanism of the system.

Table 1 Actions taken for
packets by the firewall

Action Description

Allow Allows the packet to travel

Drop Silently drops the traffic

Deny Blocks the traffic

Reset-both Reset TCP and send to both
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1.2 Circuit-Level Gateway

Circuit-level gateways are software-based firewalls whichmonitor the protocols used
between the client and server. These firewalls never analyze the data packets used in
the communication; instead, they check whether the sessions initiated are genuine or
not; based on this decision, it takes decision to terminate the session with the remote
system.

1.3 Stateful Inspection Firewall

Stateful inspection firewalls are software-based firewalls which monitor both the
session established and packet for enhanced security in comparison with the previous
two types of firewalls. This firewall trades of security for speed as it takes a load on
performance when the firewall must analyze both the session and the packet.

1.4 Application-Level Gateway

Application-level gateways are software-based firewalls whichmonitor the requested
service and other characteristics. This firewall focusses on port number which tells
which service requested and other characteristics of packet. The dataset used in
this research is also an example of application-level gateway. These firewalls are
considered more secure but increase usage of performance of the system.

1.5 Next-Generation Firewall

Next-generation firewalls are software-based firewalls which combine all the
previous traditional firewall features with advanced device filtering, application
filtering, and deep packet filtering. These firewalls are considered most secure
firewalls which use high performance.

1.6 Deployment

This research proposes AI-based smart packet filtering which is faster than the tradi-
tional packet-filtering method where it checks each rule for each and every packet.
This smart packet filter will be added in application layer as it will filter packet based
on the application port numbers and data specifications and it will be helpful to be
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added after the IP-based filtering of packets to add another secondary firewall to
protect the local area network as there can be mistake by IP filtering, but this hidden
firewall will be behind it as another level of check on base of application port number
access of the data packet.

2 Dataset

UCI machine learning repository dataset of firewall log files was used for this
research. The dataset has 11 parameter values, for example, 65,532; based on these
parameters, the firewall takes action on the data packet like allow, deny, drop, and
reset-both. Stratified K Fold cross-validation was used for validation, and the dataset
was split into a 9:1 train-test split ratio with an equal proportion of classes in the split
is chosen at helps to make more samples to be trained and increases the accuracy of
the model [2]. For stratified K-fold cross-validation, the training set was divided into
10 subsets where each had approximately 6553 samples to test and others to train.

3 Data Visualization

The firewall log file contained 11 features, and plotting them together would not
be possible, so the dataset was dimensionally reduced for visualization purposes, t-
SNE is used for dimensionality reduction, and plot was generated after dimensionally
reducing the data from 11 to 2 components. It is very difficult to plot 11 features
together as it will be 11-dimensional graph plus adding individually creating graphs
of one parameter versus another would also result in 11C2 number of graphs which
is 55 graphs which cannot be shown properly that is why t-SNE plot was chosen to
visualize how separate these classes are and give an idea which model will be best
fit for this problem (see Fig. 1) [3].

The plot in Fig. 1 indicates the separation between each action class, and a
nonlinear function can easily fit on this dataset to solve the classification problem.

4 Features of Dataset

Packet filtering consists of 11 parameters based on which the model predicts the
action taken for a given data packet; the following are those parameters source port,
destination port, NAT source port, NAT destination port, bytes, bytes sent, bytes
received, packets, elapsed time, packets sent, and packets received.
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Fig. 1 t-SNE plot of two components after dimensional reduction

5 Validation Technique

Stratified K-fold cross-validation technique is used where first the dataset is
randomly shuffled so that there should be no majority of a particular class in the
testing dataset. After shuffling, the dataset is divided into K groups of equal size
and the model is then trained K times where each time model is training for data
excluding those K samples and after training the model it is tested against those K
samples, and accuracy, precision, recall, and F1 score are calculated [10].

• Accuracy

TN + TP

TN + TP + FP + FN
(1)
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It tells how many data points were classified correctly.
• Precision

TP

TP + FP
(2)

It tells how many predicted positives were actual positives.
• Recall/Sensitivity

TP

TP + FN
(3)

It tells how many positives were predicted correctly out of total positives.
• F1 Score

2 ∗ R ∗ P

R + P
(4)

where R stands for recall and P stands for precision. F1 is used in the cases to judge
when one model has better score in either recall and lacks in precision or vice versa.

6 Proposed Approach

Super learner is an ensemble technique used when K-fold cross-validation is used,
and multiple models are trained and then are combined to make an ensemble model.
The random forest model was used to create this super learner model where total K
random forest models were trained and joined together to form the ensemble model.
The highest average accuracy was obtained with a max depth of 11. Gini is used as
criterion while splitting as it is faster than entropy, and our objective was to build a
fast and efficient packet filter [9] (Table 2).

Algorithm defined to create the ensemble model.

Algorithm 1 Algorithm to construct ensemble model

Table 2 Hyperparameter
values for random forest
model

Hyperparameter Value

N estimators 100

Max depth 11

Criterion Gini

Minimum sample split 10
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Input: Dataset 
Output: Ensemble model and accuracies

1 K = 10 // Number of Folds 
2 K1, K2 . . . K10 = Split(Dataset) //Divided Dataset into 10 parts
3 K_1[10] = {K1, K2 . . . K10} // Storing all dividing indexes in K_1
4 i=0 //Iterator
5 while (i< k )
6
7

Modeli =RandomForest(Hyperparameters)
Modeli .train(Dataset-Ki)

8 Accuracyi=Modeli.test(Ki)
9 i++
10 end
11 EnsembleModel= Maxvote(Model1, Model2, . . . Model10)
12 Accuracies={Accuracy1, Accuracy2 . . . Accuracy10}

7 Results

The average accuracy obtained by the super learner model based on random forest is
99.76%. The confusion matrix of the matrix explains on average how many samples
were classified correctly for each class while testing (see Fig. 2).

Figure 2 plots graph between accuracy and K value where K value determines
the subset of dataset as dataset was divided into 10 equal parts. Highest accuracy
99.81% was obtained on the second and third subset, while lowest accuracy 99.71%
was obtained on fifth subset. The average accuracy of the model is 99.76%.

Fig. 2 Scatter plot of testing accuracy versus K
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Figure 3 plots graph between recall score and K value where K value determines
the subset of dataset as dataset was divided into 10 equal parts. Highest recall 99.92%
was obtained on the sixth subset, while lowest recall score 99.8% was obtained on
fifth subset. The average recall score of the model is 99.85%.

Figure 4 plots graph between precision score and K value where K value deter-
mines the subset of dataset as dataset was divided into 10 equal parts. Highest preci-
sion 99.92% was obtained on the sixth subset, while lowest precision score 99.8%
was obtained on fifth subset. The average precision score of the model is 99.86%.

Figure 5 plots graph between F1 score and K value where K value determines the
subset of dataset as dataset was divided into 10 equal parts. Highest F1 score 99.92%

Fig. 3 Scatter plot of recall score versus K

Fig. 4 Scatter plot of precision score versus K
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Fig. 5 Scatter plot of F1 score versus K

was obtained on the sixth subset, while lowest F1 score 99.8% was obtained on fifth
subset. The average F1 score of the model is 99.85%. All three precision, recall, and
F1 scores have equal average, and their graph is almost similar; their values are just
different in seventh and ninth fold.

Figure 6 shows only 7 times there was wrong classification and rest 6540 times
the model classified correctly which accounts for the higher accuracy of the model.

Fig. 6 Confusion matrix
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Table 3 Comparison with
existing research

Existing paper scores My research scores

Recall—98.5% [6] Recall—99.8–99.92%

Precision—67.5% [6] Precision—99.8–99.92%

F1—76.4% [4] F1—99.8–99.92%

Accuracy—99.8% [2] Accuracy—99.71–99.81%

F1—99.9% [2] F1—99.8–99.92%

8 Comparison with Previous Research

Existing research on this topic all use traditional test train split which reduces the
chance of the model to train on the remaining test which can make the model overfit
if the train/test ratio is small and can lead too good performance while training but
reduced performance when testing in real life and to solve that problem previously
made in research this K-Fold Cross-Validation technique with Random Forest is
suggested (Table 3).

In comparison with exiting research, the proposed model has increased the
accuracy of classification of the data packets.

9 Conclusion

Firewalls need to have smart packet filters on application-level gateway to filter out
packets based onwhich source port they arrived andwhich destination port they want
to access. Due to need of fast and efficient packet filter, this research was conducted
where dataset was first analyzed using t-SNE plot, which helped to understand how
separated or segregated are these 4 classes and after testing the best approach was
selected. Stratified K-fold cross-validation technique was used as to validate the
results, and confusion matrix was used to measure accuracy for each subset created
by K-fold cross-validation technique.

The proposed model in this research was successful, and the objective of
this research was achieved. This research can be used to implement an artificial
intelligence-based smart packet filter inside the firewall software which can filter
packets efficiently in comparison with a traditional system where each rule defined
in the packet filter was checked for every individual packet.
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Preserving Privacy in Internet of Things
(IoT)-Based Devices

Dheeraj Sharma and Amit Kumar Tyagi

Abstract According to the global risk reports, data breaches and cyberattacks are in
the top 5 deliberate risks. We all are aware of the rapid advancement and deployment
of the IoT. Because these technologies are so tightly linked to individuals, privacy
and security are important problems in today’s world. Attackers who try to target
IoT must constantly expose communication relations to capture transferred data and
identify subtle data since they always rely on formerly gathered information to launch
their attacks. Sleep is one of the crucial activities to our health. Depression, difficulty
in concentrating, and irritability are a few important concerns that are caused by
sleeping disorders. Using a sleep tracker may help a person understand their sleeping
behavior and detect many important concerns. There are several dangers connected
with information gathering since these IoT-based gadgets, including tracking device
stowage, data transmission across a system, and information storage in the cloud. The
information gathered by IoT instruments can expose the users’ everyday activities,
location, and other delicate statistics. Hackers usually try to attack these and when
gadgets or the stowage is hewed, they may get confidential information and facts
about their personal belonging and that data can be future used for phishing or
advertisements. As a result, the privacy of data gathered by IoT-based devices must
be protected.

Keywords Privacy-preserving · IoT ·Man-in-the-middle attack · ARP poisoning ·
SSL strip · DNS spoofing · IoT-based sleep trackers · IoT healthcare
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1 Introduction

We have seen the Internet of things (IoT) explode in popularity in the previous
decade. It is popular in the technological world because it is easy and has a pre-
programmed nature, and IoT provides essential services to users by sensing the
proper environment. Several sensors and associated gadgets to build and deliver an
IoT interface that provides advantages. Despite this, it has numerous advantages in
terms of wide-ranging applications. For example, in the automated administration of
home applications, as well as in the transportation control and healthcare systems,
several privacy and security concerns were discovered. Each hub at the Internet of
things produces part of the information. It comprises touchy data around the client’s
conduct. Henceforth, it is vital toward secure such data after the escape. Another
critical problem is the capacity of IoT data. To protect the information, it requires
genuine confirmation and a control device [1].

IoT-based frameworks for healthcare are items that range from accessible to versa-
tile embedded systems that collect persistent bio signals,movement, or pertinent data.
Among many frameworks that measure heart rate and electrocardiogram (ECG).
None of the aforementioned do well when it comes to obtaining a large amount of
data. As a result, we now have frameworks that can integrate bio signals, movement,
and pertinent data like sleep monitors. Here, the author mentioned, “it is supported
by the fact that the IoT is not constrained to mechanical and digital machines, but
also covers other objects, animals, and indeed individuals that are given unique iden-
tifiers which have the capacity to transfer data over an interface.” [2]. These days, it is
frequently utilized the “Internet of everything,” which is a concept with the broadest
meaning. Any humanmovement is not necessary during this encounter. It is valuable
when smart gadgets, such as televisions or smartwatches, are associatedwith theWeb
and get or deliver the information requested by the customer. However, information
that has lately arrived at their most recent aims may transit through all four phases
of the TCP/IP system, exposing them to all known hazards. “With the broad use of
cloud storage, it can be said that there showed up to the fifth layer, the cloud layer.
The possibility of this layer being attacked is high, beginning with the brute force
attacks at password-based attacks.” [2]. Moreover, it is conceivable toward altering
information at the assembly level utilizing man-in-the-middle attacks. One ought to
not leave locate of the “sniffer attacks, denial of service (DoS)” attacks. Every IT
expert has heard of the man-in-the-middle attacks, and this sort of attack is habitu-
ally depicted in completely different articles. Alongside the organizing innovation
development, with cloud computing, the Internet of things (IoT) and bring your own
technology (BYOT) [3].

Organization of the work: Sect. 2 discusses the literature survey on privacy and
security concerns related to IoT-based devices, man-in-the-middle attacks in IoT,
and DNS spoofing, address resolution protocol, SSL strip. Further, Sect. 3 describes
the existed solutions and various approaches of privacy-preserving of IoT-based
devices and proposed solutions on how to provoke the man-in-the-middle attacks by
means of a few precautions and techniques. Then, Sect. 4 discusses the Ettercap tool,
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virtualBox, procedure to initiate the attacks, ARP poisoning simulation steps. In the
last, Sect. 5 discusses the conclusion and future work in brief.

2 Literature Survey

In this smart era, we require innovative solutions to issue related to health. How
IoT can help older citizens to help them to track their sleeping (deep sleep) time. In
this section, we will provide a few existing solutions toward the IoT role as a sleep
tracker.

2.1 IoT Sleep Trackers

The health service urgently needs reform in order to reduce costs, improve quality,
and expand access. A large percentage of healing facility costs is spent on therapy
determination. Restorative check schedules can be moved from a healing center
(hospital-cantered) to the domestic (home-cantered) of the calm using technology.
The Internet of things, or IoT, is an underutilized concept that has vast applica-
tions in a variety of fields, including healthcare. The full implementation of this
paradigm in healthcare may be a source of mutual optimism, as it allows therapeutic
centers to function more efficiently and patients to receive far better care. There are
distinct advantages to using this innovation, which appear to improve the quality
and productivity of medications and as a result, advance in understanding wellness
[4]. Regularly, analyzing an individual’s rest needs an instant rest assessment or
“polysomnography (PSG)” which permits the checking for a few physical capacities
other than rest cycles. Even though the PSG is identified as “the gold standard for
sleep” observing, giving actual and precise data approximately rest, it is awkward,
costly, and time-consuming. Sleep tracking devices help us down-to-earth applica-
tions in picking up quality rest, progressing survives by measurement of heartrates
and developments. Theymay have extreme safety and protection vulnerabilities. The
paper [5, 6] describes “since the sleep tracker users can end up an attack to malware
by downloading the unreliable third-party apps and in this way gives consent to the
potential attacker to get to access of the devices remotely.”

Hence, Fig. 1 discusses the privacy-preserving data collection model for IoT in
the healthcare sector.

2.2 Privacy and Security Concerns

There are concerns associated with collecting data from IoT trackers, such as gadget
memory, transmission via the Web, and data storage in the cloud for analysis. A
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Fig. 1 Privacy-preserving data collection model for IoT in the healthcare sector [23]

similar danger exists with the IoT sleep monitor architecture, in which these devices
are used to gather data while users are resting, which is then transferred to the cloud
through a remote connection. The majority of IoT devices connect over an open
interface [7]. While the information would be transmitted to the Web, the adversary
can be caught by using “botnets, denial of service (DoS), and man-in-the-middle
(MITM) attacks” on the communication channel. There are also concerns about
data breaches, because an adversary may remotely access information stored in the
cloud by infecting it with malware attacks. A hacker can obtain the user’s private
information and credentials after the equipment has been compromised. A security
flawof this kind could have a significant negative impact on a participant’s credibility.

2.3 Man-in-the-Middle Attacks

Fromancient times, longback there existed theman-in-the-middle attack, evenbefore
the computers were discovered. If we look in the nuts and bolts of the man-in-the-
middle attacks, it could be utilized a case like a man say delivery person opens
the parcels and get to know what is inside before handing those to the addressees.
To offer secure services, most Internet apps attempt to leverage encrypted relations
provided by SSL/TLS protocols at the submission level [8]. SSL/TLS can establish
a mutual faith association, however, due to the organization’s complexity, SSL/TLS
is most commonly utilized when one member accepts the linking. Figure 2 explains
a scenario of the ARP poisoning process in a man-in-the-middle attack.
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Fig. 2 An illustration of ARP poisoning process in a man-in-the-middle attack

2.4 MIT-IoT

It is visible that the expanding sector of the Internet of things, man-in-the-middle
attacks may be ended up a better and greater encounter. There exist a kind of man-
in-the-middle in IoT which mainly focuses on mobile phones and was produced by
the destitute approval of credentials. Nevertheless, there exists an instance, addi-
tional thoroughly to domestic gadgets, maybe Internet of things-based refrigeration
system which shows unwanted information about the user. The SSL certificate was
not got approved for this case [9]. It is predicted that currently billions of IoT gadgets
are susceptible, and the count is increasing day by day. Foremost among them are
continuously twisted on and exist in the insecure interface. In the event that these
interfaces permit superfast networks, a cooperated gadget could be a basis of expan-
sive distributed denial of service (DDoS) attack activity. The paper [2] discusses
“the embedded Internet of things (IoT) botnets are our present and future. They
were used for DDoS attacks, spam-sending, MITM credentials hijacking, Internet
chaos making, and other malicious activities. One of the massive attacks involving
compromised IoT devices against dynamic domain title service providers.” Theman-
in-the-middle attack can also be attempted in all the other devices and appliances
which are connected to the IoTnetwork or interface.According to a basic assumption,
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a malicious participant can easily fake the information of temperatures from a super-
vised application, they may alter the information and forward it to the monitoring
equipment [10]. Heat controllers might allow equipment to overheat and as a result,
stop producing if they get untrue information. However, stopping the manufacturing
can harm the running company both physically and financially.

2.5 Address Resolution Protocol (ARP)

A physical machine address called a MAC address is known within the nearby
interface maps the Internet protocol address (IP address). For comparing the IP
addresses and mapping MAC addresses, a table is utilized which is known as ARP
cache.Working of address resolution protocol RE: If a packet arrives at a portal that is
presumed to have been received by a computer on a certain local area network (LAN)
on a portal, the gatewaymay inquire to showcase the ARP program look and discover
aMAC address that consists of the IP address. A proper length of packet arranges the
address resolution protocol program within the address resolution protocol cache in
case it may discover the address [11, 12]. Then, related packets are sent to the MAC
address after the address resolution protocol program updates the address resolution
protocol cache for forthcoming reference.

SSL Strip

MoxieMarlinspike, a security analyst formed SSL strip.Moxie uncovered the imple-
mentation within the “Black Hat Briefings in 2009 held at Washington D.C.” He
moreover found numerous susceptibilities in SSL usage. Using a man-in-the-middle
attack through an SSL strip, the device ensures that the browser should not caution
the client of almost an untrue certificate or a lapsed record. So, the client will not see
any of the warning indications, and the lock icon from HTTPS will be missing from
the top address bar. A large part of the user who uses the Internet on a regular basis do
not enter HTTP orHTTP in the address bar; instead, naturally, HTTP diverts to access
secure Websites. By serving as an intermediate, the SSL strip redirects all activity
automatically [13]. For instance, if a client opens Gmail and as we all know, Gmail
normally redirects to an SSL enabled Webpage login, if the SSL strip is enabled, it
will detect that redirect, strip the SSL-enabled Webpage login, and instep provides
the client with a non-SSL-enabled adaptation of the same location Gmail. With a
packet sniffer like Ettercap, the attacker will be able to observe any movement that
is communicated across the user’s unprotected HTTP association. “SSL strip does
not demonstrate a flaw in SSL encryption, but rather takes advantage of consumers
who are unable to find reliable SSL encryption while transferring sensitive data over
the Internet.”

DNS Spoofing

Domain name server (DNS) spoofing (also identified as DNS cache poisoning) is
classified as an attack in which changed the user’s DNS records are utilized to divert
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Web-based activities into a false site which takes after the proposed endpoint. After
that the users are asked to enter the credentials into (what they admit to being) their
account, therefore allowing attackers to take their access to the sensitive data plus
the credentials which they just entered. Besides, the malevolent site has frequently
been utilized tomount viruses into the user’s personal computer, providing long-time
access to the personal computer and the information to the attacker [14].

DNS spoofing is challenging to preserve since it is typically passive. The victim
may never realize he has been confronted if the attacker is intensely focused on him.
However, there are a couple of ways that may be executed to be secure:

• To secure internal machines
• There is no reliance on DNS for secure systems
• Using of IDS
• Using domain name system security extensions (DNSSEC).

Moreover, a few ways were discussed in [2] “A few things can be done to defend
against session hijacking

• doing online banking from home
• being cognizant and keeping an eye out for things that seem unusual
• securing own internal machines; such attacks are mostly executed from inside the

network.

SSL hijacking is virtually undetectable from the server-side, but a few things can
be done from the client’s side

• insurance of secure connections using HTTPS
• by doing online banking from home
• securing own internal machines”.

3 Existed and Proposed Solutions for Privacy-Preserving
in the Internet of Things

There are a few methods for privacy-preserving in the Internet of things, which can
be summarized in this section. By using different anonymization and cryptographic
strategies, the privacy break may be protected in the IoT framework. The ways
for protecting IoT gadgets are demonstrated toward protecting the confidentiality
of the Internet of things created information. Protected information can be used for
academic and research determinations. “The different privacy-preserving techniques
in the IoT framework are depicted in this part. Anonymization methods trusted third-
party computation, and homomorphic encryption is the techniques under discussion.”
[15, 16].

1. Techniques for Anonymization

A data-processing method that eliminates or alters personally identifying data
is known as anonymization. The author discusses “the sensitive information
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over IoT nodes is secured through the aggregation of the information. However,
there arise other problems such as computational delay, invalid results, software
bugs, etc. This scheme collects the data from untrusted nodes and then performs
aggregation. The trustworthiness of the data can be verified publicly using the
proposed tuple algorithms. Nevertheless, some data owners have dropped out
of this scheme.” [16].

2. Homomorphic Encryption on IoT

“Homomorphic encryption (HE) may be a promising way that can empower
computation to be performed over encrypted informationwithout recovering the
plaintext.” The headways in the homomorphic encryption have made it some-
what possible. It was discussed in the paper “the fully homomorphic encryp-
tion (FHE) can give privacy protection by completely supporting homomorphic
operations over encrypted information” [17].

3. Blockchain-based Privacy Preservation

Blockchain’s anonymous nature innovation can be utilized to defend the protec-
tion of operators. Blockchain-based privacy is most extremely troublesome to
gather the operation accounts subsequently by the hackers till the system is
secured since analyzing those attacks.

4. Trusted Third Party on IoT

By sustaining the spatial k-anonymity property for gathering users’ preview
inquiries, this technique protects the operator’s location privacy. It stands up to
induction attacks on the location-based service provider and in this way, secures
the location privacy of individual users. It employs the best average closest
neighbor method to maintain the separation among users while concealing the
participant’s true location data [18, 19].

Figure 3 depicts various models for preserving privacy in IoT or IoT-based
applications.

Fig. 3 Privacy-preserving in IoT model [16]
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How to confront the Man-in-the-Middle Attack

There are many studies that found that there is an extraordinary variation of probable
man-in-the-middle attacks. The wide-ranging elimination may be a very complex
job, nevertheless, an aware user can suggestively reduce the underlying risks. Due to
the incredible possibility of structures that each device retains, there are dissimilar
sorts of man-in-the-middle-attacks, but too diverse ways of attacks that could be
practical. Though not any enchantment baton could ensure a system from all types
of attacks, among all the approaches one of the most appropriate ways is to work on
the protection of the existing stage of producing the network, and after that, the system
patches should be updated on a regular basis. It was noticed that most IoT devices
are exclusive, made for precise resolves, and thus the security in particular and to
some amount, could be less demanding. In any case, the quantity and differences
of gadgets and endeavoring to economical arrangements be moreover an annoying
issue. These gadgets are regularly discharged with safety susceptibilities and maybe
they could incline to man-in-the-middle-attack [20]. The robust encryption of SSL
certificates between the user, and the server is ought to utilize. If it is found that
the network communication is not shifting, fairly, it is achievable to form a post
of inactive address resolution protocol sections and use automated scripts that are
deployed by the user. This may ensure that applications do not depend on the on-
address resolution protocol requests or replies rather it should depend upon the local
address resolution protocol cache.

Within a situation of convenient implementation, it is conceivable to avoid man-
in-the-middle-attacks after the gadgets are not ever associated straightforwardly with
Wi-Fi switches for unreliable systems. In such networks, an extra shield ought to be
utilized at whatever point possible, for illustration, HTTPS all over or force TLS. To
guarantee a trustworthy recognizable proof of gadgets, the applicants in statement
inside the IoT, IoT obligation to provide the better request of “public-key cryptogra-
phy” (PKC). The key factor while using PKC is approving if the open key is reliable
and has a place in a certain individual or was supplanted by a hacker. A digital
record is needed from a trusted “certification authority” (CA) as a confirmation. At
the time when the communication begins securely, the dangers related to the man-
in-the-middle attack are altogether decreased. In general, the best possible way to
avoid a man-in-the-middle attack is to use a strong encryption method between the
client and the server [21]. Here, a digital certificate is approved and that is first estab-
lished by the client’s request and after that only the connection could be completed.
It was noticed that IoT producers ought to consider uniqueness and verification while
creating gadgets and market them out. We got to know that these types of man-in-
the-middle attacks are all around transferring false data and affectation as a gadget
to another kind of gadgets and individual, one wants something to demonstrate that
gadgets and individuals truly arewhom theymention they arewhen they interconnect
with one another.

Firmware Updates: Attackers are continuously in the look of locating weak points
via which to attack people, which can include mobile applications and smart appli-
ances. Obsolete smartphone applications, for example, are by far the most exposed to
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security and privacy concerns. Production houses and service providers should offer
regular updates on mobile apps and ensure the availability of devices in the latest
firmware. End-users should maintain their gadget apps and maintain IoT devices’
firmware updated to avoid any data breaches, as security organizations are unaware
of security risks.

Installation of the Software: Here, the author discusses how important is a software
installation, “after ensuring the mobile app and IoT devices are updated. End-users
should also refrain from downloading any untrusted third-party computer program,
applications, or click on any adware link by doing so, and they are welcoming the
malware into their mobile devices.” [6]. End-users, for instance, get any well-being-
related advertising by ticking on a linkage or installing malicious software, and
IoT device users provide the attacker access, allowing the hacker to monitor their
privacy remotely. After gaining access to the smart device user device, an attacker
can steal the private data that most IoT device users are unaware of. To avoidmalware
infection on their mobile devices, IoT device users should validate their source or
validity before installation of any software or clicking such associations.

4 Simulation Results, Conclusion, and Future Work

Ettercap

Ettercap is one of the most popular programs for attacks like MITM. A permitted
and open-source tool, which works on different uniplexed information computing
system (UNICS)-like working frameworks counting, Mac OS X, Linux, and Solaris.
“Ettercap is a sniffer, interceptor, and logger” for shared local area networks that
may be used for a variety of tasks. Because it can conduct appeal injection, packet
sifting, and terminate any connection apart from MITM attacks, it has evolved into
a versatile organized control device. Ettercap can secure and analyze every contact
between the different victims once it has placed itself in the middle of an exchanged
connection, and then, see whether the attacker can take advantage of the scenario
(refer to Fig. 4).

VirtualBox setup: VirtualBox is amassive open-source tool for virtualization, which
is developed by Oracle Corporation, that supports the creation and management
of virtual machines [22]. Here, the man-in-the-middle attack was executed on the
VirtualBox. We make a “virtual environment” with a couple of virtual servers:

• The hacker’s computer, which runs the Kali Linux working framework.
• The target PC, which is running the Windows operating system.

The virtual machine that is both the victim and the attacker’s setup settings must
be adjusted to “bridged network.” Instead of communicating through the primary
machine, the virtualized device’s IP addresswill be used. This sameEttercap program
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Fig. 4 The Ettercap tool, when unified sniffing started

may now check for the victim’s IP address. The attack target was a “Windows 10
operating system,” while the attacker had been a “Kali Linux operating system” [22].

• In Kali Linux, the Ettercap graphical unit may be accessed for apps. Within the
Ettercap graphical interface, the sniffing begins.

• Select “ETH0” as the network interface in the unified sniff section.
• Ettercap might begin the bound together sniffing presently; at that point, we got

to filter to select the targets properly. In this manner, we move to the host’s list and
choose filters aimed at the hosts. When the filter has been chosen, the computer
program remains to progress to begin perusing within the arrange which can be
appeared by way of “scanning the whole netmask for 255 hosts.”

• Themarked device that is “Windows 10” is chosen as “Target 1,” and “Target 2” as
the gateway. By using the “ifconfig” command, we got the IP as “192.168.1.44.”

• At that point, begin the MITM attack with “ARP poisoning” by choosing “ARP
poisoning.”

• TheMITM attack has commenced, and the Ettercap program will now display all
of the client authorizations typed in the target’s browser.

Hence, Fig. 5 shows the hosts list in the Ettercap, especially when the sniffing
started and the credentials are captured by the attacker. Further, readers/researchers
can refer to articles [24–28] to know more about attacks, and their nature and effect
on various applications (with solutions).
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Fig. 5 Hosts list in the Ettercap when the sniffing started and the credentials are captured by the
attacker

5 Conclusion and Future Work

There are numerous factors that affect the security and privacy of IoT devices, to
begin with, the makers of these devices and the perception of the device privacy and
security, moving on to the users and awareness of the attacks and vulnerabilities. All
these factors are important but the most conspicuous is the security of IoT devices,
which depends on numerous factors, starting from the creators of the device and their
conception of the device security, to the end-user and their awareness of possible
vulnerabilities and needs for device software patching whenever an update is rolled
out. Device identification and encryption of communication between the device and
its user are the most visible among all aspects. To differentiate each device in such
conversations, certificates are required. Because there are and will be billions of
devices, it is to be assumed that Internet of things-based gadgets may be unreliable
on a regular basis, at the very least from the time a device is connected to the network
until susceptibility is found. In many cases, the attackers have an edge in terms of
information and expertise at the time of transfer. Because of its unique characteristics,
man-in-the-middle attacks remain a viable technique for carrying out attacks and
obtaining illicit advantages. Despite the fact that they are done in different ways,
they are all based on the same concept.

The man-in-the-middle attacks are regularly coupled with or developed into other
threats. The study has demonstrated the promise of the Internet of things, as well
as the hazards that would arise from inadequate protection, and that, at the very
least, for Internet of things users, it is a good idea to avoid using public Wi-Fi in
circumstances when delicate and/or private information is being exchanged. When
entering sensitive information, the user should always look for the HTTPS permit.
The hacker may easily remove it with the use of an SSL strip. As a result, whenever
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a user enters critical info over the Internet, he or she should enquire to see if SSL
is present. False SSL certificates should be avoided by users. We have shown how
quickly a man-in-the-middle attack can be carried out using inexpensive and open-
source devices likeEttercap andSSLstrip. If the user gets alarmedwhen looking at the
Web, these attacks can be predicted. The customer has to double-check for encoding
or an SSL certificate, especially when sending delicate statistics over the Web. If a
person is not vigilant when using the Internet, information might be negotiated.
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A Sentiment Analysis-Based
Recommender Framework for Massive
Open Online Courses Toward Education
4.0

Akhil Bhatia, Anansha Asthana, Pronaya Bhattacharya, Sudeep Tanwar,
Arunendra Singh, and Gulshan Sharma

Abstract The emergence and confluence of progressive technologies like artifi-
cial intelligence, Internet of things, and automation in Industry 4.0 have also driven
parallel domains like the education sector. Today’s digital education aligns with the
progressive dynamics of Industry 4.0, and with the increasing mix of information
and communication technology (ICT), we have entered the era of Education 4.0. The
ICT tools gather a lot of data content, which is generated through data generation in
the form of text, audio, images, and video in online social networks (OSNs), blogs,
posts, and many others. Usage of ICT has facilitated the conduction of open courses
to masses of people connected through heterogeneous networked applications. Such
courses termed asmassive open online course (MOOC) platforms have grown signif-
icantly and have reaped high profits. However, users browsing for suitable courses in
MOOC platforms are faced with challenges of selecting and filtering courses, based
on current demands, effectiveness, and pre-requisite knowledge. Scientifically, it is
observed that due to incorrect course selection, users are many times not satisfied
with the MOOC course, which results in high dropouts. In the past, researchers have
addressed the issue through recommender systems for users, but recommendation
systems require effective filteringmechanisms for proper results. Thus, to address the
research gap, in this paper, we propose an approach that is based on skills information
from users’ LinkedIn profiles combined with ratings and review data of courses. For
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experimental validation, we consider a UdemyMOOC user public dataset and apply
natural language processing (NLP) to contextually organize user reviews, skill-set
keywords from LinkedIn and refine search keywords. The proposed results indicate
the efficacy of the framework toward correct MOOC recommendations for active
learners and users.

Keywords Crowd mining · Long short-term memory · Massive open online
courses · Review mining · Recommender systems

1 Introduction

A recommendation system considers certain inputs, analyzes like or disliked items
by a set of similar users, which is then considered as input to refine the search from a
large set of data. For example, E-commerce giantAmazon usesRS for recommending
products and movies on its prime video platform [1]. In Education 4.0, we have
shifted toward massive online open courses (MOOC), andMOOC platforms provide
recommendations considering the user’s search and history.

Users get help using recommender systemswhen they start looking for content out
of humongous content from different sources. Recommender systems show users the
right direction, although its performance may vary upon datasets. The recommender
system considers the user’s preference to endorse something. It must be done by
considering what users say, what users prefer, and what the users do [1].

Education institutions all over the world face challenges with an increasing
number of students from diverse backgrounds. Considering this situation, many
institutions have considered MOOCs as an important part of educational strategy.
Realizing the potential of MOOCs, many universities have started to offer MOOCs
which are available to students and the public as well. E-learning is moving from
conventional from online PowerPoint presentations or animations to a more flex-
ible and distributed learning environment that supports self-paced and collaborative
learning [2].

There is a rapid expansion in the development of MOOCs with an increasing
number of platforms and tools, and there is an influential growth in intense research
onMOOCs due to its openness and massiveness [3]. Learners must search and select
certain courses on all the MOOC platforms which may cause the learner to acquire
knowledge ofmultiple unlike courses, ormiss out on basic courses, or choose courses
that are coincidental [4]. Ample platforms are providing various learning items and
it generates complexity since there are several providers, topics, tuition language,
etc.

Taking professional career as a focus area, one of the popular professional online
social networks (OSNs) is LinkedIn [5]. As per LinkedIn statistics, there are around
575+ million users with more than 260 million active users, and it is the best social
network for lead generation. Active users on online social networks (OSNs) are
growing exponentially, which brings out the challenging issue of collecting data from
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OSNs [6]. There are set of application programming interface (API) which enables
the connection between many applications. In LinkedIn, APIs allow applications to
access public profiles with certain limitations. Data collection is carried out in two
ways, the first is by using LinkedIn APIs [7], and the second is Udemy Affiliate APIs
[8].

MOOCs can be of different categories, and some of the MOOCs can be of inter-
sected types which makes recommendations complex. For example, the SQL Boot-
camp course can be part of the development category and subcategory as databases.
It can be part of the business category subcategory being data and analytics. While
performing sentiment analysis, the reviews given to the user are essential because
there are few instance reviews where the rating provided by the user was average,
but the comments were positive. Also, fake user reviews remain a matter of concern
while performing sentiment analysis on the data.

In Fig. 1, we present the impact that MOOC courses have on a global scale on
Education 4.0. Figure 1a displays the MOOC courses that have increased progres-
sively over the years, and the data in the figures excludes the data taken from China
[9], and Fig. 1b shows the various renowned MOOC platforms that are operational
in the country [10]. This shows that 2013 brought a transformation in the learning
process. Even in a critical situation like complete lockdown, e-learning would be a
choice for everyone to brush up on skills and keep the learning curve rising.

The remaining sections of the paper are organized into four parts. Section 2 of
the paper explains the work which is related to MOOCs recommendations using
a different methodology. Section 3 of the paper explains the proposed architecture
of the recommendation system for MOOCs. Finally, Sect. 4 shows the algorithms
designed for the proposed architecture and the methods which have been used to
implement the system. The architecture has been developed using ensemble models
for review mining of courses.

Fig. 1 Impact of MOOC courses in Education 4.0
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2 Related Work

There has been a significant contribution in the field ofMOOCs and recommendation
systems. In ScienceDirect [11], if you search term MOOCs, then there are around
324 review and research articles in the year 2021. This shows MOOCs research is a
challenging area that needs to be explored more considering its massiveness. There
are many advantages of MOOCs:

i. Anywhere and anytime accessibility.
ii. Learning material can be created and upgraded easily (open for review as well

as per feedback).
iii. Language flexibility ends language barriers worldwide for many students.

Sara et al. [12] proposed a semantic-based MOOC recommender framework.
They proposed a three-layer architecture with where first being the user layer, the
second layer is a semantic layer to structure collected data, and the third layer is the
intelligence layer to provide predictions based on weights of semantics and return
intelligent feedback to the user. Kulkarni et al. [13] presented a survey on various
recommendation systems in the e-learning domain. This work recommends the use
of advanced techniques to improve the recommendation system’s accuracy and its
relevance.

Users participating in MOOCs as learners or as reviewers can also contribute
to bringing improvements and revisions in material and syllabi. Koukis et al. [2]
proposed a framework for teachers’ professional development by using principles of
case study learning, peer-supported learning, or collaborative learning. This frame-
work is aimed at improving peer interaction and support and collaborative creation
of educational content. Pang et al. [14] proposed an adaptive learning model by
analyzing learners’ activity and learning duration to predict recommendations for
similar learners. Dai et al. [3] propose a model to recommend MOOCs on active
user’s profiles and similar professionals. The model is based on the Coursera dataset
and also makes use of the job market that needs to display results.

Avdoshin et al. [15] proposed MOOCs recommender system using job classifica-
tion in the market. In the proposed work, author recommends users to enter skills for
which they are looking for courses and has integrated with some renowned MOOC
portals. Zhao et al. [16] proposed amodel which depends on users’ historical enrolled
courses. The model constructs a knowledge graph based on learning feedback and
maps it to a keywords graph to recommend courses to users.

3 Proposed Architecture

Figure 2 represents the proposed architecture for MOOCs recommender system.
This framework combines the approach of mining user review data and similarity
between active users and the job markets. The details are presented as follows.
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Fig. 2 Proposed architecture for MOOCs recommender system

Module 1:Module1 represents the skill set of an active user extracted fromaLinkedIn
profile. The information ofLinkedInmemberswhose profile is public can be retrieved
using profile API. The response of this API contains skills fields, test score fields,
and certification fields. Rating of skills can be performed based on certification or
test scores related to any skill. Holding the assumption that skill with test score or
certification is strongest among other skills. The skills can be rated as shown in Table
1.

Module 2: Module 2 represents the skill set required for a certain job in the market.
The data would be extracted by making use of two APIs. Using recommended jobs
API [17] which will return recommended jobs for a user and using that job Id, further
skills and experiences can be extracted using job lookup API [18]. To improve more
on jobs matching and its data, job search API [19] considering the limitations of
recommended jobs API. Job search API allows searching jobs based on various
attributes like skills and experience, location, etc.

Module 3: Module 3 is the conclusion of a similarity measure. Leftover keywords
after calculating similaritymeasures and skillsmarked as other skills in the active user
profile will be submitted to recommendation system module (RECSYS). Similarity
measures are considered to check if a user matches with that job to a certain extent.

Table 1 Skills categorization Skill type Condition Rating

Top skills Having certification in that
skill

1.0

Industry knowledge Holding decent test scores
in that skill

0.8

Tools and technology Mentioned in profile 0.6
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Also considering the case, if the market needs new skills, those can be recommended
to active users. Since job demands are constantly changing over time, users can be
benefitted from the adaptability of this system [2]. For example, company A needs
a software developer with skills like Java, Python, Go, Apache Tomcat, Django.
LinkedIn Member Z holds Java with certification, Python, and Django, the matrix
would look like as shown in Table 2.

The scoring of skills of job requirement would be on the order of skills required
in the job post. This matrix would help us calculate similarity measures for job and
user. It would also help us out with keywords. The above matrix would forward Go,
Apache Tomcat, and Python as skill set for further analysis.

Module 4:Module 4 refines search for the set of keywords in the database on the basis
of user ratings, ordering, and cost of the course. The SQL query would be applied
on database to bring out data matching keywords in courses and also ordering them
on the basis of different attributes. Figure 3 shows two sets; i.e., SS’ and SS would
be resultant MOOCs which would be considered for further analysis.

Module 5: Module 5 is the database part of the application which is refreshed on an
hourly basis using Module 6. It contains required details in RDBMS tables.

Table 2 Similarity matrix calculation

M Java Python Go Apache Tomcat Django

Z 1 0.9 0.8 0.7 0.6

A 1.0 0.6 0 0 0.6

Fig. 3 Venn diagram for
skill-set keywords
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Table 3 Udemy set of APIs

API name Description

GET coursereviews-list Returns the reviews of courses by user using numeric course
identifier

GET courses-detail Returns course details like title, instructor, etc., using course
identifier

GET courses-list Returns the list of courses on Udemy

GET publiccurribulum-list Returns the curriculum item against course ID

Module 6: Module marked 6 is the set of APIs provided by Udemy to access its
MOOC data. There are 4 APIs which take authorization as a header and require
parameters to return a response as shown in Table 3.

Module 7: The response from MOOCs aggregator is sent as a request to module
8. This module considers a set of reviews from users and returns an aggregated
response whether the review for this course is positive or negative using natural
language processing (NLP). MOOCs aggregate top 5 courses for a keyword on the
basis of conditions explained in Module 4, and then, review data are submitted to
Module 7 which returns positive or negative for a course.

Top 3 course for each keyword sorted on the basis of all conditions in modules is
then returned to RECSYS which recommends the course to the user.

4 Algorithm Design

Algorithm 1 MOOCs Recommendation System

1. userData← Get Active User Skill Set
2. jobData←Get Market Job Data
3. simiMeas←SimilarityMeasure(userData, jobData)
4. recResp←RecSys(simiMeas)
5. return recResp

Algorithm 1 is step-by-step implementation of complete system. The following
is the explanation for variables used in pseudo code:

userData: Collecting skill set using profile API from LinkedIn APIs[7]. The user
details can be extracted using its name or person ID of a user (person ID is the ID in
profile URL).

jobData: We are making use of combination of job search API according to user’s
skill and then job lookup API for getting details of that job using Job ID.

simiMeas: Both user’s skill data and multiple job skill data would be passed to
calculate similarity measure and extracts recommended skills.
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recResp: The response with final set of courses to the user.

Algorithm 2 SimilarityMeasure (userData, JobData)

Similarity measure has been introduced in architecture because we have multiple
jobs for which user can match according to skills. But only few of them fits them
according to skills. Here, we have made use of Pearson correlation to perform so.

1. similMeas = PearCorr(userData, jobData)

PearsonCorrelation: It is ameasure of the linear relationship between two variables.
For feature vector X and Y, it is computed as

s(X,Y ) =
∑

i

(
Xi − X

)(
Yi − Y

)

√
∑

i

(
Xi − X

)2
√∑

i (Yi − Y )2
(1)

Algorithm 3 RecSys (similMeas, userData, jobData)

1. if(similMeas > thresholdValue)
2. A similarity matrix is calculated userData, jobData
3. simiKey←− Get Keywords on the basis of matrix
4. courseData←−SearchCourse(simiKey)
5. for courseReviewData←− 1 to length(courseData)
6. revResp←−ReviewMining(courseReviewData)
7. aggrResp←−collectResponse(revResp)
8. return aggrResp

A threshold value would be considered to be compared to the result of this simi-
larity measure (similMeas). userData and jobDatawould be used to calculate simi-
larity matrix between job and user skills which will give keywords to search for
courses.

The resultant course would bring it out then reviews of each course on and collect
it in aggrResp object.

Algorithm 4 ReviewMining(courseReviewData)

Here, we perform sentiment analysis of review given by users on courses using
ensemble of CNN and bi-LSTM models. The dataset that has been considered to
train model is SST2 dataset [20], and it will be tested on filtered response of reviews
given by users. Figure 4 shows the block diagram of model.

5 Results

The systemwas made in Java programming language with the use of the Spring Boot
Framework and Python Keras Library. There was limitation to data extracted from
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Fig. 4 Model for review
mining

user’s profile due to authorization limitations from LinkedIn APIs.We were still able
to collect recommendations for around 10 unique users.

The procedure to produce results was as follows:

1. The system was fetched with user name of multiple users simultaneously.
This was done to check course number of courses in database for improving
recommendations.

2. For example:We came across a profilewhichmentioned PowerPoint as skill and
other skills were PHP, Java, and related frameworks. This profile was matched
with various IT companies job but recommendation to power point was not
bought to him since we were not considering the dataset of this category (office
productivity in Udemy) as per our work.

3. Some of the renowned skillswhichwe found to be common among these profiles
were to be teamwork, leadership, or dance. There was dataset for MOOCs of
such skills, and they can be considered in similarity measure but in recommen-
dations can be low prioritized. We also came across profile with no skills added,
and such profiles were ignored as our framework relies on this data.

4. There were no profiles with certification so the rating format was considered
accordingly. In that case, the rating was done from high to low staring from 0.7
to 0.3. Data were fetched aggregator after assigning weights and sorting out the
set of keywords required.

Fig. 5 No. of user versus
no. of MOOCs
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Figure 5 shows an increase with a greater number of enrolled users. Initially, when
a user registers to the MOOC content, then due to the new account usage, limited
categories are displayed to the user based on the skill sets of the user. Once the system
learns from the user data, the recommendation process builds specificMOOC recom-
mendations for the user. Theremight be a possibility of fewer recommendations since
the data sync count for each category was 300.

The paper aims to represent recommendations, sowe have not presented sentiment
analysis results and its accuracy measures.

6 Conclusion and Future Work

We have presented a system which analyzes sentiments of reviews given users on
courses of Udemy. Such a system can save time in finding relevant courses. The
collection of courses counted to 2500, but there were similar courses in different
categories. The recommendation of such courses needs more skill collection from
profile to result with ideal course as per category. Such results were outcome of
multiple skill keywords in single course name. For example: A user holds skills in
the finance sector and also holds basic knowledge of Python, then they would be
recommended with a Python course for finance and financial analysis. As per the
data, there were around courses in 40 languages in development category. Among
these courses inEnglish aremaximum followed byPortuguese 1942 and thenSpanish
with count 1534 and so on. This system can be extended by integrating it to multiple
MOOCs platforms and improving the recommendations by comparing similar sets
of courses across platforms. Also making use of more information from LinkedIn
data, the system can make better predictions. An improvement to the approach of
similarity measures can also be introduced if we make use of advertisements of
jobs for a user. This can help us gain which job role users aspire to shift from their
current job role. Extracting such things can present personalized recommendations
of courses to users with a better set of options (in terms of cost and reliability) to
choose among.
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Lung Cancer Detection Using Textural
Feature Extraction and Hybrid
Classification Model

Jasbir Kaur and Meenu Gupta

Abstract Medical image processing (MIP) offers powerful and promising key
developments in modernistic three-dimensional (3D) medical imaging based on
science and medicine due to the creation of hi-tech images. Image processing is
used to detect lung cancer. Detecting a cancer nodule consists of three levels. CT
scans are generally adopted to identify the incidence of cancer affected nodules. To
improve the interpretation of information in an image to a human audience, the step of
image enhancement is enforced. The next step of segmentation involves segmenting
the required area into many sub-areas. The output of this step is used as input for the
next step of feature extraction. Cancer, at this stage, is detected on the basis of the
abstracted features. This work implements GLCM with a hybrid classifier model to
localize and classify the cancer affected area from the CT scan. The hybrid classifier
framework constructed by integrating KNN, SVM, and decision tree classifiers is an
efficient cancer detection framework work. This work takes three parameters (i.e.,
accuracy, precision, and recall) under consideration to evaluate the designed hybrid
classifier model.

Keywords CT scan · KNN · SVM · Decision tree · GLCM · Segmentation

1 Introduction

1.1 Lung Cancer

The expansion of anomalous and unrestrained cells in body is called cancer. It can
damage surrounding tissue extending away from its source. Some cancer forms are
benign, while some are malignant. Malignant tumors are cancerous and can spread
to nearby tissue. Themalignant may lead to death, and it can multiply from every cell
form in the body. Lung cancer is one of the main causes of most of the deaths due to
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cancer across theworld.On time, treatment of lung cancer post-detection can improve
the chances of patient’s recovery. Lung cancer has two types, i.e., small cell lung
cancer (SCLC) and non-small cell lung cancer (NSCLC). Chain smokers are more
prone to small cell lung cancer (SCLC) [1]. This cancer occurs less commonly in
comparisonwith non-small cell lung cancer (NSCLC). NSCL encompasses all forms
of lung cancer. NSCLCs include squalors cell carcinoma, a den carcinoma, and large
cell carcinoma. Several factors such as smoking, exposure to second-hand smoke,
family history of cancer, and former radiation therapy can increase the risk of lung
cancer. The result ofNLST test reflected that three yearly screening levels of high-risk
subjects by low-dose computed tomography (CT) significantly decrease mortality.
CT is a 3D imaging method generally employed for the detection and diagnosis
of lung cancer. 3D images are rebuilt from thousands of 2D X-ray transmission
prognoses. Figure 1 shows the CT scan of a patient who is diagnosed with lung
cancer. Advanced 3D reconstructions were developed for better image quality and
diagnostic accuracy [2, 3].Unlike chestX-ray examination,X-rayCT is used to detect
the lung cancer more clearly with the characteristic shade of pathological variation
seven in its early stage. The two prevalent computational frameworks designed to
support radiologists include computer-aided detection (CADe) systemand computer-
aided diagnosis (CADx) system. CADe models use medical images to detect lesions
while CADx models aim at measuring the lesion type, for instance, ascertaining the
cancer’s malignancy with its stage.

Fig. 1 Lung cancer detection framework
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1.1.1 Role of Image Processing in Medical Domain

Medical images contain a lot of information about bodily compositions that play a
vital role for accurate and timely diagnosis, opting the appropriate treatment method,
and examining treatment result. Thus, processing and interpretation clinical scans
accurately, like many other data in the medical domain, prompt to discover the asso-
ciation between these data and developments in medical services. In general, image
processing is the process to be applied on a digital image to manipulate the gray
level information presents in its pixels [4]. Besides, owing the human intelligence
and visual limits in precise image processing, computer-based image processingwith
detailed analysis and recognition of the image may assist the early-stage detection
of any abnormal changes in body cells. The digital image processing system has
six stages: image acquisition, pre-processing, feature extraction, associative storage,
knowledge base, and recognition Acquiring or capturing a digital image is the fore-
most stage in image processing. A digitized image is an image f (x, y), wherein both
the spatial coordinates and the intensity are in digital form. The components of a
digital range are known as pixels or image constituents. This step involves sensors
to click images. The sensor may take the form of a camera or a scanner. The next
level called pre-processing copes with intensity vision along the image restoration
and rebuilding. Image restoration is concerned with approximating an original image
from a corrupted one. Restoration methods make up for system degrading that the
image can pass through. Current neural network (NN) frameworks have established
image restoration [5]. The feature extraction aims at reducing the data by quan-
tifying some of the features that differentiate the input patterns. The features are
extracted by selecting a subset of the noted input vector. It also converts the input
observing vector. To obtain this, an input image representing very correlated data is
used. Reducing dimensions while retaining maximum information makes use of the
observation vector to be mapped to a feature space area, the data in the transformed
field are ranked based on the scale of importance of the content and the superiority
of the extracted pattern. Associative memories address content [6]. It is the potential
to pass from one internal illustration to another. It is also to infer a compound illus-
tration from a part on the promise of associative memory. Its underlying task is to
save associative patterns pairs upon performance of the matching stimulus pattern.
The recognition phase is related to classification. In this phase, a label is assigned to
an object on the basis of the descriptors’ information [7].

1.2 Lung Cancer Detection Process

Overall, since the early 1970s, computer-supported image analysis has been used
to predict and diagnose disease, mainly cancer. Likewise, digital image processing
aids in timely and accurate diagnosis of cancerous tissue and reduces redundant
surgeries. According to different studies, computerized image processing improves
approximate 20% rate of cancer detection. This amount is enough to reduce the
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death rate. This approach has the potential to assist in cancer detection and precise
therapy for less experienced clinicians and learners. Image processing may help
increase lung cancer survival rates through early identification [8]. It is possible to
use digital image processing for tissue differentiation, detection of lung lesions and
nodules, tumor classification, and tumor growth count. Some of the steps in image
processing for lung cancer detection include image capture, image enhancement,
image segmentation, and feature extraction. The application of image enhancement
can wipe out noise, degradation, and interfering of images. The next step, image
segmentation, plays a significant part in recognizing the objects’ details in critical
portions.

Figure 1 represents a schematic diagram of lung cancer detection based on CT
images.

The phases involved in the detection of lung cancer are defined as

a. Image Capture: CT scans are widely used to detect lung cancer. Computer-
processed combinations of different X-ray images taken from different angles
are used in CT scans to generate cross-sectional images of specific areas of the
scanned object to allow the user to see inside the object without cropping. CT
scans have many upsides unlike classic two-dimensional clinical radiography,
for example, resolution with greater contrast, less noise [9].

b. Image Enhancement: The image pre-processing stage is initiated with the
image enhancing procedure. This stage aims to enhance the interpretation or
perception of the information available in the image for a human audience or
provides enhanced input for other computerized image processing techniques.
To accomplish this, 3 techniques have been implemented which are defined as
follows:

• Gabor Filter:An excellent local andmulti-scale decomposition are composed
when rendering an image based on the Gabor function, which are at the
same time localized in the space and frequency domain [10] with respect
to the logon. This is a linear filter. A harmonic function is used to describe
its impulse response and is multiplied by a Gaussian function. The Fourier
transformof the impulse response of this filter is due to the FTof the harmonic
function as well as the convolution theorem of the Gaussian function.

• Auto-enhancement: This technique is dependent on subjective observation
and statistical functions such as mean and variance calculations.

• Fast Fourier Transform: This method is applied on the FT of a provided
image. The frequency domain is a space that represents the scale of variation
in intensity levels of image “I” at a specific distance relative to F by using
each image value at the location of the image, represented by F. The image
filtering process is accomplished using the FFT [11].

c. Image Segmentation: This is a very important process for most of the subse-
quent works of analyzing an image [12]. In segmentation process, the image is
divided into its constituent regions or objects. Slice by slice includes various
useful applications for the medical professional when segmenting medical
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images into two-dimensional slices. These applications are used to visualize
objects of interest, detect abnormalities, quantify tissue, and classify. This
approach emphasizes simplifying and transforming the depiction of the image
into something meaningful and easy to analyze. Images that implement image
segmentation have objects and borders placed in them. Furthermore, this process
is done to label each pixel in an image so that similarly labeled pixels share
some of their visual characteristics. The product of image segmentation is a set
of segments covering the entire image in a collective manner or a set of contours
can be extracted from the image. The similarity is found among all the pixels in
a given area related to some feature or computed property, i.e., color, intensity,
or texture. Nearby regions differ considerably in the context of the same char-
acteristic. The following are the two popular approaches of image segmentation
[13]:

• Otsu’s Thresholding Algorithm: This algorithm is implemented to automat-
ically accomplish image thresholding based on clustering or to convert a
gray level image into a binary image. It is assumed in Otsu’s thresholding
algorithm that there are two types of pixels contained in an image before the
bimodal histogram [14]. The optimal threshold is determined for dividing
the two types with the aim of minimizing their inter-class variation, even
though their combined prevalence was minimal. When the distance between
the background and the target is large, the difference between the two parts
is maximized.

• Marker-Controlled Watershed Segmentation Approach: This approach is
performed to extract seeds that indicate that the object or background is
available at specific locations in the image. After that, the marker locations
are set as regional minima in the topological surface, and the implementation
of the watershed algorithm is completed. The challenging image processing
operation is to isolate touching objects in an image that is specifically WT
to deal with such an issue. There are two types of this approach [15]. The
external type is associated with the background, and the internal is associated
with objects of interest.

d. FeaturesExtraction: This stage is very essential inwhich different desired parts
or shapes of a given image are detected, and different algorithms and methods
are applied. Binarization and masking are two techniques that can be used to
predict the likelihood of lung cancer, based on facts that relate to information
on lung anatomy and lung CT imaging.

• BinarizationApproach:This approach is inspired from the idea that in normal
lung images, black pixels outnumber white pixels. The average is obtained
by counting the black pixels for normal or abnormal images. This average is
treated as a range. Image is normal when the number of black images was
found to exceed the threshold. However, a smaller number of thresholds is
specified as the abnormal image.
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• Masking Approach: This is linked to the truth that the percentage of cancer
presence increases when the appearance of masses is similar to the white
areas associated with the area of interest. The normal case is described by the
appearance of blue, and the presence of cancer is indicated by the appearance
of RGB masses. The TAR and FAR is this technique are counted as 85.7%
and 14.3%, respectively [16].

Whether the condition is normal or abnormal, it is decided on the basis of
binarization and masking approach. These two perspectives are integrated,
and decisions are made on behalf of the beliefs of these perspectives. The
image is considered abnormal if there are a higher number of black pixels
than white pixels but is it considered abnormal if the number of black pixels
is less.

e. Classification: In this step, an array of classifiers is implemented to perform
classification by means of driven features. The following are the most common
algorithms for classifying lung cancer [17].

Support VectorMachine (SVM): The support vector machine (SVM)was devised
by Vapnik and his fellows. This approach is employed to classify the linear and
nonlinear data. SVM classifiers use nonlinear mapping to transform the original
training data into greater dimensions. In this novel dimension, it seeks the linear
best partition of the hyperplane which was called the “decision limit.” A “decision
boundary” can differentiate one class of tuples from another. The hyperplane can
always divide the data into both classes when the data are mapped in suitably high
dimensions with high nonlinearity. To find hyperplane, SVM uses support vectors
and margins. This classifier generally performs well on classification problems. The
SVM attempts to achieve the optimum compromise between the complexity of the
model and the ability to learn based on partial sample information [18].

Naive Bayes (NB): The Naive Bayes is a probabilistic machine learning model.
This model is more suitable for classification. The motivation behind this classifier
is Bayes theorem. Bayes’ theorem takes the form:

P(A \ B) = P(B \ A)P(A)

P(B)

The probability of occurrence of A, given that B has occurred, is found using this
theorem. In this theorem, the proof is represented by B and hypothesis A. This clas-
sifier is based on the idea that predictors used are independent in nature. It specifies
that the presence of one specific attribute does not affect the other characteristic.
Thus, this algorithm is termed as “Naïve” [19].

Artificial Neural Network (ANN): Artificial neural network (ANN) is a kind of
information processing system. These networks are rested upon the mathematical
generality of the human neuron. The most non-complex configurations of an ANN
include only one hidden layer. But this configuration closely resembles that of a
brain neuron network, because this structure includes vast interconnections between
neurons in successive layers. The figure shows a typical composition of ANN. In
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Fig. 4, all the circular nodes of the neural network generate their own artificial
neuron. Here, arrows indicate the possible connection medium between neurons.
These arrows model the paths through which information passes. In this way, these
arrows simulate the neuronal functions of various biological organisms, such as the
human brain. Full connectivity and persistent communication between all neurons
describe the ANN model, and this is done to enable each neuron to receive input
and perform basic operations on the input data. The output activation of neurons is
transferred through links to other neurons. This connection or link allocates load to
a signal to modify its strength. It is important to note that information only flows
in one direction. This specifies that the connection does not get any feedback of the
information. The knowledge of the ANN is stored in a differently distributed manner
post training to establish connections between neurons, much like synopsis in a
biological brain. The information saved like this can be dealt with from a particular
point of view. Furthermore, an input, similar to a trained one, which can produce
similar results, is interrogated from this point of view. Thus, ANNs are capable of
learning and generalizing. Theweight optimization base on the cost function achieves
the ability to maximize the overall forecast efficacy.

2 Literature Review

2.1 Lung Cancer Detection Using Deep Learning

Fang et al. [20] suggested a new deep learning (DL)-based system in order to
detect the lung cancer which provided accuracy and stability. The transfer learning
(TL) model was utilized to develop the convolutional neural network (CNN) model
similar to a GoogLeNet. Unlike the previous methods, multi-view attributes of three-
dimensional (3D) computed tomography (CT) scans were comprised using median
intensity projection (MIP). The LIDC-IDRI dataset containing lung nodule images
was applied to quantify the suggested system, and 100-fold data augmentation was
carried out for ensuring the training efficacy. The suggested system had provided
the accuracy around 81%, sensitivity of 84%, and specificity of 78% in comparison
with other programs. An artificial neural network backpropagation (ANN-BP)-based
gray level co-occurrence matrix (GLCM) was introduced by Anifah et al. [21] for
detecting the lung cancer. The lung data that had 50 CT images were gathered from
the cancer imaging archive database. The images were divided as normal or cancer
affected. The image was pre-processed and segmented, attributes were extracted,
and a backpropagation neural network (BPNN) was implemented to detect the lung
cancer. The results depicted that the introduced system yielded the accuracy up to
80% while detecting the lung cancer. A fully convolutional network (FCN)-based
techniquewas developed byChunran et al. [22] for detecting and segmenting the lung
cancer. First of all, the developed technique employed the lung CT images to segment
the lung. Afterward, the threshold technique and other image processing methods
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were utilized to detect the lung nodules in the lung region. In the end, the level
set technique and threshold method had applied for segmenting the detected lung
nodules and their spiculation on the basis of coordinate system transformation. The
experimental result exhibited that the developed technique was efficient in detecting
and segmenting the lung nodules with 100% accuracy. A three-dimensional convolu-
tion neural network (3D-CNN)was formulated by Jin et al. [23] for detecting the lung
cancer using segmented CT lung volumes as training and testing samples. The novel
systemwas assisted in extracting and projecting 3D attributes to the following hidden
layers so that the temporal relation was preserved among the neighboring CT slices.
The model was useful to classify the patient as cancer infected or healthy. ReLU
nonlinearity and sigmoid function were used as activation techniques and classifiers.
The formulated system offered the accuracy around 87.5% using the biomedical
images themselves as the input dataset. The formulated system attained error rate
around 12.5% and enhanced the classic AlexNet architecture by 2.8%.

2.1 Comparison Table

Author Year Technique used Dataset Results

Tiantian Fang
et al.

2018 Convolutional neural
network (CNN)

LIDC-IDRI The suggested
system had provided
the accuracy around
81%, sensitivity of
84% and specificity
of 78%

Lilik Anifah
et al.

2017 Artificial neural network
backpropagation-based
GLCM

Cancer imaging
archive database

The introduced
system yielded the
accuracy up to 80%
while detecting the
lung cancer

Yang Chunran
et al.

2018 Fully convolutional
network (FCN)

LIDC database The developed
technique was
efficient in detecting
and segmenting the
lung nodules with
100% accuracy

Taolin Jin et al. 2017 3D CNN network
architecture

Kaggle The formulated
system offered the
accuracy around
87.5% using the
biomedical images
themselves as the
input dataset
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2.2 Lung Cancer Detection Using Machine Learning

Krishna et al. [24] established multi-layered perceptron backpropagation neural
network (MLP-BPNN) on the basis of scale invariant feature transform (SIFT) to
extract and attributes. The bag of words (BoW)methodwas put forward for detecting
the lung cancer.Around300 lung imageswere gathered from theRajivGandhiCancer
Institute and Research Center, Delhi as a dataset in which 100 images were employed
in the testing phase and rest of the images were utilized in the training stage. The
established algorithm provided the accuracy rate around 89% in comparison with
other methods for detecting the lung cancer. A new neural network (NN)-based
algorithm recognized as entropy degradation method (EDM) was designed by Wu
and Zhao [25] with the objective of detecting small cell lung cancer (SCLC) from
computed tomography (CT) images. This approach was useful in detecting the lung
cancer at premature phase. The CT scans of lung were obtained from the National
Cancer Institute (NCI) for data utilized to train and test the approach. The selection
of 12 lung CT scans was done from the library in which half images were related
to healthy lungs, and rest were patients of SCLC. The results indicated that the
accuracy attained from the designed approach was calculated 77.8%. An efficient
algorithm of detecting the lung cancer was intended by Alam et al. [26] in which
multi-class support vector machine (SVM) scheme was deployed. The cancer was
detected using multi-stage classification. The image was enhanced and segmented in
the classification process. Threshold and marker-controlled watershed-based tech-
nique were adopted to segment the image. Support vector machine (SVM) binary
classification model was put forward for classifying the lung image. The intended
scheme was proved more efficient with regard to superior accuracy while detecting
the lung cancer. A three-dimensional (3D) deep multi-task convolutional neural
network (CNN) was put forward by Khosravan and Bagci [27] for detecting the
lung cancer. This technique was capable of tackling the drawbacks of labeled data
to accomplish the 3D segmentation task. LUNA16 dataset was utilized to test the
presented technique. The results revealed that the presented technique provided the
dice similarity coefficient (DSC) around 91% as accuracy and a score around 92%.
Moreover, this technique was more effective in contrast to two baselines.

2.2 Comparison Table

Author Year Technique used Dataset Results

Azmira Krishna et al. 2018 MLP-BPNN based
on SIFT

MATLAB 2018 The established
algorithm provided
the accuracy rate
around 89%

Qing Wu et al. 2017 Entropy degradation
method (EDM)

MATLAB The accuracy attained
from the designed
approach was
calculated 77.8%

(continued)
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(continued)

Author Year Technique used Dataset Results

Janee Alam et al. 2018 Multi-class support
vector machine
(SVM)

LIDC database The intended scheme
was proved more
efficient with regard
to superior accuracy

Naji Khosravan et al. 2018 3D deep multi-task
CNN

LUNA16 dataset The presented
technique provided
the dice similarity
coefficient (DSC)
around 91% as
accuracy and a score
around 92%

2.3 Lung Cancer Detection Using Image Processing

Vas and Dessai [28] recommended a mechanism which focused on constructing an
automated system in order to detect the lung cancer with the help of mathemat-
ical morphological operations so that lung region of interest (ROI) was segmented.
These operations provided the Haralick attributes. Application of median filter was
proved effective in removing the impulse noise in the images. The morphological
operations also generated optimal outcomes in the process of segmentation. The
artificial neural network (ANN) was employed to classify the images with higher
accuracy. The results acquired on hospital database indicated that the recommended
mechanism yielded the accuracy of 92% to detect the lung cancer. A CT scan-based
system was devised by Firdaus et al. [29] to detect the lung cancer. The lung cancer
was classified as benign and malignant using the devised system. For this purpose,
the CT scan images were deployed. These images were processed to assist the clin-
ical sector in diagnosing the lung cancer effectively. The results validated that the
devised system attained 83.33% accuracy on the system decision to determine the
lung image as cancerous or non-cancerous. An innovative fast thresholding-based
lung segmentation was suggested by Huidrom et al. [30] in which threshold value
was not investigated. The accuracy obtained from this method was found near to the
accuracy of the previous technique. However, this technique worked more quickly in
comparisonwith the existing technique. Thus, the results exhibited that the suggested
technique had provided superior accuracy while segmenting the images for detecting
the lung cancer. An automated method which deployed computed tomography (CT)
images was constructed by Hoque et al. [31] with the purpose of detecting the lung
cancer at its premature phase. This method emphasized on providing greater accu-
racy. A novel model was also put forward to diagnose the lung cancer with the help
of a variety of features extracted from CT images in which image was enhanced and
segmented, and attributes were extracted using support vector machine (SVM). In
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the end, the results of experiments demonstrated that the constructed performed well
with regard to accuracy.

2.3 Comparison Table

Author Year Technique used Dataset Results

Moffy Vas et al. 2017 Mathematical
morphological
operations

Hospital database The recommended
mechanism yielded
the accuracy of 92%
to detect the lung
cancer

Qurina Firdaus
et al.

2020 CT scan-based
image-based lung
cancer detection
system

Open CV The devised system
attained 83.33%
accuracy on the
system decision

Ratishchandra
Huidrom et al.

2017 A new fast
thresholding-based
lung segmentation

Lung image database
consortium (LIDC)

The suggested
technique had
provided superior
accuracy while
segmenting the
images for detecting
the lung cancer

Ariful Hoque
et al.

2020 An automated
approach

MATLAB The results of
experiments
demonstrated that the
constructed
performed well with
regard to accuracy

3 Research Methodology

In this section of the paper, the research methodology is discussed which is used
for the lung cancer detection. This section is divided into dataset description and
proposed methodology which are described below.

3.1 Dataset Description

The dataset is designed to allow for different methods to be tested for examining
the trends in CT image data associated with using contrast and patient age. The
basic idea is to identify image textures, statistical patterns, and features correlating
stronglywith these traits and possibly build simple tools for automatically classifying
these images when they have been misclassified (or finding outliers which could be
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suspicious cases, bad measurements, or poorly calibrated machines). The data are a
tiny subset of images from the cancer imaging archive. They consist of the middle
slice of all CT images taken where valid age, modality, and contrast tags could be
found. This results in 475 series from 69 different patients.

3.2 Proposed Model

This research work deals with the detection of lung cancer from the CT scan image
with the help of image processing methods. The suggested mechanism has 4 stages
to localize and characterize the lung cancer. The stages to detect the lung cancer are
defined as (Fig. 2):

1. Pre-processing: It is the initial stage that takes CT scan image as an input. The
method of image de-noising is implemented for eliminating the noise from the
input image.

2. Segmentation: This stage makes the deployment of region-based segmentation
for segmenting the same and distinct regions from the CT scan image. A digital
image is segmented into diverse sections while segmenting the image such that
sets of pixels are known as super-pixels. This stage emphasizes on changing the
image exhibition easily. The position of objects, limits, and borders is recognized

CT Scan Images

Image Processing (Median filter and Histogram Equalization)

Threshold Segmentation

Feature Extraction (Entropy, contrast, Mean, Energy, Standard Deviation 
and RMS)

Hybrid Classification ( SVM, KNN and Decision Tree)

Result ( Benign or Malignant)

Fig. 2 Proposed model
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in the images using this approach. This process is executed to assign every
pixel in an image and share the definite attributes through the pixels having the
identical label. The image can be segmented using a number of methods.

3. Feature Extraction: This stage employs a gray level co-occurrence matrix
(GLCM) in order to extract the attributes from the CT scan image. The attributes
acted efficiently in the image processing. The attributes are acquired using
various methods, namely binarization, thresholding, normalization, masking
approach, etc., on the sampled image. Afterward, several methods of feature
extraction are utilized to obtain the attributes so that the descriptions are classi-
fied anddetected.Anumber ofmethods are implemented to extract the attributes.
The textual features are extracted from an image using GLCM. There are six
attributes extracted to detect the lung cancer.

4. Classification: It is the final stage that deploys a hybrid classification approach
with the objective of categorizing and localizing the cancer region. In this
approach, the support vector machine (SVM), K-nearest neighbor (KNN), and
decision tree (DT) are integrated. The SVM classifier is planned on the basis of
the optimization theory. This algorithmassists in increasing themargin; thus, it is
called a binary classification model. The best hyper plane is exploited to split all
the data points of an individual class. The classification performed using SVM
recognizes this hyper plane. The greatestmargin amid two classes are considered
to define the significant hyper plane. The interior data points are not present in
case of maximumwidth amid the slabs parallel to the hyperplane called margin.
The support vector machine is adopted to split the maximum margin in hyper-
plane. The training sets are described using n-dimensional arithmetic qualities.
Each training sample exposes a point in the n-dimensional region. The inte-
gration of more effective component of the training samples is done into an
n-dimensional sample space in addition to these lines. The K-nearest neighbor
classification algorithm is recognized for the sample space for the k training
samples which are present nearby to the unidentified model when training
sample is unknown. The concept of Euclidean distance is utilized to define
the closeness. These classification algorithms are considered as non-parametric
supervised learning methods and assisted in classifying and explaining the
images. This technique focuses on constructing a framework in order to predict
a target variable accurately on the basis of various key variables. This technique
allows every core nodule to communicate with other key variables. The value
of the intended variable is depicted by every side. This technique exploits a key
trait to assign label to each interior nodule. Every probable characteristic value
is utilized to assign a label to the rounded sections whose generation is done
from a nodule called a trait. The bagging process is executed to put together the
output of KNN, SVM, and DT. The bagging process chooses an output of an
efficient classification method to detect the lung cancer.
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4 Experiment Result Analysis

Adataset containing themedical record of four patients is collected from the hospital.
These subjects are detected with a specific type of brain tumor. All these subjects
have malignant tumor, and they are not undergone surgery yet. Data sourced from
Midnapore Diagnostics Pvt. Ltd., R G Kar Medical College and Hospital, Kolkata
(WestBengal).MidnaporeDiagnostics Pvt. Ltd. is a joint projectwith theDepartment
of Health and Family Welfare, Government of India. Of West Bengal. Overall, 20
MR scans screening brain tumors have been discovered the entire database. Finally,
we use the implementation under MATLAB software. To implement new approach,
the tools used are robot vision and neural networks (NNs). To examine performance
level, the parameter considered is accuracy.

Figure 3 depicts the processing of the interface. To do so, the different opera-
tions in hybrid classification are performed to detect the lung cancer. The methods
implemented to diagnose lung cancer from the CT scans are histogram equalizer,
segmentation, filtering, diluting and filtering (Table 1).

Fig. 3 Marking of tumor

Table 1 Performance
analysis

Parameter Baseline approach (%) New approach (%)

Accuracy 89 95

Precision 85.4 89

Recall 86 88



Lung Cancer Detection Using Textural Feature Extraction … 843

Fig. 4 Accuracy analysis

4.1 Accuracy Analysis

The accuracy of the proposed model which is the hybrid classification model and it
is the combination of decision tree, KNN, and SVM for the lung cancer detection is
compared with existing SVM classification model.

Figure 4 depicts comparison between the new and the baseline approaches with
respect to the accuracy. The hybrid classifier architecture achieves better accuracy
in compassion with the baseline approach. The hybrid classifier is an automated
framework that uses hog and surf features to train the system in order to detect the
malignant area.

4.2 Precision and Recall Analysis

The precision and recall value of the proposed model are compared with the existing
model for the lung cancer detection. The hybrid classification is the combination of
decision tree, SVM, and KNN classifier.

Figure 5 depicts comparison between the new and the baseline approaches with
respect to the precision and recall. The hybrid classifier architecture achieves better
precision and recall rates in compassion with the baseline approach. The parameters
of precision and recall define the reliability of the newly constructed framework. The
reliability of the new framework refers to how accurate it is for detecting lung cancer.

5 Conclusion

A significant growth in the cancer affected people has been noticed in the last few
years. Way of living is the major cause of cancer in the present scenario. Lung cancer
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Fig. 5 Precision and recall analysis

has become the second most common cancer-causing death in both ladies and gents.
From preliminary baseline reports on cancer patients, it has been observed that lung
cancer causes a higher number of deaths than other cancers. The factors that cause
lung cancer include smoking (or second-hand smoke), or less often exposure to other
ecological dynamics, is therefore preventable. This research identifies and classifies
region of interest by enforcing three steps of segmentation, feature extraction, and
hybrid classification. This work takes three parameters (i.e., accuracy, precision,
and recall) under consideration to evaluate the designed hybrid classifier model.
According to the analytic outcomes, the new architecture outperforms those proposed
in the state of the art.
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Overview of Security Approaches Using
Metamorphic Cryptography

Lokesh Negi and Lalit Negi

Abstract Initially, researchers employed only one information security technique
either cryptography or steganography to secure the communication. But later,
researchers stress on the amalgamation of both cryptography and steganography,
and this amalgamation is popularly known as metamorphic cryptography. Steganog-
raphy can be classified on the basis of cover medium. This paper surveys the different
metamorphic cryptography approaches which uses image as cover media for secur-
ing the data. This paper also covers general concepts of cryptography, steganography,
classification of metamorphic cryptography, and evaluation parameters like PSNR,
MSE.

Keywords Metamorphic cryptography · Steganography · Image steganography ·
Symmetric key metamorphic cryptography · Asymmetric key metamorphic
cryptography · PSNR ·MSE

1 Introduction

In today’sworld,millions of people exchange their confidential data through different
mediums. As we all know, these mediums may be secure or not. Because of this
uncertainty in the security of the medium, people prefer to send confidential data
in the encoded form. People mainly use two different data hiding techniques to
achieve the same. In the past, cryptography and steganography are two techniques
which have been used alone by the researchers to protect their confidential data.
Now, researchers emphasize on the use of metamorphic cryptography for securing
the data. Steganography can be of different types, and the classification is based on
the cover medium like image steganographywhich uses an image as a cover medium.
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2 Metamorphic Cryptography

Cryptography deals with the techniques which are used for secure communication
and helps in preventing the eavesdroppers from understanding the message that is
shared between source and destination. Cryptography provides the confidentiality of
data by transforming the plaintext message into unreadable format called ciphertext.
This transformation is carried out in sender site using key and appropriate algorithm,
and to thwart the effect of transformation in receiver site, receiver applies the samekey
(or associated key to sender key in case of asymmetric encryption) to the algorithm
and gets the original plaintext that the senderwants to send in place of ciphertext. This
transformation is popularly known as encryption. Ciphertext can only be deciphered
by that party which has the possession of secret key, and knowledge of algorithm is
used in its encryption process.

Steganography means the covered writing. It is defined as the activity of conceal-
ing the secret data in a cover or various kind of container media so that its presence
can be traced only by intended party not by anyone else. Text, image, audio, and
video are used as cover media for holding the secret input message. Steganogra-
phy techniques embed the secret data into the cover media, and then the resultant
embedded media is shared to the other communication party instead of secret data.

Metamorphic cryptography is the combination of cryptography and steganog-
raphy. Philjon et al. [1] in 2011, proposed the first metamorphic cryptography
approach for fool-proof information security. Generally, metamorphic cryptogra-
phy (see Fig. 1) first encrypts the data using the cryptography technique, and then,
the appropriate steganography technique is chosen to embed the confidential infor-
mation. Metamorphic cryptography is more secure than using the cryptography or
steganography alone.

Fig. 1 General metamorphic cryptography system



Overview of Security Approaches Using Metamorphic … 849

2.1 Terminologies

• Message: Confidential data that it is meant to be shared.
• Cover or Container Media: Cover media is the media which is used to conceal or
hide the message. Cover media may be image, audio, or video.

• Stego-Media: The media file that is generated after embedding of message into
the cover media is called as stego-media. Sender sends stego-media to receiver for
sharing the message.

• Stego-Key: Key which is used to encrypt or decrypt the message.
• Embedding Algorithm: Embedding algorithm is a defined procedure through
which the message is to be hidden inside chosen cover media.

• Extraction Algorithm: Operation of extraction algorithm is just apposite to embed-
ding algorithm, unlike embedding, extraction unhides the data from stego-media.

2.2 Evaluation Parameters

PSNR and MSE are the parameters which are often used in measuring the quality
of two images. PSNR is used as measure which evaluates the degradation in stego-
image with respect to cover image or simply say PSNR tells the similarity between
images. PSNR can be calculated using the

PSNR = 10 log10

[
I 2

MSE

]
(1)

where I defines the maximum intensity value of image and MSE is the mean square
error between the stego-object and container image.Higher PSNRgives an indication
of higher image quality [2]. Unit of PSNR is decibels and is inversely proportional
to the mean square error. MSE can be mathematically computed using the below
equation

MSE = 1

[P × Q]2
P∑

i=1

Q∑
j=1

(
Xi j − Yi j

)2
(2)

In MSE calculation, Xi j and Yi j represent the intensity of i j th pixel of container
image and image generated after embedding, respectively. P is total count of rows
present in cover image, and Q is total count of columns in image.

2.3 Classification

Metamorphic cryptography can be classified into two types: one is symmetric meta-
morphic cryptography and other one is asymmetric cryptography. In symmetric key
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Table 1 Symmetric key metamorphic cryptography versus asymmetric key metamorphic cryptog-
raphy

SKMC ASKMC

Keys Single key Two keys

Security principles Provides confidentiality Confidentiality, authenticity,
non-repudiation

Computational efficiency Very fast Slow

Size of ciphertext Smaller than plaintext Same or larger than plaintext

Hardware Requires inexpensive hardware Expensive hardware

Application Bulk encryption Key distribution or small
amount of data

metamorphic cryptography (SKMC), only single key is used to cipher or decipher
the text. Receiver uses the same key for decryption which sender used for encryption
process. This single key can be known as public key or symmetric key.

In asymmetric metamorphic key cryptography (ASKMC), two keys are used by
the communicating principles. One key is used by sender for encrypting the plaintext,
which is known as public key, and the receiver uses the another key known as private
key for decrypting the ciphertext. Table1 lists some differences between the SKMC
and ASKMC.

3 Literature Survey

Joshi and Yadav in [3] used a new steganographic method which uses LSB and
circular shift. In the LSB-S steganographic algorithm, two operations, one is circular
left shift and second is XOR operation which is performed on the last 4-bits of the
pixel. The proposed system first encrypts the data using the transpositional vernam
cipher after this LSB-S conceals the data in the chosen carrier image. The extraction
algorithm is performed to retrieve the covered text and then retrieved text is decrypted
with the Vernam cipher as the Vernam cipher is symmetric cipher, so the cipher used
for decryption is same. The new LSB-S is advantageous as it gives 100% hiding
capacity with the benefits of perceptual degradation.

Alotaibi et al. [4] proposed a newmetamorphic approach to ensure confidentiality,
integrity, and authenticity. The proposed approach has been used in the security
authentication systems in mobile devices. The proposed system takes the password
and a key and an image from the users. The SHA-256 algorithm computes the hash
of the password which later encrypted by AES algorithm with the username as a key.
The user selects the image to embed the data in it using the popular steganographic
algorithmLSB.The output showed that all the three attributes of information security,
i.e., confidentiality, integrity, and authentication have been achieved.
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The affine transform and the DWT have been used by Sharma et al. in [5] for the
encryption of the secret message. The proposed system first divides the message into
groups, and then, each group is encrypted using the affine transform with a key. For
encrypting each group, there is a different key used. After encrypting, the ciphered
data is now transformed into the frequency domain using the DWT. Finally, the
obtained data and theRGBcomponent of the cover image are coupled by storing these
at LSB of the image using the LSB steganography. To retrieve the secret message,
first retrieve the information from the image and apply the inverse DCT on the data,
and then at last, apply the affine transport to get the original message. The result
showed the output of cover-stego-image looks similar with the input cover image.
The proposed system is more robust than the existing key as the robust of a system
depends on the size of key.

Al-Qwider and Salameh [6] presented the crypto stego system which uses the
modified Jamal encryption algorithm for encrypting the secret message. The MJEA
divides the messages into 64-bit blocks, and then, each block is encrypted separately
and performs eight rounds along with the initial and final permutation. The initial
permutation outputs the 64-bit blocks into eight groups and each group is of 8 bits.
In each round, the XORed operation is performed in all these 8 bits and the final
permutes combine these eight groups into the 64-bit block to produce the ciphertext.
The least 3-3-2 bits of the RGB components is selected to hold the ciphertext of the
cover image. Embedding of other information like the encrypted steg key, and the
message length is done at the last rows of the cover image. The proposed system
is also resistant to the attacks that use the histogram analysis. The weakness of
algorithm: it uses 24-bit color image so it has less embedding capacity than system
using the 32-bit image.

Shanthakumari and Malliga [7] presented a dual-layer security method for the
data. ECC scheme is used in the first layer for encryption. Elliptic curve cryptog-
raphy (ECC) takes two coefficients and a prime to generate the curve points and
after generating the curve points, the alphabets, numerals, and special characters are
mapped with the elliptic curve points and then takes the secret data and maps the
data character by character with the elliptic curve points. The second layer uses the
concept of steganography to conceal the message into the image. Least significant
bit inversion (LSBI) algorithm embeds the elliptic curve points in the carrier image.
In the LSBI, each 4-pixels of cover image holds 6-bits of information. The pro-
posed system has a time and space complexity of o(n). Also, the proposed strategies
have been checked through the two popular steganalysis (histogram analysis and
chi-square) attack.

A new metamorphic cryptography proposed by Ahmed and Ahmed in [8] uses
the double-XOR operations and LSB as a steganographic algorithm. The proposed
algorithm converts the message into the decimal values based on ASCII standard,
and then, binary value is calculated for the decimal value. Take the MSB values of
image pixels having the size same as the message, and these values work as the key
for encryption. XORing of secret data with the generated key is used to compute the
value for encrypted data, and then, it is embedded inside the image using LSB. The
extraction algorithm inputs the message size to extract the hidden information. MSB
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of binary values of stego-image pixels are XOREd with the hidden information to
get the original message.

In the presented paper [9], Candra et al. used three different algorithms: OTP,
LSB, and Canny edge detection. The proposed algorithm uses the edge of the cover
image to hide the text as a small change in the pixel value in this area cannot be easily
detected by humans. The algorithm first converts the message into the binary form
using ASCII codes. With the help of Canny algorithm, detect the edge in the cover
image and store it into a variable (v). Generate a key for the OTP encryption with
the help of a randommatrix. And finally, encrypt binary values of the secret message
with the help of key and OTP cipher to get the encrypted message and locate the
image edge area using the variable (v). Finally, the embed the encrypted message
into the 8th bit to the image edge area.

Marwa et al. modified the AES algorithm for the encryption in [10]. The AES has
beenmodified using theMPKencoding. TheMPK represents each character by using
the 2 digits instead of 8 bits. The modified AES first represents the secret message
using the mobile phone encoding and encrypts it using the AES and then produces
the output also in the form of MPK. So, the steganographic algorithm takes the MPK
encoded encrypted data as input and stores into the cover image using the modified
substitute last digit in pixel using the mobile phone keypad and pixel value difference
schemes. In the steganographic algorithm, the cover image is divided into blocks of
non-consecutive fashion the consecutive pixels, and then, there is a difference for
each block, and this difference is checked in the range table whether it belongs to
lower level or not. If it belongs to the lower level, then embed the MPK encoded
encrypted data into the image using the PVD-MPK method, otherwise embeds into
the image using the MSLDIP-MPK method.

Islam et al. [11] introduced and proposed a new method for selecting the pixel
in which the message is embedded. The proposed pixel selection algorithm is the
pixel filtering method. The pixel filtering method maintains the counter for each
RGB components. The counter for each RGB component is incremented if the MSB
for corresponding component is 1. At last, the component which has the high value
is selected. After selecting the pixel, the symmetric block AES encrypts message.
The embedding procedure divides password into blocks of 3 bits and calculates its
corresponding decimal value (P). The XORed operation is performed between the P
and themessage bits, and then, according to the result, set the value of the component
to 0 or 1, and perform the above procedure again until all themessages are embedded.
The algorithm has high PSNR as well as provides the high security.

Shanthakumari and Malliga in [12] developed a metamorphic cryptography in
which IDEA algorithm has been used for the encryption part and group LSB for
the steganography. The IDEA algorithm takes 16-bit plaintext and performs four
cycles of transformation along with the bitwise XOR and two modular operations,
i.e., addition modulo and multiplication modulo with the help of a 32-bit key. IDEA
encrypted data is hidden using the LSBG image steganography in the image. The
LSBG converts the encrypted message into the stream of bits using the ASCII code
and partitions the cover image into the four 8-bit planes for the embedding purpose.
The proposed algorithm has been evaluated through three assessments: one is for
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quality which has been evaluated through the parameters including PSNR, MSE,
SSIM, AD and others, and the second one is for the capacity or payload, i.e., the
maximum capacity of message that can be hidden into the cover media without
distorting the media and the third is for resistance to attacks. Steganalysis attacks,
visual analysis are done in the third assessment along with the chi-square. The result
of the proposed algorithm successfully completed all the evaluation assessment.

The system developed byMurad et al. in [13] produces two output images instead
of a single image. The proposed systemuses the two cryptographic algorithms: Blow-
fish, visual cryptography. The proposed system is very different from the existing
system as it converts the text into two images, and then, two stego-images are gener-
ated by hiding the 1 generated image into the 1 cover image. The system divides the
algorithm into three phases: E1, E2, and E3. In the E1 phase, the Blowfish algorithm
generates the cipher, and then, this cipher or encrypted text is fed as input to the
E2. The E2 converts the encrypted message into two images using the (2, 2) visual
cryptography. Finally, the last phase E3 or the steganographic phase takes these two
generated images and two cover images and embeds one generated image inside the
1 cover image using the LSB algorithm and similar for another generated image, and
this phase outputs two stego-images. The system is resistant to the visual attacks.

A secure communication is utmost need nowadays. To fulfill this need,Alexan and
Hemeida [14] designed a system by incorporating steganography with cryptography
which come upwith good results for evaluation parameter. The proposed system used
strong and fast encryption algorithm Blowfish for ciphering the secret message with
help of 256-bit key. Other reasons for using Blowfish algo are its simple implementa-
tion and high throughput. System firstly encrypts the secret message using Blowfish
before its concealment in image. In second layer, encrypted data is being hidden
inside the carrier image by using the LSB substitution with arithmetic sequence and
infinite sequence, namely Rudin Shipro sequence. Value of pixel location where data
is to be hidden is calculated by using arithmetic sequence with common difference 5
and Rudin Shipro sequence computes which color channels is to be used embedding
the data. Embedding algorithm of the system finally hides the encrypted secret data
in the appropriate pixels and color channel of image. The merit of system lies in
the fact that it provides high embedding capacity while preserving good quality for
stego-image.

In paper [15], Shivani et al. presented a metamorphic cryptography in which the
process of encryption is done on the input secret text, and then, the steganographic
technique is performed. The encryption process encrypts the data by performing the
XOR between the three inputs. Before encryption, the three-digit input random key
is converted into a single-digit random key by using the folding method in which
the digit of the sum is calculated recursively until a single digit does not come, and
then, this single-digit random key and ASCII values of the input message and the
length of message are XORed. The concept of raster scan is used along with the
LSB algorithm in the embedding procedure. The authors tested the system using
the quantitative analysis through the parameters like PSNR and MSE and qualitative
analysis to show the visualization of both the images (input image or output image):
cover image and stego-image is same.
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The Hasan et al. used the Bats algorithm and Sobel filter along with the Blowfish
and LSB in the [16]. In the key generation process, the author applies the Blowfish
algorithm on cover image to generate key. The generated key and the input plaintext
is XORed with each other to find the ciphertext. After this, the author finds the pixels
where the data is to be stored using sobel algorithm andmetaheuristic bats algorithm.
Through the sobel algorithm, the edges are detected while the bats algorithm finds
random pixel which combinedly constitute the pixel locations. The pixels’ locations
found by the bats algorithm are then used to store the encrypted message using
the LSB. The author calculates the PSNR and MSE for the obtained output stego-
image and claimed the proposed method achieves the higher performances in the
data transmission.

Sharma et al. [17] proposed an integrated model of cryptography scheme and
wavelet-based steganography. Here, the researchers used substitution technique for
encryption as cryptographic scheme. For encryption, the plaintext is divided into
blocks of 15 bytes size. The encryption is n round process and, in each round, new
value for plaintext is computed by subtracting old plaintext from 32 (P = P − 32).
A new matrix is computed by applying mode 95 to the product of key matrices and
plaintext matrices, and this new matrix is added with 32. Ciphertext is generated by
translating this numerical value obtained from matrix into alphabet. Stego-image is
generated by applying addition operation on the cover and secret image (which is
formed from the ciphered message using the text-to-image generator) after applying
DWT. This algorithm produces stego-image having 40 db PSNR and less average
difference is observed too by using the proposed method.

A robust method is given by Muhammad in [18] which based on the concept of
transposition, bits shuffling, bitxoring, and secret key to design an advanced stegano-
graphic system. The proposed method provides three levels of security. First, all
three channels (RGB) of input carrier image are transposed. Secret key and data is
encrypted using multiple encryption algorithm at second level of security and at last
level of security gray-level modification method is applied for mapping of secret data
to blue channel of carrier image. Two modules of the given method, namely encryp-
tion module and mapping module have been used for mapping the secret data to one
of channels of carrier image. The encryption module performs the encryption on the
secret key and secret data. Bits of secret key is XORed with logical 1 and after that
shuffling operation is applied on these encrypted bits of key. Now, conditional-based
XOR is performed on secret data bits with logical 1. Second module, i.e., mapping
module divides image into RGB channels, and image transform is applied on all
three channels. Now, all pixel’s value of blue channel is converted to odd or even by
adding one to it. Secret data is mapped to the pixel value using the secret key bits &
pixel values. At last, stego-image is created by taking the combination of all three
transposed plane.

In [19], cryptography, steganography, and compression algorithms are com-
binedly used in the proposed system which provides complete security to the pub-
lic cloud model. In the proposed system, first, the confidential data is encrypted
using hybrid RSA&AES cryptographic algorithms, and then, the LempelZiv-Welch
(LZW) compression algorithm is applied to the encrypted data. Then, the compressed
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encrypted is concealed into the image using the LSB algorithm. To achieve the
integrity, the hash value of the image is calculated before uploading to the image.

Tabassum and Mahmood in [20] proposed a multiple layer encryption method
which uses both cryptography and steganography for data protection. The system
is segregated into two units: encoding unit and decoding unit. The encoding unit of
the system takes secret message and cover media as inputs and generates the cipher
image. Encoding unit employs double-layer encryption using the Blowfish and AES
algorithm and uses LSB algorithm to encode encrypted data into image, and lastly,
the image is encrypted using the genetic algorithm. The decoding unit is just the
reverse of the encoding unit.

A efficient hybrid method is proposed for data protection in [21], which uses the
RSA algorithm, DWT compression, Huffman coding, and LSB encoding. Firstly, the
secret information is encrypted using asymmetric key algorithm RSA, and then, in
the next step, encrypted information is compressed using the Huffman coding. Using
LSBencoding, compressed information is embedded into selectedDWTdecomposed
subbands of cover media. This hybrid method provides higher storage capacity with
good stego-image quality.

4 Result and Discussion

FromTable2, it is concluded that mostly researchers use the symmetric encryption in
metamorphic cryptographic systems for the cryptographic part rather than asymmet-
ric encryption because of its speed of execution and their suitability for encrypting
large chunks of data. In the papers [3–7, 10–14, 16–18], researchers use the various
symmetric key encryption algorithm like Vernam, IDEA, AES, Affine, and Blowfish
for ciphering the data in their proposed approaches. All the approaches surveyed
in this paper supported the RGB images for hiding the data which is good thing
as today mostly RGB images are used. Nowadays, the metamorphic cryptography
can be used for application like authentication. As in [4], Muneera et al. use the
metamorphic cryptography along with hash function for authenticating the systems.
Nowadays, cloud environment uses the concept of metamorphic cryptography to
sort out the data security challenges in the cloud storage like Shanthakumari and
Malliga in [12], and Abbas et al. [19] use the metamorphic cryptography for cloud
environment. Researchers prefer the edges of the cover images for storing the data
as it increases imperceptibility of the stego-image like Candra in [9] uses the canny
edge detection algorithm to select the edges of the image for storing the data. Meta-
heuristic approaches and randomization are used for selecting the random pixels
which results in high robustness. For example, in [16], author used the metaheuristic
Bats algorithm to find the random pixels for storing the encrypted message. Table3
presents the value of PSNR and MSE for various approaches.
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Table 2 Techniques used in various metamorphic cryptography approaches

Paper Cryptography technique Steganography technique Compression

[3] Vernam cipher LSB with shifting (LSB-S) No

[4] AES, hash function LSB No

[5] Affine transform DCT, LSB Yes

[6] MJEA Enhanced LSB Yes

[7] Elliptic curve cryptography LSB inversion No

[8] Double XOR operations LSB No

[9] OTP operations LSB No

[10] AES_MPK Enhancing PVD image
steganography

No

[11] AES LSB using user defined
password

No

[12] IDEA LSBG No

[13] Blowfish Visual cryptography, LSB No

[14] Blowfish LSB bit-cycling with
mathematical sequences

No

[15] Variable block size data
encryption

Modified LSB technique No

[16] XOR encryption, blowfish Bats algorithm, LSB No

[17] Substitution technique Wavelet based steganographic
encoding

No

[18] Transposition Bitxoring, bitshuffling No

[19] RSA, AES LSB Yes

[20] Blowfish, AES, GA operators LSB algorithm No

[21] RSA LSB encoding Yes

Table 3 Evaluation parameters

Range Paper

MSE 0–0.4487 1, 6, 7, 9, 10, 12, 13, 16, 20

0.7565–0.9969 3, 5, 10, 15

1.9194–2.717 4, 14, 21

PSNR 10.790–48.13 2, 4, 5, 6, 8, 15, 20, 21

51.16–58.0468 1, 3, 10, 12

61.94–72.54 7, 11, 13, 19

78.2502–93.6632 9, 14
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5 Conclusion

This paper gives the general overview ofmetamorphic cryptography for data security.
Here,we discussed about the classification and evaluation parameters for approaches.
This paper also presented a comprehensive surveyof a data security approacheswhich
uses metamorphic cryptography. Furthermore, we have evaluated the approaches
using the standard evaluation parameters like PSNR, MSE. We have listed the cryp-
tography and steganography techniques name used in various metamorphic cryptog-
raphy in the tabular form.Our survey helps the researchers inmaking new approaches
or modifying the existing approaches.
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A Bibliometric Analysis to Unveil the
Impact of Digital Object Identifiers
(DOI) on Bibliometric Indicators

Parul Khurana, Geetha Ganesan, Gulshan Kumar, and Kiran Sharma

Abstract Digital object identifier (DOI) is often used as an important identifier of
scientific contributions. It raises the readers’ awareness toward genuine and authen-
tic work of authors, organizations, and journals. The aim of this study is to identify
the scientific contributions with and without DOI information associated with them
in multidisciplinary indexing databases such as Web of Science (WoS). This study
also sheds light on the contribution of self-citations in calculating the author, orga-
nization, and journal informetrics. The result shows that at author level, 82.2% of
publications and 81.6% of citations are with DOIs, at organization level, 76.3% of
publications and 73.5% of citations are with DOIs, and at journal level, 83.9% of
publications and 62.1% of citations are with DOIs. Author level has 7.7% of self-
citations, organization level has 13.7% of self-citations, and journal level has 10.3%
of self-citations. Decreases in publications and citations have resulted in an average
downfall of h-index 2.9 in author data, 15 in organization data and 12.3 in journal
data. Finally, stakeholders are encouraged to review the publications, and citations
datawithDOIs, and note on the self-citations before considering for final informetrics
of authors, organizations and journals.
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1 Introduction

Digital object identifier (DOI) presented in URLs (uniform resource locator) form
is conceived as a generic standard for the identification of various types of objects
or metadata such as documents, images, and audios in the Internet environment. It is
designed as a robust linking option for sharing an actionable identification with the
interested users or community [1]. The major benefits include permanent identifica-
tion and uniqueness of objects, interoperability, persistence, and network accessibil-
ity in various applications. Since 2000, DOI has been seen as presenting the metadata
in its physical and electronic forms in digital environments. Once assigned, the DOI
remains unchanged through its lifetime, whereasmetadatamay observe changeswith
the ongoing time span [2]. As such, the length of the DOI name is unrestricted. DOI
is a character string composed of two components presented as prefix and suffix,
separated by forward slash ‘/’. The prefix portion denotes a unique naming authority
(usually represents organization), and suffix portion denotes any user-entered string
(usually represents actual identity). After combining both components, the identifier
component becomes an actionable link just like any URL [3, 4].

DOI has gained importance in the scientific publication industry as a crucial
emergent. The ongoing momentum of DOIs has grown as a global consortium with
DataCite in 2009 by issuing DOIs to scientific publications and research datasets [5].
Various indexing databases like Scopus,Web of Science (WoS), Google Scholar, etc.,
use DOIs in their scientometrics for achieving the accuracy of scientific data. DOIs
are often used by them for referencing and sharing publication information with
the scientific community. Availability of DOIs among different indexing databases
generates their potential stability of scientific data as well [6].

Many stakeholders like academic institutions, research organizations, government
bodies, promotion committees, ranking, and accreditation agencies have keen inter-
est to measure the research contributions of an individual or a group [7]. Maybe for
the individual hiring, promotion, tenure, releasing of grants, or for the search of liter-
ature etc. Such stakeholders always rely on these indexing databases for the retrieval
of genuine informetrics like publications, citations, and h-index of an author, organi-
zation, journal [8]. Retrieved informetrics from indexing databases may have various
disguised accelerations like consideration of publications and citations with no DOI
information associated with them and, secondly, consideration of self-citations for
the undue gain of citations and rise in h-index [9–12].

1.1 Research Objectives

The motivation behind this study is to identify the availability of informetrics such as
publications and citations with and without DOIs in the different indexing databases
such as WoS so that the accurate potential of author, organization, and journal may
be presented to its stakeholders in terms of valid publications, citations, and self-
citations [13–16]. Therefore, our research questions focus on:
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• To identify the difference in number of publications, citations, and h-index with
and without DOIs.

• To compute the citations and h-index after eliminating self-citations.

The contribution of our study sheds the light on the impact of DOI-based infor-
metrics at three levels, i.e., author, organization, and journal. Study encourages the
fact that DOI-based informetrics are genuine and comparable across different index-
ing databases. Such comparisons present the unified informetrics to its stakeholders
in a reliable way for various purposes.

2 Data Description

2.1 Data Selection

In order to fetch the details of documents with and without DOI information, we
accessed the Web of Science (WoS) database with Python-based queries [17]. The
choice of the database was arbitrary and was based on the availability of the data.
The analysis was performed for three entities: (1) Authors, (2) Organizations, and
(3) Journals. For authors, we visited various university websites to fetch author
details like their name, orcid id, discipline etc., but we did not find the suitable
details as per the requirement of the study. Then, after accessing various univer-
sity websites, we found that 6316 staff profiles were available on the website of
Monash University in Australia. For organizations in India, we visited the website
of University Grants Commission (UGC), Ministry of Human Resource Develop-
ment (MHRD), and National Institutional Ranking Framework (NIRF). We found
that NIRF as a MHRD initiative ranks Indian organizations on various parameters.
Hence, we selected NIRF ranking 2020 as a reliable source for the requirement of
organization information for the study. For journal information, we accessed the
master journal list of WoS. There is a common list available as a search result on
the website of Clarivate, where we can access the various parameters of the journal
information.

2.2 Data Filtration

In order to perform the analysis at author level, we manually checked the various
author profiles on the website of Monash University [18]. Further, we selected 400
author profiles carrying required information of author name, orcid id, discipline,
or subject categories. These 400 author profiles were queried on WoS database and
publication, citation, and h-index information were retrieved. 400 author profiles
were divided into five disciplines such as life sciences, engineering, sciences, social
sciences, and humanities. For the analysis at organization level, we retrieved the list
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of top 100 organizations listed in NIRF-2020 under the category of overall [19].
Thus, organization rank, name, type, id, city, and state information was collected.
100 organizations were divided into four types such asUniversities, IITs, IIEST, IISC
& IISER, and NITs. WoS database was queried and their publication, citation and
h-index information was downloaded. For the analysis at journal level, we divided
the journal list into five disciplines such as engineering, social sciences, life sciences,
sciences, and humanities. Journal name, ISSN, and discipline were retrieved [20],
and then, WoS database was queried to download their publication, citation, and
h-index information.

3 Results

3.1 At Author Level

Figure1 shows the comparative analysis between (a) documents (with and without
DOI), (b) citations (with andwithoutDOI), (c) self-citations and citations (withDOI),
(d) h-index (with and without DOI and self-citations). The analysis is performed on
400 authors; there are 90.5% authors where document count is changed. Study shows
that after considering documentswithDOIs, document count has decreased to 26,101
from 31,732, equivalent to 82.3% of total documents. Total citation count for 400
authors is 1,024,808, and it is decreased to 835,962 after considering citations with
DOI only which is 81.6% of total citations. Citation count change is observed for
all authors. On an average, 19% citations have been decreased per author. Out of
400, 13 authors have been identified with more than 50% decrease in citations due to
consideration of DOI-based citations only. Initial analysis of self-citations reveal that
there are 13 authors with 0 self-citations which is 3.3% of total authors, 263 authors
with less than 10% self-citations which is 65.8% of total authors, 101 authors with
less than 20% self-citations equivalent to 25.3% of total authors, and 23 authors with
more than or equal to 20% self-citations equivalent to 5.8% of total authors with
maximum self-citations of 38.1%. Minimum h-index is 1 and maximum h-index
is 95 if we consider self-citations, DOI and non-DOI-based documents, but if we
consider only DOI-based documents and exclude self-citations also, then there is no
change in the minimum h-index with 13 point change in maximum h-index, which
comes to 82. 70 authors do not observe any change in the h-index if we follow DOIs
and exclude self-citations, for such authors minimum h-index is 1, and maximum is
23. 314 authors (78.5% of authors) observe the decrease of 1–9 points with minimum
h-index as 1, maximum as 64, and average h-index as 17.4. 16 authors out of 400
(4% of authors) have observed the change of 10–16 points, with minimum h-index
as 4, maximum as 82, and an average h-index of 36.9.

The result of additional analysis of 400 authors based on five disciplines such as
Life Sciences, Engineering, Sciences, Social Sciences, and Humanities is presented
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Fig. 1 Comparative analysis of 400 authors, a based on DOI information associated with docu-
ments. b Based on DOI information associated with citations. c Based on self-citation information
associated with citations (with DOI). d Based on h-index information associated with citations
(with DOI and excluding self-citations)

in Table1. Among all, Sciences is at top with 88.1% documents with DOI and Engi-
neering at bottom with 78.8% documents with DOI.Humanities has received 88.6%
citations with valid DOIs, followed by Life Sciences. Engineering has received high-
est self-citations equivalent to 11.0%, followed by Sciences. Social Sciences has
received minimum self-citations as 5.3% among all. Average h-index of Sciences
is 23.2 including self-citations and considering all documents, i.e., with DOI and
without DOI, followed by Life Sciences with 21.8. Average h-index after excluding
self-citations and considering only DOI-based documents is 19.4 for Sciences, fol-
lowed by 19.0 in Life Sciences. Overall, Engineering has recorded average downfall
of 4.4 in h-index, followed by 3.8 in Sciences, 2.8 in Life Sciences, 1.9 inHumanities,
and 1.5 in Social Sciences.

3.2 At Organization Level

Figure2 shows the comparative analysis between (a) documents (with and without
DOI), (b) citations (with and without DOI), (c) self-citations and citations (with
DOI), and (d) h-index (with and without DOI and self-citations). The analysis is
performed on 100 organizations, and difference in documents is observed in all 100
organizations, with minimum difference as of 45 documents, maximum difference
of 10,944 documents, and average difference of 1893 documents per organization.
11 organizations have observed the difference of 5000 or more documents with DOI
and without DOI, and 4 organizations have observed a decrease of less than 100
documents per organization. The average number of documents are 7971.6 as com-



864 P. Khurana et al.

Table 1 Comparative analysis of 400 author’s based on five disciplines for DOI information asso-
ciated with documents and citations, self-citation information associated with citations (with DOI
only), and average h-index information associated with citations (with self-citations, without self-
citations, and with DOI only)
Author
disciplines

No. of pubs (%) of pubs
(only DOIs)

No. of cites (%) of cites
(only DOIs)

(%) of self
cites (only
DOIs)

Avg. h-index Avg. h
-index (only
DOIs, exc.
self cites)

Life sciences 18,257 82.2 631,244 82.8 7.1 21.8 19.0

Engineering 5658 78.8 13,8631 73.3 11.0 20.9 16.6

Sciences 3187 88.1 121,752 81.5 9.4 23.2 19.4

Social
sciences

3113 80.5 94,195 82.6 5.3 13.2 11.6

Humanities 1517 86.9 38,986 88.6 8.2 19.8 17.9

pared to 6079.4 documents with DOI only. The minimum number of documents
received by an organization is 569 and maximum number of documents received by
an organization is 52,779 as compared to 478 as minimum number of documents
with DOI, and maximum number of documents as 41,997 with DOI. Total citations
received by 100 organizations with DOI are 6,866,250 as compared to 9,337,059
which is 73.5% of total citations. Minimum citations received by an organization
are 849, maximum citations received by an organization are 876,753, and average
citations are 93,370.6. While considering only DOI-based citations, minimum cita-
tions are 636, maximum citations are 656,860, and average citations are 68,662.5.
13.7% citations are self-citations received by 100 organizations with an average of
9372.9 per organization. There are 16 organizations (16%) which have received less
than 1000 self-citations, 39 (39%)organizations which have received less than 5000
self-citations, and 45 (45%)organizationswhich have receivedmore than 10,000 self-
citations. Minimum self-citations are 100, and maximum self-citations are 85,490.
Average h-index including self-citations and all documents, i.e., with DOI and with-
out DOI is 81.5 with minimum h-index as 12 and maximum h-index as 246. If we
consider only documents with DOI and exclude self-citations as well, then minimum
h-index will come as 8, maximum h-index will come as 203 and average h-index
will come as 66.5. This shows that there is a decrease in a h-index by 4 points as
minimum, 43 points as maximum, and 15 points as an average. Study also reveals
that there are 30 organizations (30%) where h-index difference point is less than
10, 69 organizations (69%) where h-index difference point is less than 50 and 1
organization (1%) where h-index difference point is greater than 50.

The result of additional analysis of 100 organizations based on four types such
as Universities, IITs, IIEST, IISC & IISER, and NITs is presented in Table2. Among
all, IIEST, IISC & IISER are at top with 81.7% of documents with DOI, followed by
IITs as 79.9% and NITs at the bottom with 72.7%. 76.6% of citations received by
NITs are with valid DOIs, followed by 74.9% by IITs, and 72.6% by Universities at
the bottom. 13.9% of citations received by IITs are self-citations, followed by 13.7%
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Fig. 2 Comparative analysis of 100 organizations, a Based on DOI information associated with
documents. bBased onDOI information associated with citations. cBased on self-citation informa-
tion associated with citations (with DOI). d Based on h-index information associated with citations
(with DOI and excluding self-citations)

Table 2 Comparative analysis of 100 organizations based on four categories for DOI information
associated with documents and citations, self-citation information associated with citations (with
DOI only), and average h-index information associated with citations (with self-citations, without
self-citations, and with DOI only)
Organization
types

No. of pubs (%) of pubs
(only DOIs)

No. of cites (%) of cites
(only DOIs)

(%) of self
cites (only
DOIs)

Avg. h-index Avg. h-index
(only DOIs,
exc. self
cites)

Universities 451,489 73.8 4,917,831 72.6 13.7 74.5 62.0

IITs 236,547 79.9 2,993,534 74.9 13.9 108.9 88.3

IIEST, IISC
& IISER

70,063 81.7 1,107,018 73.4 13.2 91.6 74.7

NITs 39,059 72.7 318,676 76.0 12.0 64.4 54.4

self-citations by Universities and 12.0% received by NITs at the bottom. Average
h-index considering self-citations and all documents (with and without DOIs) of
IITs is 108.9, IIEST, IISC & IISER is 91.6, followed by NITs as 64.4 at the bottom.
If we consider only DOI-based documents and excludes self-citations, then average
h-index of IITs will be decreased by 20.6, IIEST, IISC & IISER by 16.9, and NITs as
10.0 at the bottom.
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3.3 At Journal Level

Figure3 shows the comparative analysis between (a) documents (with and without
DOI), (b) citations (with and without DOI), (c) self-citations and citations (with
DOI), and (d) h-index (with and without DOI and self-citations). The analysis is
performed on 1000 journals. 1,415,093 documents have been analyzed, andwe found
that 1,187,692 documents are with DOIs, which is 83.9% of total documents. 77.6%
journals have observed the decrease in the count of documents after considering
only DOI-based documents, such as 45.2% journals with a difference of less than
100 documents, 32.4% journals with a difference of more than or equal to 100
documents, and so on. Total citations received by 1000 journals are 22,570,461, out
of which 14,005,489 citations arewithDOIs, which is 62.1%of total citations. 99.9%
journals have observed decrease in citations such as 36.7% journals with a decrease
of less than 1000 citations, 29.1% journals with a decrease of less than 5000 citations,
13% journals with a decrease of less than 10,000 citations, and 21.1% journals with a
decrease of more than or equal to 10,000 citations. For self-citations, there are 95.2%
journals which have received self-citations such as 54.2% journals with less than 500
self-citations, 14.4% with less than 1000 self-citations, 23.8% with less than 5000
self-citations, and 7.6% journals with more than 5000 self-citations as well. Average
h-index including self-citations and all documents, i.e., with DOI and without DOI
is 43.9, with minimum h-index as 2 and maximum h-index as 344. If we consider
only DOI-based documents and exclude self-citations, then average h-index would
be 31.6, with minimum h-index as 1 and maximum h-index as 236. Similarly, 52.6%
of journals have observed the decrease of less than 10 points in their h-index, 28.5%
of journals have observed the decrease of less than 20 points in their h-index, and
18.9% of journals have observed the difference of greater than 20 points in h-index.

The result of additional analysis of 1000 journals based on five disciplines such as
Engineering, Social Sciences, Life Sciences, Sciences, and Humanities is presented
in Table3. Initial study reveals that Engineering, Sciences, Humanities, and Social
Sciences disciplines have more than 80% of documents with DOIs, whereas Life
Sciences has only 60.6% documents with DOIs. Engineering discipline has highest
citations among all, but Sciences discipline has highest citations with DOIs, i.e.,
73.4%. On the other hand, Engineering discipline has lowest citations with DOIs,
i.e., only 60.5%. Life Sciences is the discipline where 60.6% documents are with
DOIs and 67.0% citations with DOIs which is the closest difference as compared
to other disciplines. Sciences is at the top with 12.6% self-citations, followed by
Engineering and Social Sciences. Comparatively, Engineering has received highest
citations, but Sciences has received highest self-citations. Average h-index including
self-citations and all documents (with and without DOIs) is highest for Life Sciences
and lowest for Social Sciences. Engineering observes highest decrease in average
h-index, i.e., 13.2 and Social Sciences observes a lowest decrease in average h-index,
i.e., 7.6. Average decrease in h-index is of 10 points among all disciplines.



A Bibliometric Analysis to Unveil the Impact … 867

Fig. 3 Comparative analysis of 1000 journals, a based on DOI information associated with docu-
ments. b Based on DOI information associated with citations. c Based on self-citation information
associated with citations (with DOI). d Based on h-index information associated with citations
(with DOI and excluding self-citations)

Table 3 Comparative analysis of 1000 journals based on five disciplines for DOI information
associated with documents and citations, self-citation information associated with citations (with
DOI only), and average h-index information associated with citations (with self-citations, without
self-citations, and with DOI only)
Journal
disciplines

No. of pubs (%) of pubs
(only DOIs)

No. of cites (%) of cites
(only DOIs)

(%) of self
cites (only
DOIs)

Avg. h-index Avg. h-index
(only DOIs,
exc. self
cites)

Engineering 1,179,771 85.7 19,176,940 60.5 10.5 45.5 32.3

Social
sciences

86,719 80.4 1,268,836 70.7 9.5 29.6 21.9

Life sciences 68,142 60.6 858,220 67.0 7.1 49.9 39.1

Sciences 53,458 81.0 783,108 73.4 12.6 48.8 38.6

Humanities 27,003 84.3 483,357 72.0 9.0 46.3 37.5

4 Discussion and Conclusion

This study reports the existence of differences in number of publications, and cita-
tions with and without DOIs. Author level shows that there are 17.8% of publications
and 18.4% of citations without DOIs, organization level shows that there are 23.7%
of publications and 26.5% of citations without DOIs, and journal level shows that
there are 16.1% of publications and 37.9% of citations without DOIs. In terms of
self-citations, author level has 7.7% of self-citations, organization level has 13.7% of
self-citations, and journal level has 10.3% of self-citations. Thus, surprisingly, if we
do not consider publications, citations without DOIs, and we exclude self-citations
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also from the author, organization, and journal data, we observe the decrease of
average h-index by 2.9 in author data, 15 in organization data and 12.3 in journal
data [21]. Hence, indexing databases should improve and update theDOI information
of scientific research work so that stakeholders like academic institutions, research
organizations, government bodies, promotion committees, ranking, and accredita-
tion agencies should have a clear representation of the research contribution of an
individual or group or journal [22, 23]. The above study is limited to 400 authors,
100 organizations, and 1000 journal data from WoS. As we observe the differences
in publications, citations, and h-index, one can extend this study further as follows:

• One should also experiment this study with other indexing databases like Scopus
and Google Scholar.

• The size and time span of the study sample may be increased for further analysis.
• The study may be done year wise to analyze the growth or downfall of DOIs from
one year to another with regard to various categories.

• Study may carry the data from more disciplines for insight views.
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Cyber Attack Modeling Recent
Approaches: A Review

Neha and Anubha Maurya

Abstract The advancement in cyber technology has enhanced user convenience
tremendously hence accelerated its uses. But at the same time, cyber frauds, threats,
and attacks have increased with same pace. So, to protect our cyber system and
devices from them, cyber attack modeling is quite essential and challenging task.
It provides us the chance to detect and protect our system by applying suitable
security measures to them. There are many attack modeling techniques available
today. This paper provides an elaborate discussion on the two very popular graphical
attack modeling techniques, that is Attack graph and attack tree-based approaches.
A comparative analysis of various works done in these techniques is presented here.

Keywords Attack · Vulnerability · Threat · Attack modeling · Cyber security

1 Introduction

The use of electronic devices (computer, laptop, mobile phones, tablets etc.) has
increased tremendously in the current era. This trend has been accelerated by the high
computational capacity and lucrative network applications provided by these devices.
This enables a user of these modern devices with a feeling of having information,
communication, and digitization power at their finger tip. But with the increased
power of these devices, it has also become vulnerable attack points for different
threats, leading to cyber attacks. According to [1] FBI’s Internet Crime Complaint
Center (IC3), a total of 791,790 Internet crimes have been reported in 2020. This
shows a rise of 300,000more complaints in comparison to 2019. This all has reported
looses exceeding $42 billion. Inmany cases, these crimes also affect user’s social and
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personal safety. So, cyber security has become a challenging task today. Advanced
security measures and threat analysis models are necessary to detect these threats
and apply protective means to secure the system. Research in area of cyber attack
modeling has gained immense emphasis these days [6–11]. In this paper, the author
has presented a review of cyber attack modeling. This paper will provide a beginner
in this research area a complete understanding of this research domain. It presents
a comparative analysis of various attack modeling techniques available and their
limitations. The organization of the paper is as follows: Sect. 2 presents a cyber
attack modeling framework; it categorizes various steps in cyber attack modeling.
Section3 describes Attack graph in detail. Section4 introduces Attack tree. Section 5
concludes the paper.

2 Cyber Attack Modeling Framework

According to “Internet Security Glossary, Version 2” [2] attack can be declared as
“An intentional act by which an entity attempts to evade security services and violate
the security policy of a system”.

For proper detection and apply suitable means to avoid the attack and minimize
its effect, attack modeling is helpful. A complete attack modeling process can be
configured as shown in Fig. 1.

2.1 Network Information Collection

Before performing attack modeling of any network system, it is important to collect
various network topology information, network configuration, network connectivity,
and list out the possible vulnerabilities. For listing out various vulnerabilities, the
security alerts generated by the intrusion detection system, firewalls or any other
alert generation system can be correlated. Many alert correlation systems have been
proposed [13–16]. In [13–15], proposed alert correlation system depends upon prior
knowledge and consequences of alerts. But these are not able to detect new attacks.
Whereas [16], proposed system that used time series and statistical analysis for alert
correlation. This consists of four steps.

Fig. 1 Framework for attack modeling
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• First, the alert correlation and clustering is performed to convert low-level alerts
into aggregated alerts.

• The next step is the prioritization of alerts depending upon various factors, like
relation with network, host, and goals of attack.

• Third step was alert time sires variable creation.
• And finally, attack scenario construction is performed.

Various alerts generated system requires manual intervention to correlate them for
a complex multistage attack scenario to be recognized. Chang et al. [13] in his
work proposed an automated attack representationmodeling process that identify the
relations between system alerts and develop an attack scenario recognition system.

2.2 Attack Model Generation

Understanding cyber attack clearly demands better techniques and methods that aid
the perception and assessment of cyber attack. Attack modeling techniques are used
to analyze, understand even complex cyber attacks by visualizing well-designed dia-
grams and graphical system representation. The various attack modeling technique
can be categorized as:

• Usecase method
• Temporal methods
• Graph-based methods.

This paper has been targeted to graphical-based attack modeling techniques only.
The various graph-based modeling techniques we are discussing here are, Attack
graph and Attack tree-based approaches.

Attack Graph Attack graph model was first proposed by Swiler et al. [3] in 1997.
It has a strong ability to graphically represent a network attack behavior elaborately.
To accomplish an attack, first, it is initialized by compromising a single node, and
gradually infiltrate to other nodes, which finally reaches to target node to do the
desired harm to the system. An attack graph model is designed to describe a network
topology having nodes, paths, and affect of network attack in a directed acyclic
graph. The node in an attack graph represents the state (host, vulnerability, or network
device). Whereas, the edges represent transition from one state to other.

So, basically, an attack graph represents whether an attacker can reach the final
goal state by penetrating the security holes of system from initial state. An example
of attack graph is shown in Fig. 2. In this figure, S represents the starting node, G
represents the goal node, and Vi represents the intermediate nodes. The nodes are
connected to each other through various vertices.

Attack Tree Inspired by techniques of fault tree [4], Attack Tree was proposed in
1999 by Schneier [5]. It is a powerful technique for analyzing and modeling the
vulnerability of an information system. It consists of three parts: root, leaves, and
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Fig. 2 Attack graph

Fig. 3 Attack tree

sub-trees. The root node represents the ultimate goal of an attacker or malicious
user. Whereas, the leave nodes represent primary or simple individual actions. The
sub-tree (non-leaf node) represents intermediate sequence of combined attacks of
non-leaf nodes that steps toward ultimate goal. The sub-tree components can be
associated as “AND” (Conjunctive) or “OR” (Disjunctive) node in the attack tree. In
case of conjunctive node, all the intermediate node will be in action to achieve the
goal. Whereas, in disjunctive, any one of the attack is sufficient to achieve the goal.

So an attack tree visualizes an attack as a hierarchy of sub-goals, leading to
ultimate goal. An example of attack tree is shown in Fig. 3. The node at level 0 is
the root or goal node, nodes at level 1 are intermediate nodes and nodes V1, V2, V3,
V4, V5 are the leave nodes.

2.3 Attack Model Formalization

While representing the various nodes, vulnerability, network structure, and possible
attacks graphically aid to the security analysis to simple user easily by providing
clearer visualization of present system.But to present a graphicalmodel for a complex
system, formal interpretationof these graphicalmodeling approaches is quit essential.
The formal representation helps in solving many problems, like to identify whether
two models represent the same security scenario or not, finding more informative
model among given two for a system, finding attack vector path in the given model.
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Many researches in this direction has been performed. Formalization of attack tree is
presented in [12] (propositional semantics). Multi-set semantics is presented in [9].

2.4 Application

The applications of security modeling approaches can be summarized as follows:

• Security assessment metrics: The various graph-based attack modeling techniques
can be used to evaluate the security metrics for the given network or system. An
assessment of security level achieved can be used to determine weather a given
system is under attack or not. The various nodes and edges must be provided the
probability value of occurrence and expected damage value on their occurrence.
This value will be aggregated to measure the expected risk zone in the network.

• Security hardening: The network security hardening can be achieved with the
help of graph-based security models. These models map out the network structure
detecting more vulnerable node with there attack and defense cost. Then, the
suitable hardening technique can be applied.

3 Attack Graph

The attack graph modeling can be performed broadly in following phases:

• Reachability Test
• Attack graph generation
• Attack graph building.

3.1 Rechability Test

It is done before attack graph generation phase. It is used to check the rechability of
target host from the attacker’s current host position. It means it determines whether
the attacker and attacked host can be access each other or not. A rechability matrix is
constructed among hosts. The value into this matrix can be Boolean value or network
protocol between the corresponding hosts. The matrix is then optimized to speed up
the traversal during attack graph building phase. The main direction of rechability
information provided are rechability scope and rechability content. The scope deals
the scope of the host network amongwhich the rechability is determined. So the scope
of rechability can be determined for whole network, or it can be determined for sub-
domains. Whereas, the rechability content defines the network security element that
are used to determine the rechability. So, the content can be either the firewall filtering
rules, routers access control rules, or the signatures in intrusion detection sensors.
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3.2 Attack Graph Generation

This phase starts with formulating attack model and then attack graph model. An
attack model is a collection of correlated attack templates.Attack templates generally
provides the specification of condition for performing an attack by attackers as well
as the preferences gained but the attack after successful execution of the attack. Based
upon the way of formulation of attack template, attack model can be of following
three types.

• Attack template created manually by experts
• The attack template related based on past data of system log, intrusion alerts of
target network.

After attack model generation the attack graph model is constructed that basically
shows the attack instances representation of target host and connected nodes.

3.3 Attack Graph Building Phase

In this phase, the core algorithm used for attack graph construction is applied and
pruning of some attack paths are performed. It helps in selecting only themost critical
attack paths and decreasing the graph generation time. The various works in attack
graph-based modeling are summarized in Table 1.

4 Attack Tree

The attack tree presents cyber attack bottom-upmodeling approach. It means decom-
posing a complex problem to smaller sub-problems that can be modeled easily. It is
a model to hierarchy represent an attack scenario. The various challenges in attack
tree base modeling are,

• Formal representation
• Model generation
• Quantitative security analysis.

4.1 Formal Representation

In an attack tree, the root represents the main goal of the attacker. To achieve this
goal, if sum sub-goal is required to be achieved, then the root nodes of this sub-goal
are called the refinements. Whereas the leaf nodes represent attack which cannot
be further refined. The refinement can be basically of two types, OR and AND. If
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Table 1 Classification of works in attack graph-based modeling

Author Rechability Attack graph model Graph core building Application

Ammann et al. [28] •Whole network
reachability

• Filtering and
access control
rule modeling,
trust relationship

•Manually defined
attack templates

• State,
vulnerability,
host-based attack
graph

Goal-oriented
attack path pruning

Network hardening

Ritchey and
Ammann [29]

•Whole network
reachability

• Trust relationship,
filtering, and
access control
rule modeling

•Manually defined
attack templates

• State- and
vulnerability-
based attack
graph

– –

Jajodial and Noel
[30]

• Atomic domain
reachability

• Filtering and
access control
rule modeling,
trust
relationship,
application
relationship

• Text processing-
based,
state-based,
vulnerability-
based attack
graph

Graph-based
method

• Network security
metric
computation

• Network
hardening

Noel et al. [31] • Atomic domain
reachability

• Filtering and
access control
rule, IDS, trust
relationship,
application
relationship-
based
modeling

• State-based attack
graph,
vulnerability-
based attack
graph

Graph-based
method

• Network security
metric
computation

• Network
hardening

Wang et al. [32–34] • Atomic domain
reachability

• Filtering and
access control
rule modeling,
trust relationship

• Text
processing-based
attack tree

Graph-based
method

Network hardening

Berkers et al. [35] •Whole network
reachability

• Filtering and
access control
rules, trust
relationship-
based
modeling

•Manual defined
attack tree

• State-based attack
graph

• Graph-based
method

• Probability-based
path pruning

Network security
metric computation

Azqa Nadeem et al.
[41]

•Whole network
reachability

• SAGE Automated
generation tool

• Intrusion-alert
driven attack
graph extractor

Ranking attacks
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the node is of AND refinement, then to achieve the main goal, the sub-goal of all
its children need to be achieved. Whereas to achieve OR node refinement goal, it is
required to achieve goal of any sub-node children. One more refinement is SAND.
For achieving the goal of SAND node, the goal of all its sub-children need to be
achieved in a particular order. Various works have been proposed in the direction
of formal representation of attack tree. The work proposed by Jhawer et al. [7]
present a serial–parallel interpretation of attack tree. It is a concise extended version
of multi-set semantics. Later, a more expressive semantics using linear logic have
been proposed for SAND attack tree by Horne et al. [6]. In this work, attack tree
interpreted using logical semantics. These two works are contrary to each other. The
work proposed by Jhawar et al., AND, and SAND refinements are not related to
each other, whereas in Horne et al. work, the one refinement specializes the other
depending on the application used. Latter Audinot et al. [20] proposed a work, which
checks the validity of OR/AND/SAND attack tree of a given system.

4.2 Model Generation

Attack tree generation is generally performed either manually or by using some
automated tools. The manual generation is performed by the experts in this field. But
there are a few issues regarding manual generation.

• Themodel construction is quite subjective as it is dependent on expert’s knowledge.
In this case attack model for same system by different experts may vary from each
other in size and structure.

• The manual construction is a very tedious task and chances of occurrence of error
is there which can result in erroneous attack tree.

Considering these issues, many automated approaches for attack tree generation have
beenproposed.Vigo andNielson [21, 22] first proposed aprocess algebra-based auto-
mated attack tree generation technique. In this work, first, the value passing quantity
calculus is applied on a target location to generate an AND/OR attack tree. The value
passing quantity calculus is a type of process algebra where the system is considered
as a set of process, which can run sequentially or parallelly. Latter Pinchinate et al.
[23, 24] proposed a semiautomatic ATaYRA (Attack tree synthesis for risk analysis)
tool-based attack tree generation. In this work, the behavioral modeling is done by
using domain-specific language (DSL) using ASTaYRA tool and parsing and merg-
ing technique are used to factorize or generate human understandable tree from the
tool generated attack path. Various other approaches were proposed in this direction
are summarized in Table 2.
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Table 2 Classification of works in attack tree-based modeling

Author Formal modeling Generation approaches Security analysis

Jawahel et al. [7] Mathematical
foundation of attack
tree with SAND

Automated SP tool –

Horne et al. [6] Causal attack tree Linear logic
interpretation

–

Vigo and Nielson [21,
22]

Value passing quality
calculus

Process algebra Cost structure-based
optimization

Pinchinate et al. [23,
24]

SAND tree modeled in
DSL

ASTyRA
semiautomatic tool
used for generation

–

Gadyatskaya [25] Uses labeled transition
system

Factorization Cost optimization

Aslanyane and
Nielson [26, 27]

Socio technical system
modeled

Recursive policy
invalidation

Ivanova et al. [36] AD tree – Multi-parameter
optimization Pareto
efficient strategy

Kordy and Widel [37] AD tree – Optimization using
integer linear
programming (ILP)

Singh and Ujjwala
[39]

Named data network Manual generation Cost, probability, time,
and technical difficulty

Meyur [40] Bayesian Network – Probability, time for
attack efficiency, and
impact on power
system

4.3 Security Analysis

When a system is modeled as an attack tree, the level of security provided by them
is analyzed with the help of some quantitative properties of the modeled system.
The quantitative properties can be minimal cost, probability of accessing root node,
time needed for reaching root goal. The general approach to evaluate these quantities
are through simple bottom-up algorithm. This approach is quite fast but have two
major drawbacks. Firstly, it can only quantify one property at a time, and secondly,
it assumes all node present in the tree to be independent. So, many works on formal
framework have been proposed for improvement of this classical approach. Thework
by Aslanyan and Nielson [36] proposed a multi-parameter optimization for AD tree.
This usesPareto efficiency strategy for this work. This approach has high complexity,
and it does not capture the multiple time execution of single action. Latter Kordy
and Widel [37] proposed a scheme of selecting optimal set of countermeasure using
integer linear programming. After that, Kordy andWidel [38] proposed a quantitative
analysis for repeated actions.
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5 Conclusion

Cyber attack modeling is very important and challenging field. It provides the user
means to detect the various possible attacks and opportunity to apply suitable mea-
sures to mitigate its effects. This paper provides a discussion on a few graphical
attack modeling techniques. A common framework for attack modeling is presented
here. A review of works done in various directions of two very known graph-based
modeling technique: attack graph and attack tree are presented here. These modeling
techniques have a few limitations which can be overcome by net-based modeling
technique.
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8. Kordy, B., Mauw, S., Radomirović, S., & Schweitzer, P. (2014). Attack-defense trees. Journal
of Logic and Computation, 24(1), 55–87.

9. Mauw, S., & Oostdijk, M. (2005). Foundations of attack trees. In International Conference on
Information Security and Cryptology (pp. 186–198). Springer.

10. Hermanns, H., Krämer, J., Kršál, J., & Stoelinga, M. (2016). The value of attack-defence
diagrams. In International Conference on Principles of Security and Trust (pp. 163–185).
Springer.

11. Roy, A., Kim, D. S., & Trivedi, K. S. (2012). Attack countermeasure trees (ACT): Towards
unifying the constructs of attack and defense trees. Security and Communication Networks,
5(8), 929–943.

12. Jürgenson, A., & Willemson, J. (2015). Computing exact outcomes of multi-parameter attack
trees. In OTM Confederated International Conferences On the Move to Meaningful Internet
Systems (pp. 1036–1051). Springer.

13. Cheung, S., Lindqvist, U.,&Fong,M.W. (2003).Modelingmultistep cyber attacks for scenario
recognition. InProceedingsDARPA Information Survivability Conference andExposition (Vol.
1, pp. 284–292). IEEE.

14. Valdes, A., & Skinner, K. (2001). Probabilistic alert correlation. In International Workshop on
Recent Advances in Intrusion Detection (pp. 54–68). Springer.

15. Porras, P.A., Fong,M.W.,&Valdes,A. (2002).Amission-impact-based approach to INFOSEC
alarm correlation. In International Workshop on Recent Advances in Intrusion Detection (pp.
95–114). Springer.

16. Qin, X.,&Lee,W. (2003). Statistical causality analysis of INFOSEC alert data. In International
Workshop on Recent Advances in Intrusion Detection (pp. 73–93). Springer.



Cyber Attack Modeling Recent Approaches … 881

17. Petri, C. A. (1962). Communication with automata [Ph.D. thesis]. Technische Universitat
Darmstadt.

18. Zakrzewska, A. N., & Ferragut, E. M. (2011). Modeling cyber conflicts using an extended Petri
Net formalism. In 2011 IEEE Symposium on Computational Intelligence in Cyber Security
(CICS) (pp. 60–67). IEEE.

19. Petty, M. D., Whitaker, T. S., Bland, J. A., Cantrell, W. A., &Mayfield, K. P. (2019). Modeling
cyberattacks with extended petri nets: Research program overview and status report. In Pro-
ceedings of the International Conference on Modeling, Simulation and Visualization Methods
(MSV) (pp. 27–33). The Steering Committee of The World Congress in Computer Science,
Computer Engineering and Applied Computing (WorldComp).

20. Audinot, M., Pinchinat, S., & Kordy, B. (2017). Is my attack tree correct? In European Sym-
posium on Research in Computer Security (pp. 83–102). Springer.

21. Vigo, R., Nielson, F., & Nielson, H. R. (2014). Automated generation of attack trees. In 2014
IEEE 27th Computer Security Foundations Symposium (pp. 337–350). IEEE.

22. Vigo, R., Nielson, F.,&Nielson,H. R. (2016). Discovering, quantifying, and displaying attacks.
arXiv preprint arXiv:1607.07720.

23. Pinchinat, S., Acher,M., &Vojtisek, D. (2014). Towards synthesis of attack trees for supporting
computer-aided risk analysis. In InternationalConference on SoftwareEngineering andFormal
Methods (pp. 363–375). Springer.

24. Pinchinat, S., Acher,M.,&Vojtisek,D. (2015).ATSyRa:An integrated environment for synthe-
sizing attack trees. In International Workshop on Graphical Models for Security (pp. 97–101).
Springer.

25. Gadyatskaya, O., Jhawar, R., Mauw, S., Trujillo-Rasua, R., & Willemse, T. A. C. (2017).
Refinement-aware generation of attack trees. In International Workshop on Security and Trust
Management (pp. 164–179). Springer.

26. Ivanova, M. G., Probst, C. W., Hansen, R. R., & Kammüller, F. (2015). Attack tree generation
by policy invalidation. In IFIP International Conference on Information Security Theory and
Practice (pp. 249–259). Springer.

27. Ivanova, M. G., Probst, C. W., Hansen, R. R., & Kammüller, F. (2015). Transforming graphical
system models to graphical attack models. In International Workshop on Graphical Models
for Security (pp. 82–96). Springer.

28. Ammann, P., Wijesekera, D., & Kaushik, S. (2002). Scalable, graph-based network vulnera-
bility analysis. In Proceedings of the 9th ACM Conference on Computer and Communications
Security (pp. 217–224).

29. Ritchey,R.W.,&Ammann, P. (2000).Usingmodel checking to analyze networkvulnerabilities.
InProceeding 2000 IEEE Symposium on Security andPrivacy, S&P2000 (pp. 156–165). IEEE.

30. Jajodia, S., & Noel, S. (2010). Topological vulnerability analysis. In Cyber situational aware-
ness (pp. 139–154). Springer.

31. Noel, S., Elder, M., Jajodia, S., Kalapa, P., O’Hare, S., & Prole, K. (2009). Advances in topo-
logical vulnerability analysis. In 2009 Cybersecurity Applications & Technology Conference
for Homeland Security (pp. 124–129). IEEE.

32. Wang, L., Albanese, M., & Jajodia, S. (2014). Attack graph and network hardening. InNetwork
hardening (pp. 15–22). Springer.

33. Wang, L., Albanese, M., & Jajodia, S. (2014). Minimum-cost network hardening. In Network
hardening (pp. 23–38). Springer.

34. Wang, L., Albanese, M., & Jajodia, S. (2014). Linear-time network hardening. In Network
hardening (pp. 39–58). Springer.

35. Beckers, K., Krautsevich, L., & Yautsiukhin, A. (2014) Analysis of social engineering threats
with attack graphs. InData privacy management, autonomous spontaneous security, and secu-
rity assurance (pp. 216–232). Springer.

36. Aslanyan, Z., & Nielson, F. (2016). Pareto efficient solutions of attack-defence trees. In Inter-
national Conference on Principles of Security and Trust (pp. 95–114). Springer.

37. Kordy, B., &Wideł, W. (2017). Howwell can I secure my system? In International Conference
on Integrated Formal Methods (pp. 332–347). Springer.

http://arxiv.org/abs/1607.07720


882 Neha and A. Maurya

38. Kordy, B., & Wideł, W. (2018). On quantitative analysis of attack-defense trees with repeated
labels. In International Conference on Principles of Security and Trust (pp. 325–346). Springer.

39. Singh, V. P., & Ujjwal, R. L. (2019). Privacy attack modeling and risk assessment method for
name data networking. In Advances in Computer Communication and Computational Sciences
(pp. 109–119). Springer.

40. Meyur, R. (2020). A Bayesian attack tree based approach to assess cyber-physical security of
power system. In 2020 IEEE Texas Power and Energy Conference (TPEC) (pp. 1–6). IEEE.

41. Nadeem, A., Verwer, S., Moskal, S., & Yang, S. J. (2021). Sage: Intrusion alert-driven attack
graph extractor. arXiv preprint arXiv:2107.02783.

http://arxiv.org/abs/2107.02783


A Secure DBA Management System:
A Comprehensive Study

Khushboo Jain, Umesh Jangid, Princy Kansara, Smita Agrawal,
and Parita Oza

Abstract The current world is transforming into a digitalized world. Here, every
information is taken care of as online data. Data are growing unquestionably rapidly
and irksome inmanaging themmoreover overall taking care of securely.Nonetheless,
information is put away in gigantic sums, so consequently, security is similarly signif-
icant. For this situation, it is the test for the question author to produce an inquiry that
aids in shielding information from unapproved access and malignant assault on data
sets. Database management system (DBMS) rules accompany a simple illustration
of a question generator; by time, database management system (DBMS) is over-
whelmed by relational database management system (RDBMS) for their productive
work. After some time, the standard method of inquiry writing in social information
bases is confronting many new difficulties because a high measure of information
comes from different places additionally with blunders, infections, and in numerous
others in vindictive structure. The database administrator (DBA)management frame-
work is made to watch out for the security of information/data. This paper presents
various security aspects of the database administrator (DB)management system. The
article also gives an analysis of various security threats of the last two decades.
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1 Introduction

Security in the database management system assumes a significant part in everyday
data/information, which is put away in the association’s data set framework. Each
datum, either close to home or ordinary information, contains delicate and classified
data. On the off chance that unapproved or pernicious activities happen, the associa-
tion faces inconvenience to recuperate them. Therefore, the data set is a highly pivotal
piece of any association. Through the data set, anybody can get to an association’s
delicate and classified data of their representatives, partners, trustees, customers,
projects, and so forth.

Moreover, the present world is currently moving toward the online stockpiling of
data like on the cloud utilizing Kubernetes, dockers, and other numerous stages. For
this situation, data sets must get and have the appropriate assurance from malevolent
digital assaults and infections. Simply envision if the data set is not secure; how can
individuals store their information in a data set for their utilization?

Information security is the principal worry of each association. Database admin-
istrator (DBA) is answerable for the turn of events and support of data set security.
Here, the database administrator is responsible for dealing with every one of the
parts of the information base like climate, execution, recuperation, and central secu-
rity. “Security stands up from the requirement for conservancy from the unapproved
access and debasement of sensory information. The vital objective of safety is to
safeguard the framework from interruption” [1, 2].

Those requirements permit the framework to control the ploy that clients are
allowed to perform.

There are two kinds of client advantages.

1. Framework advantages
2. Article advantages.

Database management system (DBMS) performs information recuperation activ-
ities of data sets and homomorphism control capacity. These day’s associations need
data sets to store each sort of information required because the moderate expense,
quick, and superior data set are well known among the associations. For instance,
clients can trust PC reports that are put away in the data set rather than physically
examining exchanges. Rather than entering stock data physically, scanners can be
utilized to save data in the information base [3]. The data set can give productivity
in the cutting-edge working environment. One more inquiry for any association “is
data obtained utilizing a data set?” Security these days is one of the essential and
resisting undertakings that individuals are confronting around the world. Numerous
data set security experts do not completely comprehend hazard and security identi-
fied with different data sets. Data sets are uphill to get a complete insight into the
information base properties because there are exceptional advances in execution and
mechanics for data sets. Data set security is a wide range of information security that
ensures data sets against interior assault or outside assault, against mollification of
data set accessibility and classification. Security includes various sorts of controls
like regulatory and specialized controls [2, 4].
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1.1 Objective of Secure DBA System

The objective of a secure database administrator (DBA) system is to comprehend
the parts of information base security. How information base security frameworks
work and how we can further develop them by giving limitations. The principal
center is here; how secure is our data set? Which security controls would we be
able to use to make it safer and ensured? Step-by-step instructions to screen secu-
rity, database management system (DBMS) arrangements, framework solidifying.
These security controls help to figure out how to evade security conventions. In any
database administrator (DBA) board framework, security assumes the primary part
to ensure that it is secure and any confirmed individual can utilize it from any place.
Security consistently starts things out for any individual, dealer, vendor, government
area, banking, association, media, or anywhere where men put their information
or delicate data. Database administrator (DBA) security has three essential things:
authentication, information administration, and access controls. These three things
cover the complete protection in the database administrator (DBA) board frame-
work idea. The following three points are the common goal for any secure database
administrator (DBA) system.

• Consider data set security issues with regards to thoughts and general security
standards.

• Examine issues identified with both data set administration framework correspon-
dence with various applications and data set stockpiling.

• Get a light on security issues in an overall data set framework climate.

The rest of the paper is organized as follows: Sect. 2 describes the security mech-
anism for the system. Then, in Sect. 3, we discuss database security threats. Finally,
we end with the conclusion in Sect. 4.

2 The Security Mechanism

Variation methods of information security procedures are encryption. Encryption is
utilized to ensure delicate data, or information is communicated over the Web or
through satellite. Some calculation encodes this information or data for a reason
[5–7]. If the unauthenticated client needs to get to the information, they need to
unscramble this because it is in a scrambled structure; verified individuals can decode
information without much of a stretch as and when they sense, they have calculations
to decode data [2].

The idea of encryption depiction is simple. It gives conspicuous insinuation on
the information in which you apply encryption. This message is decoded by just the
people who know the way to unscramble.
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Fig. 1 Symmetric encryption

2.1 Symmetric Encryption

In symmetric encryption, there is a common key for encryption and decryption of
data. So it is the most extreme shot at getting that key to unapproved individuals.
Figure 1 shows the pictorial representation of how symmetric encryption works with
shared keys.

2.2 Asymmetric Encryption [5–7]

In asymmetric encryption, there are two keys: public and private. One for the sender,
which is shared, and 1 for a collector, which is private, so here, it will make the
base shot at getting the way to unapproved individuals. Since the person who is the
recipient can just peruse the implication of the sender, no other can see it to the extent,
it is a private key. Figure 2 shows the pictorial representation of how asymmetric
encryption works with the public and private keys.

Fig. 2 Asymmetric encryption
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According to the cryptography concern, symmetric encryption is more significant
than topsy-turvy encryption due to having a solitary key and getting quick execution;
however, then again, deviated encryption is important simultaneously because it gives
them the security of unscrambling.

3 Database Security Threats

In data sets, clients have various advantages. Information base security and honesty
dangers are frequently shocking [4]. Security dangers can have different wellsprings
of start like internal, external, and accomplice [8]. There aremany sorts of information
base security dangers that can influence any kind of task [9–11]. Table 1 presents
rank-wise threats in the last two decades.

Legitimate Privilege Abuse

Clientsmay likewisemishandle genuine information base advantages for unapproved
purposes. Consider a theoretical maverick medical care laborer with benefits to
see individual patient records utilizing a custom Web application. The design of
the Web application regularly restricts clients from reviewing a singular patient’s
medical services history—different documents cannot be seen all the while, and
electronic duplicates are not permitted. Notwithstanding, the maverick laborer might
dodge these constraints by associating with the information base utilizing an elec-
tive customer like MS Excel. Using MS Excel and his real login qualifications, the
specialist might recover and save every persistent record [12, 13].

Database Communications Protocol Vulnerabilities

A developing number of safety weaknesses are being recognized in the information
base correspondence conventions of all data set sellers. Four out of seven security
fixes in the two latest IBMDB2 fix packs address convention vulnerabilities1. Addi-
tionally, 11 out of 23 data set weaknesses fixed in the latest Oracle quarterly fix iden-
tify with conventions. False movement focusing on these weaknesses can go from
unapproved information admittance to information debasement to administration
refusal. The SQL Slammer2 worm, for instance, exploited a defect in the Microsoft
SQL server convention to drive refusal of administration. No record of these misrep-
resentation vectors will exist in the local review trail to exacerbate the situation since
local information-based review systems do not cover convention activities [13, 14].

Platform Vulnerabilities

Weaknesses in hidden working frameworks (Windows 2000, UNIX, and so on) and
extra administrations introduced on an information base server might prompt unap-
proved access, information debasement, or refusal of administration. The Blaster
worm, for instance, exploited a Windows 2000 weakness to make a refusal of
administration conditions [13].
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Table 1 Rank-wise threats in last two decades

Ranking 2010 top threats 2013 top threats 2019 top threats 2020 top threats

1 Excessive privilege
abuse

Excessive and
unused privileges

Cloud database
configuration
errors

Injection

2 Legitimate privilege
abuse

Privilege abuse Structure query
language (SQL)
injection

Broken
authentication

3 Privilege elevation Structure query
language (SQL)
injection

Weak
authentication

Sensitive data
exposure

4 The exploitation of
vulnerable,
misconfigured
databases

Malware NEW Privilege abuse Extensible markup
language (XML)
external entities
(XXE)

5 Structure query
language (SQL)
injection

Weak audit trail Excessive
privilege

Broken access
control

6 Weak audit trail Storage media
exposure

Inadequate
logging and
weak auditing

Security
misconfiguration

7 Denial of service The exploitation of
vulnerabilities and
misconfigured
databases

Denial of service Cross-site scripting
(XSS)

8 Database
communication
protocol
vulnerabilities

Unmanaged
sensitive data

Exploiting
unpatched
services

Insure
deserialization

9 Unauthorized copies
of sensitive data

Denial of service Insecure system
architecture

Using components
with vulnerabilities

10 Backup data
exposure

Limited security
expertise and
education new

Inadequate
backup

Insufficient logging
and monitoring

Excessive Privilege Abuse

At the point when clients (or applications) are conceded information base access
advantages that surpass the necessities of their work, these advantages might
be mishandled for pernicious purposes. For instance, a college overseer whose
work requires just the capacity to change understudy contact data might exploit
unnecessary data set update advantages to change grades [13, 15].

Privilege Elevation

Assailants might exploit data set stage programming weaknesses to change access
advantages from a conventional client to those of a director. Faults might be found
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in input-away techniques, inherent capacities, convention executions, and even SQL
proclamations. For instance, a product designer at a monetary establishment may
exploit a weak ability to acquire the data set regulatory advantage. With authoritative
advantage, the maverick designer might wind down review systems, make false
records, move reserves, and so on [13, 14].

SQL Injection

In a SQL infusion assault, a culprit commonly embeds (or “infuses”) unapproved
data set explanations into a weak SQL information channel. For example, normally
designated information channels to incorporate put away techniques and Web appli-
cation input boundaries. These infused explanations are then passed to the data set,
where they are executed. Thus, utilizing SQL infusion, aggressors might acquire
unhindered admittance to a whole data set.

Denial of Service

Denial of service (DoS) is an overall assault classification wherein expected clients
are denied admittance to organize applications or information. Denial of service
(DoS) conditions might be made by means of numerous strategies—a significant
number of which are identified with recently referenced weaknesses. For instance,
DoS might be accomplished by exploiting an information base stage weakness to
crash a server. Other regular DoS strategies incorporate information debasement,
network flooding, and server asset over-burden (memory, CPU, and so forth). Asset
over-burden is exceptionally regular in information base conditions. The inspirations
driving DoS are also different. DoS assaults are often connected to coercion tricks
in which a far-off aggressor will over and over crash servers until the casualty stores
assets to a global ledger. Then again, DoSmight be followed byworm contamination.
Whatever the source, DoS addresses a genuine danger for some associations [13, 15].

Backup Data Exposure

Reinforcement information base stockpiling media is regularly totally unprotected
from assault. Thus, a few high-profile security breaks have involved the robbery of
information base reinforcement tapes and hard circles [13].

Weak Authentication

Weak authentication plans permit aggressors to expect the character of actual data
set clients by taking or in any case acquiring login qualifications. An aggressor might
utilize quite a few systems to get qualifications [13].

Weak Audit Trail

Mechanized recording of all touchy and uncommon data set exchanges ought to
be essential for establishing fundamental any data set organization. Weak data set
review strategy addresses a genuine authoritative danger on many levels [13].

Figure 3 depicts Azure SQL database [16]. In Azure structure query language
(SQL), this layer will clarify the profundity of the structure query language (SQL)
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Fig. 3 Azure SQL database

information base security levels. There are five layers: network security, access
management, threat protection, information protection, and customer data.

In network security, a firewall ensures the association’s information over the
Wutilizing an Internet protocol (IP) address and sky blue virtual insurance. Few
virtual organization firewall rules expand virtual organizations over purplish-blue
and empower sky blue structure query language (SQL) data set personality in subnets
where traffic starts. To arrive at the traffic purplish-blue, utilize the structure query
language (SQL) administration labels to permit outbound traffic in network security
gatherings [17, 18].

Column-level security, validation, and approval are the central issues of access to
the executives. In column-level security, clientswill dealwith the straight information
organization. Clients need to get to the information base to table in succession and
play out the activities like embed, select, update, erase from the verified way. Vali-
dation, the client initially goes to the data set security and takes a look at the basics
or the information base and plays out the activities identified with the confirmed
individual who is the administrator. Here, just confirmed individuals can get to the
data set because they have the authorization to get to the information base [18]. In
approval, “a worker administrator login with username and secret word should be
determined when the worker is being made. A worker administrator can verify any
data set on that work as the information base proprietor. After this, extra structure
query language (SQL) logins and the clients can be made by the administrator, which
can empower clients to associate utilizing the username and secret key.”
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4 Limitations

Stolen Database Backups

There are two sorts of dangers to your data sets: outside and inner. There are situ-
ations when organizations battle with internal threats much more than with outer.
Entrepreneurs can never be 100% certain of their representatives’ dedication, regard-
less of PC security programming they use and how dependable they appear to be.
Anyonewho approaches touchy information can take it and offer it to outsider associ-
ations for benefit. In any case, there is a way of dispensing with the danger: scramble
information base documents, carry out severe security norms, apply fines in the event
of infringement, utilize network protection programming, and ceaselessly increment
your groups’ mindfulness utilizing corporate gatherings and individual counseling.

Test Website Security to Avoid SQL Injections

This is a significant road obstruction en route to data set insurance. Infusions assault
the applications, and information base overseers are compelled to tidy up the wreck
of pernicious codes and factors that are embedded into the strings. Web application
security testing andfirewall execution are the ideal choices to ensureWeb-confronting
information bases. Anyway, this is a significant issue for online organizations; it is
not one of the significant versatile security challenges, which is an extraordinary
benefit for the proprietors who just have a portable adaptation of their application.

Poor Encryption and Data Breaches Come Together

You should seriously think about the information base as a back-end part of your
setup and center more around the disposal of Internet-borne dangers. Unfortunately,
it does not actuallywork thatway. There are network interfaces inside the information
bases that programmers can handily follow if your product security is poor. To stay
away from such circumstances, use TLS or SSL encoded correspondence stages.

5 Future Enhancements

There are many exciting research topics in database administrator security, for
example, the application of computer immune systems to the distributed database
system. An immunological model of distributed detection has been designed and
developed for computer security [19].

Ex. Consider a database that is distributed across many locations in a network.
These locations can consist of computers connected in LAN or individual computers.
The communication between systems at different locations may pass through
multiple intermediate local systems. The natural system protects from some of the
attacks. So in the database, we have to identify the self user (authorized) and nonself
(not authorized user). We have to research which can identify the non-authorized
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users of the database in any form like trojan horses or corrupted data. This is a
fascinating and helpful research topic in the database security area.

6 Conclusion

Security in the database administrator (DBA) management system is vital, particu-
larly for an association’s data set. The data set framework assumes a significant part,
so security concerns should be there. As we all realize, the present world is digital
assaults, slacking of data that is not helpful for any country. Additionally, in light
of assaults, different crimes have occurred so far that we need to make our data set
as solid as possible, handle malevolent assaults, and offer security to our valuable
information. We presented a comprehensive study of various security aspects of the
database administrator (DBA) management system, secure mechanisms, and types
of threats that can influence clients’ sensitive information.
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Education 4.0: Hesitant Fuzzy SWARA
Assessment Approach for Intelligent
Selection of Research Opportunities

Pooja Khanna, Pragya, Ritika Gauba, and Sachin Kumar

Abstract Reforms and revolutions are periodic in nature, a cyclic process they are
and with innovations in technology and analytics, the idea of learning education
has transformed into experiencing the education. With every Industrial Revolution,
education pattern, its content and delivery got new dimension. Education in India
has been categorically segregated as primary, junior,middle, senior, undergraduation,
post-graduation, and research degrees.Aspirants are usually aware andwell informed
till they reach research degrees level and beyond. With macro- and micro-options
within specializations, scholarships, center for excellence, availability of experts,
eligibility criteria, research trends, technological advancements, procedural steps
during the course, live projects associated, financial aspects, and education policies,
the whole process becomes a huge unsolved mystery and aspirants might miss better
opportunities which otherwise he might have gone for. The work carried is an effort
to identify a fuzzy-assisted pattern for the aspirant to make an informed decision
about the research option he or she can avail for enhanced growth. Study proposes a
data analytics model for the informed intelligent selection toward optimum research
carrier. The selection is assisted by number of weighted parameters which an aspirant
should take into consideration while selecting a particular domain. SWARA tech-
niquewas used for estimatingweights of criteria based on experts’ preferences further
to establish feasibility of the technique proposed, an empirical study of sustainable
organization selection takenunder hesitant fuzzy (HF) environment. Thedata used for
the research work was obtained from Zenith Ph.D. Training & Consultancy (ZPTC),
Jaipur, proposed techniquewas tested on data from300 universities. The organization
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focusses and specializes in doctoral fellowships, examinations, processes, and regu-
lations in India and has huge database for the same. Priority order G∗ was computed,
and degree of utility was estimated (λi ) for the proposed analysis. The degree of
utility came as 99.8% for K3, 93.1% for K2, and 86.4% for K4. With estimated
values, it was established that aspirants preferred organizations in following order
K3 > K2 > K4 > K1 > K5 > K6.

Keywords SWARA · Dimension · AHF-D · Decision expert · Hesitant fuzzy
number

1 Introduction

With Education 2.0, technological innovations have majorly moderated the educa-
tion process that leads to infiltration of more user-generated Internet information,
laying the foundation of Education 3.0. Learners now readily available with virtual
platforms to gain knowledge and can easily connect with trainers and pear group
for exchange of information. Education was no longer limited to classroom study
in a closed group, instead took a more networked approach, now students have
direct access to variety of different information sources. This personalized way of
learning and independence is more appreciated and adopted by the learners. Though
education domain is evolving with exponential technological changes and a new
phase; with Fourth Industrial Revolution, education domainwitnessed new processes
and methodologies, i.e., Education 4.0. Smart technology, artificial intelligence, and
robotics havemajor impact on every part of lives including normalworking of univer-
sity system. University system needs to incorporate technological changes in tradi-
tional education system helping students to get prepare for a world where these
cyber-physical systems are prevalent across all industries. Cyber-physical systems
are steadily becoming more integrated into various industries, inevitably affecting
the skills requirements for employees. With evolution of Education 4.0, it is essential
for higher education institutions, to understand the gap between learning system and
industrial need. However, with growth and availability of possible diverse domains,
lack of awareness about potential opportunities that can be explored remains one
of the major drawbacks that student experience. Though with pandemic, COVID-19
not only heavily burdened health sector but also led to economy crises owing to lock-
downs, supply, and demand issues, but there were sectors which did find new ways
to tackle the situation. Government took many initiatives especially with education
sector to establish a constant growth. There were several initiatives taken by the
government to handle the uncertain situation [1, 2].

Government of India has initiated many projects for supporting use of ICT as
a means of mass education. CLASS (Computer Literacy and Social on Schools)
project is one such step launched in 1984 to make computer literacy a compulsory
project for higher middle and higher middle classes. In the seventh five-year plan and
eight five-year plans thousands of schools started computer literacy, respectively [3].
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Satellite like EDUSAT has been launched devoted to education sector on the 20th of
September 2004 by the Indian Space Research Organization (ISRO) [4]. SWAYAM,
an integrated platform and online portal, is initiated byMinistry of HumanResources
Development (MHRD) and All India Council for Technical Education (AICTE) with
the help of Microsoft [5, 6]. Indian government has analyzed the need of e-Learning
platforms and introduced initiatives likes; Consortium for Educational Communica-
tion (CEC), National Program on Technology Enhanced Learning (NPTEL), Indira
GandhiNationalOpenUniversity (IGNOU),Online EducationBroadcast andVirtual
Classrooms, Sakshat, Institute of Lifelong Learning (ILLL), and School of Open
Learning (SOL) E-learning Gateways. In current scenarios when most of the coun-
tries all over the world struggling to start with normal life, the Indian government
launches DIKSHA (Digital Infrastructure for Knowledge Sharing) in September
2017, proved to be one of the tools the government leveraged in the COVID-19 era
[1].

Government took many e-learning initiatives post COVID-19 as depicted in
Fig. 1, and these include MHRD initiatives like dedicated channels to broadcast
high-quality educational programs, course contents for National Institute of Open
Schooling, Radio broadcasting for learning-based activities. Direct-to-Home (DTH)
channel, Digitally Accessible Information System (DAISY), YouTube, and NIOS
website are few more initiatives in this direction. Apart from all these projects,

Phase I

Objective of Online 
Learning 

Recent Perspective 
Online Learning 

Need of Open 
Education Resource

Design Requirement 
for online Learning State/ Centre/ Private 

Initiative for Online 
Learning 

Phase II

Designing Survey of 
Related Domain

Acquiring Responses 
from Stake Holders Analysis of Responses 

Classification of 
Responses - 
Sentiment 

Topic Modelling & 
Statistical Evaluation 

of Responses

Fig. 1 E-learning initiatives in response to COVID-19 crisis
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e-Pathshala web portal Electronic for textbooks, National Repository of open educa-
tional resources (NROER) for e-content of The National Council of Educational
Research and Training (NCERT).

The work carried is an effort to identify a Fuzzy-assisted pattern for the aspi-
rant to make an informed decision about the research option he or she can avail for
enhanced growth. Study proposes a data analytics model for the informed intelligent
selection toward optimum research carrier. The selection is assisted by number of
weighted parameterswhich an aspirant should take into considerationwhile selecting
a particular domain. SWARA technique was employed for estimating weights of
the criteria based on experts’ preferences further to establish practicability of the
proposed methodology, an empirical case study of sustainable organization selection
taken under hesitant fuzzy (HF) environment. Algorithm is also subjected to sensi-
tivity analysis to validate stability of the presented methodology. The data used for
the research work was obtained from Zenith Ph.D. Training & Consultancy (ZPTC),
Jaipur. The proposed technique was tested on data from 300 universities. The organi-
zation focuses and specializes in doctoral fellowships, examinations, processes, and
regulations in India and has huge database for the same [9, 10].

2 Motivation

Hesitant fuzzy set (HFS) recognized as one of the alternative tools to tackle the
vagueness occurred in real-life problems [11, 12]. It is characterized by amembership
function and represented by a set of possible values.Hesitant fuzzy setwas introduced
to overcome the problem of calculation of degree of association of amember element
into fuzzy set Torra [11]. The study presented the envelope of HFS, which can
convert HFSs into intuitionistic fuzzy sets (IFSs). Xu and Xia [13] proposed use
of Hesitant set-in calculation of entropy, cross-entropy, and similarity measures.
Liao et al. [14] proposed correlation coefficient-based measures for establishing
relation between various hesitant fuzzy linguistic terms. He et al. [15] suggested a
new ranking method using average power and Bonferroni mean in hesitant fuzzy set.
Mishra et al. [16] suggested an improvement in calculation of Weighted Aggregated
Sum Product Assessment (WASPAS) by entropy and divergence method ideal green
supplier selection.

Kersuliene et al. studied a novel SWARAmethod for the computation of subjective
criteria weights in the process of Multi-Criteria in Decision Making (MCDM). The
ease in calculation in SWARA method it is being explored by many researchers in
various domain-based problem-solving issues [17]. Dehnavi et al. studied a landslide
susceptible region based on data collected from Geographic Information System
(GIS). SWARA methods used for the study identify criteria and value for each
criteria [18]. A new Additive Ratio Assessment (ARAS) and SWARA-based model
for personnel selection problem within FS context are suggested in the study by
Karabasevic et al. [19]. Literature indicates successful use of SWARA method in
solving various fuzzy set-based approaches. Nakhaei et al. assessed the vulnerability
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of buildings against explosion a hybrid approach of simple Multi-Attribute Ranking
Technique (SMART) and SWARA [20]. A study discussed the evaluation of MCDM
problems using Operational Competitiveness Rating Analysis (OCRA) and SWARA
methods Isik et al. [21]. For selection of personnel in the tourism business, SWARA-
and WASPAS-based approach was suggested by study Urosevic et al. [22].

3 Material and Methods

Hesitant fuzzySWARAassessment approachhas been employed for intelligent selec-
tion of research opportunities, to address the stated problem. The estimation process
proposed is presented in the following steps:

Step 1: Identify options based on favorable criteria.
A cluster of DEs (C1, C2, C3, …, CN) estimates the group of k alternatives B =

(B1, B2, B3, …, Bk) and m criteria H = (H1, H2, H3, …, Hm), respectively. Assume

that X =
(
X (k)
i j

)
k×m

, i = 1, 2, 3, …, k and j = 1, 2, 3, …, m, is the HF decision

matrix presented by kth DE where X (k)
i j is the assessment of optionGi for the criteria

Fj in terms of HFN.
Step 2:Evaluate the crisp value ofweights. The estimation is performed employing

the expression of kth DE’s weight:

λl = (1 − e(�l))∑k
l=1 1 − e(�l)

, l = 1(1)k

Clearly λl ≥ 0 and
∑�

l=1 λl = 1.
Step 3: To rationalize and aggregate the values in matrix, the HFWA operator is

employed and then O = (
ξi j

)
m×n be the required AHF-D.

Matrix in which

ξi j = Ui1∈h1,i2∈h1,...,in∈hn

{
1 −

�∏
l=1

(
1 − �

k
i j

)λl

}

Step 4: SWARA technique is employed to estimate the criteria weights. Steps
involved using SWARA scheme are:

Step 4-a: Score values S(ξij) are estimated using following expression

S(�) = 1

g�

∑
i∈�

i

The equation generates the number of objects in �.
Step 4-b: Criteria are sorted according to DE’s opinions. Most significant are

ranked first to least significant.
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Step 4-c: Evaluate the degree of comparative significance (Sj) for each criteria.
Step4-d:Coefficient of comparison (Kj) is estimated employing following relation

k j =
{
1, j = 1
s j + 1, j > 1

Step 4-e: Weight is recalculated weight (pj) employing following relation

p j =
{
1, j = 1
p j−1
k j

s j + 1, j > 1

Step 4-f: Estimate the weight of each criteria employing following relationship:

w j = p j∑n
j=1 p j

Step 5: Criteria values are added to evaluate overall profit and loss parameters.
Assume that λ1 = {1, 2, 3, . . . , l} is the beneficial criteria type, the highest index

value for each option is given as

σi = ⊕�
j=1w jξi j , i = 1, 2, 3, . . . ,m

Assume that λ2 = {l + 1, l + 2, l + 3, …, n} profit type of criteria. The highest
index value for each option is given as

vi = ⊕n
j=1+�w jξi j , i = 1, 2, 3, . . . , n

where ‘l’ depicts the total of criterion types that are beneficial and ‘n’ depicts the
total of criteria in totality.

Step 6: Relative weight (θ i) is estimated using following relation for each option:

θi = ϒs(σi ) + (1 − ϒ)

∑m
i=1 s(vi )

s(vi )
∑m

i=1
1

s(vi )

, i = 1, 2, 3, . . . , M

Here, S(σ i) and S(υ i) represent the score degrees of σ i and υ i, respectively.
Step 7: Priority order for the option is estimated employing following expression:

G∗ = max
i

θi,, i = 1, 2, 3, . . . ,m

Criteria with highest relative weight are ranked first and therefore an ideal choice.
Step 8: Estimate the degree of utility, the evaluation is performed employing

following relation:
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Table 1 Categories of
organization offering doctoral
programs

S. No. Organization category Denotation

1 State government university K1

2 Central government university K2

3 Institute of national importance K3

4 Private university K4

5 Deemed university K5

6 Open university K6

λi = θi

θmax
× 100%, i = 1(1)m

Step IX: End.
A case studywas conducted on dataset of 300 students obtained fromZenith Ph.D.

Training & Consultancy’ (ZPTC), Jaipur. The organization focuses and specializes
in PhD fellowships, examinations, processes, and regulations in India and has huge
database for the same [18–22].

The students were subjected to diversified preferences and options for selecting a
particular organization and stream for doctoral degree.Dataset consisting of aspirants
were asked to fill questionnaire consisting of dimensions and criteria as given in Table
1; parameters were weighted according to the rating of dimension as filled by the
candidate in the questionnaire.

In accordance with the previous operation reviews, the organizations were divided
into six main categories (K1, K2, K3, K4, K5, and K6 depicted in Table 1); options
were considered for the analysis after preconsideration of dependent parameters.
Organizations were adjudged with dimensions and criteria with features as depicted
in Table 2.

The variability just mentioned was incorporated in marking scheme to standard-
ized variance. Methodology adopted had four dimensions as

1. Economic: Aspirants are usually ambiguouswith finance involvedwith doctoral
programs; there are programs which are fully funded or partially funded,
and there are variations in fees structure with government, state, or private
universities. The macro-parameters were divided and were categorized as

i. Partially or fully funded (E1)
ii. Government, state, or private universities (E2)
iii. Fee’s structure (E3)

Finance also takes into scholarship schemes availablewith the program;
these can be categorized as

i. Government/university/category/industry schemes (E4)
ii. Number of seats available (E5)

Expenses also extend to conveyance; the aspirant has to commutate
daily

i. Ease of access/conveyance availability (E6)
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Table 2 Criteria details for sustainable organization selection (SOS)

Dimension Criteria Meaning Type

Economic Finance (C1) Fully funded, partially funded,
variations—state/central/private, fees

Cost

Scholarship (C2) Seat available, government schemes,
university schemes, category schemes,
industry schemes

Cost

Distance (C3) Ease of access, conveyance availability,
same city, across city, different state

Cost

Academic University ranking
(C4)

University grading, accreditation, faculty
resource

Benefit

Eligibility criteria
(C5)

Seats available, entry-level minimum marks,
essential degree requirement

Benefit

Submission
prerequisites (C6)

Duration, publication requirement, type of
publication required
conference/journal—UGC/SCOPUS/SCI,
course work requirement

Benefit

Resource Center of excellence
(C7)

Support schemes, infrastructure available,
time boundation

Benefit

Research lab (C8) Working hours boundation, simulation
software available, plagiarism software,
workstation configuration

Benefit

Journal access (C9) Journals subscribed, ease of access, degree
of access, diversity of access

Cost

Brand Reputation (C10) How old is organization,
central/state/private, UGC grading, NIRF
ranking, international accreditations, alumni
support, institutions of national importance

Benefit

ii. Same city/across city/different state (E7)

2. Academic: Aspirants always aim for the best possible options while opting
for doctoral program, excellence in work not only depends upon academics
of research scholar but also upon organization standing as center of academic
excellence, broadly following parameters can include; first one identified was
university ranking:

i. University grading by NAAC/UGC (A1)
ii. National/International accreditation university has undergone (A2)
iii. Rich faculty resource (A3).

Eligibility criteria for doctoral programs establish one of the quality
checks on intake

i. Seats availability for domain (A4)
ii. Minimum entry level marks (A5)
iii. Essential degree requirement for domain (A6).

Everyuniversity programhas certain prerequisites for doctoral program
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i. Minimum duration requirement for doctoral program (A7)
ii. Number of publications required (A8)
iii. Type of publication required conference/journal—

UGC/SCOPUS/SCI/Others (A9)
iv. Course work requirement (A10)

3. Resource: Resource acts as one of the potential contributors in literature access,
an enriching resource automatically raises the bar of the work proposed, likely
components include center of excellence.

i. Support schemes running under center of excellence (R1)
ii. Infrastructure support for research work, i.e., Research

Labs/Internet/Workstations (R2)
iii. Access and duration of availability of resources (R3)

Availability of research labs
i. Working hours available for the infrastructure (R4)
ii. Availability of simulation software’s/Sample testing Labs (R5)
iii. Free/paid availability of Plagiarism software for similarity checks (R6)
iv. Number/configuration/compatibility of workstations (R7)

Ease of literature access in terms of journal papers and conference
papers

i. Category of journals subscribed (R8)
ii. Ease and degree of access subscribed (R9)
iii. Diversity of literature subscribed (R10)

4. Brand value of organization plays amajor role in acceptance of work conducted,
following components form an essential part in building reputation.

i. How old is the organization (B1)
ii. Organization comes under state/center/private funding (B2)
iii. UGC grading/NIRF ranking of organization (B3)
iv. International accreditation organization is holding (B4)
v. Alumni support organization is having (B5)
vi. Institutions of national importance with special privileges (B6).

Dimensions defined had components comprising of criteria for different domains,
which are further categorized as E, A, R, and B series; these were framed as ques-
tionnaire and floated to 300 aspirants, and next concern was weight allocation to the
series; weight allocation was accomplished via feedback from faculties and students
pursuing doctoral degree.

Tables 3 and 4 represent the linguistic values (LVs) and related HFNs for
establishing the rating of the relative importance of criteria.

The conclusion derived from three decision experts has been evaluated fromstep 3,
and following aggregated hesitant fuzzydecisionmatrix (AHF-D)matrix is generated
as depicted in Table 5.

SWARA algorithm considers the recommendations of domain experts, as one of
the contributors of weight criteria for assessment. The DE allocates preferences to
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Table 3 Linguistic values for decision expert risk preference

Linguistic values Hesitant fuzzy number Decision expert risk preference

Confirmed Doubtful Declined

Very high [0.8, 1.0] 0.80 0.90 1.00

High [0.70, 0.9] 0.70 0.80 0.90

Medium [0.60, 0.70] 0.60 0.65 0.70

Low [0.40, 0.55] 0.40 0.50 0.60

Very low [0.20, 0.40] 0.20 0.30 0.40

Table 4 Linguistic values for decision expert risk preference

Linguistic values Hesitant fuzzy number Decision expert risk preference

Confirmed Doubtful Declined

Extremely preferable [0.9, 1.0] 0.9 0.95 1.00

Strong preferable [0.75, 0.9] 0.75 0.825 0.9

Preferable [0.6, 0.75] 0.6 0.675 0.75

Moderate [0.45, 0.6] 0.45 0.525 0.6

Undesirable [0.35, 0.45] 0.35 0.4 0.45

Strong undesirable [0.2, 0.35] 0.2 0.275 0.35

Extremely undesirable [0.0, 0.15] 0.00 0.075 0.15

Table 5 Aggregated hesitant fuzzy decision matrix for SOS problem

K1 K2 K3 K4 K5 K6

C1 0.726 0.822 0.873 0.744 0.612 0.567

C2 0.634 0.792 0.856 0.678 0.512 0.498

C3 0.727 0.755 0.754 0.720 0.673 0.604

C4 0.827 0.849 0.912 0.811 0.747 0.713

C5 0.648 0.705 0.788 0.631 0.649 0.592

C6 0.664 0.698 0.756 0.672 0.585 0.543

C7 0.682 0.754 0.802 0.683 0.638 0.538

C8 0.773 0.822 0.843 0.734 0.727 0.672

C9 0.684 0.722 0.748 0.682 0.603 0.575

C10 0.744 0.800 0.801 0.740 0.674 0.610

every criterion based on their information; the criteria with the highest estimate of
significance degree are ranked first, the sequence is arranged in descending order,
with steps iv and v final estimate of weights were estimated as:

w j = {0.1001, 0.1061, 0.1114, 0.1302, 0.1201, 0.1411, 0.1253, 0.1127,



Education 4.0: Hesitant Fuzzy SWARA Assessment … 905

0.1127, 0.1423}

The weights for the criteria were employed for assessing SOS ranking.

4 Result and Discussion

Table 6 depicts the results evaluated by SWARA technique with step-by-step weight
assessment ratio method for SOS.

Using equations in steps v, vi, vii, and viii were evaluated the estimated values of
σi , S(σ i), S(υ i) vi , θi , and γi depicted in Table 7.

From Table 7, the preference ordering of the organization options is K3 is the
best SOS choice. From the SWARA analysis, it was concluded that K3 appears
to be the most influential dimension; therefore, Institute of National Importance
stands tall satisfying most of the criteria with highest significance ratio for most
of the index parameters; parameters estimated included Finance (C1), Scholarship

Table 6 Weights estimated by SWARA technique

Criteria Crisp values Comparative
significance of
criteria value (sj)

Coefficient (kj) Recalculated
weight (pj)

Criteria weight
(wj)

C1 0.712 – 1.000 1.000 0.1542

C5 0.703 0.051 1.051 0.951 0.1493

C6 0.678 0.023 1.023 0.923 0.1378

C2 0.655 0.011 1.011 0.811 0.1345

C10 0.618 0.037 1.037 0.794 0.1293

C3 0.523 0.471 1.471 0.746 0.1257

C4 0.517 0.001 1.001 0.713 0.1221

C9 0.485 0.028 1.028 0.696 0.1175

C8 0.412 0.017 1.017 0.643 0.1058

C7 0.395 0.053 1.053 0.627 0.1002

Table 7 Estimated values of σi , S(σ i), S(υ i) vi , θi , and λi

SOS option S(σ i) S(υ i) θi λi (%) Ranking

K3 0.612 0.191 0.341 99.8 1

K2 0.523 0.234 0.327 93.1 2

K4 0.501 0.172 0.315 86.4 3

K1 0.472 0.201 0.273 84.1 4

K5 0.447 0.126 0.256 77.4 5

K6 0.317 0.178 0.211 74.9 6
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(C2), Distance (C3), University Ranking (C4), Eligibility Criteria (C5), Submission
Prerequisites (C6), Center of Excellence (C7), Research Lab (C8), Journal Access
(C9), and Reputation (C10), from the aggregated hesitant fuzzy decision matrix
for SOS problem, comparative significance of criteria value (sj), and weights were
estimated. Here, S(σ i) and S(υ i) denote the score degrees of σ i and υ i, respectively.
Lastly, priority order G∗ was computed, and degree of utility was estimated (λi ).
The degree of utility came as 99.8% for K3, 93.1% for K2, and 86.4% for K4.
With estimated values, it was established that aspirants preferred organizations in
following order K3 > K2 > K4 > K1 > K5 > K6.

5 Conclusion

The work carried is an effort to identify a fuzzy-assisted pattern for the aspirant to
make an informed decision about the research option he or she can avail for enhanced
growth. Study proposes a data analytics model for the informed intelligent selection
toward optimum research carrier. The selection is assisted by number of weighted
parameters which an aspirant should take into consideration while selecting a partic-
ular domain. SWARA technique was used for estimating criteria weights based on
experts’ preferences further to establish practicability of the proposed methodology,
an empirical case study of sustainable organization selection taken under hesitant
fuzzy (HF) environment. From the SWARA analysis, it was concluded that K3

appears to be the most influential dimension; therefore, Institute of National Impor-
tance stands tall satisfyingmost of the criteria with highest significance ratio for most
of the index parameters; parameters estimated included Finance (C1), Scholarship
(C2), Distance (C3), University Ranking (C4), Eligibility Criteria (C5), Submission
Prerequisites (C6), Center of Excellence (C7), Research Lab (C8), Journal Access
(C9), and Reputation (C10), from the aggregated hesitant fuzzy decision matrix
for SOS problem, comparative significance of criteria value (sj), and weights were
estimated, Here, S(σ i) and S(υ i) denote the score degrees of σ i and υ i, respectively.
Lastly, priority orderG∗ was computed, and degree of utility was estimated (λi ). The
degree of utility came as 99.8% for K3, 93.1% for K2, and 86.4% for K4. With esti-
mated values, it was established that aspirants preferred organizations in following
order K3 > K2 > K4 > K1 > K5 > K6.
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