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Towards Area-Delay Efficient Reverse
Conversion of Higher-Radix Signed-Digit
Number Systems

Madhu Sudan Chakraborty, Ganti Sreelakshmi, Anirban Chakraborty,
Sandip Kumar Sao, and Dulal Chandra Sahana

1 Introduction

Computer arithmetic (CA) or VLSI arithmetic is an interdisciplinary field of
computer science and electrical engineering [1]. Arithmetic circuits (ACs) for addi-
tion/subtraction are the basic building block of every standard arithmetic unit (AU).
Arithmetic addition and subtraction can be carried out at constant time using signed-
digit number systems (SDNSs) [1]. The constant-time addition/subtraction may
further ensure higher-speed in performing some more complex arithmetic opera-
tions (Aos) [1]. Apart from offering higher-speed, SDNSs support on-line arithmetic
[2], fault tolerance [3], cryptography [4] and unified solutions for some apparently
distinct CA-problems [5] too. Notable progresses have been achieved during the last
two decades to address some seemingly problematic areas of SDNSs; particularly
floating-point arithmetic [6], low-power computations [7, 8] and reducing the larger
chip area commonly required in SDNS platform [9].
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SDNS with radix = 2, having digit-set (DS) as
{
1, 0, 1

}
, is called binary SDNS

(BSDNS) and all other classes of SDNSswith radix > 2 are collectively called higher-
radix SDNSs (HRSDNSs). Although BSDNS has been investigated more rigorously
[2–9], some features of HRSDNSs have attracted the CA-community too [10–12].

Reverse conversion (RC) means expressing the signed-digit (SD) output of an AO
in the standard/conventional form. RC appears as a troublesome area of SDNS [1]. In
the existing literature, RC is projected as a necessary evil and RC algorithms (RCAs)
for BSDNS have been extensively studied [13]. However, no significant work on RC
of HRSDNS has been reported yet, excluding a typical RCAwhich was proposed for
a particular SDNS in [14]. In this paper, RC of HRSDNS is investigated in details.

The rest of the paper will be organized with five sections. In The Background
section, the arithmetic attributes of SDNSs, SD-encodings, RC and the philosophy
of article [14] will be discussed. In The Proposed Algorithms: Schematic Specifica-
tions section, different alternative schemes for RC of HRSDNSs will be projected,
on the basis of viewing the conversion control network (CCN) for HRSDNSs in
terms of BSDNS. In The Proposed Algorithms: Realizing Arithmetic Expressions
section, the CA expressions (CAEs) for various conversion control units (CCUs) will
be developed. In the Results and Discussion section, simulation-based comparative
performance studywill be reported to determine themost suitable algorithm amongst
different alternatives for RC of HRSDNs. Finally, the proposed study will be ended
in the Conclusion section, providing some future directions too.

2 The Background

At arithmetic level, the background of the RC problem for HRSDNSs rests with
SDNSs, classification of SDNSs, encodings of SDs and obviously RC itself.

2.1 Signed-Digit Number Systems

The generalized SDNS of radix-r (r ≥ 2) is defined as a positional number system
(NS) that works on the DS {α, α + 1, .., 1, 0, 1, .., β − 1, β} where α ≥ 0, β ≥ 0
and α + β + 1 > r [15]. The primitive form of SDNSs is called ordinary SDNS
(OSDNS). The OSDNS is defined on the DS {α, α + 1, .., 1, 0, 1, .., α − 1, α}
where r

2 < α < r [16]. Actually the redundancy inherently acquired by the SDNSs
using some unconventionalDS,makes constant-time addition/subtraction admissible
[1, 2].
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Table 1 BSD-encodings

Scheme Encoding for BSD

1 0 1

Positive-Negative Encoding (PNE) [1] (0,1) (0,0) or (1,1) (1,0)

Two’s Complement Encoding (TCE) [1] (1,1) (0,0) (0,1)

Tripathy Encoding (TE) [17] (1,0) (1,1) (0,0)

2.2 Encodings

As at the digital hardware level, all non-binary values mandatorily require interpre-
tation as binary strings, for implementing AUs using a SDNS, binary encoding(s) of
every digit of its DS is a pre-requisite. In the literature, some popular encodings for
binary signed-digit (BSD) Xi as (Xi,1, Xi,0) are shown in Table 1.

2.3 Reverse Conversion: Computer Arithmetic Interpretation

Let F = Fn-1Fn-2….F0 be the given radix-r SD number (SDN) and Z = ZnZn−1…Z0

be the equivalent radix-r radix-complement (RCM) representation where Zn = {0,
1}. Here in order to guarantee non-occurrence of any overflow-related errors, Z is
formed with one more digit, compared to F. Then numerical agreement of F and Z
yields:

n−1∑

i=0

Fi.r
i = −Zn.r

n +
n−1∑

i=0

Zi .r
i (1)

The primitive RC-rules [1] for a radix-r Generic SDNS (GRSDNS) are as follows:

Zi = �(Fi − Si ), Si+1 = �(Fi − Si ) (2)

where� (Fi−Si)= (Fi−Si) ifFi−Si ≥ 0 and (r +Fi−Si) otherwise. Also� (Fi−Si)
= 0 if Fi−Si ≥ 0 and 1 otherwise. Here Si is the conversion control variable (CCV)
and S0 = 0. CCVs may acquire values exploiting a network, called CCN. Obviously
CCN provides conversion control information (CCI) for driving the RC.

As implied by (2), a simple linear version of the RCA for the n-digit BSDNSmay
be presented as Algorithm 1 as follows [1]:

Algorithm 1:

a. Input at level 0: F = Fn−1……………………………………….F1F0 where

∀i ∈ [0, n − 1]Fi = (
Fi,1, Fi,0

)
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b. Initialize: S0 = 0
c. For i = 0 to n−1 repeat as follows:

Zi = Fi,0.Si + Fi,0.Si , Si+1 = Fi,1.Fi,0 + Fi,1.Si

d. Finally set: Zn = Sn

However, better resolution on RC problem is still required as all prospects of
SDNSs may be dampened otherwise [13, 18, 19].

2.4 On the Available Scheme for Higher-Radix

The existing on-the-fly RCA for radix-r OSDNS [14] is presented as Algorithm 2 as:

Algorithm 2:

a. Input at level 0: F
b. Generate a linear CCN directly based on F having CCVs as Ci

c. Compute Z in that order

For Algorithm 2 step (b) and step (c) are driven by (3) and (4) respectively.

∀i ≥ 0 Ci+1 = Ci − r.F1

r2 + Ci
× (r − 1),C0 = 1 (3)

Zi = (Fi + Ci ) −
(
r × Fi + Ci

r

)
(4)

In [14] synthesis of associated ACs for Algorithm 2 was not discussed at all and
still the problem is that in Algorithm 2 the arithmetic equations (Aes) involve a
series of complex Aos containing multiplication/division, truncation/rounding-off,
requiring different algorithms at their own capacities [1]. Obviously, Algorithm 2
even cannot be simulated instantaneously and primarily it rests with mathematical
interests only.

3 The Proposed Algorithms: Schematic Specifications

For a given SDN, X = Xn−1Xn−2 ·····X0,∀i ∈ [0, n − 1] define: P(Xi) = 1, 0, 1,
if Xi−1Xi−2……..X0 holds negative, zero or positive sign, respectively. Then the
methods proposed in this paper are based on utilizing Lemma 1, which is as follows:

Lemma 1: For a given higher-radix SDN, F = Fn−1Fn−2…….F0, there exists a
binary SDN, G = Gn−1Gn−2…….G0, such that ∀i ∈ [0, n − 1] P(Fi) = P (Gi)
where Gi = 1, 0, 1, if Fi < 0, = 0 or > 0, respectively.
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Proof: If possible assume that Lemma 1 does not hold. It means, for some given F
and G, there exists a least significant position, j, such that P (Fj) �= P (Gj) whereas
P (Fj−1) = P (Gj−1). Then obviously the sign of Fj−1 and Gj−1 must mismatch.
However, it contradicts the definition of Gj as a derivative of Fj without altering its
sign. Hence, the Lemma 1 holds true.

Therefore it may be possible to design the CCN for F in terms of G. Let G be
called the binary sign equivalent (BSE) of F.

3.1 Proposed Scheme 1

Algorithm 3:

a. Input at level 0: F
b. Determine at level 1: G as BSE of F
c. Generate a linear CCN with reference to G, yielding the CCI
d. Compute Z in that order in terms of 1-digit blocks only, using the CCI in (2)

Algorithm 3 is actually a simplified, generic variant of Algorithm 2. For a 16-digit
input, the CCN for Algorithm 3 is shown in Fig. 1a. In Fig. 1 all shaded circular-
nodes represent terminal nodes and levels are prefixed with L. Moreover in Fig. 1a,
the shaded rectangular node represents the initialization with C0 = 0.

3.2 Proposed Scheme 2

Algorithm 4:

a. Input al level 0: F
b. Determine at level 1: G as BSE of F
c. Generate the CCN in terms of reverse tree structures (RTSs) [20] with uniform

block factor (BF) = 2, yielding the CCI.
d. Compute Z in terms of 2-digit blocks in parallel, using the CCI in (2), whilst

performing the intra-block computations digit serially.

3.3 Proposed Scheme 3

Algorithm 5:

a. Input at level 0: F
b. Determine at level 1: G as BSE of F
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Fig. 1 CCNs for the proposed schemes for a 16-digit input

c. Generate the CCN in terms of RTSs with BF = 4 at level 2 and BF = 2 for all
higher levels, yielding the CCI.

d. Compute Z in terms of 4-digit blocks in parallel, using the CCI in (2), whilst
performing the intra-block computations digit serially.

3.4 Proposed Scheme 4

Algorithm 6:

a. Input at level 0: F
b. Determine at level 1: G as BSE of F
c. Generate the CCN in terms of RTSs with BF = 8 at level 2 and BF = 2 for all

higher levels, yielding the CCI.
d. Compute Z in terms of 8-digit blocks in parallel, using the CCI in (2), whilst

performing the intra-block computations digit serially.

For a 16-digit input, the CCNs for the proposed schemes 2, 3, 4 are shown in
Fig. 1b, Fig. 1c and Fig. 1d, respectively. It is notable that all of Algorithms 4,
Algorithm 5 and Algorithm 6 are the non-linear variants of the Algorithm 3.
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4 The Proposed Algorithms: Realizing Arithmetic
Expressions

Amongst various classes of HRSDNSs, the radix-4 SDNS havingDS {
{
2, 1, 0, 1, 2

}
,

known as the minimally redundant radix-4 SDNS (MRR4SDNS), is fairly popular in
CA community [2] and it is the subject matter of case study presented in this paper.
For encoding higher-radix SDs the extended-TCE is considered, where the DS of
MRR4SDNS may be encoded as shown in Table 2.

On the other hand, for encoding all BSD information TE [17] is considered. The
developing of CAEs for 16-digit reverse converters (RCRs) will be studied next:

For all proposed schemes, at step (a): For i = 0 to 15: Input: Fi,2, Fi,1, Fi,0

For all proposed schemes, at step (b) the transformation is done as per Table 3,
yielding (5). From Table 3 onwards for any table the entry of hyphen (-) at any input
cell is supposed to indicate formation of same output for its both 0 and 1 inputs.

Gi.0 = Fi,1.Fi,0,Gi,1 = Fi,2 + Gi.0 (5)

For step (c) of the proposed schemes, six types of CCUs may be involved as a
whole as shown in Fig. 2.

For type-1 CCU, involved in the proposed scheme 1, as shown in Fig. 2a, the
computations are at par with Table 4, yielding (6).

Si+1,0 = Gi,1 · Gi,0 + Gi,1 · Si,0 Where S0,0 = 0 (6)

For type-2 CCU, involved in the proposed scheme 2, as shown in Fig. 2b, the
computations are done at par with Table 5, yielding (7).

Sr,1 = Gp,1.
(
Gp,0 + Gq,1

)
, Sr,0 = Gp,0. Gq,0 (7)

Table 2 Higher-radix encodings

SD 2 1 0 1 2

Encoding (Fi,2, Fi,1, Fi,0) (1, 1, 0) (1, 1, 1) (0, 0, 0) (0, 0, 1) (0, 1, 0)

Table 3 BSE generation

Input (Fi) Output (Gi)

Fi,2 Fi,1 Fi,0 Gi,1 Gi,0

1 1 – 1 0

0 0 0 1 1

0 0 1 0 0

0 1 0 0 0
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Fig. 2 Different Types of
CCUs used in step (c) of the
Proposed Schemes

Table 4 Computations by
type-1 CCU

Input 1 (Gi) Input 2 (Si,0) Output (Si+1,0)

Gi,1 Gi.0

1 0 – 1

1 1 0 0

1 1 1 1

0 0 – 0

Table 5 Computations by type-2 CCU

Input 1 (Gp) Input 2 (Gq) Output (Sr)

Gp,1 Gp,0 Gq,1 Gq,0 Sr,1 Sr,0

1 0 1 – 1 0

1 0 0 0 1 0

1 1 1 0 1 0

1 1 1 1 1 1

1 1 0 0 0 0

0 0 1 – 0 0

0 0 0 0 0 0

For type-3 CCU, involved in the proposed scheme 2, scheme 3 and scheme 4, as
shown in Fig. 2c, computations similar to Table 5, yields (8)

Sr,1 = Sp,1.
(
Sp,0 + Sq,1

)
, Sr,0 = Sp,0. Sq,0 (8)
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For type-4 CCU, involved in the proposed scheme 2, proposed scheme 3 and
proposed scheme 4, as shown in Fig. 2e, it is observed that Tr = 1 if Sr is negative
and Tr = 0, otherwise. So type-4 CCU works at par with (9).

Tr = Sr,1.Sr,0 (9)

For type-5 CCU, involved in the proposed scheme 3, as shown in Fig. 2d, the
computations can be viewed as an extension of type-2 CCUs and realized as in (10).

Sr,1 = Gq,1.
(
Gq,0 + Gp,1

)
, Sr,0 = Gq,0.Gp,0

Ss,1 = Gr,1.
(
Gr,0 + Sr,1

)
, Ss,0 = Gr,0.Sr,0

St,1 = Gs,1.
(
Gs,0 + Ss,1

)
, St,0 = Gs,0.Ss,0

(10)

For type-6 CCU, involved in the proposed scheme 4, as shown in Fig. 2f, the
computations may be viewed as an extension of type-5 CCU for 8 cells subsequently.

For step (d) of the proposed scheme 1, the transformations may be presented as
in Table 6 and can be realized as in (11) where Si = Si,0.

Zi,1 = Fi,1.Fi,0 + Fi,1.Si + Fi,1.Fi,0.Si , Zi,0 = Fi,0.Si + Fi,0.Si (11)

For step (d) of the proposed scheme 2, scheme 3 and scheme 4, subsequent
instances of (11) may be applied in 2, 4 and 8 numbers, respectively where Si =
Ti.

Table 6 Final output generation

Inputs Output

Fi Si Zi,1 Zi,0

Fi,2 Fi,1 Fi,0

– 1 0 0 1 0

1 1 1 0 1 1

0 0 0 0 0 0

0 0 1 0 0 1

– 1 0 1 0 1

1 1 1 1 1 0

0 0 0 1 1 1

0 0 1 1 0 0
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Table 7 Comparison of Alternative Schemes on FPGA Platform

Segment A Segment B

Cases
(Alternatives)

Delay
(ns)

Area
(Attributes in Number)

NADP

Slice LUTs Bonded-IOBs

Scheme 1 6.50 29 60 1.4

Scheme 2 5.74 61 90 2.59

Scheme 3 5.79 63 92 2.69

Scheme 4 7.78 61 94 3.50

Reference (Algorithm 1) 5.21 26 49 1

5 Results and Discussion

On successful verification of Verilog codes, once written using text editors in the
design entry stage of Xilinx 14.2 simulator for the 16-digit MRR4SDNS version of
all alterative schemes as well as Algorithm 1, the codes are implemented on FPGA
platform for the target device xc6vlx75tl-1Lff484 and the immediate outcomes are
reported as segment A of Table 7. As bonded-IOBs consume minor area compared
to slice-LUTs, in this study chip area is considered in terms of the latter attribute
only.

For an unbiased comparative study, the slice-LUTs column and delay column of
Table 7 are normalized [19] in form of multiplication by scaling factors (26)−1 and
(5.21)−1, respectively, and subsequently normalized area-delay products (NADPs)
are determined. The NADP-column, which is presented as segment B of Table
7, projects the proposed scheme 1 as the best candidate for RCR design for
MRR4SDNS, by outperforming its most potential contender, the scheme 2, with
more than 45% comparative reduction in NADP. Table 7 also reveals that the RC of
the 16-digit MRR4SDNS, which is arithmetically equivalent to the 32-digit BSDNS,
attracts merely 40% increase in NADP overhead, compared to the RC of 16-digit
BSDNS.

6 Conclusion

On the basis of exploiting the CCN for RC of HRSDNSs in terms of BSDNS,
some alternative designs have been proposed in this paper. The alternative designs
have been investigated for the 16-digit MRR4SDNS. In the environment of Xilinx
14.2 simulator, the possibly best radix-4 converter has demonstrated more than 45%
reduction in NADP over its nearest contender. Another interesting feature of this
report lies in the observation that RC of the 16-digit MRR4SDNS, which is arith-
metically equivalent to the 32-digit BSDNS, attracts merely 40% increase in NADP
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overhead, compared to the RC of 16-digit BSDNS. In other words, the performance
loss caused by high overheads of RC ([1, 13]) may be, at least, partially compensated
by employing HRSDNSs.

However, the report presented in this paper lacks in considering power/energy
factor and radices higher than 4. These issues will be explored by the authors in
future.
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Multilayer Perceptron Mode and ANN
to Assess the Economic Impact
and Human Health Due to Alcoholism
and Its Effect in Rural Areas
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Kanimozhi Natanam, Kanya Nataraj, Rajeswary Hari,
Gomathi Kannayiram, and Jayalatsumi Umapathy

1 Introduction

The hardware developed for systems in IoT includes devices for an isolated console,
controllers, servers, routers, bridging devices and transducers. These devices accom-
plish main responsibilities and enables activation of the system with required speci-
fication, safety, communication and recognition of precise objectives and activities.
The sensors form the first and foremost part of the hardware in IoT. Such devices
entail energy efficient units, power management units, RF components, and sensing
elements. RF components accomplish communications by using signal processing
techniques, WiFi, ZigBee, Bluetooth, radio transceiver and duplexer. Embedded
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systems,middleware, partner computers are networked together which forms an inte-
gral part of IoT software. These discrete and chief applications are accountable for
data gathering, device integration, and real-time data analytics, application-oriented
process variables measurement systems networked using the IoT.

The data collection includes orientation of the sensor measurements, data filtering
for noise removal, data safety and accumulation of data. It deploys somewell-defined
set of rules called protocols to facilitate the connection and communication of the
sensors in real time so that they can interact with the computer machines thereby
providing path for machine to machine (M2M) interaction. Thereafter it gathers all
the data from several sensors which are heterogeneous and allocates it depending
upon the reference values as mentioned in the specification for various devices. The
scheme finally transfers all the data gathered related to alcoholism to the principal
server. Dedicated software is used for integrating the heterogeneous device so as to
form the skeletal structure of the IoT system. It safeguards the stability and ensures a
strong cooperation between the devices that are networked together. This is the main
feature of IoT. They manage the various applications, protocols, and limitations of
each device to allow communication. The data about the alcohol addicts is the input
obtained from various devices and transforms it to a pattern which enables human
analysis [1, 2]. They investigate the information related to alcoholism based on
various parameters so as to achieve automation and provide necessary information
to de-addiction centres.

1.1 Medical Application and Process Extension

This application facilitates the integration of some specific special devices and special
types of sensors. They also allow integration and access of few instruments related
to the field of engineering. This scheme will increase the productivity and accuracy
of data collection. IoT systems in health care has become the state of the art. They
magnify the stretch out and cover a wide range of specialists. This scheme increases
the accuracy, precision and the dimension of medical data related to the alcohol
addicts in large scale from diversified real cases worldwide. It uses well-ordered
environs, helpers to even monitor the leftover examinations in the field of alcohol de-
addiction. IoT-based de-addiction pavesway for awealthy real-time informationwith
respect to the data fromde-addiction centres followed by analysis and testing. IoT can
distribute related data of good quality with typical analytics through various sensors
that are integrated to perform research in the area of alcoholism [3, 4]. IoT-based
integration provides a lot of important information relating to alcoholism and de-
addiction. This technology supports de-addiction in health care domain by offering
a highly consistent and real-world data thereby providing solution to unforeseen
issues that may arise in future. It also permits researchers and physicians to avoid
risks by gathering data without appropriate testing on human race. It then discloses
the pattern and lost data in de-addiction-related health care applications. Conceivably
the utmost development IoT brings to de-addiction in the field of health care is in
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the real practice of medicine since it permits the better usage of the knowledge by
health care professionals to recover a patient who is addicted to alcohol. They utilize
good quality sensors which provides the relevant data in a more precise manner [5].
The decision-making is not affected by the noisy or irrelevant data that is to affect
the quality of the entire scheme.

One of the challenges in de-addiction is the circulation of correct and recent
information to the addicts.De-addiction care also tackles the complex nature involved
in the guidance. IoT devices stretch a straight, 24 × 7 admission to the alcohol
addicts in a non-invasive method as compared with the existing methods. They take
de-addiction facilities to home, office, or social space. They motivate the addicts to
take care of their health and get relieved from the influence of alcohol [6]. This kind
of motivation reduces road accidents resulting from rash driving under the influence
of alcohol, deaths due to liver cirrhosis and healthier precautionary care [7].

The innovative computerization and analytics of IoT permits more dominant
emergency support services to de-addiction centres, which classically suffer from
disconnection due to limited resources and fundamental facility. It offers a method
to examine an emergency in a more comprehensive manner from long distance. It
also gives more access to the alcohol addicts. IoT gives critical facts for providing
indispensable care for alcohol addicts. It also increases the care given to the alcohol
addicts when there is an emergency situation taking place [8, 9]. This decreases the
related losses, and recovers emergency health care to de-addiction centres.

1.2 Alcohol Addiction and the Implementation of IoT

Human most commonly used for intoxication chemical substances is alcohol since
time immemorial. Originally, alcohol is not a liquid, it is a powder [10]. In Arabian
term a powder named ‘al-kuhul’, meaning ‘the kohl’ for the eyes that means ‘finely
divided spirit’ [11, 12]. Alcohol has its own distinct properties with many different
chemical compounds. Methanol and Isopropanol are the varieties of alcohol used in
chemical laboratories and industries [13, 14]. For cleaning the household equipment
this Isopropanol is generally used in industries [15, 16]. It is known as commonly
‘rubbing alcohol’ [17, 18]. Cleaning solvents and paint removers also contain alcohol
[19, 20]. The photocopier developer and anti-freeze solutions also have considerable
amount of alcohol. In the manufacturing of alcohol, the ethanol is extracted and the
formaldehyde obtained as the end product is poisonous [21, 22]. Consuming even
small amount of Methanol, which is another type of alcohol, leads to blindness and
death [23, 24]. Ethanol is a type of alcohol [25]. Alcohol is unless otherwise referred
to as ethanol or ethyl alcohol.

In most of the states, the important source of revenue generation is alcohol and
also it has been an important international trade [26, 27]. It is the responsibility of
researchers to provide necessary information to policy provider programme planners
tomake necessary decisions about the allocation of resources.A comparison of health
care problems could be studied using this indicator of magnitude. There exists an
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economics in alcohol addiction, reported nationally and internationally. It is a multi-
dimensional technique to study the economics behind alcohol consumption [28].
Without assessing the social, psychological problems, it is not an easy task to predict
the alcohol addicts in a particular area. If the prediction rate is not up to themark, then
it affects the economy of the nation starting from the individual and his family [29].
This study could be an eye-opener for people, make them aware of the consequences
of alcoholism, and facilitate the statutory bodies and health organizations to orient
their focus on the eradication of alcoholism [30].

2 Data Analysis

Background variables were calculated using descriptive statistics together with the
data relating to structured population and their social and economic attributes, alcohol
consumption information, its usage and dependence of alcoholism. Dependence of
alcoholism was calculated with 95%Confidence Interval and also drinking methods,
problematic drinkers and social problem creators. Outcome of alcoholism creates
dispersion of data viability and economics. The association with marital status,
education and occupation, along with living standard, with that of alcohol addic-
tion is reported. Statistical significance investigation with Chi-square was used. For
comparison purpose, t-test was conducted to identify the expenses related to alcohol
addicts and occasional drinkers. This study was done at a primary health centre
Poonamallee near Chennai, Tamil Nadu.

Questionnaires were used to study alcohol prevalence. Alcohol use disorder iden-
tification test was done by using questionnaire. Michigan alcohol screening test was
used to assess psychosocial problems. Males of 19 years or more than 19 years living
in that area were considered for study, for a minimum period of one year. Voter lists
were used to draw sampling frame randomly. The population was identified using
simple random methods. The size of the sample selected was 545. All gave consent
form signed andwere incorporated in the process study. Demographic characteristics
are reported in Table 1.

In the study reported in Table 1, 23.9% of men have been found in the age group
of 34–45 years, 19.1% men have been found in 25–34 age group, 18.7% men have
been found in 45–54 age group, 15.8% men have been found in 18–24 age group,
10.8% men have been found in 55–64 age group and 11.7% men have been found in
64 and above age group. As per the study, majority of men were Hindus with 80.7%,
then the Christian men with 15.6% and Muslims with 3.7%. In the statistics, 27.2%
of men were unmarried, 67.9% of men were married, 4.6% of them were widower
and 0.3% of them were separated/Divorcee.
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Table 1 Statistics Statistics No. of. men (Total
= 545)

Percentage of men
(%)

Age (in yrs)

18–24 86 15.8

25–34 104 19.1

35–44 130 23.9

45–54 102 18.7

55–64 59 10.8

65 and above 64 11.7

Religion of men

Hindu 440 80.7

Muslim 20 3.7

Christian 85 15.6

Others 0 0

Marital status of men

Unmarried 148 27.2

Married 370 67.9

Widower 25 4.6

Separated/Divorcee 2 0.3

Family Type

Nuclear 305 56

Extended nuclear 155 28.4

Joint 85 15.6

2.1 Normal Drinkers’ Prevalence with Respect to Occupation
and Family

Depending on occupation, it was found that 8% of normal drinkers were unemployed
and 7% of them were unskilled. 42% of the normal drinkers seem to be semi-skilled,
53% of them seem to be skilled, 8% of them seem to be semi-professional and 2% of
them are professional as shown in Table 2. The statistical significance has a difference
which is about p < 0.0001. Based on family type, it was found that majority of normal
drinkers belong to nuclear family, 13% of them belong to joint family and 26% of
them belong to extended nuclear family as shown in Table 3. Here also, the difference
is statistically significant (p < 0.0001).
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Table 2 Normal drinkers’
prevalence based on
occupation

Occupation Normal drinkers Percentage (%)

Unemployed 8 6.7

Unskilled 7 5.8

Semi-skilled 42 35

Skilled 53 44.1

Semi-professional 8 6.7

Professional 2 1.7

Total 120 100.0

Table 3 Normal drinkers’
prevalence based on family
type

Type of family Normal drinkers Percentage (%)

Nuclear 81 67.5

Joint 13 10.8

Extended nuclear 26 21.7

Total 120 100.0

2.2 Current Drinkers’ with Respect to Age Group, Education

As mentioned earlier, current drinkers are those who have consumed any type of
alcohol in the past 12 months. Normal drinkers and alcoholics are also included in
this category. Current drinkers’ prevalence is found to be highest in 25–34 age group
with 24.7%, followed by 22.1% in 33–45 age group as shown in Table 4. Statistical
significance is about p < 0.0001. Based on education, majority of the current drinkers
were found to be higher secondary/diploma holders with 22.4%. Illiterates in current
drinkers were 12.5% of them, 15.6% of them have finished primary schooling, 19.5%
of them have finished middle schooling and 21.2% of them finished high schooling
as shown in Table 5. Statistical significance is nearly (p < 0.0001).

Table 4 Current drinkers’
prevalence based on
age-group

Age in years Current drinkers Percentage (%)

18–24 75 23

25–34 81 24.7

35–44 72 22.1

45–54 50 15.3

55–64 28 8.8

65 and above 20 6.1

Total 326 100.0
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Table 5 Prevalence of
current drinkers based on
Education

Educational qualification Current drinkers Percentage (%)

Uneducated 41 12.5

Schooling(Primary) 51 15.6

Schooling(Middle) 64 19.5

Schooling (High) 69 21.2

Diploma/Higher secondary 73 22.4

Graduation 24 7.6

Post graduate 4 1.2

Total 326 100.0

3 Multilayer Perceptron (MLP) for Prevalence
of Alcoholism

Investigation reveals that intelligent techniques like Multilayer perceptron (MLP)
trained with RBF will be capable to predict the problems associated with various
types of alcoholism [31, 32]. The data set is gathered by conducting survey at various
places like rehabilitation centres, hospitals and de-addiction centres. This data is
normalizedbefore it is fed as inputs to theMLP.Normalization reduces computational
complexity, hence this procedure is carried out.

The next stage is about the choice of the network architecture for MLP and choice
of the training algorithm [33]. Since, these intelligent techniques are dependent on
optimization of the objective function; they come under the class of optimization
algorithms.

On analysis, it is understood that the MLP is a two-layered structure as shown
in Fig. 1. Though, it is named as a two-layered model, physically it has three layers
[34]. The input layer is the first layer, hidden layer is the second one and the output
layer is the third layer. Input layer simply acts like a buffer, thereby transferring the
input values. The inner product of these inputs are calculated and given as inputs to
the hidden layer nodes. These nodes in the hidden layer possess, Gaussian activation
function, which will process the values of the inner product by substituting them over
the Gaussian activation function [35]. This function will facilitate the convergence
of the MLP. Thirdly, the output layer uses sigmoidal activation function which will
facilitate the faster convergence so that the actual output matches the target output
[36].

3.1 Steps to Implement Multilayer Perceptron

1. Random centres are chosen from the training set.
2. By applying the normalization method, computation of the spread for the RBF
function is done.
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Fig. 1 Multilayer Perceptron (MLP) for Prevalence of Alcoholism

3. Infer the weights by pseudo-inverse method.

3.2 Current Drinkers’ Health Seeking Pattern

The pattern of health seeking together with the health care visit reason were found
out for alcoholics (Current drinkers). As per current drinkers’ analysis, health care
service sought 105 persons with alcohol-related health problems. In that analysis
59.0% took treatment in government hospitals but 41.0%went to private hospitals or
nursing homes for their drinking problems as shown in Table 6. Among the current
drinkers who took health care, 57.1% of them went as outpatient whereas 42.9% of
them got admitted for their health problems as shown in Table 7.

Based on the evaluation, 105 drinkers took health care services mainly due to
alcohol. Among the 105 persons, 35.2% were due to cirrhosis and liver disease, in
the road due to accidents were 23 and 20% injury following violence, main injury
concern is physical violence as shown in Table 8.

Table 6 Health-caring places Places Users Percentage

Hospital(Govt.) 62 59

Hospital(Pvt.) 43 41

Sum 105 100
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Table 7 Type of services for
health

Type of services for heath Users ever N = 105 (%)

Outpatient 60 57.1

Inpatient 45 42.9

Sum 105 100

Table 8 Health care seeking
reasons

Health care seeking
reasons

No. of participants N
= 105

Percentage (%)

Cirrhosis/Liver
disease

37 35.2

Accidents (Road) 24 23

Physical assault with
others

21 20

Headache and gastritis 18 17.1

Symptoms withdrawal
symptoms

5 4.8

3.3 Health Seeking Pattern

In this present study, majority of the person who drink sough health care for their
drinking problems in the government hospitals and primary care centres (59.1%).
Among those who sought health care (105), 42.7% got admitted in hospitals for
their treatment, thus portraying the magnitude of the problem we are dealing with.
In this present study, 17.1% of the alcoholics suffer from liver disease or cirrhosis,
which is 35.2% of those who sought health care. WHO had mentioned 8.2% of alco-
holics having cirrhosis and Lhachimi 9.7% had different findings [37]. This alarming
increase in the liver diseases indicates the shift in the pattern of drinking towards
harmful and dependence drinking. With increasing prevalence and changing pattern
of drinking, more and more alcoholics will suffer from the wrath of liver disease and
this problem will become a major health concern in the coming years. The health-
related expenses on an average for a drinker was 3273 INR. The relatively lesser
health-related expenses to drinkers are due to the fact that majority of the drinkers
sought their health care from the government health delivery systems, which provide
them services for free or with minimal charge. In this study, the current users of
alcohol are found to be spending 13.3% from their yearly income for expenses
related to alcohol. However, while categorizing the current drinkers depending on
their present living standard, it shows drastic variation on the annual income propor-
tion spent on alcohol and alcohol-related expenses. Current drinkers’ stays like high
standard of living spent 6.2% from their yearly income for alcohol-related expen-
ditures whereas people having low living standard seems to spend a whopping of
36.1% of their annual income. This shows that alcohol not only has influences but
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in diverse nature on people’s economic status but also the economic status of the
people in turn surely affects alcohol use in many ways as described above.

4 Prediction of Alcohol Addiction by Feed Forward Neural
Network Trained with Back Propagation Algorithm

By using the RBF and BPA, a classification is done to identify the addiction cases
as high, medium and low as shown in Figs. 2 and 3.

Fig. 2 Prediction of alcohol
addiction by FFNN trained
with BPA

Fig. 3 Prediction of alcohol addiction by FFNN trained with RBF
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In connection to the database obtained, a total of 51 data sets were collected
pertaining to three categories of alcohol addiction. The first category denotes samples
which correspond to less addiction to alcohol, the second category indicatesmoderate
addiction to alcohol and thirdly, high addiction to alcohol. The inputs to FFNN
include age, gender, height, weight, and blood group, level of alcohol content in
blood and Blood pressure levels. Totally, 7 inputs are used to train the FFNN.

All these 7 inputs denote the normalized values. There are 3 outputs for this
application which include less addiction, moderate addiction and high addiction to
alcohol. The no. of nodes in layer (hidden) is finalized using this formula, No. of
hidden layer nodes = (No. of nodes in input layer/2) rounded off to nearest possible
integer. On substitution, it is found that

No. of hidden layer node = (No. of nodes in input layer/2)

= (7/2)

= 3.5 ≈ 4

During the training process, it is also observed that only for 4 numbers of nodes
in the hidden layer, the network attained convergence, with the lowest value of mean
squared error (MSE) of 0.0001. Further during the training process, optimal values
of the learning factor, rate of momentum and bias values are chosen.

In order to differentiate the representations with respect to alcohol addiction and
their associated parameters using 7 attributes, Fig. 4 signifies the implementation of
the BPA and RBF classifier. The efficiency metric used for this application is recall
and precision, with a score closer to 1. Apart from using the conventional methods
for prediction of alcohol addiction, an intelligent technique for predicting the level
of alcohol addiction was developed. The generalized probabilistic methods with
the capacity to analyse the data analysis with less computational complexity were
found to be used for small-scale analysis in recent study. The proposed intelligent

Fig. 4 Performance of the
classifier
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algorithms were especially dedicated for detecting the alcohol addicts and offer an
appropriate remedy so that they get rid of their addiction.

5 Conclusion

The investigation of alcohol addiction from the data gathered from de-addiction
centre is of significant importance in the field of data mining. The key goal of the
work is the identification, interpretation and understanding of the level of alcohol
addiction. The proposed method facilitates to properly monitor and regulate the
alcohol addicts to de-addiction centres. This kind of data mining approach plays a
vital role in reforming the lives of the alcohol addicts and saves their lives and future
which is a huge challenge. Therefore, our aim is to focus on tracking and managing
the alcohol addicts by using intelligent data mining algorithms with related artificial
intelligence methods for analysis.
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A Novel Approach to Predict Success
of Online Games Using Random Forest
Regressor for Time Series Data

Rohit Renne Varghese, D. R. Aiswarya, Athulya Roy, Vighnesh Muraly,
and Shini Renjith

1 Introduction

Online gaming is a highly profitable market, which is forecasted to reach $180.1
billion by the end of 2021[1]. There are different types of online games in the market,
from which the PC games market saw an increase in digital sales and a high number
of releases after valve launched steam [2]. This store saw a huge growth after 2012
with the help of a program called greenlight [3], which allowed the developers to
easily release their games on this platform without the need of a publisher, and
the users can download or buy the game from there. If the success of the game to
be deployed can be predicted prior to the release, then it would be helpful for the
creators to restructure the development to attract a more audience or even cast aside
their endeavor to develop a game if it would not succeed. The previous attempts on
the success prediction of video games assumed that the game was already released,
and predictions were made based on that knowledge. In addition, they dealt with pre-
2010 console games when there was no incentive to study the modern game market
mostly dominated by FPS games. For this work, we considered an online FPS game
called Counter-Strike: Global Offensive (CS: GO) [4] which currently has over 24
million monthly active users worldwide.

This work aims to propose a new system that is capable of determining the success
of a game upon its release based on the game data collected from steam. The data are
collected over the course of 2 months or more, and it includes various attributes like
date, time, Twitch viewers, viewers ratio, etc. Once the data are collected, a random
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forest regressor model is used to predict the percentage increase in players which
tells the developer whether the game would become a success or not in the coming
months.

1.1 Problem Definition

As stated above, the online gaming domain has been growing rapidly. As this domain
grows, the need for better success prediction systems grows too. The previous
attempts at this gave unsatisfactory results. Moreover, they dealt with simple video
games. So this work aims to design a novel system for predicting whether an online
game,when released,would become successful, by utilizing time series data provided
by the developers.

2 Background

2.1 Churn Prediction

Everyone has free access to online games due to the easy availability of the Internet.
The online gaming companies make profit with the help of in- game purchases,
purchases, advertisements played in between, etc. Thus, as the number of players
increases the profit, theymakewill also substantially increase. In addition to attracting
new players, companies give very high focus on retaining their current players. They
do this with the help of various marketing plans and pay-offs also known as the
“churners.” The churn prediction involves various features like playtime, session
time, purchase frequency, etc.

Playtime is accepted as a universal churn prediction feature, as it is more reliable
than other features like the login data and time, etc., which may vary. Since short-
term players do not yield much profit for the companies, they are more focused on
getting the attributes of the long-term players. With the long-term players’ attributes,
the empirical distributions and entropies can be calculated [5]. If the entropy of a
long-term player is high, then it means that he/she is having an even distribution of
attributes, i.e., having a more stable playtime. If it is not the case, it means that the
player is having a less or uneven distribution of the, i.e., irregular/casual playtime.
The attributes which were selected to constitute the dataset for the churn prediction
include the following:

1. raw playtime data
2. total time spent
3. combined feature of last day of login and number of time slots played
4. daily and hourly standard deviation of playtime distribution.
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For churn prediction, multiple classifiers like the following can be used.

1. Logistic regression (LR) [6]
2. Support vector machine (SVM) [7]
3. Random forests (RFs) [8]
4. Long short-term memory networks (LSTMs) [9]

2.2 Predıctıng Success of Vıdeo Games

Ever since valve launched the steam store, PCgame sales have increased significantly,
following the release of a program called greenlight, which allows developers to
easily release games onto the steamstore.Due to project greenlight, amassive number
of games were added to the steam library, over 10,000 games between 2012 and 2016
[10], which is exponentially growing. Due to the massive number of games in the
steam store, developers struggle to reach the limelight. Thus, to have a concept where
the success of a game can be predicted, pre-release would be a vital tool in the game
development industry. In the process to predict the success of the game, the first step
is to analyze and identify the factors that affect the success of video game, generate a
PC game database, and predict the success based on price, genre, game features, etc.
[11]. The prime factors that influence a game’s success include the number of clicks
in search engine results, reviews given by players, and video/streaming services. The
data collection process involved analyzing different sources and ordering the data.
Steam spy is used for receiving the count of owners of the game at each point of
time, steam chart for the concurrent player count, and steam database for information
about the game [12]. As these alone are not sufficient for the learning processing, a
database is created, with pre- release game data including genre, price, published,
developer, languages, etc.

The price of the game is found to be a significant feature for successful games,
where higher-priced games tend to be more successful, as they are usually developed
from large studios, following bigger budgets. Similarly, games with better graphics
tend to be more successful, as they are more visually appealing to the audience. But
genre does not define whether a game will be successful or not, but user tags do.
Gameswith tags such as open-world and third-person shooter tend to succeed. Added
to this, multi-player, steam achievements, etc., also impose a significant effect on the
success of the game. The data are analyzed with the help of many algorithms, such as
binary classifiers and regressors with different settings. Algorithms such as baseline,
linear, RPART, random forest, Gaussian process, and SVM are used for carrying out
regression analysis whereas RPART, GLM, random forest, SVM, and Naive Bayes
are used for binary classification modeling and analysis. When these algorithms are
applied to smaller subsets of the dataset, it yielded better andmore accurate results. A
particular subset of 33% of the test data could yield the best result with a correlation
of 0.82. The SVMmodel for regression is trainedwith a dataset including aminimum
of 2 games recorded previously. The output given to the developer is an estimate of
the average number of concurrent predicted players after releasing the games for
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the first two months. Thus, a correlation is developed with features that were known
before the release and concurrent average player count post-release for 2 months.

2.3 Predicting Retention in Sandbox Games

Sifa et al. [13] proposed amodel for predicting the player retention formajor commer-
cial (AAA) games. They collected and processed spatio-temporal data about the
gameplay times of players. It also collected their game actions. They aimed to learn
over 14 days of activity and predict if the players will keep playing after the first
7 days. This work used mainly ensemble methods for evaluation and achieved a
precision of 81% and a recall of 75% in the best case.

2.4 Predicting Video Game Sales in the European Market

This work focused on game and console sales in Europe from March 12, 2005 to
December 31, 2011. The data were collected from about 2,450 games. The dataset
had 9 attributes and attempted to predict “sales.” Simple regression models were
fitted to predict weekly sales based on the first 2–6 weeks of sales. A prediction
method for total sales was manually crafted and tested on all the data [14].

2.5 Predicting Video Game Sales Using an Analysis
of Internet Message Board Discussions

The aim of this work was to collect gaming forum posts and use this data to predict
sales of video games. The data were collected from 2008 and 2009 from a major
gaming message board. The developers [15] extracted mentions of each game and
used the number of these mentions as well as sales from the previous two weeks
to predict sales in the upcoming weeks. The only evaluation metric used is mean
absolute error, making any conclusion of the results difficult.

3 Proposed System

3.1 Flowchart

This system is intended for the use by a company that develops and launches games
on the steam store. They are the ones who collect and give the data required. This
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Fig. 1 Flowchart for the
model

data should have the required attributes which are collected during the pre-release
or during the beta testing of the game, and the model predicts the future of the game
with these given values. The proposed system has a Web-based user interface where
the gaming company has to first create an account and login into the main page,
where they will be asked to upload the required file containing the attributes for the
model. ThisWeb page is connected to our predictor engine (random forest regressor)
in the backend. The file is then processed by the model which gives the “percentage
increase in the number of players (i.e., the audience)” for the game in the near future.
Based on the predictions, the developers can adopt smart marketing strategies to
boost their sales. They could also modify parts of the newly released game which
they feel could please their users even more, thus making the game more popular
and pushing it to the top. All these criteria are shown in the Fig. 1.

3.2 Design Diagrams

4 Dataset

For demonstrating the basic working of the model, we chose Counter-Strike : Global
Offensive aka CS:GO, which is one of the most popular online FPS games. The
dataset is collected from sullygnome.com and valve’s steam engine platform [16].
It has 2134 rows/instances, which has values from 17 July 2015 to 19 May 2021. It
also has 6 attributes which are (Fig. 2)
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Fig. 2 Use case diagram

1. Date Time: Date at which rest of the attributes were acquired. It is in the format
of DD-MM-YYYY.

2. Day: Numerical data which are of the range of [1, 7] where 1 being Sunday and
being Saturday.

3. Holiday: A binary attribute, whose value will be 1 if that particular day was a
holiday and 0 if it was not.

4. Twitch Viewers: A numerical value which shows the number of viewers who
were watching the game on Twitch at that particular day.

5. Players: A numerical value that shows the number of players who are playing
this game on Twitch on that particular day.

6. Viewer Ratio: A float value, which is the maximum number of viewers who
were watching the game on Twitch in the peak hour.

Figure 3 plots the correlation between the attributes used for predictions.

5 Methodology and Experiments

5.1 Time Series Models

ARIMA:Autoregressive integratedmoving average (ARIMA) [17] is a type ofmodel
which explains a given time series model based on its historical data, i.e., its own lags
and the lagged forecast errors, so that the equation can be used to forecast/predict
the future values. The time in this model can be daily, monthly, or even per year.
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Fig. 3 Correlation between the attributes

During data preprocessing, the Date Time attribute is converted from object type to
DateTime type. Date Time field is indexed as ARIMA is a time series model. All the
rows other than the last 30 rows were used for training, while testing used the first
30 rows of the dataset. The RMSE value was found to be 0.47152 shown in Fig. 4.
It also predicted the values for the next 30 days [18]. Figure 5 shows the plotting of
the predictions got using ARIMA.

Fig. 4 RMSE value of ARIMA

Fig. 5 Plotting of ARIMA predictions
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Fig. 6 RMSE score of SARIMA

SARIMA: SARIMA is the short term for seasonal autoregressive integrated
moving average, [19] which is seasonal ARIMA. SARIMA is the extension of
ARIMA that can model univariate time series data with seasonal component. The
values were normalized using the MinMaxScalar during data preprocessing. The
“Date Time” attribute was converted from object type to datetime type. The Date
Timefieldwas also indexed. For training the SARIMAX(1, 1, 1)× (1, 1, 1, 12)model,
all the instances other than first 13 instances were used. The RMSE value was found
to be 0.44783 [20]. Figure 6 shows the RMSE value of SARIMA developed.

5.2 Regressor Models

SVR: When support vector machine is used for regression purposes, it is then called
support vector regression (SVR) [21]. It has the same principle as SVM. The differ-
ence is that the hyperplane is used to predict continuous numerical values based on
the historical data. Once analyzed, SVR generates an appropriate hyperplane which
is then used to predict the numerical values. Consider the distance of the decision
boundaries from the hyperplane is “a” and the equation of hyperplane that satisfies
SVR is

−a < y − wx + b + a (1)

The dataset is split into training and testing sets using train-test-split with test-
size as 50%. We then preprocess the data using StandardScaler for standardization
and MinMaxScaler to perform normalization. This brings the values in the dataset
between 0 and 1. Wu et al. [22] Once the model is set up, it predicts the “player”
values. The r2_score was found to be−0.1045 or−10.45% accuracy. Figure 7 is the
r2_score of SVR prediction.

Fig. 7 R2_score of SVR
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BayesianRegression: The aim of Bayesian linear regression [23] is not to find the
single best value of the model parameters like linear regression, but to determine the
posterior distribution for the model parameters. Not only is the dependent variable
generated from a probability distribution, but the model parameters are assumed
to come from a distribution as well. The advantages of Bayesian regression over
conventional regression are that: It is very effective when the size of the dataset is
small. It is particularly well-suited for real-time-based learning, it gives much more
compact confidence intervals [23].

For this model, the train-test-split is set as 0.7 with test-size as 30%. The Bayesian
regressor model is imported and fitted with the data. A scatter plot is used to plot
the predicted values and true values. The r2_score achieved using this model was
0.2089 which is an accuracy of 20.89%. Figure 8 shows the r2_score of this model,
and Fig. 9 shows the scatter plot of predictions got using this method.

Random Forest Regression: Random forest regression [24] is a machine
learning model which is capable of both regression and classification. It operates
by constructing several decision trees during training time and outputting the mean
of the classes as the prediction of all the trees. It usually performs smoothly on prob-
lems which may include features with non-linear relationships. The train-test ratio
is 0.6, and the split index is 180. The random forest regressor functions are then
used and fitted to the model. The predicted value and the true value are compared,
and the error is calculated based on the difference between the predicted value and
true value. The percentage increase from 0 to 10th day is 13.04%. The percentage

Fig. 8 R2_score of Bayesian regression

Fig. 9 Scatter plot of Bayesian regressor prediction
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Fig. 10 R2_score of random forest regression

Fig. 11 Percentage increase in first 10 days of prediction

Fig. 12 Percentage increase in first 30 days of prediction

increase for one month is 2.57 %. The r2_score achieved is 0.553, or an accuracy of
55% [25]. Figure 10 shows r2_score of random forest regression, and Figs. 11 and
12 show the precentage increase in first 10 and 30 days of prediction.

6 Results

This work involved trying various models for comparison. Both RMSE and r2_score
were used to evaluate the performance of the models.

6.1 Time Series Models

The RMSE value achieved for ARIMA was 0.47152, and the RMSE value for
SARIMAwas found to be 0.44783. There is no much difference between the values,
or we cannot compare both values and use. This is because the dataset has few
attributes and instances. If more data were available, the model would have become
more accurate. So we cannot use ARIMA or SARIMA for our prediction engine
model. Table 1 shows the RMSE values of ARIMA and SARIMA.
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Table 1 RMSE values for
time series models

Models ARIMA SARIMA

RMSE value 0.4715 0.4478

Table 2 r2_score of machine
learning models

Models SVR Bayesian regressor Random forest
regressor

r2_score −0.014 0.208 0.55

6.2 Regressor Models

Table 2 shows the r2_score of all the machine learning models which were tried.
All three machine learning models tried were regressor models. The value of
r2_score ranges from −2 to 1 where 1 is perfect and −2 is the worst score possible.
The r2_score for SVR was found to be −0.1045 or −10.45% accuracy and that
achieved using Bayesian regression model was 0.2089. The r2_score of random
forest regressor is 0.55, which shows the model is having less error and has the best
accuracy of 55%. Thus, we choose random forest regressor as the predictor engine
model for our system.

7 User Interface

7.1 Django

Django [26] is a popular and open-source Web framework in Python that enables
quick development of maintainable Websites. The core of Django is a views.py
Python file. This file integrates all the other Python files and returns HTTP responses
to the client. The other Python files include models.py, urls.py, HTML template
files, and forms.py Python file. Each of which has a very specific purpose. The
models.py defines the database inbuilt withDjangowhich is primarily SQLite but can
be integrated with many other databases such as MongoDB and MySQL. Whenever
a particular Website URL is encountered, the urls.py file is checked for the matching
pattern and calls the corresponding view function for further action. When a view
function has finished execution, it calls an HTML file in the templates directory and
passes the data to be displayed or used as parameters.

Added to the default working of Django, in our Website, there exists a
processing.py file which contains the function to run the random tree regression
model explained in above. The views.py function output() called after submitting
the user data calls the protry() function in processing.py to run the test dataset, and
the returned output is given as argument to the html template, displaying the data as
output. Figure 13 shows the user interface which was created using Django.
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Fig. 13 GUI using Django

8 Discussion

To develop this system, various models were tried including time series and machine
learning models. A deep learning model (LSTM) [27] was also attempted. This
type of RNN model is mainly designed to avoid the long-term dependency problem,
hence it finds it easy to remember information of the data points over a long period
of time. All recurrent neural networks have the form of a chain of repeating modules
of neural network. Once creating and fitting the model, the loss calculated was very
high since the number of instances and attributes was less. So the LSTMmodel failed
in accuracy aspect.

As stated earlier, this system is novel as it provides a way to predict the success
of PC/online FPS games compared to the previous systems which could handle only
normal video games. It could help developers to increase their sales and/or to get
an edge over the competition. Future enhancements are planned like adding more
features to the dataset to improve the accuracy of prediction. Moreover, as the field
of machine learning is expanding each day, a better model could be used for more
accuracy.

9 Conclusion

Online gaming helps provide a fun and exciting way to pass time especially during
this pandemic and also develops teamwork skills. A new player or a new developer
coming to the field of online game production might not be aware of which game
might be successful in future. This system aims at predicting the percentage increase
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in the number of players within a time span, to know whether that game will have
success or not in future.

Once a game developer releases a game onto the steam library, gamers will start
downloading and trying the game out. The steam engine records this data automati-
cally. Streamers on Twitch start streaming the game simultaneously, and the Twitch
view count is recorded for the particular game. This data are easily accessible to the
developer, and so they collect this data. The longer the game runs, the more data
gets collected, the better the accuracy of the system. This data can be submitted
through the Web portal of the proposed system. Once received, the model is trained
with the dataset, and the necessary values are predicted. Out of all the five models
tried, random forest regressor was the most accurate, and hence, it was selected
as the predictor engine for this system, where it achieved an accuracy of 55%. In
the system’s Web UI, the prospective developers log in using their credentials and
uploads the game’s dataset in the form of a csv file. The system then displays the
percentage increase in number of players on a new Web page.
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On Strong Proper Connection Number
of Some Interconnection Networks

I. Annammal Arputhamary, D. Angel, and A. Shenbaga Priya

1 Introduction

Consider a network of relay stations where each pair of relay stations has access to a
certain frequency channel for message transmission. If in a relay station, a message
is transmitted through a specific frequency, the same frequency cannot be reused
in the same station as it would lead to interference. This means that we need two
different frequency transmissions of message. The number of frequencies is required
to allocate the connections among towers so that a path of shortest length is present
between any two towers can be related to SPCN of the associated network [1, 2].
In this article, strong proper connection number (SPCN) of butterflies, honeycombs,
and Benes networks is investigated. See Fig. 1.

2 An Overview of the Paper

For all basic definitions and notations related to graph, refer [1]. Andrews et al. [2]
proposed the concept of proper-path colorings as a result of the inspiration of rainbow
colorings. In 2011, proper colored cycles and paths were discussed [5]. In 2012,
Borozan et al. [3] presented the theory of proper k-connection of graphs. Minimum
degree conditions for proper connection number of graphs were investigated by
Brause et al. [4] in 2017. In 2016, Laforge et al. [6] explored all graphs which are
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Fig. 1 SPCN of the above
graph is 2

connected having SPCN, n − p where p = 1, 2, 3. Directed proper connection of
graphs was studied by Magnant et al. [8].

3 Strong Proper Connection Number of Some
Interconnection Networks

3.1 Butterfly Network BF(n)

BF(n) has (n + 1)2n vertices and n
(
2n+1

)
edges, n + 1 levels and 2n vertices in

every level for all n ≥ 1 [9]. Vertices on level 0 and level n are of degree 2, and the
vertices on level h 1 ≤ h ≤ n − 1 are of degree 4. See Fig. 2.

Theorem 3.1.1 SPCN for a BF(n) = 4.

Proof BF(n) has n + 1 levels, namely level 0, level 1,…, level n with 2n rows.
Let ehi be the straight edge (SE) between level h and level h + 1, 0 ≤ h ≤ n − 1,
1 ≤ i ≤ 2n . Let the cross-edge (CE) from h level to h + 1 level be ehi and CE from
level h + 1 to level h be f h+1

i , 0 ≤ h ≤ n − 1, 1 ≤ i ≤ 2n−1.

Fig. 2 Labeling of
n-dimensional butterfly
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Denote c(ehi) as straight edge ehi color, c
(
ehi

)
and c

(
f h+1
i

)
be the color of the

cross-edges ehi and f h+1
i , respectively.

Algorithm for Strong Proper Connected Coloring.
Input: BF(n) of dimension n, n ≥ 2.

Algorithm:

(i) For SE betwixt level h and h + 1, 0 ≤ h ≤ n − 1 and 1 ≤ i ≤ 2n .

c(ehi ) =
{
c1 f orh ≡ 0(mod2)
c2 f orh ≡ 1(mod2)

(ii) For CE from level h to h + 1, 0 ≤ h ≤ n − 1 and 1 ≤ i ≤ 2n−1

c
(
ehi

) =
{
c3 f orh ≡ 0(mod2)
c4 f orh ≡ 1(mod2)

And the CE from level h + 1 to h, 0 ≤ h ≤ n − 1 and 1 ≤ i ≤ 2n−1

c
(
f h+1
i

) =
{
c3 f orh ≡ 1(mod2)
c4 f orh ≡ 0(mod2)

Output:

SPCN (BF(n)) = 4

Proof of Correctness:

Let G be the butterfly network BF(n), n ≥ 2. Let us define the colors to SE and CE
as follows. Color SE is in the middle of level 0 as well as level 1 with the color c1.
That is c(e0i ) = c1, 1 ≤ i ≤ 2n . All the 2n SEs in the middle of level 0, as well as
level 1, acquire c1 color. Next, the SEs in the middle of level 1 as well as level 2 have
(e1i ) = c2 color, 1 ≤ i ≤ 2n . That is all the 2n SEs in the middle of level 1 as well
as level 2 can be given the c2 color.

In general, color SEs in the middle of level h as well as level h+ 1, 0 ≤ h ≤ n−1,
as

c(ehi ) =
{
c1 f orh ≡ 0(mod2)
c2 f orh ≡ 1(mod2)

That is all the 2n straight edges between level h and level h + 1 get the color c1,
h ≡ 0(mod2) and with the color c2, h ≡ 1(mod2).

From the above discussion, we see that only two colors are required for straight
edges.
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Next, color the cross-edges as follows. Color the cross-edges from level 0 to level
1 with c3, level 1 to level 2 with c4, level 3 to level 4 with c3, and so on. Similarly,
color the cross-edges from level 1 to level 0 with c3, level 2 to level 1 with c4, level
4 to level 3 with c3, and so on.

In general, color the cross-edges from level h to level h + 1 as c3, h ≡ 0(mod2)
and with the color c4, h ≡ 1(mod2). Similarly, color the cross-edges from level h+1
to level h as c3, h ≡ 1(mod2) and with the color c4, h ≡ 0(mod2). Thus, two colors
are required for cross-edges.

We note that totally four colors are needed for strong proper connected coloring.
If we reduce the color by 3, then there exists at least one path in which two adjacent
edges receive the same color.

Thus, SPCN of BF(n) = 2 + 2 = 4. See Fig. 3.

Fig. 3 SPCN of BF(3) = 4
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The above algorithm allocates colors such that every two vertices are joined by
the shortest proper path.

3.2 SPCN for Benes Networks B(r)

B(r) has 2r + 1 levels together with 2r nodes in every level.

Theorem 3.2.1 SPCN of B(n) is 4 for all n ≥ 2.

Proof Let ehi be the SE between level h and level h+1,0 ≤ h ≤ 2n−1, 1 ≤ i ≤ 2n .
Let CE from level h to level h + 1 be ehi and the CE from level h + 1 to level h be
f h+1
i ,0 ≤ h ≤ 2n − 1, 1 ≤ i ≤ 2n .

We define c(ehi ) as the color of the straight edge ehi , c
(
ehi

)
and c

(
f h+1
i

)
as the

color of the cross-edges ehi and f h+1
i , respectively.

Algorithm Proper Connected Coloring:
Input: A Benes network B(n) of dimension n.

Algorithm:

(i) Color the SE between level h and level h + 1, 0 ≤ h ≤ 2n − 1 as,
For 1 ≤ i ≤ 2n

c(ehi ) =
{
c1forh ≡ 0(mod2)
c2forh ≡ 1(mod2)

(ii) Color the CE from level h to h + 1, 0 ≤ h ≤ 2n − 1 as,
For 1 ≤ i ≤ 2n−1,

c
(
ehi

) =
{
c3forh ≡ 0(mod2)
c4forh ≡ 1(mod2)

Color the CE from level h to h + 1, 0 ≤ h ≤ 2n − 1 as,
For 1 ≤ i ≤ 2n−1

c
(
f h+1
i

) =
{
c3forh ≡ 0(mod2)
c4forh ≡ 1(mod2)

Output:

SPCN of B(n) = 4.

Proof of Correctness:
The above coloring gives properly connected graph, and shortest proper path is
present betwixt two vertices. Thus, SPCN (B(n)) = 4. See Fig. 4.
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Fig. 4 SPCN of B(2) = 4

3.3 Strong Proper Connection Number of Honeycomb
Network HC(n)

Honeycomb network HC(n) is suitable to design wireless network base stations.
Applications can be found in [7, 11]. Its structural properties are discussed byManuel
et al. [10].

The labeling structure in Fig. 5 is used to label the row edges (RE) and vertical
edges (VE). Denote the rows in HC(n) by Ri , 1 ≤ i ≤ 2n. The row edges in HC(n)
are represented by ei,l ; l is its position in the i th row, 1 ≤ l ≤ 4n − 2.

The vertical edges between row Ri and Ri+1 are indicated as ek, ji,i+1 where k
indicates its position between row Ri and Ri+1, 1 ≤ i ≤ 2n − 1, and 1 ≤ k ≤ 2n.
See Fig. 5.

Fig. 5 Brick representation of HC(2)
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Theorem 3.3.1 SPCN(HC(n)) = 3, n ≥ 2.

Proof Let G be the graph (n), n ≥ 2.

Input: HC(n), n ≥ 2.

Algorithm:
Step 1: Consignment of colors to RE.

(i) When 1 ≤ i ≤ n and 1 ≤ l ≤ 2(n + i − 1)

c
(
ei,l

) =
{
c1ifl ≡ 1(mod2)
c2ifl ≡ 0(mod2)

(ii) When n + 1 ≤ i ≤ 2n and 1 ≤ l ≤ 6n − 2i

c
(
ei,l

) =
{
c1ifl ≡ 1(mod2)
c2ifl ≡ 0(mod2)

Step 2: Consignment of colors to VE.

(i) When 1 ≤ i ≤ n, 1 ≤ k ≤ n and 1 ≤ j ≤ n + k.

c
(
ek, ji,i+1

)
= c3.

(ii) When n + 1 ≤ i ≤ 2n, n + 1 ≤ k ≤ 2n − 1 and 1 ≤ j ≤ n + k − 2(k − n).

c
(
ek, ji,i+1

)
= c3.

Output:

SPCN(HC(n)) = 3

Proof of Correctness:
Using the above algorithm, the edges in each row have been consigned with c1 and
c2 alternately, and the edges in each column are consigned with c3, respectively.
Since there is the shortest path which is proper that connects each of the two nodes,
SPCN of HC(n) = 3. See Fig. 6.

4 Conclusion

Exact values of strong proper connection of the n-dimensional butterflies, Benes, and
HC(n) have been found out using the strong proper connected coloring. A secure
communication protocol has been established using the strong proper connection
model. These results are helpful in establishing a protected information exchanging
system. The strong proper connection number for star and pancake networks can be
explored in the near future.
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Fig. 6 SPCN of HC(3) = 3
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A Virtual Assistant for the Visually
Impaired

Alex Roy, Amal Saji, M. S. Gokul, and Subu Surendran

1 Introduction

Visual Impairment is a medical condition affecting many people around the world.
According to Hindustan Times, “India currently has around 12 million blind people
against 39 million globally.” Dealing with blindness is a challenge already in itself,
yet they strive to be self-sufficient. It is in human nature to be forgetful. Even when
we have two eyes, we find it difficult to locate items that we have misplaced. So it is
easy to imagine how much worse it would be for a visually impaired person. They
will have to seek help from others constantly. This dependent nature makes them
susceptible to feel like a burden to others, and lose confidence in themselves, even
when they try hard to be self-sufficient.

Some of the major challenges include difficulty in finding an object without the
assistance of someone. Some devices available in the market help them to overcome
a few of these challenges. There is always a huge number of researches involved
with the sole aim of building devices to help these visually challenged people.
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2 Related Works

Some of the existing technologies to help the visually impaired include a smart eye
system [1] that detects obstacles in front of them and identifies people as mentioned
by Joe Louis Paul. Another work done in this area is the creation of smart guiding
glasses [2] that help them to overcome traveling difficulty. Researchworks [3, 4] done
in this field are based on obstacle detection which helps them to move from one place
to another. One limitation of such works was that they used less accurate sensors. A
better working sensor is generally more expensive and might not be economically
feasible for the end user. Also, some of the object detection algorithms do not specify
what the obstacles are, they just detect the presence of some object. This led this paper
to focus on object detection integrated with a voice-enabled system.

3 Methodology

A system developed to help the visually impaired should provide themost convenient
user interface. The virtual assistant in this paper is Google Assistant, which performs
automatic speech-to-text [5] and text-to-speech [6] conversions. It is integrated with
the most commonly used smart home device, which helps the user to convey his/her
needs without much physical interaction with a device and helps the solution to
reach a wide range of users. The various technologies used are Natural Language

Fig. 1 Proposed model
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Processing, Image Processing, and Cloud Computing. Figure 1 shows the proposed
model:

3.1 Integrating Smart Devices with Google Cloud

The Google mini uses the “Actions on Google” [7] and “Dialogflow” [8] platforms
to integrate cloud computing with the conversational user interface. Tp-link Tapo
C200 IP camera is used with this experiment. This ip camera uses the RTSP (Real
Time Streaming Protocol) to stream its feed to the cloud or media server using mp4
file format and codec H.264. A python function with OpenCV library is used to get
an image frame from the camera feed/stream using VideoCapture function. It is sent
to the cloud storage using google.cloud.storage library, as an image (jpg) input for
further processing.

3.2 Natural Language Processing with Dialogflow

The Natural Language Processing functionalities presented in this paper are
performed by the “Actions on Google” [7] and “Dialogflow” [8] platforms. Actions
on Google is an interaction built for Google Assistant that performs specific tasks
based on user input. DialogFlow is a module that uses Natural Language Under-
standing (NLU) and Machine Learning (ML) to transform user input into actionable
data to be used by an Assistant application. The three main parts of DialogFlow are,
Intent matching, which recognizes what the user wants. Entity Extraction, is used to
identify the things the user mentioned. Fulfillment is the dialog control that invokes
specific functionalities (here, cloud function) based on the needs of the user.

3.3 Object Detection

Object detection is more complex than classification, as it requires to recognize
objects, as well as indicate where the object is located within the image. YOLOv3
[9] ismore common in the field of computer vision, but in terms of accuracyYOLOv4
[10] shows much more promising results. YOLO [11] which stands for You Only
LookOnce, performs object detection in real time. A single neural network is applied
to the entire image, which then divides the image into regions and predicts bounding
boxes and probabilities for each region. The overview of Object Detection is shown
in Fig. 2.

3.4 Reference Object Detection

The algorithm for calculating the reference objects for the queried objects is given
below. Two reference objects are detected—one near the queried object and one on
which the queried object is situated. In Algorithm 1, x represents the x-coordinate, y
represents the y-coordinate of the top-left corner of the bounding box of each item,
w represents the width, and h represents the height of the bounding box.
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Fig. 2 Object detection overview

Algorithm 1: Reference object detection algorithm
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Fig. 3 Block diagram of the proposed model

4 Implementation

For the experiment, the object under considerationwas awater bottle. It can be placed
anywhere in a room.A camerawas placed inside the room. The voice command given
by the user, such as “find the water bottle” was first converted to text by Google’s
speech-to-textAPI [5], the object to be foundwas extracted using the entity extraction
module of DialogFlow. The next point in execution is to trigger a fulfillment that
executes a cloud function that triggers the camera module to capture a real-time
image of the room. The real-time image is passed as the input to YOLOv4 [10],
which performs object detection.

Once object detection is performed successfully, information about detected
objects like x and y coordinates of the top-left corner of the objects detected, height
and width of the bounding box, confidence score for all the classes of objects are
retrieved. This information is used to perform Reference Object Detection. The
extracted entity from the DialogFlow module along with the results obtained from
YOLOv4 [10] is passed to the reference object detection module, to find two refer-
ence objects, one near to the queried object and one on which the queried object
is situated. The output obtained from this module is sent back to the DialogFlow
which marks the completion of fulfillment and the text response is output to the
user via Google Assistant. A Block Diagram showing the various interconnections
of modules is shown in Fig. 3.

5 Results and Discussion

The entire dynamic conversation between the user and the system, starting from
the user request till returning the result to the user is shown in Fig. 4. A dynamic
conversation is implemented to overcome the ten-second execution time limit of
fulfillment, which causes the conversation to end if it exceeds this time limit. It also
helps in confirming that the system extracted the indented object by the user.
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Fig. 4 Overview of the dynamic conversation

An example for an output image in which object detection has been performed is
given below in Fig. 5.

The index, label, bounding-box coordinates, and the confidence values are passed
to the reference object detection module, which then calculates the reference objects
for the queried object. For this experiment, “bottle” was taken as the queried object.
Table 1 represents the relative positions of objects found near the queried object. The
“near name” stores the closest object while “on name” stores the object on which
it is situated. The tabular representation of the result (Table 1) is converted into a
meaningful sentence and output to the user in speech format.

Fig. 5 YOLOv4 processed image
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Table 1 Reference object result

Index Label x y Width Height Near index Near name On index On name

2 Bottle 278 487 79 180 4 Spoon 0 Diningtable

9 Bottle 893 890 58 139 7 Chair 7 Chair

15 Bottle 1114 337 51 159 13 Cup 0 Diningtable

22 Bottle 1492 154 24 58 19 Sink 19 Sink

Table 2 Result comparison Model Mean accuracy (%)

YOLOv3-tiny 39.2

YOLOv3 59.6

YOLOv4 75.6

For this experiment, object detection was performed using three models. The
YOLOv3-tiny model showed the least accuracy but fast prediction. The YOLOv3
model showed improved results with higher accuracy but the accuracy dropped

when the number of objects was very high. To further improve the accuracy of
results, YOLOv4model was usedwhich showed even higher accuracy and the results
were satisfactory. The comparison of mean accuracy of the three models is given in
Table 2. The mean accuracy is calculated by Eq. (1)

Mean Accuracy = 1

n

n∑

j

∑

i

TPji
TPji + FPji + FNji

(1)

where TP is True Positive (actual object matches predicted object), FP is False
Positive (object does not match predicted object), FN is False Negative (actual object
is not detected), i is the object, and n is the number of images.

To make this comparison, a total of twenty images with about 25 objects were
given as input for each of the three models mentioned above.

6 Conclusion and Future Works

6.1 Conclusion

There are many challenges faced by visually impaired people. In most cases,
they require constant support in almost all scenarios especially in their day-to-day
activities. The aim of this work is to reduce their burden at least a little bit.

The paper introduces a voice-enabled system that helps to direct the visually
challenged person in their day-to-day lives. The virtual assistant helps them to be
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independent, than having to rely on another person. In order to find an object within
a room, a visually impaired person just needs to ask the assistant where it is or to
find it for them. The request gets converted to text and is processed to extract the
required object. An IP camera captures an image of the room and uploads it to the
cloud storage which is processed along with the extracted information to find the
object. Making use of Cloud Computing enables the application to be deployed on
a wide range of devices without depending on the hardware specifications. Object
detection is performed using YOLOv4 (You Only Look Once) deployed in a cloud
virtual machine. The YOLOv4 algorithm was used as it showed high accuracy in
detecting small objects.

6.2 Future Works

This sort of application can find its use in multiple domains where the visually
impaired would have to seek the help of others. The application can be extended to
help the visually impaired shop independently at grocery shops and shopping malls.
It can also be used in a different way for detecting the faces of people who visit
the house and determine whether they are family members, friends, acquaintances,
or a stranger, or perhaps even an intruder! It can also be extended to help them at
Conferences and other social gatherings by helping them navigate through the crowd
and also identifying their acquaintances without the help of another person. The NLP
applications can enable the model to work with a range of languages.
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Automated Ultrasound Ovarian Tumour
Segmentation and Classification Based
on Deep Learning Techniques

K. Srilatha, F. V. Jayasudha, M. Sumathi, and P. Chitra

1 Introduction

Ovarian Tumour ranks fifth in women’s tumour deaths, consideringmore deaths than
other female reproductive system diseases. A woman’s uncertainty of becoming an
ovarian tumour through her endurance is around 1 in 78. Her existence probability
of dying from the ovarian disease is about 1 in 108. Ovarian tumour and endome-
trial tumour are the most common kinds of gynaecological malignancy among post-
menopausal women. Notwithstanding advancements in medical diagnostics, the lack
of distinct signs for this sort of tumour suggests that the ovarian tumour remnant rate
is low. There is, however, a lack of reliable symptomatic labels and other systems
permitting early discovery, which would enhance the survival rate—ovarian tumour
estimates for two hundred thirty-nine thousand anticipated new claims and one
hundred fifty-two thousand deaths per year worldwide. The highest rates (11.4% one
hundred thousand one and 6.0% one hundred thousand sequentially) are observed for
Central and Eastern Europe. While China produces a relatively small percentage rate
(4.1% one hundred thousand), the large community changes to fifty-two thousand
one hundred expected new claims and twenty-two thousand five hundred associated
mortality in the year of 2015.

In combination, twenty-one thousand two hundred ninety causes and fourteen
thousand one hundred eighty associated fatalities are estimated to occur in the United
States throughout the same period. The probability of awoman contracting an ovarian
tumour is a one out of seventy-five, and her risk of dying from infection is a one out
of a one hundred. The syndrome generally works in an advanced stage, during the
five-year comparable rate remaining is only twenty-nine percentage. Fifteen percent
are diagnosed with localized tumour stage-1, whereas the residual rate of five years
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is ninety percent. It is striking that the overall rate of comparable residues over five
years generally varies between thirty percentages and forty percentages worldwide
and that there were only quiet increases from two to four percentages in 1995.

Ultrasound (US) imaging is one of the several modern imaging modalities with
a variety of demonstrative diligence due to the following benefits: no radioactivity,
safer imaging, greater accuracy and sensitivity and specificity, and costs lower than
other imaging modalities such as computed tomography (CT) or magnetic resonance
imaging (MRI). Although sonography is operator-dependent, examining ultrasound
(US) images necessitates the expertise of very well and experienced radiologists.
Computer-aided diagnosis (CAD) has been proposed to reduce inter-observer vari-
ation among various doctors and motivate them to create more efficient and reliable
diagnostic results [1].

A bilateral filter softens the ROI model, which is subsequently contrast-enhanced
via histogram equalisation. The magnified image is then filtered to improve homo-
geneity using the base pyramid shift. With the particle swarm optimisation (PSO)
technique, the RGB segmentation procedure is used to segment the filtered model
[2]. These features provide U-net with a distinct utility within the medical imaging
similarity. They have been seen in a lot of U-net implementations as the primary
tool for segmentation tasks in medical imaging. The U-Net conclusion net is the
widespread use of all original picture modalities, ranging from CT scans and MRI to
X-rays and microscopes. Furthermore, while U-net is primarily a segmentation tool,
it is possible that it will be used in other treatments [3].

U-net++, U-net with Res-net as the resolution (U-net with Resnet), and CE-
Net all do automated segmentation. To remove radiomic-features from the segmented
target volumes, a python script and the Pyradiomics package were used. The Jaccard
similarity coefficient (JSC), Dice similarity coefficient (DSC), and average surface
distance (ASD) were used to determine the efficacy of automated segmentation [4].

For 2-Dimension medical image segmentation, this research [5] suggests using a
context encoder network (similar to CE-Net) to capture additional high-level data and
interpret spatial data. A feature encoder, a context extractor, and a feature decoder
are the three main components of CE Net.

This research [6, 7] proposes a novel collect layer recognition network to use the
value of context data in feature extraction alone. It use channel influences and mix
several scales in the application tool, unlike the correct attention tool.

Completely convolutional networks are styled and feature the period of fully
convolutional networks, demonstrating its usefulness to spatially dense forecast chal-
lenges and drawing connections to prior designs. Target identification, segmentation,
and classification have all benefited from deep learning, a cutting-edge computer
learning system [8]. To distinguish distinct maize from temporally Lidar, this study
[9, 10] suggested integrating deep learning and regional development methods. The
tumefactions were classified as benign or cancerous (Ovary-Dx1 standard) by the
DNN [11–13] ensemble, or as benign, indeterminate, or malignant by the DNN [11–
13] ensemble (Ovary-Dx2 type). The symptomatic performance of the DNNmodels
is similar to that of SA for analysing ovarian tumours in the study set in terms
of sensitivity and specificity. To improve Contrast Adaptation Ultrasound, tumour
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models, noise previously indicated as Adaptive Anisotropic Diffusion Filter, Speckle
Noise, and Contrast Limited Adaptive Histogram Equalization were employed in the
pre-processing step in [14]. The Ovarian tumour was segmented using the FL-SNN
Model and GrabCut algorithms in the segmentation step. Xing et al. [15] speckle-
noisefilteringofPolSARmodels is a significant pretreatment.Non-local (NL) intends
to calculate the measurements among two pixels with related neighbouring areas,
preferably two different pixels. Recognising that scraps include structural data, the
NL base filter processes repeated structures and works better than different filters.

Marques et al. [16] the U-design Net examines several ovarian model parame-
ters, including ovarian follicle partitioning.OnBeam-formed-radio-frequency (BRF)
data, the results of various post-processing approaches are also examined.

Olofsson et al. [17] The BF parameters were optimised using an extended
grasshopper optimisation algorithm. The Rician noises and impulse are used to
recreate the medical MRI images (with a few changes). To get the best filter param-
eters, the extended grasshopper optimization algorithm is applied to the noisy image
to assess window size, and spatial and intensity regions. For optimisation, the PSNR
has been used as a fitness rate. The following sections make up this paper: Sect. 2
presents the proposed ultrasound ovarian tumour segmentation and classifications.
Section 3 describes the outcome and discussion. The conclusion part is shown in
Sect. 4.

2 Materials and Methods

2.1 Database

In the present task, 50 US ovarian image processing denoising filtering techniques
are utilised to prepare Entirety 150 Ovarian tumour ultrasound images as 80 benign
and 70 malignant images obtained from a standard benchmark data set of US ovarian
images available at [18, 19].

This proposed method can recognise and segment tumour areas automatically in
USovarian tumour images,which is of great benefit to dealingwith several limitations
of existing US ovarian tumour image segmentation methods (computational time,
human intervention, contract problem, disappointing outcomes).

Figure 1 shows our model’s four major steps, which incorporate many machine
vision techniques.
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Fig. 1 Block diagram of proposed system of ultrasound ovarian tumour segmentation and
classification

2.2 Pre-processing Module

This moment around due to the comparatively poor quality of clinical ovarian
(US) images, a great segmentation process is performedwith the use of a priori knowl-
edge to improve the segmentation output. Furthermore, it is difficult to quantify the
segmentation impact without any priori information; hence, constructing quantitative
function(s) with no priori information is challenging. Consequently, it employs the
priori information practised in [20–22], specifically, requiring the operator to irregu-
larly select a comparatively inadequate four-sided ROI from the US Ovarian image.
In this way, interventions from another separate area can be decreased as much as
practicable, presenting the segmentation more comfortable and more effective. Also,
it provides users a priori information for the objective function(s).

Bilateral Filtering: Because of different interventions in US Ovarian tumour
images, speckle modification is needed to enhance the quality of ultrasound images.
In the MOORGB, a bidirectional filter [1] is utilised, which has been proved to be
an effective and efficient solution for speckle modification.

Median Filter: This filter is estimated as a spatial non-linear filter. Concerning
decreasing speckle or pulse noise, that filter operates by determining the median rate
of its acquaintances in the window can be performed based on the methods here
Eq. 1:

f ∧(p, q) = med(m,n)∈spq (p,q){a(m, n)} (1)

where (m, n) gives the initial image, Sp,q denotes the set of coordinates in square
image windows. This filter is able to eliminate impulse or short noise, but it is not
quite satisfactory for speckle noise.
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Boxcar filter is a single averaging filter that follows the pixel in the square centre
by the mean amount of kernel pixels. This filter has an excellent achievement in
overcoming the speckle noise in a similar area. Mathematically expressed as:

k(i, j) = 〈l(i, jN )〉 =
(

1

N 2

) x= N
2∑

x= −N
2

y= N
2∑

y= −N
2

Li+x, j+y (2)

2.3 Segmentation Module

RGB Segmentation Method: The RGB approach [1] seeks to merge pixels of similar
intensity into a minimum spanning tree (MST), which represents a pixel, based on an
image first considered as a graph (i.e., region in the ovarianUS image). As a result, the
image is divided into several sub-regions. Obviously, the final segmentation results
are determined by the stage of merging pixels into an MST. A pairwise comparison
predicate was proposed using the RGB to assess whether a boundary between two
subgraphs should be removed. A(B1, B2) contrasts within-subgraph differences with
inter-subgraph differences, given the graph G = (V, E).

A(B1, B2) =
{
false, if A(B1, B2) > MInt(B1, B2)

true, other
(3)

A(B1, B2) = |μ(B1) − μ(B2)| (4)

MInt(B1, B2) = min(σ (B1) + τ(B1), σ (B2) + τ(B2)) (5)

τ(B) = k

|B| ·
(
1 + 1

α · β

)
, β = μ(B)

σ (B)
(6)

where A(B1, B2) is the dissimilarity between two subgraphs, B1 and B2 ∈ V, MInt(B1,
B2) signify the smallest number of internal dissimilarity of B1 and B2,μ(B) indicates
the typical intensity ofB, σ (B) is standard deviation (SD) ofB, and τ (B) is a threshold
task of B at the same time as α and k are positive limitations. While k raises, τ raises
as well as the area combine more without difficulty. In contrast, while α raises, τ

diminishes and consequently the regions are amalgamated less with no trouble.
FGMAC: The snake technique, also known as the active contour method, is an

area-based segmentation algorithm that recognises objects by minimising the energy
differential. By employing image gradients, it improves on edge-based segmentation.
Srilatha andUlagamuthalvi [22] refined theActive-Contour approach by employing a
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Global-MinimumforActive-Contourmethod to speed up curve change. Severalwell-
known image models, including the snake model, Rudin-Osher-denoising Fatemi’s
approach, and Mumford-segmentation Shah’s algorithm were proposed to be inte-
grated. It minimises global Active Contour by combining traditional Geometric
Active Contour dependent on edge detection with Active Contour No Edge based
upon homogeneous areas. The following are the primary minimum processes:

min
x,y

{
Er
3(x, y, u, v, λ, α, θ} = WUg(x)

+ 1

2θ
‖x − y‖2L2 + ∫

�

λr1(u, d1, d2)v + αy(y)dm (7)

v = min{max{x(u) − θλr1(u, d1, d2), 0}, 1} (8)

2.4 Feature Extraction and ACO-PCO

Standard deviation (SD), Root Mean Square (RMS) Energy, Mean, Mode, Entropy,
range, median, mode, variance, mean absolute deviation and kurtosis are all first-
order statistics of an intensity distribution. The skewness and homogeneity of the
data were used to calculate its intensity. According to [14–20], the grey-level co-
occurrence matrix was used to describe the joint probability distribution of images.
However, the sum variance was not included in the 25 GLCM. To set the GLCM,
we applied the following principles: (1) The image input’s dynamic range was equal
to the number of greyscale; (2) the ranges were 1, 2, 3, and 4; and (3) the directions
were 0°, 45°, 90°, and 135°. At each distance, the GLCM of texture features were
averaged over four directions. A contourlet transform (CT) is a feature that is built
using the Laplacian scale space and a directed filter banks. As a result, contourlet
transformation can be used to extract spatial, temporal, and directional data. In our
exercise, each image was separated into three stages, with each stage divided into
four sub-bands. The aforementioned features were extracted by averaging the inten-
sity and texture features of each reconstructed directional sub-band over four sub-
bands. Shape features such as perimeter, short-axis length, area, orientation, long-
axis length, diameters, convex area, mean, solidity, median, mean, max thickness,
median, max width, and max width to max thickness ratio were extracted based on
the segmentation results of BMUS images. TIC and perfusion patterns were studied
in addition to quantitative features. The z scores were used to normalise the feature
scores.
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2.5 Classification

CNN-Deep Learning (DL) is a method for constructing multilayer models designed
to solve classification, definition, prediction, and other problems. A DL model is
an architecture for processing sound or images via a multilayered artificial neural
network structure [23]. Choosing deep learning models means relying on them
to discover features on raw data without expert guidance. In deep learning, the
basic architecture for image categorisation is the Conventional Neural Network
architecture. CNN made a major impression in the Image-Net-Large-Scale-Visual-
Recognition-Challenge (ILSVRC) [23] for the first time in 2012. In the years that
followed, ZfNet, VggNet, Google Net, and Microsoft ResNet were developed to
classify images. As a result of the success of Convolutional Neural Networks in
classification, Region-Based Convolutional Neural Networks (R-CNN), Yolo, Fast-
RCNN,Faster-Region-BasedConvolutionalNeuralNetworks (F-R-CNN), andMask
Region-Based Convolutional Neural Networks (R-CNN) have been developed for
tumour recognition [24]. A CNN’s general architecture is depicted in Fig. 3. A
construction for learning features and classifying them can be divided into two parts.
The network is given an input image of a specific size at the start. The input layer
can be supplied either an RGB three-channel image or a single-channel image. The
convolution layer, which comes after the input layer, is the following phase. In feature
discovery, the convolution layer is frequently referred to as the most significant layer.
This layer discovers characteristics by applying the provided filters. Two-by-two,
three-by-three, five-by-five, or seven-by-seven are the most common filters. As a
result of the stride being applied, each of the filters circulating on the input image
yields an output image. As a result, convolution is applied prior to the application of
a convolution layer, and Ovarian US images are produced up to the amount of filters.
The images that make up these maps are known as features maps. The next step is
to classify the follicles according to their location.

The Convolutional Neural Networks Class is shown in Fig. 4 for the classification
of ovarian cancers. Table 3 lists the layers and attributes of the Convolutional Neural
Networks Class Section contain information on the Convolutional Neural Networks
Class’s training. U-Net and a CNN commonly used in biomedicine for segmentation
tasks, are utilised to train the CNN (Fig. 2).

3 Results and Discussions

The proposed system results and discussion section show various experimental
outcomes on real-time images ofUSovarian tumours. It is estimated that there are 150
anomalous US ovarian tumour images from benign and malignant tumours included
in the input data. IrregularUSovarian images are producedbyovarian images affected
by injury to the ovary. The first step of reducing noise in this method is to combine
the results of bilateral filtering and median filtering in Table 1. Following this, the
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Fig. 2 Convolutional Neural Networks (CNN) architecture

segmentation and classification steps were carried out by using RGB Segmentation
and FGMAC, as shown in Fig. 3. According to FGMAC, the US ovarian images are
divided into two categories: abnormality and normality.

Accordingly, the number of clusters in feature gap denotes the figure of module in
the US ovarian image. The third phase involves extraction of texture features using
GLCM and ACO-PCO. The homogeneity, energy, correlation, and contrast features
are extracted in the proposed work. As a final step, CNN is used to classify the
type of tumours in the US images shown in Fig. 3. Performance evaluation of the
proposed method is based on accuracy, precision, sensitivity, specificity, F-score in
Fig. 4 and Table 2 and lastly, performance analysis of accuracy and loss of training
and validation of proposed method shown in Fig. 5.

4 Conclusion

The proposed system is a computerised process for segmenting and classifying
different kinds of tumours using ACO-PCO and GLCM texture features extracted
from ultrasound ovarian images. The system will be tested in relation to ultrasound
images of the ovary which are caused by tumours in the ovary. According to the
US Ovarian image, the ovarian area adjacent to a lesion was precisely broken up.
In the proposed method, the general practitioner can determine an ovarian tumour’s
type, which helps further treatment. A comparison of the results obtained using the
proposedmethod and the ground truth yields Precision, Sensitivity, Specificity, andF-
Score values of 98.89%, 98.75%, 97.06%, 97.08%, and 98.11%, respectively. This
classification was performed by Convolutional Neural Network (CNN) classifier,
which was 98.11% accurate. Using only a small amount of variation, the proposed
system can be extended to classifying other types of tumours as well.
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Fig. 3 Results of US ovarian tumour segmentation and classification
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Fig. 4 Performance analysis of various classifiers with proposed method

Table 1 Preprocessing
performance metrics

Performance metrics Median filter Boxcar

MSE 2.018 × 10–3 5.1232 × 10–4

SNR 38.46 51.13

PSNR 41.79 55.73

Table 2 Performance analysis of various classifier with proposed method

Classifier Accuracy % Precision% Sensitivity % Specificity % F-score

SVM 91.75 89.36 88.37 87.18 91.37

KNN 88.96 90.76 91.29 91.47 87.59

Navive Bayes 82.96 85.09 85.98 88.36 86.34

Decision tree 90.98 89.06 86.46 88.86 91.28

Neural network 94.31 92.36 88.39 92.62 97.27

Proposed method 98.89 98.75 97.06 97.08 98.11
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Fig. 5 Performance analysis of accuracy and loss of training and validation of proposed method

Table 3 The properties of the layers of the CNN used for ovarian tumour segmentation and
classification

Layers Input size Kernel size Stride length Output size

Conv 1 128*128*1 7*7*36 1 122*122*36

Pool 1 122*122*36 2*2*36 2 61*61*36

Conv 2 61*61*38 5*5*36 1 56*56*36

Pool 2 56*56*36 2*2*64 2 28*28*64

Conv 3 28*28*64 3*3*64 1 24*24*64

Pool 3 24*24*64 3*3*64 3 8*8*64

FC 4096*1 – – 1024*1

Softmax 1024*1 – – 4*1
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Magnitude Comparison in Canonical
Signed-Digit Number System

Madhu Sudan Chakraborty

1 Introduction

The basis of any number system (NS) is constituted by some well-defined digit-
set (DS). Signed-digit number system (SDNS) is a NS which is unconventional by
nature in the sense that every digit of its DS necessarily carries independent sign [1].
Although it was initially introduced to support constant-time addition/subtraction [2]
to speed up more complex arithmetic operations (AOs) like multiplication [1], later
some other promising features of SDNSs have been uncovered, including regularity
in circuit design [1], fault tolerance [3] and energy efficiency [4, 5]. The simplest
form of SDNSwhere the DS is fixed to

{
1, 0, 1

}
, is called binary signed-digit number

system (BSDNS) and owing to its relative closeness to the binary number system,
BSDNS has become the most frequently investigated category of SDNSs [1, 6]. In
order to implement an arithmetic unit using any SDNS, the unconventional digits of
theDS of the SDNSneed to be encoded into different binary strings. For BSDNS, two
popular encodings are the positive–negative encoding (PNE) and two’s-complement
encoding (TCE) [1]. In PNE 1, 0, 1 are expressed as 01, 00 and 10, respectively. In
TCE1, 0, 1 are expressed as 11, 00 and 01, respectively. SDNSs seem to be promising
to process digital signals, images and cryptographic algorithms. In particular, a sub-
class of BSDNS, called canonical signed-digit number system (CSDNS) [1] has got a
lot of attention in the recent years. In CSDNS, any value can be uniquely represented
with least number of non-zero digits in such a way that non-zero digits always
remain non-adjacent. CSDNS strives to reduce the required computations thanks to
the larger number of zero entries in inputswhere no processing is apparently required.
Obviously compared to the other classes of SDNSs, for performing the same AOs,
CSDNS may offer higher speed, involving smaller chip area and less energy [1, 6].
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For some AOs even it has been claimed that involvement of CSDNS might cause the
chip area and powder consumption to be most economic [7].

The interesting areas of applications of canonical signed-digits (CSDs) or CSDNS
include multiplier design [8], FIR filter design [9], computing trigonometric and
hyperbolic functions [10], fault testing in IC [11] and image processing [12, 13].
Obviously CSDNSmay beworthy for further investigations inwider context.Magni-
tude comparator (MCR) is an integral part of every general-purpose arithmetic
processor and in this paper, CSDNS is considered for MCR design. The remaining
portion of this paper is formattedwith four sections. In theProblemStatement section,
the problem and its backgrounds are uncovered. In the Proposed Algorithm section,
a novel scheme is strived to develop by viewing magnitude comparison (MC) in
CSDNS on the basis of comparative magnitudes and signs of some counterpart
portions of inputs. In Results andDiscussion section, the immediate outcomes aswell
as the future scopes of the proposed algorithm are discussed. Finally, in Conclusion
section the proposed study ends, reminiscing its major contributions.

2 The Problem Statement

Although MC is a complex AO in general, ability to support MC with efficacy and
efficiency is prerequisite for any standard arithmetic processor. In the recent years,
several reports have been published on designing better-performing MCR using the
conventional radix-complement NS [14, 15]. However, for MC in SDNS-platform,
no significant progress has been attained yet, excluding the proposal presented in
[16]. The algorithm [16] may still run in online mode only and for simplicity in
addition, the algorithm [16] solely relies on higher-radix SDNDS instead of BSDNS
as the latter involves more complex additive rules. It appears that the algorithm [16]
becomes inapplicable in the context of designing traditional MCR over the DS {1,
0, 1}.

Another feature of the problem is reflected by the inability to extend the basic
arithmetic model behind the ordinary MC beyond the conventional NS. For MC of
two ordinary unsigned numbers, A = An−1An−2…A1A0 and B = Bn−1Bn−2…B1B0,
an algorithm has been presented in the standard textbooks as follows:

Algorithm 1

1. Set: i = n − 1
2. If (Ai > Bi)

a. Output: A > B
b. Stop

3. If (Ai < Bi)

a. Output: A < B
b. Stop



Magnitude Comparison in Canonical Signed-Digit Number System 73

4. If (Ai = Bi)

a. If (i = 0)
i. Output: A = B
ii. Stop

b. Otherwise
i. Set: i = i − 1
ii. Go to Step 2

Algorithm 1 cannot be directly and unconditionally scaled up for the DS {1, 0,
1} as in that case |An−1| > |Bn−1| (or |An−1| < |Bn−1|) does not necessarily imply |A| >
|B| (or |A| < |B|). For example, for two 4-digit binary signed-digit numbers (BSDNs),
A = 1011, B = 0111, |A3| > |B3| holds true but |A| > |B| does not hold correct yet.
Even (|An−1| = |Bn−1|) and (|An−2| > |Bn−2| (or |An−2| < |Bn−2|)) does not guarantee
|A| > |B| (or |A| < |B|). As an example, two 4-digit BSDNs, A = 1011, B = 1111 may
be considered to give an insight into the scenario just mentioned. Clearly further
studies are required in this regard with newer approaches, including investigating
more restricted input patterns.

3 The Proposed Algorithm

In this paper, an extension and mutation of Algorithm 1 is considered for possible
adaptation by the CSDNS. The developmental procedure will be described next.

3.1 Developing an Algorithm

For two n-digit canonical signed-digit numbers (CSDNs), A and B, where A =
An−1An−2…A1A0 and B = Bn−1Bn−2…B1B0, one pivotal part of the proposed
algorithm is given by Theorem 1.

Theorem 1 If |An−1| > |Bn−1| then |A| > |B|

Proof Let MC(X, Y ) denotes the outcome of MC of two equi-digit CSDNs, X and Y
and Pi

∧

denotes Pi−1…P1P0 ∀ n-digit CSDNs P = Pn−1…P1P0. If possible, assume
that ∃ an instance (X, Y ) of (A, B) such that |Xn−1| > |Yn−1| holds true and still |X| ≤
|Y | occurs. Generate another instance of (A, B) as (U, V ) = (Un−1 Un−1

∧

, Vn−1 Vn−1

∧

)

where |Un−1| = |Xn−1|, |Vn−1| = |Yn−1|, both
∣∣∣Un−1

∧
∣∣∣ and

∣∣∣Vn−1

∧
∣∣∣ are maximum, the

signs of Un−1 and Un−1

∧

mismatch and signs of Vn−1 and Vn−1

∧

do not mismatch. So

U = |Un−1|2n−1 −
∣∣∣Un−1

∧
∣∣∣ and V = |Vn−1|2n−1 +

∣∣∣Vn−1

∧
∣∣∣. Clearly |U| ≤ |X| and |V |

≥ |Y | and so |U| ≤ |X| ≤ |Y | ≤ |V | obviously holds true. As the number of input digits
required for every standard arithmetic processor is typically a power of 2 (say 32-bit
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or 64-bit), for CSDNS the maximum input values appear in the form 0101…0.01
and 1010…0.10, if the input starts with 0 and 1, respectively. It means, given that m
is odd, for any m-digit CSD input starting with 0 and 1 (or 1), the maximum values

which can be represented are 2
3

(
2m−1 − 1

)
and

(
2m+1−1

3

)
, respectively. Obviously

here |Un−1| = 1, |Vn−1| = 0, |Un−1|
∧

= 2
3

(
2n−2 − 1

)
and

∣∣∣Vn−1

∧
∣∣∣ = (

2n−1
3

)
. Then |U|

= 2n−1 − 2
3

(
2n−2 − 1

)
, implying |U| − |V | = 1 and accordingly |U| > |V |. It means

� (U, V ) or (X, Y ) instance of (A, B) such that both (|An−1| > |Bn−1|) and (|A| ≤ |B|)
hold true simultaneously. In other words, ∀ CSDNs A, B if |An−1| > |Bn−1| then |A| >
|B| and if |An−1|<|Bn−1| then |A| < |B|.

However, when (|An−1| = |Bn−1|) MC (A, B) needs to be determined on the basis
of MC (An−1

∧

, Bn−1

∧

) as well as the matching/mismatching of the signs of An−1 and
An−1

∧

as well as signs of Bn−1 and Bn−1

∧

. This is another pivotal part of the proposed
algorithm and can be resolved using two functions, h() and h′(), which are defined
on A and B, respectively, as follows: h(An−1, An−1

∧

) = 1, if the signs of An−1 and
An−1

∧

match and 0, otherwise. Also h′(Bn−1, Bn−1

∧

) = 1, if the signs of Bn−1 and Bn−1

∧

match and 0, otherwise. For computing both functions, zero is supposed to match
to positive as well as negative signs. Thusly, it may be possible to generalize and
interpret the computations forMC (Ai+1

∧

, Bi+1

∧

) in terms ofMC (Ai, Bi), MC (Ai

∧

, Bi

∧

),
h(Ai, Ai

∧

) and h′(Bi, Bi

∧

). As the truth tables for switching circuits are basically the
decision tables [17], in the present context, all possible scenarios may be presented
concisely in a decision table, Table 1, as follows:

3.2 Realizing Arithmetic Equations for the Proposed
Algorithm

Let the signs of Ai

∧

and Bi

∧

are represented by Si and S′
i , respectively. Also let h(Ai, Ai

∧

)
and h′(Bi, Bi

∧

) are abbreviated by hi and h′
i , respectively. For realizing the algorithm

presented in this paper in terms of arithmetic equations (AEs), the CSDN-inputs and
signs are represented by PNE and TCE, respectively, where every stakeholder binary
signed-digit variable Xi is realized in the form of a binary-pair as: (Xi,1, Xi,0). For

comparator’s output recording (COR), the occurrences of
∣∣∣Ai

∧
∣∣∣ >

∣∣∣BI

∧
∣∣∣,

∣∣∣AI

∧
∣∣∣ =

∣∣∣BI

∧
∣∣∣ |

and
∣∣∣AI

∧
∣∣∣ | <

∣∣∣BI

∧
∣∣∣ are encoded as 01, 11 and 10, respectively. In additionMi = (Mi,1,

Mi,0) is supposed to denote the outcome of MC (AI+1

∧

, Bi+1

∧

) in COR representation.
Then the AEs associated to the proposed algorithm, Algorithm 2, may be derived as
follows:

Algorithm 2

Step 1:
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Table 1 MC (Ai+1

∧

, Bi+1

∧

) in terms of MC (Ai, Bi), MC (Ai

∧

, Bi
∧

), h(Ai, Ai

∧

) and h′(Bi, Bi
∧

)

Rules

1 2 3 4 5 6 7 8 9 10

Conditions |Ai | >| Bi | Y – – – – – – – – –

|Ai | = |Bi | – – Y Y Y Y Y Y Y Y

|Ai | < |Bi | – Y – – – – – – – –
∣∣∣Ai

∧
∣∣∣>

∣∣∣Bi
∧

∣∣∣ – – Y Y – – – – – –
∣∣∣Ai

∧
∣∣∣=

∣∣∣Bi
∧

∣∣∣ – – – – Y Y Y Y – –
∣∣∣Ai

∧
∣∣∣<

∣∣∣Bi
∧

∣∣∣ – – – – – – – – Y Y

h(Ai, Ai

∧

) = 1 – – Y – Y – Y – – –

h(Ai, Ai

∧

) = 0 – – – Y – Y – Y – –

h′(Bi, Bi
∧

) = 1 – – – – Y – – Y Y –

h′(Bi, Bi
∧

) = 0 – – – – – Y Y – – Y

Actions
∣∣∣Ai+1

∧
∣∣∣ >

∣∣∣Bi+1

∧
∣∣∣ × – × – – – × – – ×

∣∣∣Ai+1

∧
∣∣∣ =

∣∣∣Bi+1

∧
∣∣∣ – – – – × × – – – –

∣∣∣Ai+1

∧
∣∣∣ <

∣∣∣Bi+1

∧
∣∣∣ – × – × – – – × × –

At first, the magnitude of counterpart digits of A and B are compared and ∀ ∈
[0, n − 1] the outcomes (A′

i , B
′
i ) are shown in Table 2, yielding (1).

A′
i = Bi,1 + Bi,0 + Ai,1.Ai,0, B ′

i = Ai,1 + Ai,0 + Bi,1.Bi,0 (1)

Table 2 MC of counterpart digits of A and B

Inputs (Ai, Bi) Outputs (A′
i , B

′
i )

Ai,1 Ai,0 Bi,1 Bi,0 A′
i B ′

i

0 1 0 1 1 1

0 1 0 0 0 1

0 1 1 0 1 1

0 0 0 1 1 0

0 0 0 0 1 1

0 0 1 0 1 0

1 0 0 1 1 1

1 0 0 0 0 1

1 0 1 0 1 1
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Table 3 Representing the
sign of A0 in TCE

Inputs (A0) Outputs (S1)

A0,1 A0,0 S1,1 S1,0

0 1 1 1

0 0 0 0

1 0 0 1

For initialization of Mi as M0:

M0,1 = A′
0, M0,0 = B ′

0 (2)

Step 2:
S1 is computed as per Table 3 and S′

1 is computed likewise, yielding (3).

S1,1 = A0,0, S1,0 = A0,1 + A0,0

S′
1,1 = B0,0, S

′
1,0 = B0,1 + B0,0 (3)

Step 3:

∀i ∈ [1, n − 1] do as follows:

Sub-step 3.1:
The computations for hi and Si+1 are performed as per Table 4. Also h′

i and S′
i+1

can be computed likewise, yielding (4).

hi = Ai,1.Si,1 + Ai,1.Si,1 + Ai,0.Si,1 + Ai,0.Si,0

Table 4 Computing hi and Si+1

Inputs (Ai, Si) Outputs (hi, Si+1)

Ai Si hi Si+1

Ai,1 Ai,0 Si,1 Si,0 Si+1,1 Si+1,0

0 1 1 1 1 1 1

0 1 0 0 1 1 1

0 1 0 1 0 1 1

0 0 1 1 1 1 1

0 0 0 0 1 0 0

0 0 0 1 1 0 1

1 0 1 1 0 0 1

1 0 0 0 1 0 1

1 0 0 1 1 0 1
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Table 5 MC at ith stage

Inputs (A′
i , B

′
i ,Mi−1,1,Mi−1,0) Outputs (Mi,1, Mi,0)

A′
i B ′

i Mi−1,1 Mi−1,0 When
hi = 0,
h′
i = 0

When
hi = 0,
h′
i = 1

When
hi = 1,
h′
i = 0

When
hi = 1,
h′
i = 1

Mi,1 Mi,0 Mi,1 Mi,0 Mi,1 Mi,0 Mi,1 Mi,0

0 1 0 1 0 1 0 1 0 1 0 1

0 1 1 1 0 1 0 1 0 1 0 1

0 1 1 0 0 1 0 1 0 1 0 1

1 1 0 1 1 0 1 0 0 1 0 1

1 1 1 1 1 1 1 0 0 1 1 1

1 1 1 0 0 1 1 0 0 1 1 0

1 0 0 1 1 0 1 0 1 0 1 0

1 0 1 1 1 0 1 0 1 0 1 0

1 0 1 0 1 0 1 0 1 0 1 0

Si+1,1 = Ai,0 + Ai,1, Si,1, Si+1,0 = Ai,1 + Ai,0 + Si,0

h′
i = Bi,1.S

′
i,1 + Bi,1.S′

i,1 + Bi,0.S′
i,1 + Bi,0.S′

i,0

S′
i+1,1 = Bi,0 + Bi,1, S

′
i,1, S

′
i+1,0 = Bi,1 + Bi,0 + S′

i,0 (4)

Sub-step 3.2:
Then at ith stage, MC (Ai+1

∧

, Bi+1

∧

) is determined as per Table 5, yielding (5).

Mi,1 = P.hi .h′
i + Q.hi .h

′
i + R.hi .h′

i + T .hi .h
′
i

Mi,0 = U.hi .h′
i + V .hi .h

′
i + W.hi .h′

i + X.hi .h
′
i (5)

where

P = B ′
i + A′

i , Mi−1,0, Q = A′
i , R = B ′

i , T = B ′
i + A′

i , Mi−1,1

U = A′
i + B ′

i , Mi−1,1, V = A′
i , W = B ′

i , X = A′
i + B ′

i , Mi−1,0

4 Results and Discussion

In this paper, an algorithm for MC of CSDNS is proposed on the basis of comparing
the magnitudes and signs of some counterpart portions of the inputs. The author
would like to project the proposed algorithm as the first ever proposal on designing
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MCR over the DS {1, 0, 1}, though non-adjacency of non-zero digits is another
precondition for the applicability of proposed algorithm.

As an example, the trace of Algorithm 2 for some sample inputs is shown in
Table 6 where the symbols −, × and

√
stand for not required, not applicable and

already computed entries for the corresponding steps. As every AE associated to the
proposed algorithm can be mapped into digital hardware using some ordinary logic
gates only, the proposed algorithm can be implemented at ease as a whole.

It is obvious that owing to non-existence of any potential contender, the question of
determining the comparative merit of the proposed algorithm is irrelevant. However,
as reduction in delay is the basic motivation for employing SDNS-based arithmetic
units, the achievements of the proposed algorithm may be better understood by
analyzing its delay characteristics in terms of the AEs. At this point, it is worthy
to note that although all AEs, (1)–(5), must undergo serial execution in that order,
various sub-equations of each of (1)–(5) may still run in parallel. Now restricting the
fan-ins of all logic gates to four, equating the delays of both AND gate and OR gate
to �T and neglecting the delay caused by NOT gate [1], the delay of the proposed
algorithm may be empirically estimated as follows: the delays which are caused by
(1), (2), (3), (4) and (5) are 2�T, 0, �T, 2�T and 3�T, respectively. It means, the
delay due to step 1 and step 2 are 2�T and �T, respectively. On the other hand, for
every single instance of step 3, the delay is 5�T. So, the overall delay is: 3�T + 5(n
− 1)�T = (5n − 3) �T.

It is also important to note that as no classes of SDNS, other than CSDNS,
conform Theorem 1, the proposed Algorithm 2 cannot be ordinary extended beyond
the CDSNS. Clearly, the field is open for exploration with new ideas and techniques.
As already shown, the asymptotic characteristic of the execution time of the proposed

Table 6 Trace of algorithm 2: an example

Position i 7 6 5 4 3 2 1 0

Input Ai 1 0 1 0 1 0 0 1

Bi 1 0 0 0 0 1 0 1

Step 1 A′
i 1 1 0 1 0 1 1 1

B ′
i 1 1 1 1 1 0 1 1

M i × × × × × × × (1, 1)

Step 2 Si × × × × × × (0, 1)
√

S′
i × × × × × × (0, 1)

√

Step 3.1 hi – 1 0 1 0 1 1
√

Si (0, 1) (0, 1) (1, 1) (1, 1) (0, 1) (0, 1)
√ √

h′
i – 1 1 1 1 0 1

√

S′
i (1, 1) (1, 1) (1, 1) (1, 1) (1, 1) (0, 1)

√ √

Step 3.2 Mi (1, 0) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (1, 1)
√

Conclusion |A| < |B|
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Algorithm 2 is obviously linear. However, in the context of MC in the conventional,
radix-complement NS platform, the emerging algorithms [14, 15] are the faster, non-
linear variants of Algorithm 1, beyond the primitive linear version of Algorithm 1.
As the design of Algorithm 2 is basically motivated by Algorithm 1, some variants
of Algorithm 2 may even exist with log-depth or even better asymptotic characteris-
tics. So also it may be intriguing to carry out incremental investigations for finding
non-linear variants of Algorithm 2 for possibly superior performance.

5 Conclusion

SDNS is an emerging unconventional NS and CSDNS refers to an important cate-
gory of SDNS. Although MCR is an indispensable part of every standard arithmetic
processor, no significant report on designing MCR for CSDNS and other impor-
tant classes of SDNS has been published yet. In this paper, an algorithm for MC of
CDSNS is proposed on the basis of comparing the magnitudes and signs of some
counterpart portions of inputs. The proposed algorithm can be implemented at ease
by means of cascade connection which employs some basic logic gates only and for
every stage of the proposed algorithm, all operations may be completed in a fairly
small number of logic levels.

A significant offering of the proposed work is obviously demonstrating the ability
of the CSDNS to handle MC in an effective and efficient manner, seemingly unlike
that of the other classes of SDNS. Although the investigation report presented in this
paper remains in the preliminary stage with theoretical studies only, it may act as the
basis for accelerated investigations over this field in future.
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Region-Based Random Color
Highlighting in Artistic Style Transfer
Using CNN

Katharotiya Krutarth and Manu Madhavan

1 Introduction

Artwork is used to represent aesthetic values for centuries. Artwork creation is an
arduous process, so only professionals used to create it. The term “digital art,” which
represents computer-generated art, was introduced in the early 1980s. Simple oper-
ations on camera captured images like crop, rotate, flip, merge, or create simple
collageswere also considered digital art back in that time. Since then, it becamemuch
easier to manipulate images and create artwork because of the evolution of computer
vision and image processing algorithms. In the last decade, the deep learning field
has also emerged strongly because of the availability of advanced computational
machines.

Convolutional neural networks (CNNs) are widely used in computer vision and
have various applications [1]. Neural Style Transfer (NST) techniques use CNNs
for feature extraction. These powerful CNNs, which are already trained on larger
data sets, make it easy to extract features for a particular image. According to NST,
content, style, and target images are used as input to CNN, and feature maps are
obtained for each image. These obtained feature maps are used to represent loss
terms, which are content loss and style loss. After total loss minimization, the target
image is generated such that it has content from the content image and style from
the style image. Color information of an image is represented by the style. So, color
information is synthesized in the target image from the style image while minimizing
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total loss. This limited scope for color information in traditional style transfer makes
results more static.

For human beings, color is an essential natural characteristic of any object. In
artworks, color information plays a significant role in making an image more artistic.
This research introduces a new approach to generate an artistic image, such that the
scope of color information is not only bounded to style image. This study introduces
a new image called a “region-based random color image,” which could be used in the
style transfer process to make the results more dynamic. This study also proposes a
new loss term, “region-based random color loss,” responsible for transferring color
information from “region-based random color image” to the target image. The paper
also discusses the required preprocessing and layer selection for obtaining feature
maps for “region-based random color image.” The results are compared with [2, 3]
qualitatively, and a user survey is conducted to determine the general preference for
the proposed method.

The following are the paper’s primary technical contributions:

1. “Region-based random color image” generation and required preprocessing
before total loss minimization.

2. Enhanced total loss with the additional term “region-based random color loss.”

The remainder of the paper is organized as follows. Section 2 describes the related
works in artistic style transfer. The proposed methodology is described in Sect. 3.
Section 4 contains qualitative comparison and user survey analysis. Finally, Sect. 5
wraps up the study with conclusions and potential future improvements.

2 Literature Survey

There is a plethora of research that has been done for generating artistic images
since the early ’90s. For the artwork generation, the non-photorealistic approaches
were famous. Earlier methods for artistic image generation considers Image-based
Artistic Rendering (IB-AR). Stroke-based rendering [4] is a particular IB-AR algo-
rithm that creates brushy stripes on an image. Region-based techniques [5, 6] were
also proposed, which consider regions in the imagewhile transferring style or control
the levels of transfer based on regions. These approaches are not applicable to arbi-
trary styles. Example-based rendering (EBR) [7] is also one kind of IB-AR which
takes an input image and a corresponding artistic rendered image as a pair and learns
a mapping between these two images. Filters based on image processing techniques
can also be used to create artistic images. For example, Gooch et al. [8] uses a
Gaussian filter difference to generate cartoon-like effects. Filters-based techniques
are more straightforward but limited in style diversity. These traditional non-deep
learning techniques were used for artistic image generation before deep learning
became popular in the last decade.

Recent advances in deep learning algorithms have resulted in the development
of neural network-based style transfer methods. Deep learning-based methods offer
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new possibilities and improvements in style transfer when compared to traditional
approaches. There are two types of style transfer algorithms—image optimization-
based andmodel optimization-based algorithms. Image representation is an essential
step in style transfer algorithms. Image can be represented as a feature, and there
are several methods for extracting image features [9–11]. NST [2] is the first image
optimization-based technique, and it uses a CNN for image feature extraction. Gatys
et al. [12] improved NST by allowing for more control over color and scale in
style transfer by controlling perceptual factors. Hung et al. [3] achieves real-time
artistic image generation capabilities, and it also works with arbitrary styles. Liu
et al. [13] proposes a method for utilizing depth information of a content image,
which helps preserve the perspective of an original image. Further, it improved by
applying instance normalization by Kitov et al. [14]. Semantic style transfer [15] is
also inspired by NST, which makes correspondence in style regions and gives spatial
control. Doodle style transfer [16] is an extension of NST, which discards content
loss while transferring style and uses doodle for mapping to achieve semantic style
transfer. The shape stylization approach [17] is inspired by NST, which helps to
generate logos. The abovementionedmethods generate non-photorealistic results. To
achieve photorealism, Luan et al. [18] uses semantic segmentation and photorealism
regularization. Apart from these, there are many other exciting applications inspired
by NST [19–21].

3 Methodology

This section explains the artistic image generation process, which includes two
phases. The first phase discusses the need and process for generating a region-based
random color image. It also covers additional preprocessing steps. The second phase
introduces a new loss function for the adapted approach [2]. The second phase also
discusses layer selection for obtaining feature maps for each image.

3.1 Blurred Region-Based Random Color Image Generation

The region-based random color image is an image where neighboring pixels with
the same color values get maps to a specific region, and each region initializes
with a random color. The proposed method uses a region growing technique [22] to
identify regions in the content image. The primary purpose of using region-based
random color image is to transfer color to the target image and provide random
color highlighting. The proposed method chooses the content image to generate a
region-based random color image. The structural information and symmetry of the
region-based random color image remain the same as the content image, which helps
to transfer only color information. Generated region-based random color images
may have distortions and some textures, which may conflict with the texture of the
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Fig. 1 Blurred region-based random color image generation

style image. Gaussian blur helps to reduce distortions and get better results in the
artistic image generation process. Figure 1 depicts the process of creating a blurred
region-based random color image.

3.2 Style Transfer Using Enhanced Total Loss

Figure 2 depicts the proposed architecture for artistic image generation. The proposed
approach uses a pre-trainedVGG19 deep neural network for extracting image feature
maps. The proposed approach takes the content image, blurred region-based random
color image, and target image as input. The target image is initialized with random
pixel values before feature extraction. Feature maps are obtained for all four images
from information-specific layers. Extracted feature maps are then used to define loss
terms—content loss, style loss, and region-based random color loss.

According toNST [2], the content loss can be defined as themean squared distance
between the feature maps of content image and target image. VGG19’s initial layers
are used to obtain content information. This study uses conv1_1, conv1_2, and
conv2_1 layers for extracting content-specific feature maps. FC in Eq. (1) repre-
sents the content image feature maps, whereas FT depicts feature maps of the target
image.

Lcontent = 1

2

l∑

i, j

(
FCl

i j − FTl
i j

)2
(1)

Style loss can be defined as the mean squared distance between correlated feature
maps of the style and target image [2]. The correlation of feature maps is calculated
by taking the dot product of feature maps with transposed feature maps. Depth layers
of VGG19 contain style information which includes texture and color. The proposed
approach utilizes conv3_1, conv3_4, conv4_3, conv5_1, and conv5_4 for obtaining
style information. GC and GT in Eq. (2) represents correlated feature maps of style
and target image, respectively.
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Fig. 2 Proposed architecture for artistic image generation

Lstyle = 1

2

l∑

i, j

(
GCl

i j − GTl
i j

)2
(2)

This paper introduces a new loss term, “region-based random color loss.” This
research considers color information as style information. So, the proposed loss
term “region-based random color loss” can be calculated by taking the mean squared
distance between correlated feature maps of the blurred region-based random color
image and correlated feature maps of the target image. We found that correlated
feature maps from early layers of VGG19 focus on color information and help to
reduce texture. Thus, color information is extracted as correlated feature maps using
conv1_1, conv1_2, and conv2_1 layers. GR and GT in Eq. (3) represent correlated
feature maps of the region-based random color image and target image, respectively.

L region = 1

2

l∑

i, j

(
GRl

i j − GTl
i j

)2
(3)

L total = α.Lcontent + β.Lstyle + ε.L region (4)
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This study combines content loss, region-based random color loss, and style loss
to formulate total loss as given in Eq. (4). α, β, and ε are weights associated with
content, style, and region-based random color loss terms. After minimizing total loss
for multiple iterations using backpropagation, the proposed method recreates the
target image such that it has content from the content image, style from the style
image, and color from the blurred region-based random color image. The results for
the proposedmethod are generated after minimizing total loss for 5000 epochs with a
learning rate set to 0.003. This study usesAdamoptimizer for total lossminimization.
The results shown in the paper are generated by keeping α, β, and ε values at 0.5,
0.5, and 1.0, respectively.

4 Results and Discussion

To validate the proposed method, we conducted multiple experiments. This study
makes qualitative comparison and user evaluation study to get a general preference
for the proposed method. For experiments, this study uses both realistic and artistic
images, which are retrieved from [23, 24].

As shown in Fig. 3, the generated results are qualitatively compared to NST [2]
andAdaIN [3]. For some image pairs of content and style,AdaIN results are distorted,
and structural detail is lost, for example, eyes in the portrait of a lady. However, the
proposed approach symmetrically transfers style and preserves the structural details
of the content image. Random color highlighting using the proposed approachmakes
results unique and more artistic than the results of NST and AdaIN.

NST and AdaIN have a fixed scope for color information. Whereas, the proposed
method has the advantage of generating results with different color highlighting
by providing different region-based random color images, as shown in Fig. 4. The
proposed method generates results with style and random color highlighting, making
results unique than NST and AdaIN.

The proposed method also allows users to control color highlighting. It is observ-
able from Fig. 5 that the degree of color highlighting varies based on ε. When ε is
zero, the proposed method produces results that are similar to NST. The strength of
color highlighting will increase as the ε value rises. From the visual comparison,
the proposed method allows for greater flexibility in transferring color information,
resulting in unique and better results than previous techniques in terms of color
information.

In order to get a general preference of the proposedmethod, two individual surveys
are conducted comparing the proposed approach with Neural Style Transfer NST [2]
and AdaIN [3]. As part of the survey analysis, 25 participants were chosen who did
not have any prior knowledge about the given techniques for each survey. They were
given output images of each technique in random order and asked to choose best
according to their visual perception. Table 1 summarizes the collected data as part
of user survey analysis. According to the data collected, the results generated by the



Region-Based Random Color Highlighting in Artistic Style … 87

Fig. 3 Qualitative comparison of the proposed method with NST [2] and AdaIN [3]

Fig. 4 Possible outcomes by different blurred region-based random color images

proposed method are moderately more preferable than other techniques with a 99%
level of significance in the binomial test.
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Fig. 5 Effect of ε on the target image

Table 1 User survey analysis

Experiments Proposed versus NST [2] Proposed versus AdaIN [3]

#Pairs of an images 10 10

#Participants 25 25

#Total Responses 250 250

#Responses in favor of the proposed
method

178 159

Favored Responses% 71.2% 63.6%

P-value (Binomial test) 0.000001 0.000011

5 Conclusions and Future Scope

This work introduces a new deep learning-based approach to generate artistic images
using a region-based random color image. We use region growing to generate a
region-based random color image. Later after preprocessing, a region-based random
color image is used in the style transfer process. The proposed approach also intro-
duces a new loss term, “region-based random color loss,” which contributes to a
total loss for transferring color information. The proposed method gives the advan-
tage of generating different results using the same pair of content and style images
using different region-based random color images each time. The proposed approach
is more flexible and generates unique artworks. Qualitative evaluation and user
survey analysis indicate that the proposed approach results are unique and preferable
compared to NST and AdaIN methods.

However, the proposed approach is based on image optimization, so it cannot be
applied to the use cases that require style transfer in real time. Hence, the proposed
work can be enhanced by adapting the model optimization techniques.
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A Novel Enhancement of Vigenere
Cipher Using Message Digest

Rajalaxmi Mishra and Jibendu Kumar Mantri

1 Introduction

Cryptographic methods are based on the theory of mathematics and involve the
procedure of transformation of the ordinary plain text messages into unintelligible
ciphered text messages and vice versa. These consist of the techniques of data storage
and transmission in encrypted formwhich makes sure that only the intended user can
read and process it. Many researchers have contributed in the area of cryptography
and proposed quite secure and robust schemes like Data Encryption Standard (DES)
[5, 10], 3DES [16, 18], AES [8, 10, 29], Blowfish [11], RSA [10, 29]. The complexity
of these ciphers is too high and also requires more resources for implementation.

Blaise de Vigenère proposed the Vigenere cipher, a popular traditional crypto-
graphic technique for encryption of alphabet text. Depending on the sequence of
characters in the keyword, a sequence of Caesar cipher application is used. A number
of researchers have worked on the improvement of Vigenere cipher and presented
different modifications to it. To include small letters, capital letters and digits, a
matrix of size 62 × 62 [20] is constructed. Vigenere cipher is combined with Poly-
bius cipher to present a new hybrid cipher [25]. To secure the key [2], the one-time
pad cipher is used. The one-time pad cipher is used with a randomly generated
key to generate the cipher text of the message. On the equal length key and the
message, the XOR operation is applied. The transposition method is applied to the
encrypted message and then some logical bits are added. Then, the one-time pad
cipher followed by transposition cipher is used to provide the cipher text which
is more secure. To avoid exchange of keys, a three-pass Protocol scheme [13] is
proposed. It used separate keys for the process of encryption and decryption. The
keys need not be shared by the communicating parties. The paper [15] presents an
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extension to Vigenère cipher; it is the Alpha-Qwerty cipher. It provides an encryp-
tion scheme for a set of 92 characters which include digits, some special symbols
and case sensitivity to the original Vigenere cipher of 26 letters. It employs a modi-
fied mapping method to map the plain text to the cipher text. The paper [3] uses
different keys and the Kasiski method of attack to analyze the modified Vigenere
cipher. An enhanced Vigenère cipher is proposed in [19] by adding some random
bits of padding to each byte. It employs a one-way function to find the accurate
extent of pad to separate the message bits from the random padded bits. The size of
the cipher text is increased reasonably in this method which significantly improves
the security of the cipher. A strong hybrid cipher [17] is proposed by combining the
characteristics of modern cipher with conventional ciphers like Caesar cipher and
Vigenere cipher in their modified forms. The multilevel encryption algorithm [28]
using modified Vigenere cipher enhances its security. This method is suitable for
resources constrained light-weight applications as it has much lesser computational
complexity as compared to most of the modern ciphers. The generalized implemen-
tation for Vigenere cipher [27] employs any two reversible square matrices having
unique rows or columns, for encryption and decryption purposes. A poly alphabetic
cipher is proposed by combining the features of the Vigenère cipher and the Affine
cipher [26]. It incorporates the diffusion and confusion properties to improve the
security level in storage and transmission of data in open public networks. An exten-
sion of the original Vigenere table into 95× 95 is presented in [12] which include all
characters, digits, mathematical symbols and punctuations to enhance security and
make the cryptanalysis procedure more difficult. Kester [21] presents a novel method
of implementation of the Vigenère cipher algorithm where the cipher key is being
changed automatically in every step of encryption. The subsequent key values are
generated from the initial value of the key. The Vigenère cipher is reviewed [1] and
also different existing modifications are discussed. A key generation procedure [4]
generates a key whose length is dependent on the level of security of the message.
The key length is dependent on the security level of the message which is determined
by the sender on the basis of its importance. The paper [14] performs cryptanalysis
and analyzes the classical encryption schemes. It also presents a modified algorithm
by using simple computations to provide better security. By using simple shift and
EXOR operation from a single key, it generates lots of keys.

The message digest algorithm (MD5) takes any string of arbitrary length as input
data, and produces output of 128-bit (32-digit hexadecimal) as fingerprint [23]. Each
message produces a differentMD5value. It has beenwidely used to check integrity of
data. Rachmawati et al. [7] presents a comparative study betweenMD5 and SHA256
algorithm. A chaotic block image encryption scheme is presented in [9] by applying
message digest algorithm. To enhance the level of security, the initial key value is
generated by using the message digest algorithm MD5, which is used by 2D-STCM
to generate a large key stream.

In this paper, we used the message digest MD5 algorithm applied on plain text
message to generate the initial key as in [9], and then employed a key generation
procedure based on [14] to generate the keys as the length of the plain text message.
ThenVigenère cipher is applied to encrypt themessage in plain text. The arrangement
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of the rest of the paper is given as: the theoretical background is included in Sects.
2, 3 contains our proposed scheme, Sect. 4 includes the result and analysis of the
scheme and finally, Sect. 5 contains the conclusion and scope of future work.

2 Theoretical Background

In 1991, Ronald Rivest designed MD5 as a substitute of the existing hash func-
tion MD4. The message-digest algorithm, MD5 is a commonly used hash function
producing a hash value of 128-bit. TheMD5 hash value of 128-bit (16 byte) called as
the message digests are generally expressed as a series of 32 hexadecimal numerals.
Message digest values are used for checking the integrity of the messages.

The symmetric key cryptography is the cryptographic scheme where both the
processes of encryption and decryption use the same key. The private or secret key
needs to be shared between the sender and the receiver in a secured manner. P stands
for the plain text, C stands for the ciphered text and K is the shared secret key. The
plain text is converted to the ciphered text by using the encryption algorithm and
the key. Then the ciphered text can be sent to the receiver with whom the secret key
is shared. After receiving the ciphered text, the receiver can decrypt it by using the
decryption algorithm along with the shared secret key.

Encryption Algorithm:

C = Encryption (P, K)

Decryption Algorithm:

P = Decryption (C, K) = Decryption (Encryption (P, K), K)
Applying a series of Caesar cipher applications depending on the letters of the

keyword, the Vigenere cipher produces the cipher text. The method of substitution is
utilized that shifts each plain text letter with a different amount according to the letter
of the keyword and uses a table called “Vigenere Table” to achieve this purpose. The
table consists of 26 rows and 26 columns each representing a letter from A to Z.

The encryption process of Vigenere cipher generates cipher text from the plain
text

C = Encryption (P, K) = (Pi + Ki) mod 26.
The original message in plain text is generated from the ciphered message by the

process of decryption of Vigenere cipher

P = Decryption (C, K) = (Ci − Ki) mod 26.
The values of plain text, cipher text and key, respectively, denote at the offset

position i denoted as Pi, Ci and Ki. The alphabet, A–Z are mapped with the numbers
from 0 to 25, so that A is mapped with 0, B mapped with 1…Z mapped with 25. To
encrypt the plain text using Vigenère cipher, the key length has to be equal with the
message length. If the key length is less than the message length, then the letters of
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the key need to be repeated to get a key of length equals to the length of message in
plain text. For example, the plain text P = CRYPTOGRAPHY

The numeric values are 2, 17, 24, 15, 19, 14, 6, 17, 0, 15, 7, 24

And the keyword is TRUST, and then the key for encryption is TRUSTTRUSTTR

The numeric values of the key are 19, 17, 20, 18, 19, 19, 17, 20, 18, 19, 19, 17

The cipher text is generated as VISHMHXLSIAP (Table 1)
There are some drawbacks of Vigenere cipher. The mathematical symbols, punc-

tuation and digits are not included in the Vigenere table. Hence, the encryption
methods of these symbols are not described. The repetitive key is its main flaw.
The key length can be predicted by the cryptanalyst by using the Kasiski test and
Friedman test. After getting the key length, the content of the cipher textual may be
handled as interwoven Caesar ciphers, which can easily be broken separately.

3 The Proposed Scheme

This paper proposes the encryption and decryption scheme based onVigenere cipher.
The encryption and decryption processes:
The plain text is encrypted as per Vigenere cipher
For all the characters in the plain text

C[i] = (P[i] + K[i]) mod 256
Similarly, the ciphered text is decrypted to plain text as

P[i] = (C[i] − K[i]) mod 256
For all the characters present in the cipher text.

The Key Generation Process:

On the plain text, the MD5 (Message Digest) algorithm is applied which gives a
sequence of 32 hexadecimal numbers.

The hexadecimal numbers are converted to decimal numbers.
Sum of the decimal numbers has to be evaluated.
This sum of 32 decimal numbers is the key value.
This encryption scheme generates a sequence of as many keys as the number of

characters present in the plain text message by using bit-level manipulations.
k = initial key that is sum of 32 decimal numbers (output of MD5), represented

as the binary string k1 and it is divided into left-hand side (LHS) part and right-hand
side (RHS) part. The left circular shift (LCS) operation also performed to generate
key values.

k[i] = LHS||RHS

k[i + 1] = RHS(k[i])||LHS(k[i])
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k[i + 2] = LCS(k[i + 1])

k[i + 3] = LCS(LHS(k[i + 1])||RHS(k[i + 1])

k[i + 4] = LHS(k[i + 3])||LCS(RHS(k[i + 3])
Repeat this set of processes to generate keys equal to number of characters of

plain text.
After getting the plain text at the receiver side, theMD5 (message digest algorithm

is applied again and the output of 32 hexadecimal numbers is converted to 32 decimal
numbers and their sum is evaluated. This sum is compared with the shared secret
key. The matching result ensures data integrity.

4 Results and Analysis

This encryption scheme is implemented by using the programming language Java.

Plain Text: secure message scheme
Numeric Values of the plain text:

115 101 99 117 114 101 32 109 101 115 115 97 103 101 32 115 99 104 101 109 101

MD5 value: 60df1f408d4b845642b9e8d0780701c1 (32 hexadecimal numbers)

The decimal values: 6 0 13 15 1 15 4 0 8 13 4 11 8 4 5 6 4 2 11 9 14 8 13 0 7 8 0 7 0
1 12 1

The sum of the 32 decimal numbers = 210
The numerical values of the individual key:

210 45 90 178 212 77 154 180 216 141 27 184 209 29 58 177 210 45 90 178 212
The numerical values of the characters of the encrypted string

71 19 62 41 72 51 59 35 63 2 15 27 58 3 90 38 55 22 64 33 59

Encrypted String: G!! > )H3;#? ☼ ← :♥Z&7▬@!;
The numerical values of the characters of the decrypted string

115 101 99 117 114 101 32 109 101 115 115 97 103 101 32 115 99 104 101 109 101
Decrypted string: secure message scheme
To check integrity of the message, MD5 algorithm is applied on the plain text and

the output is:

60df1f408d4b845642b9e8d0780701c1 (32 hexadecimal numbers)
The decimal values are:

6 0 13 15 1 15 4 0 8 13 4 11 8 4 5 6 4 2 11 9 14 8 13 0 7 8 0 7 0 1 12 1
The sum of the 32 decimal numbers = 210
Hence, the integrity of the communicated message is ensured.
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4.1 Security Analysis

In this scheme, the key is generated from the output of MD5, which is a sequence
of 32 hexadecimal numbers. These 32 hexadecimal numbers are converted to 32
decimal numbers and the summation of these numbers is the secret key. On the basis
of the secret key, a sequence of keys are generated, one for each character of plain
text. Value of the shared secret key is dependent on the plain text, for different plain
text this value must be different. Hence, it will be quite difficult for the cryptanalyst
to guess the key.

For brute-force attack, the cryptanalyst needs to try (256)n number of different
numbers as the key value, as n is the message length.

This scheme possesses two significant characteristics called confusion and diffu-
sion. The concept of diffusion is to conceal the association of the plain text with the
cipher text [6]. It will discourage the cryptanalyst to get the plain text by using the
cipher text statistics. This scheme possesses the diffusion property as the key is based
on the message digest of the plain text message. The confusion concept is to conceal
the association among the key and the cipher text. It will discourage the cryptanalyst
to get the key by using the cipher text. It has the property of confusion as for each
plain text character, the key value is different. The cryptographic cipher scheme’s
success and competence depends on the fact that how difficult it is to be cracked or
broken by a cryptanalyst.

The major limitation of the Vigenère cipher is the repetition of the key. Once the
key length is guessed correctly, the cipher text would be regarded as inter-woven
Caesar ciphers, which can be cracked very easily. The Kasiski and Friedman tests
can be used to find the key length. In this scheme, the key length is same as the length
of the plain text; hence, Kasiski and Friedman tests fail for this scheme.

4.2 Avalanche Effect Analysis

The avalanche effect is one among the requisite character of cryptographic algorithms
which mean that with the slight change of input, the output changes significantly.
Avalanche effect around 50%ormoremeans the cryptosystemhas diffusion property.

To test the avalanche effect, two different pairs of input strings are chosen [22]

Data1 (contains only alphabets) cryptography and cryptography

Data2 (contains alpha numeric characters) Data4 and Data2.
The following table shows the avalanche effect of AES, RSA and our proposed

method (Table 2).
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Table 2 Analysis of
avalanche effect

Input text AES (%) RSA (%) Proposed scheme (%)

Cryptography
Cryptography

47 51 54.16

Data4
Data2

53 56 55.0

4.3 Frequency Analysis

Plain Text: secret message

Ciphered Text: 3R < q$QXk"0 k] a
Figure 1 represents the frequency analysis of the plain text and Fig. 2 represents

the frequency analysis of the cipher text. It is evident from the frequency analysis
that the proposed method eliminates repetition and no trace of it is provided in the
cipher text.

There is another test case.

Plain Text: aaabbbcccdddeee

Cipher Text: E� > 6H1☺9Ms > H˛”
The frequency analysis of the message in plain text and in cipher text is shown in

Figs. 3 and 4, respectively. From the frequency analysis, it is clear that the proposed
method eliminates repetition and no trace of it is provided in the cipher text.

Fig. 1 Frequency analysis
of the plain text

0
5

s e c r t sp m a g
Plain Text Characters

Frequency Analysis

Frequency

0

5

3 R < q $ Q X k " 0 ] sp a
Cipher  Text Characters

Frequency Analysis

Frequency

Fig. 2 Frequency analysis of the cipher text
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Fig. 3 Frequency analysis
of the plain text

3 3 3 3 3

0

5

a b c d e
Plain Text Characters

Frequency

Frequency

0

2

4

E > 6 H 1 ☺ 9 M s ☻ ♦
Cipher Text Characters

Frequency Analysis

Frequency

Fig. 4 Frequency analysis of the message in cipher text

5 Conclusions and Future Work

The proposed work is an improvement over Vigenère cipher as it defends the Kasiski
and Friedman attacks, and it also possesses the properties like confusion and diffu-
sion. The key value of the scheme is calculated from the message digest which is
different for different plain texts; this makes it difficult for the cryptanalyst to guess
the key. This scheme ensures privacy as well as message integrity. The secure way
of sharing the key will be considered as our future work.
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AMulti-criteria Decision-Making
Approach to Analyze Python Code
Smells

Aakanshi Gupta , Deepanshu Sharma , and Kritika Phulli

1 Introduction

A software with less modifications is generally recommended in the current software
industry. It is estimated that approximately 75% of the whole expense is exhausted
to upkeep the maintenance cost [5]. Nonetheless, there still exist some code smells
which hinder itsmaintenance in terms of design issues. Itmay result in compromising
the software quality and pose an extreme danger to development and modifiability
of the software (technical debt) [10]. Code smells happen to degrade design of the
code leading to deviations from the expected execution and hamper the quality and
maintainability of the application [3, 4]. Factors such as time constraints, market
pressure and limited budget make it burdensome for developers to remove all the
code smells. Refactoring seems to be a promising approach to eliminate the code
smell so to prevent deterioration of performance and efficiency [3]. Emphasizing on
Python language, it has been seldom investigated particularly for code smell domain.
Besides, it is a dynamically typed language and has great support for varied libraries.

This proposed research involves the common Python-based code smells that
impede the software’s performance. It is worth marking that it is necessary to prior-
itize these distinguished code smells against the abovementioned odd factors and
refactor those smells first which hamper the software quality [23]. Consequently,
the refactoring strategies depend upon the qualitative and quantitative against the
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nature of code [13]. This effort calculation to estimate the type of smell to be refac-
tored defines the prioritization of code smells. In this study, it is followed by using a
purely statistical approach, MCDM—Multi-Criteria Decision-Making [15]. MCDM
approach assists in making decisions on the basis of its significance in the existence
of other objectives. In relevance of resolving conflicts, the VIKORmethod is applied
which helps in determining the compromise solution closed to the ideal one and
ranks the alternatives [12, 26].

Additionally, other MCDM approaches such as TOPSIS—Technique of Order
Preference Similarity to the Ideal Solution—TOPSIS, and WASPAS—Weighted
Aggregated Sum Product Assessment have also been used. Both these approaches
have been explored in this study in comparison to VIKOR’s order ranking solu-
tion for a better analyses of code smells induced in python language. These tech-
niques utilize a weight estimation strategy which determines the criteria for decision-
making. Hence, two types of objective weight estimators have been practiced in this
study, namely ENTROPY and CRITIC method [2, 14].

The motivation to prioritize the dominant code smells for efficient refactoring
rather than refactoring them all at once helps the authors devise an order ranking of
the code smells for Python software and extract the vital software metrics affecting
themaintenance of the software, employing theMCDM techniques referenced above
alongside their weight estimators.

Research Contributions

1. To extract the vital software metrics indispensable for order-ranking of code
smells induced in Python software utilizing machine learning for enhanced
software quality.

2. To evaluate the objective weights using weight estimations methods—Shannon
Entropy and CRITIC Method.

3. To propose an order ranking of code smells induced in Python software through
a MCDM approach which provides a compromised solution—VIKOR method.

4. To devise an order-ranking among the Python code smells on the basis of various
MCDM techniques (VIKOR, TOPSIS, WASPAS) to be practiced for efficient
refactoring needs.

The research has been structured in the following manner: Sect. 2 aligns the
background and related workwhile the research study and design has been illustrated
in Sect. 3. Section 4 details the experimental setup performed for the work and Sect. 5
discusses the final results of the research. The threats to validity are depicted in
Sects. 6 and 7 presents the conclusions of the work and briefs the future scope of this
work.
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2 Related Studies

This section explains the literature review and analyzes the updated published
research work in the field of software engineering concerning code smells. The
prioritization of code smells consistently stays a subject of ongoing examinations in
the literature. Code smells seem to be demonstration of design issues which can be
refactored using different strategies [4]. Fowler proposed 22 code smells in his study
which suggest some refactoring strategies alongside [4]. A study by Gupta et. al.
suggested a SLR—Systematic Literature Review on bad code smells induced in Java
language [25]. The Python programming area has been less tested, possibly because
of its dynamic nature.

Most previous researchers chose the data set based on the Java programming
language, according to Kaur et al., who recently examined the subject of priori-
tising code smells. Even so, they haven’t run many statistical tests [23]. A study
by Mareschal discovered the rankings obtained in accordance with the changes in
the weight criteria [8]. For prioritizing smelly instances, a ranking method was
defined using heuristic-based detection of code smells [9]. Besides from configu-
ration defects, there are numerous different examinations where the use of MCDM
strategies has been noticed. The popular supplier selected problem has been resolved
by Onder and Dag utilizing AHP and improved TOPSIS MCDM strategies [11, 19,
20]. Sehgal et al. used Fuzzy TOPSIS methodology whereas Yang Wu studied the
construction of the evaluationmodel in health welfare [13, 16]. A recent study adopts
the MCDM technique for the mobile application development using agile [22, 24].
A similar work recently published focusing on the prioritization of python code
smell has been studied by Gupta et al. based on VIKOR methodology of MCDM
approaches [26]. An integrated approach comprising of TOPSIS and AHP method
has also been performed [17].

3 Research Study and Design

3.1 Research Design

The research work helps in studying the order-ranking of code smells induced in
Python software for realizing their priority to attain sustainable development. A
glimpse of this entire study has been illustrated in Fig. 1. This study supports the
application of MCDM approaches which further helps in evaluating the conflicting
criteria using the objective approach. It also depends upon the intensity of code smells
induced in Python software at class level. The primary progress in this examination
discovers the following:

• A set of crucial software metrics which leads to software degradation resulting in
code smells for Python classes.
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Fig. 1 Overview of research Study

• Acomprised solution using theVIKORmethod for code smells which are selected
from a set of alternatives obtained from the order rankings in the existence of
conflicting criteria (software metrics).

• The weight estimators required for the MCDM strategies using two weight
determining criteria—Shannon Entropy and CRITIC method.

• The order ranking of the VIKOR technique further compared with other MCDM
strategies—TOPSIS and WASPAS, utilizing both the weight criteria for order
ranking calculations respectively.

Thismathematical approach conforms the order-rankingof thePython code smells
and represents the manner in which they should be refactored at the earliest and given
utmost preference for significant maintainability enhancements.
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Table 1 Code smells induced in python software

Code smells Description

Cognitive complexity Cognitive complexity of a function should not be too high

Collapsible “IF” Nested “IF” statements should be merged/collapsed in one if block

Many parameter There should not be too many parameters in functions, methods and
lambdas

Unused variable The local variables which are unused should be removed

Naming conventions The naming of class, function, method name should comply with the
naming conventions

3.2 Context Selection

This section briefs about the data set collection and selection of Python software
system along with its detection mechanism.

Selection of Python Software: This research has been conducted using open-source
Python software which is extracted from the GITHUB repository. The following
criteria has been applied for their cloning:

• Most starred filter of GITHUB with at least 15 K Line of Code (LOC)
• Python software having contrasting scopes and sizes and developed by different

communities and are still in maintenance phase by Python developers.

Conclusively, 10,552 Python classes from a set of 20 Python applications along-
side 6817 fileswere evaluated for determining the prioritization order using statistical
techniques.

Selection and Detection of Code Smell in Python Software: The detection and priori-
tization of codes smells have been performedwhich contributes to the technical debts
to the software. For detection of such code smells, SonarQube tool (https://www.son
arqube.org/) has been used. This study takes into account five code smells which
were further detected by SonarQube, an open-source software inspection tool. It is
worthy to highlight that the code smells detected using SonarQube does not align
with Fowler’s known code smells [3]. The description of code smells has been listed
in Table 1.

4 Experimental Setups

4.1 Data Pre-processing

A total of 10,552 classes have been extracted for five code smells diffused in 20
Python applications. A progressive approach has been practiced utilizing Machine

https://www.sonarqube.org/
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Learning Classification for evaluating the critical software metrics affected by code
smells. Further, UNDERSTAND (https://scitools.com/), a static software analyzing
tool has been employed to provide a set of 37 metrics. These metrics depict the
conflicting criteria (multi-criteria) for deciding the prioritization of code smells. The
next step accounts for selecting essential features to filter out the vital metrics against
the detected code smell before classifying the data. The Rank searching approach
used was Information Gain feature selector which minimizes the complexity of the
detection rules.

Applying the feature selectors, a set ofmetricswere obtainedwhichwere later used
in the rule-based approach of supervised learning. The metrics obtained after rule-
based classifier approach empowered the criterion which determines the significant
software metrics severely impacting the software systems. It is worth noting that
machine learning rule-based classifiers have been applied. A paired t-test has been
applied which resulted in JRIP classifier as the accurate one with an accuracy level
of 89.81%.

4.2 Weight Estimation

TheMulti-Criteria Decision-Making methods always require a weight as a part of its
computations in association to each criterion (i.e., software metrics). Every metric
is associated with a weight computed using different weight estimation techniques.
In respective to this research, this procedure involves two weight estimators:

Shannon Entropy method and CRITIC method.

Shannon Entropy Method

The Shannon Entropy is a fundamental quantity in information theory. It is based
upon the amount of uncertainty in information determined by the probability theory
[14].

When determining a proper weight for MCDM problem based on ranking, it is
one of the known strategies [1, 6].

The formula for Computation of Shannon Entropy is as follows:

E j = −h
m∑

i=1

ri j ln ri j j = 1, 2, . . . , n (1)

where,

m = number of code smells; (m = 5);
constant “h” guarantees that E j (j = 1, 2, …, n) lies in interval [0, 1].

The formula for computation of weight vector is as follows:

https://scitools.com/
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w j = 1 − E j∑n
j=1(1 − E j )

j = 1, 2, . . . , n (2)

1 − Ej = the degree of diversity of the information for the jth criterion.

CRITIC Method

(Criteria Importance Through Intercriteria Correlation)
This strategy establishes objective decision-making weights. For the MCDM

problem, this method incorporates a conflict in the criteria and the severity of the
contrast. It determines the information in the criterion by analyzing the variants in
the decision matrix using analytical testing [2, 7]. Correlation analysis is used to look
for differences between the criteria.

The formula for determining the quantity of the information concerning each
criterion is as follows:

C j = σ j ∗
m∑

k=1

(
1 − r jk

)
(3)

where C j = quantity of information contained in jth criterion.
The formula for computation of weight is as follows:

W j = C j∑m
k=1 C j

(4)

The above stated methods helped in computing weights for each software metric
and defined below in Fig. 2.

Fig. 2 Objective weights of software metrics
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4.3 MCDM Techniques

Once the weights for the software metrics have been derived, MCDM techniques
such as VIKOR, TOPSIS and WASPAS have been used in this study. These methods
are elaboratively explained below:

VIKOR Method

The VIKOR methodology has proven to be an effective method for dealing with a
wide range of judgment criteria. It proposes a multi-criterion optimal compromise
ranking solution alongside an order ranking of code smells which resulted in an
agreement between the code smells on mutual basis. The compromise ranking is
obtained by evaluating its close alternative to the ideal one, using a criterion function
to evaluate each alternative.

Applying the appropriate weights [12] has resulted in the following steps:

Step 1: Analyze the best and the worst value for each criterion. Due to the comparator
of software metrics obtained using machine learning classifier, this study involves
only beneficial criteria:

X+
i = max

(
xi j

) − Best Value; X−
i = −min

(
xi j

) − Worst Value

Step 2: Using the Eq. (5), the values Si and Ri are computed for every criterion for
each code smell using weights of the criteria W j .

Si =
m∑

j=1

(
W j ∗ X+

i − Xi j

X+
i − X−

i

)
(5)

Ri = max
j

(
W j ∗ X+

i − Xi j

X+
i − X−

i

)
(6)

Step 3: Using Eq. (7), the value of Qi is computed.

Qi = μ ∗ Si − S∗

S− − S∗ + (1 − μ) ∗ Ri − R∗

R− − R∗ (7)

where,

S∗ = mini Si , S− = maxi Si

R∗ = mini Ri , R− = maxi Ri

μ = 0.5 (considered).

Step 4: Based on the Q, R and S values, the code smells are ranked in descending
order. Table 2 describes the ranking obtained.
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Table 2 Order preferencing of python-based code smells using VIKOR technique

Python
code smells

Si Ri Qi Order
rankingENTROPY CRITIC ENTROPY CRITIC ENTROPY CRITIC

Cognitive
complexity

0.15 0.16 0.06 0.07 0.038 0.03 2nd

Collapsible
‘IF’

0.08 0.1 0.06 0.07 −2.11E−07 1.14E−06 1st

Many
parameter

0.27 0.26 0.07 0.1 0.12 0.15 3rd

Naming
convention

1 1 0.23 0.27 1 1 5th

Unused
variable

0.66 0.67 0.16 0.2 0.61 0.63 4th

Step 5: After rankings are obtained, following two conditions are checked to acquire
a compromised solution.

C1: Acceptable advantage

Q
(

A2
) − Q

(
A1

) ≥ DQ (8)

where DQ = 1
j−1 , j = number of alternatives = 5.

C2: Acceptable stability in decision-making:
It states that the alternative A1 must also be ranked by S or/and R.
The above conditions help in discovering a compromise solution and states that it

is stable for the given decision-making process by majority rules through the voting.
The C2 conditions support the data set studied in this research but disagrees with

C1 condition.

TOPSIS Method

TOPSIS (Technique of Order Preference Similar to the Ideal Solution) is used for
comparing the set of considered code smells by recognizing the weights for each
criterion (done using both ENTROPY and CRITIC). It is the second method used in
accordance to VIKOR method.

Principle: The selected alternative should have the shortest geometric distance from
the positive ideal solution and the longest geometric distance from the negative ideal
solution.

The following procedure has been followed to evaluate the order preferencing
using TOPSIS mechanism [12, 17, 20]:

Step 1: A normalized decision matrix is calculated using vector normalization for
every element and then multiplied by the weights of each criterion (software metric)
with the obtained normalized value.
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Step 2: The ideal best (Vj
−) and the ideal worst value (Vj

+) are determined for each
criterion.

Step 3: The separation measures (L2—norm distances) are evaluated using the
Eqs. (9) and (10) from the ideal best (S+

j ) and the ideal worst values (S−
j ) using

Euclidean distance.

S+
j =

⎡

⎣
m∑

j=1

(Vi j − V +
j )2

⎤

⎦
0.5

i = 1, 2, . . . , m. (9)

S−
j =

⎡

⎣
m∑

j=1

(Vi j − V −
j )2

⎤

⎦
0.5

i = 1, 2, . . . , m. (10)

Step 4: The relative closeness to the ideal solution is calculated using the Eq. (11)

Pi = S−
I

S+
I + S−

I

0 ≤ Pi ≤ 1 (11)

WASPAS Method

The third approach used in this study is a combined method of WASPAS which
proves to be an optimization method for multi-criteria decision-making approaches.
Thismethod is based on two criteria of optimality [18, 21]. ([Weighted SumMethod];
[WPM: Weighted Product Method]) technique,

Step 1: The weighted sum using WSM (Si ) and weighted product using WPM (Pi )
from the decision matrix is calculated from the Eqs. (12) and (13).

Si =
n∑

j=1

w j xi j (12)

Pi =
n∏

j=1

xwi
i j (13)

Step 2: The joint generalized criterion is calculatedusingWSMandWPMofweighted
aggregation using the Eq. (14)

Qi = λSi + (1 − λ)Pi ; λ = 0.5 (14)

Step 3: Based on the Qi values, rank the code smells.
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Table 3 Order preferencing of python code smells for TOPSIS and WASPAS technique

Python code smells TOPSIS WASPAS Order ranking

ENTROPY CRITIC ENTROPY CRITIC

Cognitive complexity 0.8 0.79 0.88 0.87 2nd

Collapsible ‘IF’ 0.85 0.83 0.93 0.92 1st

Many parameter 0.72 0.73 0.79 0.8 3rd

Naming convention 0 3.52E-09 0.25 0.25 5th

Unused variable 0.33 0.31 0.49 0.49 4th

The combined preference scores for TOPSIS and WASPAS method are stated in
Table 3.

5 Results and Discussion

This investigation devised an order-ranking for code smells induced in Python soft-
ware by the application the Multi-Criteria Decision-Making (MCDM) strategies.
The techniques using MCDM approaches help in better decision-making in various
software domains. This research has explored techniques like VIKOR, WASPAS
and TOPSIS alongside two weight estimators, i.e., Shannon Entropy and CRITIC
method.A set of 20Python softwarewith a total of 10,552 classeswere extracted from
GITHUB repository. SonarQube tool has been preferred for code smell detection,
detecting around 5 code smells in the name of technical debts.

Using a static analyzer tool, the software code has been analyzed for static soft-
ware metrics. These metrics have been treated as a multi-criterion for procuring
the vital software metrics (multi-criteria) and as a decision matrix for applica-
tion of MCDM techniques. The vital software metrics has been selected using
the machine learning rule-based classification method. Paired-t-test was applied to
acquire an accurate algorithm. This test resulted into a highest obtained accuracy of
89.91% for JRIP algorithm, which generates detection rules. The obtained software
metrics indicates the supreme existence of code smells labeled as:MaxCyclomatic,
CountDeclInstanceVariable, CountLine, SumCyclomatic, MaxNesting.

It is significant that the acquired softwaremetrics tend to pose a beneficial criterion
for determining the order-ranking of the code smells. After the vitalmetric extraction,
the subsequent stage helps in estimating the wrights of these metrics. Two methods
namely, Shannon Entropy and CRITIC, were employed to ensure diversification, as
discussed above in Sect. 4.2. Focusing on the statistics, theEntropy estimator reports
the highest weight of 23.06% for the metric, CountDeclInstanceVariable and the
least weight of 15.92% for the metric CountLine. In contrast, theMaxCyclomatic
metric achieved the maximum weight of 27.78%, whereas the MaxNesting metric
weighed the least up to 10.82% for the CRITIC estimator. Once the weights were



114 A. Gupta et al.

Fig. 3 Visualization of order preference scores of TOPSIS and WASPAS method

calculated, the indicated MCDM techniques have been practiced. The methods have
been explained in Sect. 4.3.

As discussed, a compromise solution is also devised in VIKOR method. For this
study, the compromise solution sums up the following: A set of 3 code smells induced
in Python software: Collapsible “IF” with Rank 1, Cognitive Complexity with Rank
2 and Many Parameters with Rank. This states that if the first ranked smell is non-
existence, it is advised to refactor the second ranked smell. It is worth mentioning
that both weight-determining methods emerged out to result in the identical order-
preference rankings, despite having different performance score. The results from
VIKORmethod urged the authors to apply otherMCDM techniques such as TOPSIS
and WASPAS to acquire a firm ranking and proposing the finest order preferencing
solution for the considered smells. Utilizing both the weight estimation methods,
TOPSIS and WASPAS resulted in the indistinguishable (identical) order preference
as acquired by the VIKOR method.

Nonetheless, the performance scores contrast for both the strategies just as the
weight estimations.

It has been concluded that considered five code smells have identical order-
ranking, though contrasting performance scores when evaluated through all the three
MCDMmethods utilizing both the weight estimators. The order preferencing scores
are depicted in Fig. 3.

6 Threats to Validity

This section explains some of the limitations of the study that were encounteredwhile
examining the entire research study. The outcomes of the order-ranking acquiredmay
varywhen taking other smells into considerations. The deflections in the rankingmay
occur but some what it should continue to follow a similar ordering. The quality and
quantity of the data set may pose some threats to validity. The enhancements in the
mathematical formulas might affect the order-ranking of code smells achieved in
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this study. Also, it is worth mentioning that the order-ranking achieved is currently
based on the static code metrics. The results might vary when different nature of
code metrics is considered.

7 Conclusion and Future Scope

This research accounts to order the code smells diffused in the popular language,
Python to develop a sustainable software. The approach to prioritize the code smells
aids the refactoring process to be more efficient and useful for further optimized
coding solutions. The optimization in Python-based software is achievable by elim-
inating the design flaws, i.e., code smells which were earlier degrading the software
quality. These mentioned flaws relate to the domain of “Technical Debt,” delaying
the maintenance of the software in further developments. The detection of these
technical debts has been accomplished by the SonarQube tool. This study intents to
practice the MCDM technique to acquire the prioritization order for the considered
five Python-based code smells. Along with the order preferencing, the authors were
capable of extracting the vital software metrics which are harmful to the software
and essential for code smells order preferencing measures.

This analysis involves 20 Python applications (10,552 classes) and 5 generic
code smells. This examination extracts around 35 softwaremetrics throughUNDER-
STAND (static code analyzer) and then discovers the most essential software metrics
using the machine learning classifier based on propositional rule learner algorithm.
This analysis yields a set of 5 vital software metrics along with a comparator
which decides the beneficial or non-beneficial criteria. The weight estimators used
are Entropy method and CRITIC method. The weight estimators triggered two
contrasting percentages for each software metric. It was further utilized in MCDM
techniques for their respective computations. All the MCDM techniques applied in
this study were practiced in the combination of both weight estimation approaches.
It was decided that the VIKOR method should be computed formerly to obtain the
order preferencing ranks of the desired code smells and a set of compromise solu-
tions. Subsequently, order preferencing of TOPSIS and WASPAS techniques were
opted for prioritizing the code smells to ensure a proper order to realize the refac-
toring needs for smell rectification purposes. It was astonishing and encouraging
that the other two methods resulted in the identical order-rankings for the code smell
as obtained by the VIKOR method, although the performance scores differ. This
consistent ranking of code smells using three MCDM techniques in combination
with two objective weight estimators enhanced the efficiency of the proposed order
preferencing.

The above devised order-ranking narrows done the expensive refactoring efforts,
reducing time and saving efforts of the developer and maintenance team to deliver
high quality software products. This ranking can be clearly observed through the
Fig. 4. The conclusions obtained can be further analyzed for facilitating the Python
developers for better decision-making to maintain better software quality software.
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Fig. 4 Order-ranking of python code smells

The similar approach can be practiced for different languages. Furthermore, this
analysis can be carried out taking in account different code smells and realizing their
intensity for empowering better decision-making.
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The Importance of Validation Metrics
in Chaotic Image Encryption

M. Y. Mohamed Parvees and T. Vijayakumar

1 Introduction

The Confidentiality, Integrity and Availability (CIA) called CIA triad components in
information security are to be preserved to achieve secure communication during this
‘Information Age’. Particularly, the confidentiality is becoming one of the predomi-
nant components in secure communication and storage. The enormous development
of communication technologies like cloud and IoT are communicating varieties of
data to a large extent. Thus, the varieties of data are served and stored between various
people, software and hardware. Among those data, the images need remarkable and
difficult way to protect them. The images could be secured by providing the confi-
dentiality to images. In order to provide confidentiality, the various crypto schemes
are proposed by several researchers [1–8].

The review of literate evidence that the chaos-based block cipher cryptosystem is
assessed by histogram, correlation coefficient and entropy analyses [9]. Bashir et al.
[10] used correlation coefficient, histogram and data entropy to measure the random-
ness of the enciphered image which has been encrypted by Advanced Encryption
Standard (AES). Wu et al. [11] also proposed a local entropy analysis for measuring
the entropy of the variety of portions in the paired image and thereby, the local
entropy becomes vivid measure for estimating the efficiency of an image encryp-
tion algorithm. Similarly, Praveenkumar et al. [12] encrypted the grey-scale images
and inspected it with different new metrics such as chi-square analysis and local
entropy analysis. Then, many researchers discuss the importance of various metrics
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such as Correlation, Coefficient, Net Pixel Change Rate (NPCR), Unified Average
Changing Intensity (UACI), histogram analysis and chi-square analysis, etc. [13,
14]. All these metrics are useful for finding the efficiency of encryption algorithm in
terms of randomness. At the same time, it is essential to consider few metrics like
key sensitivity analysis, key space analysis and encryption time in terms of cipher
key and complexity of the algorithm. Many researchers use these metrics as standard
to evaluate their cryptosystem [15–17]. It is always essential to understand the roles
of metrics in chaotic encryption.

Among the various crypto schemes, the chaos-based crypto algorithms are partic-
ularly robust towards images. The efficiency of the chaotic cryptosystem is measured
by the ability to withstand different types of security attacks on encrypted images
and randomness of image pixels. The withstanding ability and randomness of enci-
phered images are measured through the various metrics correlation coefficient,
entropy, NPCR, UACI, key space, key sensitivity, randomness test suites, etc. [18,
19]. Therefore, the chaotic scrambling and diffusion are proposed with an improved
logistic map [20] to encrypt a 24-bit colour image and discussed with few existing
and proposed metrics. Ultimately, the research work is proposed to study the impor-
tance of various metrics and their roles in chaotic cryptosystem. The organisation of
this article comprises of an introduction, mathematical background on chaotic cryp-
tosystem, methodology adopted for chaotic cryptosystem, security analyses through
validation of metrics and conclusion sections.

2 Mathematical Background

In this research, the chaotic equations are used as pseudorandom sequence genera-
tors. The chaotic Eq. (1) produces the chaotic random sequences. This is the one-
dimensional improved logistic map equation. That is, the equation has been derived
from the logistic map. The improved logistic map is producing better sequences in
terms of randomness. From the literature, it could be observed that when the bifurca-
tion is wider, then the equation could be used in encryption. Similarly, the improved
logistic map has positive Lyapunov exponent (Figs. 1 and 2). Based on the above
findings, this improved logistic map is used for this study to the role of metrics on
cryptosystem.

Equation (1) produces larger bifurcation range than logistic map. The key for
the cryptosystem should be chosen from bifurcated range in order to provide better
security. The key space is also higher due to the enhancement of logistic map. One
more input parameter has been added to basic logistic equation which largely resists
brute-force attack.

xn+1 = r ×
[⌈ xn

v

⌉ × v − xn
v

]
×

{
1 −

[⌈ xn
v

⌉ × v − xn
v

]}
(1)
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Fig. 1 The bifurcate
diagram of improved logistic
equation

Fig. 2 The Lyapunov
diagram for improved
logistic equation

where, xn—Initial parameter and r, v—Control parameters.
Equation (1) produces chaotic random sequences when r lies between 0 and 4, v

lies between 0 and 0.3, xn lies between 0 and 1. Figures 1 and 2 illustrate the larger
bifurcation and positive Lyapunov exponent [20].

3 Methodology

In order to validate the various metrics involved in image encryption, the improved
logistic map is employed to produce chaotic random sequences. The primitive oper-
ations used in the chaotic encryptions are permutation and diffusion. Using these
random sequences, the permutation and diffusion are done to encrypt the images
using the algorithm proposed in [9]. Equation (1) embodies the improved logistic
map which is functional to form a non-linear dynamical structure. Sometimes, it is
essential to validate the randomness of these permutation and diffusion sequences.
That is, the cryptographically secure random sequences should be engaged in cryp-
tography to achieve cent percent security [21]. This is also considered as a metric
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to evaluate the randomness of the sequences produced or involved in the chaotic
encryption. Further, the requirements for PRNGs are very high in various domains.

Algorithm 1 Steps involved in chaotic image encryption

Step 01: Supply the source image with width M and height N and find l =
M × N .

Step 02: Read the pixels from the source image (256 × 256) and store them in
one-dimensional array A.

Step 03: Split A pixels of length l into small n blocks.

Step 04: Store each block with indices.

Step 05: Produce a permutation sequence S1 for the length l = n.

Step 06: Produce a diffusion sequence S2 where Si = int
[(

Seqi
nmax

)
× 255

]
.

Step 07: Shuffle A pixels using the permutation sequence S1 and diffuse them
using a bitwise XOR operations between A and S2.

Step 08: Similarly, create permutation S3 and diffusion S4 sequences using the
same Eq. (1).

Step 09: Shuffle the pixels again using permutation sequence S3 and execute a
bitwise XOR operation between A and S4.

Step 10: To encrypt the image pixels completely, R rounds should be done
between the steps 7 to 9 and get the cipher image I as the resulting pixels.

After the primitive operations, namely, permutation and diffusion, the pixel values
of image are encrypted and the cryptosystemproduces the cipher image from the plain
image as given in Figures 3 and 4. The pixel locations are shuffled in permutation
and pixel values are altered in diffusion using the chaotic random sequences. Hence,
the act of shuffling and diffusion primarily depends on the chaotic random sequences
produced by improved logistic map as mentioned in the Algorithm 1. Finally, the
complete encrypted image is obtained as an output from the cryptosystem. The
encrypted image does not reveal any useful information since it underwent chaotic
scrambling and diffusion.

4 Security Analyses

In experimental setup, this study is carried out on an Intel Core i5 2.6 GHz system
with 8 GB RAM to encrypt the 8-bit grey-scale image with the size of 256 × 256
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Fig. 3 Plain DICOM image

Fig. 4 Encrypted DICOM
image

(Fig. 3). During the encryption process, the idea is to break the relativity among
the image pixels which are redundant in nature. The algorithm is coded using Java
JDK 1.8.0 (64 bit). The symmetric keys for cryptosystem are selected from the
control and initial parameters (xn = 0.800000000000005, v = 0.200000000000005
and r = 3.900000000000005) of the improved logistic equation. The enciphered
image is validated towards various metrics after chaotic scrambling and diffusion
(Fig. 4). Themost important portion of this work is to examine the aspect and roles of
different metrics used to validate the chaotic cryptosystem. In this section, initially,
the purviews of metrics involved for verifying encrypted pixel randomness have
been studied. Secondly, the key strength of the cryptosystem is analysed through key
space and key sensitivity analysis. Thirdly, the time complexity is analysed through
the encryption time in milliseconds.
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4.1 Correlation Coefficient Analysis

The correlation coefficient is used to examine the relations between the pixel pairs.
The pixels are chosen randomly, at ten thousands adjust positions and the correlation
value is calculated using the Eq. (2).

γ u,v =
∑

(ui − u)(vi − v)√∑
(ui − u)2

√
(vi − v)2

(2)

where, u and v are the pixel pair and γ is the correlation coefficient of the image
pixels.

A good cryptosystem breaks the correlation among the pixel to get an encrypted
image. Therefore, the value of the correlation coefficient should be nearing to zero (0)
for an encrypted image. If the correlation value is nearing to one (1), the image pixels
are not random which indicate that the cryptosystem has not adequately encrypted
the image. The correlation coefficients are calculated for encrypted image in three
different directions, that is, horizontal, vertical and diagonal correlations (Fig. 5).

Table 1 shows the correlation values of plain and encrypted image. The plain image
has similarities among the pixels. Therefore, Table 1 indicates high correlation, that
is, the values nearing to ‘1’. After chaotic encryption, the bonds between the pixels
are broken using random shuffling and diffusion which lead to less correlation, that
is, the values are nearing to ‘0’. This shows chaotic encryption makes the image
pixels to random values. From, the encrypted image, the third person could not

)c()b()a(

)f()e()d(

Fig. 5 The horizontal, vertical and diagonal correlation coefficient between neighbouring pixels
representation of a–c for plain images and d–f for cipher images
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Table 1 The correlation coefficient of two adjacent pixels of plain image

Metrics DICOM plain image
(256 × 256)

DICOM Cipher image (256 × 256)

Correlation
Coefficient

HC VC DC HC VC DC

0.9656 0.9766 0.9472 0.0019 −0.0236 0.0799

Entropy 1.4999 7.9995

Local entropy 1.5987 7.9977

NPCR 99.6721

UACI 33.3842

MSE 121.2524

PSNR 28.1257

Mean–variance 27.1241 64.2120

Chi-square 25,698.61 281.97

Key space 2384

Encryption
time

14.55 Mbit/s

reveal any information. Similar results are found in the literatures also [12, 13, 17,
20]. The correlation coefficient is an effective metric to measure the cryptosystem
with respect to the randomness of the image.

4.2 Histogram Analysis

Histogram depicts the graph-based representation of image pixel distribution.
Figure 6a, b plot the pixel distribution of plain and cipher image, respectively.Usually,
the adversary tries to attempt to infer information from the histogram of the image.
If the chaotic encryption makes the distribution flat as shown in Fig. 6b, then the
adversary could not infer any information from the encrypted image. That is, the
chaotic encryption algorithm should flatten the pixel distribution. This clarifies that
the histogram analysis is one of the measures used to evaluate the encrypted image
in order to protect it from statistical attack.

4.3 Information Entropy

In 1949, Shannon proposed the information entropy. It is a statistical measure to find
the degree of uncertainties in the system. That is, it tells the randomness. The entropy
(H) of a system m is calculated using the Eq. (3).
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Fig. 6 Histogram a original image, b cipher image

H(m) =
255∑
i=0

p(mi ) log

(
1

p(mi )

)
(3)

where, m denotes pixels of an image mi ∈ m and p(mi ) denotes the probability of
occurrence ‘mi’. In this case, the image has 8-bit information. Therefore, the ideal
entropy value for encrypted image should be 8 nearing to 8 which informs that all
the bits in each pixels have some value. The adversary will try to do entropy attack
by looking at the varying values in each bit. In this case, the adversary could not
predict the information from the encrypted image. Table 1 lists the entropy value of
plain and cipher image and it is comparable with literature [12, 18–20]. The chaotic
encryption makes the entropy value of cipher image higher than the plain image.
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4.4 Local Shannon Entropy Analysis

The local Shannon entropy is also an effective measure to check the randomness
locally at various blocks of an image. It is considered as an effective analysis than
global entropy analysis because the analysis has been carried out on cipher image
pixels block by block. The idea of this metric is to test the randomness in local view-
points. Further, the local entropy is calculated even among the overlapping blocks.
It overcomes the demerits of global entropy in terms of inaccuracy, inconsistency
and low efficiency. This local entropy has been calculated by selecting the random
blocks in images and results listed in Table 1. The results coincide with the literatures
[11, 12].

4.5 Differential Attack Analysis

The adversary will try to reveal the information using differential attack. That is, the
attacker change the pixel values, then encrypt and try to form the patterns among the
changing pixel values thereby trying to guess the required plain image. Hence, the
chaotic cryptosystems are tested towards this attack using themetrics, called Number
of Pixels Change Rate (NPCR) and Unified Average Changing Intensity (UACI).
NPCR actually finds that the percentage pixels differ between pair of encrypted
images. UACI finds the ratio of changes among the pair of encrypted images. The
NPCR value should be near to 98.6 and the UACI value should be near to 28. The
NPCR and UACI are calculated using Eqs. (4) and (5).

NPCR = 1

W × H

W∑
i=1

H∑
j=1

f (i, j) × 100% (4)

UACI = 1

W × H

W∑
i=1

H∑
j=1

|U1(i, j) −U2(i, j)|
225

× 100% (5)

where i, j are image pixel locations, C1 is cipher image one and C2 is another cipher
image. If U1(i, j) = U2(i, j), then f (i, j) will be 0. If U1(i, j) �= U2(i, j), then f (i, j)
will be 1.

TheNPCR andUACI values of encrypted image are 99.6721 and 33.3842, respec-
tively. Table 1 lists the NPCR and UACI values of cipher image and it is identical
with literature [1–3, 14]. The metrics NPCR and UACI prove that whenever there is
a change even in single pixel will make larger effect on randomness. Whenever the
image gets encrypted, it produces different cipher images for different plain images.
Hence, NPCR and UACI are effective measurements towards image randomness.



128 M. Y. Mohamed Parvees and T. Vijayakumar

4.6 Mean Square Error (MSE) and Peak Signal to Noise
Ratio (PSNR)

In contrary to the above metrics, the Mean Square Error (MSE) and Peak Signal to
Noise Ratio (PSNR) are also used to prove the difference between the pixel values
of plain and cipher images. MSE discusses the difference between the pixels of plain
and cipher images. It is computed using the Eq. (6).

MSE = 1

W × H
×

W∑
i=1

H∑
j=1

|ob(i, j) − ex(i, j)| (6)

where, ob(i, j) denotes plain image; ex(i, j) denotes the cipher image;W ×H denotes
the dimensions of the images.

Similarly, the ratio between the pixels of plain and cipher images is denoted by
Peak Signal to Noise Ratio. It is inversely proportional to the MSE. The PSNR is
calculated using the Eq. (7)

PSNR = 10 · log10
(
MAX2

I

MSE

)
(7)

where MAXI denotes the maximum value of the pixel.
TheMSEvalue should be highwhichmeans that the chaotic encryption absolutely

changes the pixel values. The PSNR value should be low. It is inversely proportion to
MSE which states that the cryptosystem encrypts better. The best value for PSNR is
near to 0. But, theMSE and PSNRare proposed to be around 125 and 27, respectively,
as per the literature [8]. The MSE and PSNR values are 121.2524 and 28.1257,
respectively. The results coincide with other literature [8]. Therefore, it is essential
to consider MSE and PSNR metrics while applying chaotic encryption.

4.7 Mean–Variance Analysis

Themean–variance analysis is performed on encrypted images to find the scrambling
effect on the pixels. The cipher image should have high mean–variance value for its
pixels than the plain image pixels. Equation (8) is used for calculating the mean–
variance analysis.

C = 1

W × H

W∑
i=1

H∑
j=1

∣∣MV(i, j) − MV
∣∣ (8)
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where MV is the mean value of pixels, and W × H is the size of the image.
Themean–variance values for the plain and cipher image are 27.1241 and64.2120,

respectively. In mean–variance analysis, the difference between plain and cipher
image pixels are measured and concluded that the cipher image always has higher
value than the plain image. If the associations between the pixels are broken by
chaotic cryptosystem, the mean–variance value of pixels will be higher in cipher
image. The researcher supports this discussion [8].

4.8 Chi-square Analysis

Chi-square is a statistical similarity test. This metric could be employed to validate
the chaotic cryptosystem. It is used for measuring the similarities of pixels of plain
and cipher images separately. The chi-square value of plain image pixels is high,
whereas it is low for cipher image pixels. The chi-square test equation is given in
Eq. (9).

X2 =
256∑
i=1

(O(i) − E(i))2

E(i)
(9)

where i denotes grey values, O(i) denotes histogram value of the observed cipher
image and E(i) is the histogram value of the cipher image. Table 1 shows the chi-
square value pixel distribution of cipher image is 281.97. This value is lower than the
chi-square value of the plain image i.e. 25,698.61. Hence, the chaotic cryptosystem
not only scrambles the pixels aswell as alters the pixels better. The results are identical
with the results of the literatures [12, 18]. Therefore, it is essential to employ the
chi-square analysis for validating the chaotic cryptosystem.

4.9 Key Space Analysis

The key space analysis is done to ensure that the cryptosystem withstands on brute-
force attack. An adversary may attempt to search the key through key space to break
the cryptosystem. Therefore, it is essential to analyse key space also. The chaotic
encryption key space has been decided by the initial and control parameters supplied
to the chaotic equation. The input parameters are represented in 64-bit. The key space
is usually represented in the power of 2. This cryptosystem has the key space of 2384.
It is very hard to do brute-force search through this key space since it is very large.
The larger key space yields secure cryptosystem. The chaotic cryptosystem usually
provides larger key space [5, 6, 12]. Hence, the key space is an essential metric to be
studied while developing the chaotic cryptosystem.
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(a) (b) (c)

Fig. 7 Key sensitivity analysis a encrypted image, b decrypted with altered key, c decrypted with
correct key

4.10 Key Sensitivity Analysis

In key sensitivity analysis, a part of the key has been altered and tried to break the
cryptosystem with the altered key. The altered key may be the one which has a single
bit or single digit difference from the original key. In this study, the original key
value is q = 0.200000000000005 and altered one q = 0.200000000000006. Now,
the encrypted image is decrypted with altered key and observed the difference. The
cryptosystemwith altered key is not producing the original image as shown in Fig. 7c;
instead, it produces the false image Fig. 7b. Hence, key sensitivity is an important
metric to be considered while developing chaotic cryptosystem [15].

4.11 Encryption Time

The time complexity should be measured to check the efficiency of the proposed
cryptosystem. Actually, the chaotic cryptosystem consists of two parts: (i) the gener-
ation of chaotic sequences and (ii) performing cryptographic primitive operations
such as permutation and diffusion. It is always essential to consider both the parts in
order to calculate the encryption time. Further, it is essential to represent the encryp-
tion time with respect to Mbit/s [17]. In this study, the cryptosystem took 14.55
Mbit/s to encrypt the image.

5 Conclusion

At present, the chaotic cryptosystems are effective in enciphering the redundant
pixels in images. This paper discusses the significance of various metrics employed
for evaluating the chaotic cryptosystem.Therefore, thiswork is focusedon employing
the chaotic cryptosystem and its validating metrics. Hence, the chaotic encryption
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algorithm is validated in terms of randomness of the cipher image by using corre-
lation coefficient, histogram, global entropy and local entropy analyses. The same
cryptosystem is validated towards the difference between the plain and cipher images
using NPCR, UACI, MSE, PSNR, mean–variance, chi-square. Though the MSE and
PSNR are not only involved in evaluating watermarking, they also perform important
roles in evaluating chaotic cryptosystems. The chaotic cryptosystem is also evaluated
for its security through key space and key sensitivity analyses in order to avoid brute-
force attack. Further, the time complexity is a good metric to measure the efficiency
of chaotic cryptosystem. Overall, this study analyses and explores the importance of
the metrics involved in chaotic cryptosystem.
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Application of Support Vector Machine
and Convolutional Neural Network
for Sentence-Level Sentiment Analysis
of Companies Products Review

Oluwatobi Noah Akande, Joyce Ayoola, Sanjay Misra , Ravin Ahuja,
Akshat Agrawal, and Jonathan Oluranti

1 Introduction

Product review is the most common approach and tool used to ascertain the level of
satisfaction or dissatisfaction of products, especially goods and services purchased
by or rendered to consumers. The sustainability of companies in the long run depends
largely on their ability to meet the demand of their customers’ needs [1]. However,
customers’ opinions provide feedback on products as this is essential for the success
or failure to meet their satisfactions; hence, this determines the growth and accept-
ability of a company as positive reviews are important for the success of a product
[2]. The traditional approach to product review involved people hearing views about
products and deciding which to buy based on affordability, availability, and most
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especially quality [3]. This method of research aids producers in not only deter-
mining what customers want or need, but also in designing new goods and improving
existing ones [4]. Recently, the use of sentiment analysis and opinion mining for the
analyzes and evaluation of text data from different platforms such as social media, e-
commerce, and mobile trading applications have become important tools for product
reviews, and this has been attributed to the massive amount of information related
to individuals that are recorded in the digital forms such as texts, on daily basis
[5]. Consumers also write reviews about items that have a lot of functionality or
characteristics, and they have varying feelings or thoughts on each of them. While
some shoppers might find some facets of goods enticing and worthwhile, others may
be disappointing and unyielding. As a result, categorizing a single review as either
favorable or negative may ignore useful details found within it where a customer
receives comments on various features of a product [6]. For example, Amazon,
the e-commerce behemoth, has a section where shoppers can read thousands of
recommendations left by other consumers on the things they want. These reviews
offer useful information about a product, such as its features, pricing, and feedback,
allowing buyers to consider nearly any aspect of the product. This is valuable not
only to customers, but also to sellers who manufacture their own goods, as it allows
them to better consider consumers and their desires.

According to [7], sentiment analysis as a process of opinion mining in order to
detect the opinion or mood of different sentences which are in the form of texts.
Sentiment analysis provides an enabling environment for businesses to gain in depth
insights on consumers’ opinions and also to work actively on improving strategies
and approaches of their products based on buyers’ feedbacks [8]. Due to increase in
the number of Internet users and platforms, sentiment analysis has been successfully
used for online reviews, comments, and reactions in areas such as business review
analysis, financial market survey, recommendation, and effectiveness analysis as
individuals use the Internet to express their opinions and views using star rating,
thumbs up, and thumbs down [9]. Consequently, the huge amount of brand-related
information goes a long way in providing decisive potential business values for
commercial purposes, thereby influence the brand image and positioning [10]. There
are three primary characterization levels in sentiment analysis based on the structure
of dataset, namely document-level, sentence-level, and aspect-level. Najma et al.
[11] described document-level sentiment analysis as one which classifies opinions
in term of positive or negative sentiments, while sentence-level sentiment analysis
classifies sentiments based on the feelings clarified in each sentence, and aspect-
level sentiment analysis groups the opinions for a particular aspect of substance
to be considered. In addition to the aforementioned, [12] clarified that there is no
difference among document and sentence-level orders, in that sentences are simply
short archives.Another aimof sentiment analysis in product review is to determine the
subjectivity or objectivity of a sentence. Subjective sentences consist of users’ views,
perspectives, thoughts, comments, and opinions about the sentence level which are
considered for important procedures in sentiment analysis.

Several approaches have been employed in sentiment analysis of product reviews,
especially in machine learning, these include supervised learning methods such as



Application of Support Vector Machine and Convolutional … 135

support vector machine (SVM) and deep learning methods such as convoluted neural
network. The application of support vector machine in classification task as illus-
trated by [12] is based on the idea of finding a hyperplane that separates features
embedded in sentiments into different domains, which is highly essential for linearly
separable and non-separable data with proper kernel functions. Furthermore, it has
been reported that SVM achieved better classification than evaluation with respect
to unigram model compared to other models. Convoluted neural network which is a
deep learning approach for sentiment analysis has been described to better demon-
strate competitive performance on sentiment classification as experimented by [13]
with different convoluted kernels assisting in learning the local features of various
texts. This study seeks to carry out a sentence-level sentiment analysis on customers’
reviews about musical products purchased on Amazon using support vector machine
and convoluted neural network. It considers the significance of product review anal-
ysis, literature reviews on sentiment analysis and concludes with recommendations
on how to improve product reviews sentiment analytical tools for market monitoring,
business survey, e-commercial activities, and existing competitions.

2 Related Works

Sentiment analysis, an aspect of natural language processing and computational
linguistics, is designed to extract emotions, sentiment, or more generally opinions
expressed in human texts in order to identify, extract, and classify the polarity
embedded in each word or sentence [14]. According to [15], sentiment analysis
has been an essential method for a variety of social media uses, including the anal-
ysis of consumer views on goods and services, political party funding, and even
industry trending recognition. In the same vein, sentiment analysis has proven to be
tremendously helpful in business review analysis, financial market prediction, and
multimodal analysis; to assess prospective strategic strategies based on consumer
opinion on new and current products, to monitor patterns in product sales that can
be predicted by measuring consumer sentiment, and to allow marketing agencies to
advise businesses on the best way to advertise a product based on public feedback
derived from social media messages or product reviews [9]. Sentiment analysis has
been carried out based on the level of sentiment in the collected data. These levels of
sentiments include document/text, sentence or aspect related, although this depends
on the discretion of the author, available data, and the unit of information considered.
Each sentence is treated as a separate entity in the sentence-level grouping, which
means that each sentence can only contain one point of view. In document sentiment
analysis, a whole document or text is classified and analyzed in order to identify the
sentiment orientation [16]. Word level analysis determines the polarity of an opinion
in word or a phrase or on a single entity [17]. The challenge with this approach of
sentiment classification comes up when a document has multiple product reviews
[18]
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Sentence-level sentiment analysis has been considered in literature [19, 20].
Authors in [21] conducted a linguistic study on sentence-level sentiment analysis,
focusing on classifying each sentence in a summary rather than the whole review. In
addition, to pay greater attention to the language properties of the sentence and to
comprehending the sentence structures for each sentence, so that the objects of the
feeling and the aspect being represented can be identified. Since it includes feature-
based opinion mining and summarization, aspect-level sentiment analysis is also
known as feature-level sentiment analysis [22]. The aim of feature-level classifi-
cation is to provide an opinion overview of various feedbacks focused on features
[23], however, this analysis is faced with the challenge of words possibly carry
different sentiments for different aspects [24]. Several tools and models have been
used for sentiment analysis of product reviews, with varying degrees of accuracy
when compared to other models [2, 8, 12]. Machine learning method has been iden-
tified as a major approach to sentiment analysis [5]. Authors in [25] developed a
convolutional neural network (CNN) for emotion analysis that performed admirably
over a variety of datasets. This network’s input layer is made up of concatenated
Word2vec word embeddings, preceded by a convolutional layer with several filters,
a max pooling layer, and finally, a softmax layer. Instead of using low-dimensional
word vectors as input to the convolutional neural network, authors in [26] used a
version of the bag-of-words paradigm to generate function vectors (CNN). Machine
learning techniques were seen to have obtained the best results to classify the prod-
ucts reviews, such as Naïve Bayes and SVM, which obtained accuracies of 98.17%
and 93.54%, respectively, for camera reviews [8]. This study explores the use of
SVM and CNN for a sentence-level sentiment analysis of product reviews.

3 Methodology

The following phases are activities involved in developing the proposed method:
data collection, data pre-processing, model architecture definition, model architec-
ture implementation, model execution, model performance evaluation, and result
visualization.

3.1 Model Architecture Definition

In this study, a hybrid CNN-SVM paradigm was presented for the interpretation
and classification of sentiment polarity of product reviews. Figure 1 demonstrates
the machine architecture. First, the structure of the CNN part allows the model
to learn complex word embeddings from a large raw text array. This is a simple
way to use the CNN as a feature extractor and eliminates the properties of the SVM
convex problems. Finally, a distributed sentence function display is used by observing
the distribution of probability over labels as features for SVM classificatory model
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Fig. 1 Architecture of the proposed model

training. Features learned by (convolutional) neural networks are powerful enough
that they generalize to different kinds of objects and even completely different parts of
the review sentences. As stated earlier, input to the CNNmodel is an embedding layer
of 200 dimensions, 2 convolutional layers, amax pooling layer for each convolutional
layer, a fully connected layer, and finally, and the SVM serves as the classification
layer of the model. The first convolutional layer has a total of 128 filters and a kernel
size of 2, whereas the second, 256 filters and a kernel size of 3. All layers used
the “ReLU” activation function except the softmax layer with a sigmoid activation
function. This softmax layer, however, is not used in themodel classification process.
In model execution, the CNN is first created and fitted to the training data. After the
weights have been learned, these weights are extracted from the model and fitted to
an SVM classifier to develop its hyperplane from the trained instances. Hence, the
SVM is fitted to the weights of the CNN. Once SVM training is complete, the SVM
classifier is used to classify the sentiments of the validation set of product reviews.

The proposed model architecture is not end-to-end training as it incorporates two
machine learning algorithms, and both algorithms were implemented using sepa-
rate libraries. The learned representations (weights) from the CNN layers serve as
training inputs for the SVM classifier. To create an end-to-end trainable version of
the proposed algorithm, a second implementation was necessary. This second imple-
mentation (M2) uses the hinge loss function of the Keras library. This loss function
is mostly used for maximum-margin classification and its activations approximate
the SVM kernel functions, that is, it behaves exactly like the first model, only that
its end-to-end trainable, and it is implemented with the one library. Hence, the first
model implementation would be hereafter referred to as M1. Table 1 describes the
hyperparameters of both model variations, where the “hinge” keyword is used to
denoted parameters specific to the hinge model (M2).
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Table 1 Parameters of M1
and M2 implementation of
proposed model

Hyper parameter Value

Total training samples 44,463

Test and validation samples 19,056

Sequence max length 116

Chosen training epochs 30

Training batch size 128 samples

Training callbacks Early stopping and
Tensor_board for visualization

SVM kernel Radial basis function

SVM hyperparameter tuning
algorithm

Grid search SVC sklearn
implementation

Hinge classifier activation
function

Linear

Hinge classifier optimizer
function

Adams optimizer

Hinge loss function Categorical hinge

Hinge classifier kernel
regularizer

L2 regularizer at 0.01

4 Results and Discussion

The proposed model was built and developed using Amazon’s review dataset on
musical instruments and office products. This combined dataset is to be divided and
used for both training and validating the proposedmodel architecture. Figure 2 shows
the structure of both datasets.

In evaluating the performance of the proposedmethod for sentiment classification,
both implementations of the proposed model are tested and evaluated using the
aforementioned metrics such as the accuracy, precision, recall, and F1 score on both
datasets. Table 2 highlights the values obtained by the model for each metric.

Recall on the M2 model shows the proportion of positive reviews were correctly
detected by the model, which means the model can perfectly distinguish positive
reviews. This may be as a result of overfitting to positive class resulting from the
drawback of having an imbalanced dataset.

Fig. 2 Samples of the training and validation datasets
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Table 2 Performance evaluation results of the proposed model

Model/performance
metric

ACC
(%)

Precision
(%)

Recall
(%)

AUC TE Training time

CNN feature
extractor model (M1)

85.38 90.56 95.14 0.836 3 408.6 s ~ 6.081 min

Hinge loss model
(M2)

85.74 85.62 100 0.5 3 167.57 s ~ 2.73 min

TE = Training epoch, ACC = Accuracy

The area under curve metrics illustrated in Figs. 3 and 4 show how well (as
a fraction between 0 and 1) the models can distinguish sequences belonging to a
particular class. A value closer to 0 shows an inability to differentiate sentiment
polarity and according to the training data, our model shows high proficiency in
distinguishing sentiment polarity labels. From the table (Table 3) and figures (Figs. 2
and 3) above, the CNN feature extractor fits well with the training data. The hinge
model (M2) seems to fit better, having a perfect recall value. This may be fitted to
a particular classification label. Table 3 describes the performance of all the models
on new test data and highlights the values obtained by the models for each metric.
The CNN feature extracted SVM classifier has a similar performance with a state-of-
the-art CNNmodel with the softmax classification for sentiment analysis on product
reviews. The hinge classifier, however, performs poorly on the provided datasets.
Figures 5, 6, and 7 describe the number of classifications and their classifications by
the models. 0 represents the negative sentiment label, whereas 1 represents positive
instances.

5 Conclusion

This research work applied a hybrid CNN-SVM algorithm model in carrying out
the sentence-level sentiment analysis of companies’ products review on Amazon,
specifically musical and office products. It showed that 10,261 datasets and 53,258
datasets were collected on musical and office products, respectively. Based on senti-
ment polarity of the obtained datasets, musical products reviews contained 9022
positive sentiments and 1239 negative sentiments with 87.9% and 12.1%, respec-
tively, whereas office products review comprised 45,342 positive sentiments and
7916 negative sentiments, representing 84.7% and 15.3%, respectively. This estab-
lishes the distribution of opinions and customers’ reviews on musical and office
products purchased on Amazon, such that, there are more positive sentiments and
satisfaction obtained from these products as against the negative sentiments. Hence,
the level of satisfaction on these products reflected on the sentiments analyzed. The
work has showed that computational-based approaches can be used on business
survey, marketing, sales, and opinions of customers on different products available
or purchased from the market, in order to drive productive commercial activities.
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Fig. 3 CNN feature extractor performance on training

More so, it will serve as a feedback mechanism for companies and provide aware-
ness of other competitors in the global market. It is therefore recommended that the
science of opinion mining and sentiment analysis should be further incorporated and
well-funded to serve as analytical tools.
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Fig. 4 Training performance of the hinge model
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Table 3 Performance metrics of the model on testing data

Model /performance
metric

Accuracy Precision (%) Recall (%) F score (%)

CNN model (softmax
classifier)

Positive 87.4 91.1 93.7

Negative 60.8 46.0

Macro average 75.0 71.0

Weighted average 86.0 86.0

CNN feature extractor
model (SVM classifier)
(M1)

Positive 87.5 91.5 92.0

Negative 56.2 50.0

Macro average 74.0 71.0

86.0 86.0

Hinge loss model (M2) Positive 86.7 86.3 92.0

Negative 0.0 0.0

Macro average 43.0 46.0

74.0 79.0

Fig. 5 Performance
confusion matrix of
CNN-softmax
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Fig. 6 Performance
confusion matrix of SVM
with CNN extracted features

Fig. 7 Performance
confusion matrix of the
hinge model
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Application of XGBoost Algorithm
for Sales Forecasting Using Walmart
Dataset

Yetunde Faith Akande, Joyce Idowu, Abhavya Misra, Sanjay Misra ,
Oluwatobi Noah Akande, and Ravin Ahuja

1 Introduction

The importance of sales forecasting cut across all phases of a company’s supply chain.
Sales forecasting is critical for manufacturing, logistics, and decision-making [1].
Because of shorter lead times, the consumer demands, and the need to manage scarce
resources, forecasts have become extremely relevant.Market forecasting that is accu-
rate normally results in lower inventory costs and better customer service. Accurate
forecasting is also critical in retail and industrial activities [2]. Forecasting is used in
many processes and management decisions that influence a company’s profitability
[3]. For example, long-term forecasting is used in production preparation to assess a
sufficient amount of personnel and as an input for business planning, such as planning
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for expansion or reduction of production units.When a companywants to incorporate
a forecasting framework, it is common to copy ideas, goals, and values from other
firms to speed up the process. But, since most forecasting approaches were designed
for commercial goods, there is a danger of adopting unreasonable targets and unsuit-
able error measures when the world changes [4]. Inaccurate demand predictions,
for example, have resulted in suboptimal levels of production workforce, resulting
in workload imbalances and rises in the costs of recruiting, firing, and overtime
labor activities; in many situations, outsourced commodity procurement and inac-
curate forecasts may result in a shortage of production supplies. As a result, fast
reactions to sales results along with forecasting error delivery help to reduce market
risks while still maintaining the balance betweenmanufacturing materials and inven-
tory. In periods of crises, unexpected events, and volatile market conditions, certain
responses become ever more important. According to authors in [5], long-term,
exponentially emerging disasters, such as coronavirus (COVID-19), perplex policy-
makers and decision-makers, and profoundly disturb population activities and supply
chains; COVID-19’s novelty and uncertainty make it difficult to deal with, resulting
in resource shortages and supply chain disturbances. Furthermore, lockdowns and
restricted goods flow render delivery centers unavailable, disrupting the entire supply
chain [6]. Traditionally, forecasting analysis aimed to find the best model for a given
collection of results [7].

Sales forecasts and enhancement of business processes can be done in a variety of
ways, depending on the situation [8, 9]. Traditional time series approaches, such as
the ARIMA model and the Holt-Winters technique, have traditionally been used to
forecast sales, but recent AI-basedmethods have piqued interest due to their potential
to improve predictive accuracy andmodel nonlinear trends [10, 11].Orthodox predic-
tive forecasting techniques, according to [1], extrapolate past patterns and seasonal
variations to estimate the future, and as a result, these methods are incapable of
predicting environmentalmacroeconomic developments in themarket, which usually
have a major impact on production. Firms either manually changed their mathemat-
ical forecasts or relied on expert judgmental forecasts to deal with these changes.
These tactics, though, are skewed since humans are slow at making certain changes,
and the method is time consuming. However, machine learning algorithms have
shown their prowess as a forecasting technique whose outputs can be used to make
informed decision about sales prediction and forecasting. This work studied the
application of extreme gradient boosting (XGBoost) algorithm for sales forecasting.
Machine learning algorithms are probability-based. They provide the tendency of
an event occurring in percentage. This probability is derived from data fed into the
system. Machine learning is a subset of artificial intelligence which is employed in
so many industries in developing; self-driven cars, speech recognition, and speech-
to-text applications. Sales forecasting is one of the areas where machine learning is
applied in predicting future sales and demand using learnt data. Probability occurs
mainly in two ways either 0 or 1 (yes or no). The present and past data will be
processed using machine learning putting all factors whether externally or internally
into consideration in making the best decisions for the sales process. This is done
through long short-term memory (LSTM); which uses neural network for making



Application of XGBoost Algorithm for Sales Forecasting Using … 149

predictions with provided sequential data. Also, regressivemodels can be usedwhich
include applications in linear regression, random forest regression, and XGBoost.
Modeling and comparing models are used by looking into the mean absolute error
(MAE) and root mean squared error (RMSE) which are used in comparing model
performance. This type of probability-based decisions helps sales leaders in under-
standing how natural factors like rainfall, seasons, or man-made factors, e.g., low
budget capital, economic recession limited staff, and resources affects sales process
in business. However, this study explores howXGBoost can be used to forecast sales.
Walmart stores sales data that were collected from 45 stores were used to train and
test the model.

2 Related Works

Since top officials of organizations are the ones to give the final verdicts if the
results of a sales forecast will be embraced or discarded, authors in [12] studied
the perception of sale’s managers to sales forecasting. The views of 400 business-
to-business sales managers were retrieved and analyzed, and this were then evenly
divided using gender, to find out their forecasting priorities, values, and wishes.
Furthermore, gender differences were examined and recognize several key female
attitudes that differ from those of their male counterparts were noted. The views
of women’s and men’s, habits, and demographics were also retrieved and analyzed.
The study revealed that when it comes to their forecasting roles, women and men
have equal perceptions. The discrepancies that do exist, however, emphasize the
importance of ongoing preparation and instruction, as well as the advancement of
constructive organizational cultures and practices. Given the emphasis of the paper
on forecasts and the outdated myth that work functions involving numbers are best
fit for men, the survey items in the analysis that classify men and women of the same
expertise identify a more even playing field, providing optimism and confidence that
sales are progressing favorably in terms of gender equity. Authors in [13] carried
out a two-level statistical model for big mart sales prediction. A two-level method-
ology was used to forecast product sales from a specific outlet, which produced
better predictive results than any of the common single model predictive learning
algorithms. The method was tested using 2013 revenue data from big marts. In order
to forecast reliable performance, data discovery, data transformation, and feature
engineering became crucial. The results showed that a two-level statistical approach
outperformed a single model approach because the former had more detail, which
resulted in better prediction.

Furthermore, artificial neural networks and analytical hierarchy process were
employed for predicting car sales in [14]. In order to elicit factors impacting car
sales in North America, a questionnaire was provided to car sellers. The question-
naire variables were then given weights and fed into the proposed neural network
as data. To compare the degree of error and achieve a more suitable final output
that is similar to truth, linear and exponential regression methods were chosen. The
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obtained result shows the neural network’s good efficiency as compared to other
approaches, and it was discovered that it has a lower minimum square error (MSE)
than other techniques. Moreover, a study aimed at forecasting sales of electric vehi-
cles was carried out in [15]. To derive further value from the available observations,
a new self-adaptive optimized gray model was used, which uses a complex weighted
series. The proposed model’s weighted coefficient and adjusted initial condition will
change to different samples, increasing the model’s applicability. The history value
was then reconstructed using Simpson’s algorithm to improve forecasting accuracy.
Themodificationwas discovered to improve the graymodel’s adaptability andpredic-
tion accuracy, making it ideal for predicting electric vehicles. A similar study was
carried out in [16]. Furthermore, the results of the forecast show that from 2018 to
2020, China’s new energy vehicle production and sales will rise at an average annual
rate of 27.53% and 30.49%, respectively.

Similarly, meta-learning was employed for sales forecasting was explored in [17].
For the sales forecast, the meta-learning architecture used deep convolutional neural
networks. Authors in [18] observed that the effects of marketing strategies over sales
can change anytime resulting in structural change problem. As a result, more accu-
rate approaches for forecasting retailer inventory prices that account for structural
change have been suggested. The proposed approach outperforms traditional fore-
casting approaches that neglect the probability of such improvements, according to
data from awell-knownUS retailer. A sales forecastingmodel for computer products
manufacturers was proposed in [19]. In the meanwhile, sales forecasting’s success
is heavily influenced by the complex relationships between the major competitors.
A research summarized as (1) seasonal and cyclic patterns in computer product
demand are recorded, (2) sales forecasting consider product uncertainty changes, and
(3) the complex relationships between the manufacturers and computer products are
considered to evoke managerial insights. Experiments demonstrate that the proposed
framework accomplishes the above objectives and has the ability to be applied to
other manufacturing components. The application of deep neural networks for sales
forecasting in the fashion industry was carried out in [20]. The models were created
using a broad range of factors, including product physical characteristics and domain
experts’ opinions. Furthermore, this research contrasts the revenue forecasts obtained
using a range of shallow techniques, with those obtained using a collection of deep
learning techniques. The deep learning model was found to have strong results in
predicting sales in the fashion retail industry, but it does not do substantially better
than some of the shallow strategies, such as random forest, for some of the measure-
ment metrics considered. However, this study explores how XGBoost can be used
to forecast sales. Walmart stores sales data that were collected from 45 stores were
sued to train and test the model.
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3 Methodology

The process flow involved in developing the model is shown in Fig. 1. It is necessary
that each technique goes through the build up to generate accurate results. There are
about six steps involved, and each one plays a crucial role to build up the proposed
model. The pre-processing part is the first three part of the steps before themodel was
built. The single model was developed using XGBoost algorithm. The performance
evaluation gives the performance of the model which was obtained using the testing
set the performance metrics.

3.1 Data Collection

Thedata used in this studywere collected from45Walmart stores in theUnitedStates.
They are the record of sales made in their 45 branches between from 2010-02-05 to
2012-11-01. Each store is made up of several departments, and our task is to predict
the department-wide sales for each store. Walmart did not provide much information
about what is the type of the store or the units of the store size. The datasets consist
of four different files, namely stores.csv, train.csv, test.csv, and features.csv.

3.2 Data Exploration

Given the dataset, key features of the dataset that will be used for the prediction
need to be extracted. These are features about the stores: store unique ID, store type,
store size, temperature of the region during the week, fuel price in the region during

Fig. 1 Flow diagram of processed system
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a particular week, unemployment rate during that week in the region of the store,
date, Weekly_sales, CPI, IsHoliday, and MarkDowns. These extracted features will
be used for the training and testing of the model.

3.3 Data Cleaning

In this phase of the study, the null values present in the dataset were removed.
While exploring the dataset, it was observed that the markdown 1–5 contains some
null values. To know if the features will be useful in the model development, a
threshold of 60% was set as an acceptable percentage for null values. The number
of missing values from the markdown columns and their percentage over the total
of registers were counted. However, it was observed that 60% of the data from all
markdown columns are missing; therefore, the columns were discarded while other
columns whose null values does not exceed the set threshold were converted to 0.
The IsHoliday column was also transformed to numeric values 0 for false and 1 for
true.

3.4 Feature Engineering

Feature engineering refers to a process of selecting and transforming features when
a predictive model is created by machine learning or statistical modeling. Feature
engineering techniques used in this study are

• One-Hot Encoding: This technique was used to split the type column and create
separate columns for each of the types and assign 0 or 1 to each column depending
on the type column, and this was also used to convert the types column from char
to integer and give the columns some form of hierarchy

• Extracting Date: Even though date columns provide valuable information on the
model objective, the information is disregarded as an input. This may be because
dates can be found in numerous formats that make algorithms difficult to under-
stand, even in formats such as 01-01-2017. If the date columns are not re-arranged,
it will be difficult for a machine learning algorithm to build an ordinal relationship
between the values. Therefore, the different sections of the dates were separated
into different columns: year, month, and day. With this, the date information
becomes easy for the machine learning algorithm to manipulate.

3.5 Model Building Using XGBoost Algorithm

The next task is model building using theXGBoost algorithm. This was implemented
using the XGBoost library. The library contains all the tools needed to build different
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XGBoost model. It is an open-source implementation of the gradient boosting algo-
rithm that is quite effective. As such, XGBoost is a Python library, an open-source
project, and an algorithm. It is designed to be both computationally efficient (i.e.,
fast to execute) and highly effective, perhaps even more so than other open-source
implementations. Execution speed and model consistency are the two key factors
to use XGBoost. On classification and regression predictive modeling issues, the
algorithm’s main goal is to maximize the objective function’s value. Rather than
using feature vectors to measure the similarities between forecasting and history
days, gradient boosting builds boosted trees to obtain feature scores intelligently,
showing the value of each feature to the training model. The higher a feature’s score
becomes the more, and it is used to make crucial decisions with boosted trees. The
algorithm divides the value into three categories: “benefit,” “frequency,” and “cover.”
The key criterion for determining the value of a function in the tree branches is gain.
Frequency is a simplified form of gain. The dataset is then split into two sets: a
training set and a testing set. The training set is used to train the model during the
development process, while the testing set is used to assess the model’s results. The
dataset was split into two parts in this report: 70% for the training set and 30% for
the research set.

XGBoost Algorithm

XGBoost is a modular tree boosting machine learning framework. The software can
be downloaded as an open-source kit. The technology has a big influence and is
well-known in a variety of deep learning and data mining problems. The scalability
of XGBoost in all situations is the most important explanation for its success. On
a single processor, the technology is ten times faster than current common imple-
mentations, and it scales to billions of examples in distributed or memory-limited
environments. XGBoost’s scalability is attributed to many significant machine and
algorithmic optimizations, including a novel tree learning algorithm for sparse data
handling and a technically justified weighted quantile sketch technique for estimated
tree learning instance weight handling. Parallel and distributed processing speed up
research, allowing formore rapidmodel discovery.More specifically, themodel takes
advantage of out-of-core computing to enable data scientists to process a hundred
million examples on a single computer. Finally, after integrating these methods to
create an end-to-end method, it can expand to even more data by using the fewest
cluster resources possible. We used the XGBRegressor from the XGBoost open-
source kit available in Python. We set our parameter to the following after tuning the
XGBoost model several times as proposed in:

• Set the learning rate parameter to 0.1.
• Set the number of estimators to 200.
• Set reqularization parameters: reg lambda = 0.45, reg alpha = 0, gamma = 0.5,

min child weight = 2, subsample = 1, colsample bytre = 0.8.
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3.6 Model Evaluation

The performance of the proposed prediction model was carried out using the
following metrics:

• The rootmean square error (RMSE) is the residuals’ standard deviation (prediction
errors). It calculates the degree to which the data are concentrated in the best fit
axis. It was determined using Eq. (1):

RMSE =
√
1

n

n∑
i=1

(Si − Oi )
2 (1)

• Mean absolute error (MAE): Tests how reliable the estimated values are relative
to the actual ones. It was calculated using Eq. (2):

MAE = 1

n

n∑
i=1

|y(i)− y(i)| (2)

• Coefficient of determination or R2 uses two mean squared error calculations. The
former is the mean squared error of the current and expected values, and the latter
is the mean squared error of each real value and the sum of observations. It was
determined using Eq. (3):

R2 =
∑m

i=1

(
y(i)− ŷ(i)

)
∑m

i=1

(
y(i)− ŷ

) (3)

4 Results and Discussion

The results obtained from the model implementation are discussed in this section.

4.1 Results of the Data Exploration

Data exploration was carried out to understand the features present in the dataset and
their purpose. The distribution of the train dataset is shown in Fig. 2. This shows
the distribution of the data in each column such as the mean, standard deviation, the
count, and other values. The next phase was to check the number of null values in
the train data. However, there was no null value in the train data.

Afterward, the distribution of the features dataset was also explored as shown in
Fig. 3, and the presence of null values were examined in the columns.
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Fig. 2 Distribution of the train dataset

Fig. 3 Distribution of the feature dataset

However, there are null values in the Markdown 1–Markdown 5 columns as well
as the CPI and unemployment columns. The remaining datasets were also explored,
and the null values were removed. The next stage of the exploration is the combing
the datasets together to get one dataset that is going to be cleaned and be used to train
themodel that will built in the report. First, wewill merge the train dataset and feature
dataset on the columns that are common in both the datasets and that is the Store,
Date, and IsHoliday columns and it going be an inner join after joining them, then
we are going to join the store dataset to the new dataset that is the combination of the
train dataset and the feature dataset, they will be combined on the store column and
also an inner join after joining all the dataset an new dataset is created that contains
all the columns from the train, feature, and the store datasets. After that, count plot
of the number of sales per store was plotted as shown in Fig. 4. This was also done
to get a better knowledge of the relationship among related features in the dataset.
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Fig. 4 Count plot of number of sales per store

The histogram of the input dataset was also generated so as to examine the
frequency of sales during the time of the data collection. Figure 5 shows the total
number of sales generated by each of the 45 stores during the time of the collection
of the dataset. It was observed that more stores have between 8000 and 10,000 sales
during this period.

This line plot shows the average sales of all the store is per week for the years,
and the dataset was also explored as shown in Fig. 6. It was observed that in the latter

Fig. 5 Average sales per week
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Fig. 6 Line plot of average sales per week and store types

part of 2010, the stores made more sales than any other year followed by the latter
part of 2011.

This line plot shows the average sales for each type of the stores which are type
A, B, C. Type Amade the most sales, and type Cmade the least sales for the duration
of the dataset.

4.2 Performance Evaluation of the Proposed Model

In this stage after training and testing the model, mean absolute error (MAE), R2,
mean square error (MSE), and root mean square error (RMSE) were computed as
shown in Fig. 7. The results obtained revealed that XGBoost achieved an appreciable
prediction accuracy.

Fig. 7 Evaluation of
XGBoost model
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5 Conclusion

In supply chain, sales forecasting is a big concern and a critical role. This significance
stems from the fact that it has an effect at all levels of the organization. A company’s
inaccuracy or lack of forecasting may result in inadequate inventory and material
flow control, revenue losses or surplus inventory, and consumer frustration. When
forecasting issues are combined with other supply chain flaws like the bullwhip
effect, the effects may be disastrous. While research and practice favor historical
sales forecasting techniques, causal methods have been shown to be more accurate
and precise. For reliable revenue forecasting, extensive analysis is being conducted
at the enterprise stage. Since a company’s profit is directly proportional to its ability
to forecast profits accurately, big marts are looking for a more reliable prediction
algorithm to ensure that the company does not lose money. This study explores how
extreme gradient boosting (XGBoost) can be used to forecast sales. Walmart stores
sales data that were collected from 45 stores were sued to train and test the model.
Results obtained from the mean absolute error, R2, mean square error, and root mean
square error revealed that XGBoost machine learning technique can be effectively
used to predict sales, and this could guide sales managers and other practitioners in
making decisions about how to fix prices of goods.

Acknowledgements The authors appreciate the sponsorship from Covenant University through
its Center for Research, Innovation and Discovery, Covenant University, Ota Nigeria.

References

1. Verstraete G, Aghezzaf E-H, Desmet B (2020) A leading macroeconomic indicators’
based framework to automatically generate tactical sales forecasts. Comput Ind Eng
139:106169.https://doi.org/10.1016/j.cie.2019.106169

2. Boone T, Ganeshan R, Jain A, Sanders NR (2019) Forecasting sales in the supply chain:
consumer analytics in the big data era. Int J Forecast. Special Section: Supply Chain Forecast
35:170–180. https://doi.org/10.1016/j.ijforecast.2018.09.003

3. Hyndman RJ, Athanasopoulos G (2018) Forecasting: principles and practice. OTexts
4. Kerkkanen A, Korpela J, Huiskonen J (2009) Demand forecasting errors in industrial context:

measurement and impacts. Int J Prod Econ 118:43–48. https://doi.org/10.1016/j.ijpe.2008.
08.008

5. Govindan K, Mina H, Alavi B (2020) A decision support system for demand management
in healthcare supply chains considering the epidemic outbreaks: a case study of coronavirus
disease 2019 (COVID-19). Transp Res Part E Logist Transp Rev 138:101967. https://doi.org/
10.1016/j.tre.2020.101967

6. Kumar MS, Raut DRD, Narwane DVS, Narkhede DBE (2020) Applications of industry 4.0 to
overcome theCOVID-19 operational challenges.DiabetesMetab SyndrClinResRev 14:1283–
1289. https://doi.org/10.1016/j.dsx.2020.07.010

7. De Gooijer JG, Hyndman RJ (2006) 25 years of time series forecasting. Int J Forecast. Twenty
five Years Forecast. 22:443–473.https://doi.org/10.1016/j.ijforecast.2006.01.001

https://doi.org/10.1016/j.cie.2019.106169
https://doi.org/10.1016/j.ijforecast.2018.09.003
https://doi.org/10.1016/j.ijpe.2008.08.008
https://doi.org/10.1016/j.tre.2020.101967
https://doi.org/10.1016/j.dsx.2020.07.010
https://doi.org/10.1016/j.ijforecast.2006.01.001


Application of XGBoost Algorithm for Sales Forecasting Using … 159

8. Arogundade O, Misra S, Odusami M, Adelaja E, Abayomi-Alli O (2020) An algorithm-centric
approach to enhance business process compliancemanagement. Int J EngResAfrica 50:15–28.
Trans Tech Publications Ltd

9. Mustapha AM,Arogundade OT,Misra S, Damasevicius R,Maskeliunas R (2020) A systematic
literature review on compliance requirements management of business processes. Int J Syst
Assur Eng Manage 11(3):561–576

10. Akande ON, Abikoye OC, Kayode AA, Lamari Y (2020) Implementation of a framework for
healthy and diabetic retinopathy retinal image recognition. Scientifica 2020:1–14. Article ID
4972527

11. Karmy JP,Maldonado S (2019) Hierarchical time series forecasting via Support Vector Regres-
sion in the European Travel Retail Industry. Exp Syst Appl 137:59–73. https://doi.org/10.1016/
j.eswa.2019.06.060

12. Wilson JH, Dingus R, Hoyle J (2020) Women count: perceptions of forecasting in sales. Bus
Horiz 63(5):637–646. https://doi.org/10.1016/j.bushor.2020.06.001

13. Punam K, Pamula R, Jain PK (2018) A two-level statistical model for big mart sales predic-
tion. In: 2018 international conference on computing, power and communication technologies
(GUCON), September, pp 617–620. https://doi.org/10.1109/GUCON.2018.8675060

14. Farahani DS (2016) Car sales forecasting using artificial neural networks and analytical
hierarchy process case study: Kia and Hyundai Corporations in the USA, pp 57–62

15. Ding S, Li R (2021) Forecasting the sales and stock of electric vehicles using a novel self-
adaptive optimized grey model. Eng Appl Artif Intell 100:104148. https://doi.org/10.1016/j.
engappai.2020.104148

16. He L, Pei L, Yang Y (2020) An optimised grey buffer operator for forecasting the production
and sales of new energy vehicles in China. Sci Total Environ 704:135321. https://doi.org/10.
1016/j.scitotenv.2019.135321

17. Ma S, Fildes R (2021) Retail sales forecasting with meta-learning. Eur J Oper Res 288(1):111–
128. https://doi.org/10.1016/j.ejor.2020.05.038

18. Huang T, Fildes R, Soopramanien D (2019) Forecasting retailer product sales in the presence of
structural change. Eur J Oper Res 279(2):459–470. https://doi.org/10.1016/j.ejor.2019.06.011

19. Wang C, Yun Y (2020) Demand planning and sales forecasting for motherboard manufacturers
considering dynamic interactions of computer products. Comput Ind Eng 149:106788. https://
doi.org/10.1016/j.cie.2020.106788

20. Loureiro ALD, Miguéis VL, Lucas FM (2018) Exploring the use of deep neural networks for
sales forecasting in fashion retail. Decis Support Syst 114:81–93. https://doi.org/10.1016/j.dss.
2018.08.010

https://doi.org/10.1016/j.eswa.2019.06.060
https://doi.org/10.1016/j.bushor.2020.06.001
https://doi.org/10.1109/GUCON.2018.8675060
https://doi.org/10.1016/j.engappai.2020.104148
https://doi.org/10.1016/j.scitotenv.2019.135321
https://doi.org/10.1016/j.ejor.2020.05.038
https://doi.org/10.1016/j.ejor.2019.06.011
https://doi.org/10.1016/j.cie.2020.106788
https://doi.org/10.1016/j.dss.2018.08.010


Comparison of Selected Algorithms
on Breast Cancer Classification

Olabiyisi Stephen Olatunde, Olalere Mofiyinfoluwa,
Oluwatobi Noah Akande, Sanjay Misra , Ravin Ahuja, Akashat Agrawal,
and Jonathan Oluranti

1 Introduction

Cancer is a disease that is destructive and has a poor estimated survival rate. Owing
to the high relapse and death rates, the recovery phase is lengthy and expensive. To
improve the patient’s survival rate, accurate early cancer detection and prognosis
prediction are critical. Many scientists have been motivated to use quantitative tech-
niques such as multivariate regression analysis to assess the prognosis of the disease
as a result of advances in mathematics and data engineering over the years, and the
precision of such analyzes is considerably higher than that of observational forecasts.
Cancer is difficult to detect in the early stages and is prone to recurrence following
surgery. Furthermore, predicting the prognosis of an illness with high accuracy is
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extremely difficult. Because of their subtle effects and indistinct tell-tale signals
on mammograms and scans, certain tumors are impossible to spot throughout their
early stages. As a result, improved statistical models based on multivariate data and
high-resolution diagnostic methods are critical in clinical cancer research. A brief
search of the literature reveals that the number of publications on cancer analysis has
exploded, especially those concerning AI instruments and vast datasets containing
historical clinical cases for AI model training [1].

Machine learning (ML) is applied in various domains in these days [2, 3]. ML is
a subset of AI that is used to create predictive models that recognize logical patterns
from large amounts of historical data in order to forecast a patient’s survival rate. ML
has been widely used to improve prognosis [4, 5]. When cells grow out of control
and crowd out regular cells, cancer develops. This makes it difficult for normal cells
to operate properly. It is a malignant tumor that begins in breast cells and spreads
through breast tissue, accounting for about 25% of all cancer cases in women [6].
Cancer is a term used to describe any disease in which abnormal cells in the body
destroy healthy cells, as well as fluid leaking from the nipple, an inverted nipple are
all symptoms of distant illness dissemination.

Furthermore, age, formation control, childbearing antiquity, race, and being
grossly overweight after menopause are all factors that contribute to breast cancer,
which can be diagnosed by a breast exam, mammogram, or breast ultrasound. In
various countries, women diagnosed with stage I/II breast cancer (small tumors or
limited local dissemination to nodes under the arm) have a five-year survival rate of
80–90%. Various machine learning techniques have been explored for cancer tumor
classification. However, this study explored the performance of SVM, DTC, NB,
KNN, sequential model (SM), and discriminant analysis algorithm for breast cancer
tumor diagnosis.

2 Related Works

This section provides an overviewof existingworks that have been done breast cancer
detection and classification. Using wisconsin breast cancer records as train and test
data, KNN, C4.5, and NB were employed for cancer classification [7]. The major
goal is to evaluate the validity of each algorithm’s classification accuracy, precision,
sensitivity, and specificity in terms of efficiency and effectiveness. An accuracy of
97.13% was achieved with SVM. All tests were run in the WEKA data mining tool.
In a similar vein, researchers in [8] used a large dataset to develop cancer prediction
models based on Naive Bayes, RBF networks, and J48. The Naive Bayes algorithm
had the global optimum solution of 97.36%, followed by RBF network with 96.77%
accuracy and J48 with 93.41% accuracy, according to the data. In addition, the
authors of [9] proposed the use of a computer-aided design technique for breast
cancer diagnosis. When compared to the previous studies, the classifier complex
has a 99.68% accuracy rate, indicating encouraging findings. The proposed method
yields an effective breast cancer classification model. Breast cancer was classified
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using NB and KNN classifiers in [10]. An accuracy of 97.51% was achieved with
KNN classifier while NB recorded an accuracy of 96.19%.

A study to compare and contrast computational intelligence algorithms for
detecting breast cancer in its early stages was carried out in [11]. Microarray-based
and medical imaging-based data interpretations were also considered. In comparison
with the previous studies, this one took into account the unbalanced existence of the
evidence. When accuracy was used as a performance metric, the SMO algorithm
performed better for the majority of the test data, particularly for microarray-based
data. Given the data’s unbalanced nature, the Naive Bayes algorithm was found
to perform well in terms of true positive rate (TPR). Authors in [12] also studied
the performance of NB, DT, CART, radial basis function (RBF), and SVM-RBF
for cancer classification. Result obtained revealed that SVM-RBF performed better
than the remaining classifiers as it achieved an accuracy of 96.84%. Summarily, the
performance of severalmachine learning algorithms for cancer classification has been
carried out with diverse accuracies recorded for respective algorithms. This study
attempts to further examine the performance of SVM, DT, NB, KNN, sequential
model (SM), and discriminant analysis algorithm for the detection and classification
of cancer tumors in patients into benign and malignant. Wisconsin breast cancer
dataset was used to train and test the machine learning techniques while accuracy,
precision, and sensitivity were used as the performance evaluation metrics.

Also, authors in [13] proposed the use of a genetic algorithm for breast cancer
categorization. This breast cancer classification system was able to optimize the arti-
ficial neural network parameter. The method of breast cancer classification becomes
more complicated as the calculation becomes more intricate. A hybridize PSO-KDE
models were proposed in [14]. The kernel bandwidth was determined using particle
swarm optimization. The purpose function of PSO-KDE was designed using the
concepts of classification performance and the number of features picked.

Authors in [15] proposed a decision tree-based ensemble learning technique for
breast cancer classification. RF and ET algorithms make up the ensemble approach.
In all cases, the developed RF models were proven to be 100% accurate, sensitive,
and specific in forecasting theWBCD type. In 2016, writers in [16] suggested a two-
phase approach for a breast cancer classifier. The gradient descent back-propagation
algorithm, or LM, is utilized in the initial phase, along with an ANN. Following the
pre-training phase, the unsupervised phase begins. According to the findings, the
DBN-NN approach is more accurate than the RIW-BPNN method. Authors in [17]
built a rule-based approach to breast cancer classification. Despite the fact that FL
systems produce accurate outcomes in the vast majority of circumstances, the design
process is difficult and needs multiple stages of implementation.

3 Methodology

Kaggle breast cancer wisconsin (diagnostic) dataset that has 569 instances and 10
attributes was used to train and test the selected algorithms considered in this study.



164 O. S. Olatunde et al.

357 of these datasets are benign while 212 are malignant. This dataset’s feature is
derived from a digitized image of a breast tumor fine needle aspirate (FNA). The
prognosis is recorded as M for malignant and B for benign in the target feature.
Hence, the need for preprocessing the prognostic values indicated as malignant
was converted to 1 and benign to 0 for smoother data processing. The dataset
contained 32 float value attributes such as id, diagnosis, radius_1ean, texture_1ean,
peri1eter_1ean, area_1ean, s1oothness_1ean, co1pactness_1ean, concavity_1ean,
and concave points_1ean. Then, the 10 folds cross validation was applied. In this
research, six algorithmswere implementedwhich are support vectormachine (SVM),
decision tree classifier (DTC), discriminant analysis algorithm (DAL), K nearest
neighbor algorithm (KNN), Naive Bayes, and sequential model (SM). This research
utilized Google Colab with the use of Python programming language. The 10 folds
cross validation was implemented with test size of 25% and train size of 75%, with
30 clinical variables. The data were pre-processed to eliminate empty rows of data,
and then normalized in such a way that numerical values could be expressed in terms
of 0–1 binary sets where 1 represents malignant and 0 represents benign tumors. The
questions posed during the research are which algorithm is fastest? Which has to
highest accuracy? Which has the least error? This has been illustrated.

3.1 Adopted Classifiers

This section explains how the selected classifiers work.

3.1.1 Support Vector Machine.

SVM functions generate the right line or decision boundary that splits n-dimensional
space into groups, making it easy to categorize fresh data points in future. The best
judgment boundary is known as a hyperplane. Figure 1 illustrates how it works.

Data Collection 
Dataset  

Normalization 

Train SVM 
Network

Optimize parameters c 
and g using search algo-

rithm after cross validation 

Test SVM  
Network 

Evaluate model  
performance

Select activating 
function (Sigmoid 
type is preferable) 

Fig. 1 Support vector machine flowchart (Huang et al. 2015)
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Fig. 2 Decision tree
classifier

3.2 Decision Tree Classifier (DTC)

This is a multilevel decision-making algorithm used to make predictions based on
initial inferences. It can be viewed as a hierarchical classifier in which each node
leads to the next based on the data being analyzed. Figure 2 illustrates how it works.

3.3 The Discriminant Analysis Algorithm (DAL)

This divides objects into classes, reducing within-class variance while optimizing
variance between classes, and determining the linear combination of the initial vari-
ables (directions). This are known as discriminant functions, and the number of them
is proportional to the number of groups minus one. Figure 3 illustrates how it works.

3.4 K Nearest Neighbor (KNN) Algorithm

This is a model for classifying data points based on their closest neighbors. It makes
a “informed guess” on what an unclassified point can be classified as based on test
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Fig. 3 Discriminant
analysis algorithm

results. The training dataset is all that is needed to build themodel. Figure 4 illustrates
how it works.

3.5 Naive Bayes Classifiers

These are a basic family of “probabilistic classifiers” based on Bayes’ theorem and
strict independence assumptions between features. Figure 5 illustrates how it works.

3.6 Sequential Model (SM)

Sequence modeling is a method for generating a sequence of values by assessing
a collection of input values. These input values could be time series data, which
demonstrate how a specific variable varies over time, such as demand for a given
product. Figure 6 illustrates how it works.

4 Results

In comparison with discriminant analysis, which takes 4.77 s to construct the model,
Naïve Bayes takes around 55.1 s. It can be explained by the fact that unlike other
classifiers who construct models. The error rate for each algorithm is critical for
determining the likelihood that patients will be misdiagnosed by the classifiers. This
is shown through the average error rate where average error rate is calculated by
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Fig. 4 K nearest neighbor
algorithm

Fig. 5 Naïve Bayes
classifier



168 O. S. Olatunde et al.

Fig. 6 Sequential modeling

(False Positive Rate− False Negative Rate)/2

From Table 1, discriminant analysis showed the optimal performance of 0.00
on false positive rate implying that 0 patients will be falsely diagnosed with breast
cancer with an error rate of 0.0577 in the false negative category implies that 5.7% of
patients categorized as negative have been falsely classified; from the experiment, the
algorithm still displays the best average rate of 0.02855. This is the most consistent
with the precision and reliability of the dataset. Due to the vast number of wrongly
labeled instances for each algorithm, DTC and KNN have the highest error rates, as
seen in Fig. 1 (13 for DTC and 12 for KNN) (Fig. 7 and Table 2).
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Table 1 Classifier(s) performance

Evaluation criteria Classifiers

SVM DTC Naive Bayes KNN DAL SM

False positive rate 0.025 0.1000 0.0476 0.0541 0.0000 0.0244

False negative rate 0.0583 0.0874 0.0495 0.0943 0.0577 0.0396

Average error rate 0.0417 0.0937 0.0486 0.0742 0.0289 0.0320

Fig. 7 Performance evaluation

Table 2 Comparison of classification accuracy

Classifiers Symptoms Precision Recall F1 score

SVM Benign 0.94 0.99 0.97

Malignant 0.97 0.87 0.92

DTC Benign 0.91 0.96 0.94

Malignant 0.90 0.80 0.85

NB Benign 0.95 0.98 0.96

Malignant 0.95 0.89 0.92

KNN Benign 0.91 0.98 0.94

Malignant 0.95 0.78 0.85

DAL Benign 0.94 1.00 0.97

Malignant 1.00 0.87 0.93

SM Benign 0.95 0.99 0.97

Malignant 0.98 0.89 0.93
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5 Conclusion

A range of data processing and deep learning approaches is used to interpret medical
data. We studied the classification prowess of six major algorithms employed for
cancer classification: support vector mechanism, K nearest neighbor, decision tree
classifier, NaiveBayes, sequentialmodel, and discriminant analysis algorithm.Accu-
racy, precision, recall, and F1 score were used to evaluate the performance of the
algorithms. Results obtained revealed that all the algorithms could be used for cancer
tumor classification. However, DAL and SM achieved the highest classification
accuracy of 95.80% which was closely followed by SVM and Naïve Bayes.

Acknowledgements The authors appreciate the sponsorship from Covenant University through
its Center for Research, Innovation and Discovery, Covenant University, Ota Nigeria.

References

1. Obermeyer Z, Emanuel EJ (2016) Predicting the future—big data, machine learning, and
clinical medicine. N Eng J Med 375:1216–1219

2. Awotunde JB, OgundokunRO, JimohRG,Misra S, Aro TO (2021)Machine learning algorithm
for cryptocurrencies price prediction. In: Artificial intelligence for cyber security: methods,
issues and possible horizons or opportunities. Springer, Cham, pp 421–447

3. Ogundokun RO,Awotunde JB,Misra S, AbikoyeOC, Folarin O (2021) Application ofmachine
learning for ransomware detection in IoT devices. In: Artificial intelligence for cyber security:
methods, issues and possible horizons or opportunities. Springer, Cham, pp 393–420

4. Alaba AF, Oluwatobi AN, Akinkunmi AI (2017) Smallest univalue segment assimilating
nucleus based brain MRI image segmentation using fuzzy C-means and fuzzy K-means
algorithms. Int J Comput Technol 16(3):98–116

5. Kayode AA, Akande NO, Asani EO (2019) Implementation of a hybrid feature selection
algorithm for improving classification of mammograms. J Eng Appl Sci 14:4419–4429

6. Federal Ministry of Health Nigeria National Cancer Control Plan 2018–2022 (2018). Available
at https://www.iccp-portal.org/system/files/plans/NCCP_Final%5B1%5D.pdf

7. Asri H, Mousannif H, Al Moatassime H, Noel T (2016) Using machine learning algorithms for
breast cancer risk prediction and diagnosis. Procedia Comput Sci 83:1064–1069. ISSN 1877.
https://doi.org/10.1016/j.procs.2016.04.224

8. Chaurasia V, Pal S, Tiwari BB (2014) Prediction of benign and malignant breast cancer using
data mining techniques. J Algorithms Comput Technol

9. el Zaher M, Allah A, Eldeib A (2015) Breast cancer classification using deep belief networks.
Exp Syst Appl 46:139–144. https://doi.org/10.1016/j.eswa.2015.10.015

10. Elbachiri M, Fatima S, Bouchbika Z et al (2017) Cancer du sein chez l’homme: à propos de
40 cas et revue de la littérature. Pan Afr Med J 28:287

11. Nahar J, ImamT, Tickle KS, Shawkat Ali ABM, Chen Y-PP (2012) Computational intelligence
for microarray data and biomedical image analysis for the early diagnosis of breast cancer. Exp
Syst Appl 39(16):12371–12377. ISSN 0957-4174, https://doi.org/10.1016/j.eswa.2012.04.045

12. Chaurasia V, Pal S (2014) Data mining techniques: to predict and resolve breast cancer
survivability. 3(1):10–22

13. BhardwajA,TiwariA,BhardwajH,BhardwajA (2016)Agenetically optimizedneural network
model for multi-class classification. Exp Syst Appl 60:211–221

https://www.iccp-portal.org/system/files/plans/NCCP_Final%5B1%5D.pdf
https://doi.org/10.1016/j.procs.2016.04.224
https://doi.org/10.1016/j.eswa.2015.10.015
https://doi.org/10.1016/j.eswa.2012.04.045


Comparison of Selected Algorithms on Breast Cancer Classification 171

14. Sheikhpour R, Sarram MA, Sheikhpour R (2016) Particle swarm optimization for bandwidth
determination and feature selection of kernel density estimation-based classifiers in diagnosis
of breast cancer. Appl Soft Comput 40:113–131

15. GhiasiMM, Zendehboudi S (2021) Application of decision tree-based ensemble learning in the
classification of breast cancer. Comput Biol Med 128. https://doi.org/10.1016/j.compbiomed.
2020.104089

16. Abdel-Zaher AM, Eldeib AM (2016) Breast cancer classification using deep belief networks.
Exp Syst Appl 46:139–144

17. Pota M, Esposito M, De Pietro G (2017) Designing rule-based fuzzy systems for classification
in medicine. Knowl Base Syst 124:105–132

18. Risk factors for breast cancer (n.d.) Havard health. Retrieved 2March 2021, from https://www.
health.harvard.edu/cancer/risk-factors-for-breast-cancer

19. Breast Cancer Survivors (2021). https://www.wcrf.org/Dietandcancer/Breast-Cancer-Sur
vivors. Retrieved 18 January 2021

20. Pratheep K, Amala M, Nair GG (2021) An efficient classification framework for breast cancer
using hyper parameter tuned Random Decision Forest Classifier and Bayesian Optimization.
Biomed Sig Process Control 68:102682. https://doi.org/10.1016/j.bspc.2021.102682

21. Wang P, Wang J, Li Y, Li P, Li L, Jiang M (2021) Automatic classification of breast cancer
histopathological images based on deep feature fusion and enhanced routing. Biomedical Sig
Process Control 65. https://doi.org/10.1016/j.bspc.2020.102341

https://doi.org/10.1016/j.compbiomed.2020.104089
https://www.health.harvard.edu/cancer/risk-factors-for-breast-cancer
https://www.wcrf.org/Dietandcancer/Breast-Cancer-Survivors
https://doi.org/10.1016/j.bspc.2021.102682
https://doi.org/10.1016/j.bspc.2020.102341


PCA-Based Feature Extraction
for Classification of Heart Disease

Roseline Oluwaseun Ogundokun , Sanjay Misra ,
Joseph Bamidele Awotunde , Akshat Agrawal, and Ravin Ahuja

Abbreviations

ML Machine Learning
PCA Principal Component Analysis
HD Heart Disease
DR Detection Rate
NB Naïve Bayes
RF Random Forest
SVM Support Vector Machine
FPR False-Positive Rate
DM Data Mining

R. O. Ogundokun
Department of Computer Science, Landmark University Omu Aran, Omu Aran, Nigeria
e-mail: ogundokun.roseline@lmu.edu.ng; rosogu@ktu.lt

Center of ICT/ICE, CUCRID, Covenant University, Ota, Nigeria

Department of Multimedia Engineering, Kaunas University of Technology, Kaunas, Lithuania

S. Misra (B)
Department of Computer Science and Communication, Ostfold University College, Halden,
Norway
e-mail: sanjay.misra@covenantuniversity.edu.ng

J. B. Awotunde
Department of Computer Science, University of Ilorin, Ilorin, Nigeria
e-mail: awotunde.jb@unilorin.edu.ng

A. Agrawal
Amity University, Gurgaon, India

R. Ahuja
Shri Vishwakarma University, Gurgaon, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
T. Sengodan et al. (eds.), Advances in Electrical and Computer Technologies,
Lecture Notes in Electrical Engineering 881,
https://doi.org/10.1007/978-981-19-1111-8_15

173

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1111-8_15&domain=pdf
http://orcid.org/0000-0002-2592-2824
http://orcid.org/0000-0002-3556-9331
http://orcid.org/0000-0002-1020-4432
mailto:ogundokun.roseline@lmu.edu.ng
mailto:rosogu@ktu.lt
mailto:sanjay.misra@covenantuniversity.edu.ng
mailto:awotunde.jb@unilorin.edu.ng
https://doi.org/10.1007/978-981-19-1111-8_15


174 R. O. Ogundokun et al.

AI Artificial Intelligence
EC Ensemble Classifier

1 Introduction

Heart disease (HD) is the foremost originator of demise in both India and the rest
of the world. Conferring to the World Health Organization (WHO), cardiac illnesses
claim the existence of 17.7 million persons per annum, computing for 31% of the
entire fatalities globally [1]. It was concluded that the proposed PCA+SVM classi-
fier outperformed the other two classifiers with a precision of 88.44%, specificity
of 67.31, f1-score of 65.49%, and FPR of 0.3269 while proposed PCA+NB outper-
formed the other two algorithms with an accuracy of 55.33% and detection rate
of 52.88%. Data mining (DM), artificial intelligence (AI), or ML tools might be
employed to extract knowledge from a dataset. The newly found information can be
utilized by hospital administrators to improve service quality. Medical practitioners
can utilize the new knowledge to decrease the number of adverse medication effects
and to recommend less-priced therapeutically comparable alternatives [2, 3]. One of
the most significant uses of DM, AI, or ML techniques in healthcare management
is predicting a patient’s future behavior based on their past behavior. The provision
of high-quality services at reasonable prices is a key problem for healthcare institu-
tions (hospitals, medical facilities) [4, 5]. Quality service includes accurately diag-
nosing patient’s health challenges and providing effective therapies. Poor clinical
judgments can have devastating effects, which are unacceptably dangerous. Clin-
ical testing must also be kept to a minimum in hospitals. They can attain these
outcomes by utilizing suitable computer-based information and/or decision-making
technologies. The amount of data in the healthcare industry is enormous [6] that is
it comprises patient information, resource management information, and data that
have been modified. Organizations in the healthcare industry must be able to eval-
uate data. Millions of patient information may be saved, and computers and data
mining techniques may aid in addressing numerous essential healthcare issues. Clin-
ical choices are frequently made built on doctors’ instinct and knowledge rather
than the database’s knowledge-rich data. This practice results in unintended biases,
mistakes, and exorbitant medical expenditures, all of which affect the eminence
of care delivered to the patient role. Integrating clinical decision support systems
with computer-based patient records, according to Wu et al., might reduce medical
mistakes, increase patient safety, eliminate undesired practice variation, and improve
patient outcomes [6]. This study has promised to deliver data modeling and anal-
ysis technologies such as machine learning, thereby having the ability to create a
knowledge-rich environment that may assist to enhance the quality of healthcare
choices considerably.

This study, therefore, is projected to examine the discriminative power of
numerous prognosticators in the research to intensify the efficiency of HD discovery
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through their warning signs. A dimensionality reduction method PCA and three ML
classifiers which are NB, RF, and SVM are employed in the study. The three ML
classifiers were implemented with PCA DR. The techniques’ performance was eval-
uated on a dataset attained fromNational Health Service (NHS) database. The system
was evaluated using confusion matrix measures which include accuracy, precision,
specificity, f 1-score, detection rate, and FPR. A comparative analysis was conducted
between the three ML classifiers with PCA DR. The techniques’ performance was
evaluated on a dataset attained from National Health Service (NHS) database. The
study major contribution is as follows:

a. Identification of well-known ML classifiers techniques employed for heart
disease (HD) detection

b. Computation of system results over the dataset gathered from NHS database
c. Introduction of a dimensionality reduction called PCA
d. Implementation of three classification techniques which are NB, RF, and SVM
e. Comparative analysis of the results with performance metrics

The remaining part of the article is structured as thus: The literature review is
presented in the second segment. Segment 3 discussed the materials and method
employed for the implementation of the study, whereas the results and discussion
are discussed in segment 4. Segment 5 lastly concludes the study and the impending
study is suggested.

2 Literature Review

ML is a branch of AI that deals with the advancement and research of procedures that
can acquire knowledge from datasets [1, 6]. Machine learning provides a set of rules
and procedures that makes the system computationally intelligent [7]. These rubrics
create systems based on the contribution, which are subsequently employed to take
verdicts or forecast outcomes [8]. Because the health sector plays such a significant
role in people’s lives, extracting information from medical databases has become a
genuine challenge. Medical data research is becoming increasingly popular. Treat-
ment, screening, diagnosis, management, prognosis, and monitoring are just a few of
the several sorts of medical solutions [9, 10]. Furthermore, as the healthcare industry
becomes more computerized, machine learning methods are critical to assisting clin-
icians in recognizing and correcting problems at an early stage. One of the most
significant challenges in the medical realm is a medical diagnosis. The accuracy of
the diagnosis aids the physician in making the best selection for the best course of
action and, ultimately, in illness treatment. Machine learning is frequently utilized in
the diagnosis of diseases, for instance, HD, cancer, skin disease, and diabetes. ML
procedures assist to improve the diagnostic procedure’s accuracy, dependability, and
rapidity. In the context of particular disorders such as heart disease, researchers have
effectively applied machine and statistical learning approaches to create prediction
models, much as they have in other fields. Because of the limits in current heart
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disease diagnosis methods and the difficulties in predicting heart illness, researchers
are looking for more acceptable approaches.

Machine learning can help forecast and diagnose the cardiac disease as a result
of its capacity to excerpt information and uncover concealed designs. To increase
prediction accuracy, several initiatives have been involved to forecast HD utilizing
ML techniques. Few of the prevailing researches that have used ML classification
techniques to forecast and diagnose HD are discussed as follows:

Bashir et al. [11] proposed employing an ensemble classifier dubbed BagMoov.
The NB, linear regression (LR), quadratic discriminant analysis (QDA), instance-
built learner, and SVM techniqueswere suggested in their study, and these techniques
were centered on bagging and multi-objective optimal-weighted voting. To predict
CAD, Arabasadi et al. [12] presented a correct combination method. By determining
the initial weights of the neural network (NN) and applying a genetic algorithm
(GA), their suggested technique enhanced the accuracy of the NN by 10%. Jabbar
[13] enhanced the performance of the KNN algorithm to improve HD prognosis. In
this technique, particle swarm optimization (PSO) was utilized to close the features
during the preprocessing stage, and thereafter, KNNwas trained on the data generated
from the preprocessing stage. To forecast the risk of cardiac failure, Samuel et al.
[14] employed an ANN technique and a fuzzy analytic hierarchy procedure (AHP)
was utilized to calculate global weights of features established on their specific
improvements in their techniques. The global weights (GWs), which indicated the
contribution of each feature, are then added to train the ANN classifier to envisage
the probability of HD in the affected role. Yekkala et al. [15] postulated a bagging
ensemble technique, RF, and AdaBoost with PSO. PSO was employed as an FE
technique to forecast HD. The findings of the study revealed that using PSO with
bagging algorithm produces excellent accuracy. Mustafa et al. [16] presented an
ensemble technique to improve prognosis by combining the prediction abilities of
multi-classifiers. Ensemble learning was used in their study to forecast and identify
the recurrence of cardiovascular illness by combining five classifiers which include
SVM, ANN, NB, RF, and regression examination. Founded on ReliefF and rough set
theory, Liu et al. [17] created a hybridizing classifier system called RFRS. An RFRS
feature selection technique and a classification system with an ensemble classifier
(EC) are the two subsystems employed for the proposed technique. The first model
has three stages: discretization, FE with the ReliefF method, and feature reduction
with a heuristic rough set reduction approach. An EC built on C4.5 was employed
in the second model. Nguyen et al. [18] projected a health classification technique
that combined a fuzzy typical improver method with a GA technique. The adaptive
vector quantization clustering is in charge of rule initialization in this technique.
A genetic algorithm and a gradient descent method, respectively, were used for
rule optimization and constraint tuning. To excerpt discriminatory features from
high-dimensional datasets, the wavelet transformation was used.

It was discovered from the literature reviewed that the use of feature extraction
approaches is ignored by several of the prevailing research works to enhance the
classification degree of state-of-the-artML approaches. Hence, in this study, efficient
ML classifiers were employed to enhance the classification outcomes that is a feature
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extraction (FE) technique PCA, and threeML classifiers which areNB, RF, and SVM
are employed in the study.

3 Materials and Method

In this segment, the dataset acquisition and the projected technique in this study are
presented.

3.1 Dataset Attainment

A heart disease dataset gathered from the National Health Service database is
employed in this study. The dataset is assumed founded on factual hospital direc-
torial data named Hospital Episodes Statistics. The assumed excerpt comprises an
arbitrary sample of emergency admissions for HD (ICD10 code 150).

3.2 Proposed Method

The proposed method starts with data attainment from the NHS database which
is followed by the preprocessing stage. The classifiers are thereafter trained and
tested on the HD dataset. The ML classifiers with PCA DR were implemented, and
classification was obtained for each of the classifiers, and these were computed and
evaluated to recognize the best ML classifier(s) for HD discovery. Figure 1 thereby
displays the block movement for the proposed system.

3.3 ML Classifiers

The choice of ML classifiers hinges on certain aspects like their extensive use in the
context of disease identification. A brief description of the ML classifiers, namely
PCA, SVM, NB, and RF.

Naïve Bayes: The Naive Bayes classifier is founded on the NB theorem and oper-
ates on the likelihood of occurrences. All characteristics are independent, according
to NB [19].

Support Vector Machine (SVM): SVM is a classifier that uses the nearest data
points to create a decision region beside a margin. They have supervised learning
models that examine data for classification and regression analysis and have related
learning algorithms [20].
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NHS Database 

Data Attainment 

Pre-Processing 
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Results Com-
putation 

PCA DR 
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Naïve Bayes 

Random Forest 

Best Classifier(s) 

Fig. 1 Proposed system block flow

Random Forest (RF): Random forests are a type of ensemble learning approach
for classification, regression, and further problems that works by building a large
number of DT throughout training. For classification complications, the RF output
is the class preferred by the great number of trees.

Principal Component Analysis (PCA): PCA is an approach for decreasing the
dimensionality of datasetswhilemaximizing interpretabilityminimizing information
loss. This is achieved by engendering novel uncorrelated variables that optimize
variance [21].

3.4 Performance Evaluation

Six distinct statistics, which include accuracy, precision, specificity, f 1-score, DR,
and FPR, are produced utilizing the values of the confusion matrix to assess the
efficiency and competence of the ML classifiers approach. These metrics, whose
formulation is shown in Eqs. (1–6), are equally important for comparing the different
system methods.

Accuracy : TP+ TN

TP+ TN+ FN+ FP
(1)

precision : TP

TP+ FP
(2)

Specificity : TN

TN+ FP
(3)
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Table 1 Confusion matrix Predicted 0 Predicted 1

Actual 0 TN FP

Actual 1 FN TP

F1− score : 2× Precision × Sensivity

Precision × Sensitivity
(4)

Detection rate : TP

TP+ FN
(5)

FPR : FP

FP+ TN
(6)

True-positive, true-negative, false-positive, and false-negative rates of classifica-
tion techniques are denoted by the letters TP, TN, FP, and FN, respectively. The
calculated results of the used ML methods are displayed in Table 1 in a compar-
ison style using these equations. The likelihood of a false alarm being sounded that
is a positive result being provided, while the real value is negative, is identified as
the FPR. The detection rate, commonly identified as the true-positive rate (TPR), is
the proportion of valid positive class predictions made to all predictions made. The
accuracy rate is regarded as an excellent and acceptable result for HD detection.

4 Results and Discussion

4.1 Experimental Setup

The study executed the postulated ML context for HD detection utilizing Python
programming language and implemented the models in a DEL computer with Intel
i7 3.40 GHz CPU and 8 GB memory.

4.2 Analysis of Result

In this segment, the study directed different experiments to assess the twoML proce-
dures for the detection of HD. The investigation of the two classifiers was evalu-
ated for the exposure of the HD dataset. Table 1 shows the values obtained for the
confusion matrix using different ML techniques.

TP: This means true positive, and it means that the patients diagnose have HD,
and the test is positive.
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Fig. 2 Confusion matrix for
PCA + NB

Fig. 3 Confusion matrix for
PCA + RF

FP: This means false positive, and this means that the patients diagnose do not
have HD, but the test is positive.

TN: This means true negative meaning the patient diagnoses does not have HD,
and the test is negative.

FN: This means false negative, and this means the patient has HD, but the test is
negative.

In the study, the preprocessed dataset was utilized to execute the implementation,
and the projected techniques were employed and applied. The mentioned perfor-
mance metrics were obtained utilizing a confusion matrix as seen in. The confu-
sion matrix demonstrated the performance of the system, and the confusion matrix
obtained by the projected techniques is shown in Figs. 2, 3 and 4, and their values
are shown in Fig. 5.

4.3 Discussion

The classification accuracy, precision, specificity, f 1-score, detection rate, and FPR
for the three classifiers that are PCA + NB, PCA + RF, and PCA + SVM are
summarized in Table 2. Based on the derived results, PCA + NB outperformed
PCA + RF and PCA + SVM concerning accuracy. While all three models tend to
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Fig. 4 Confusion matrix for
PCA + SVM

PCA + NB PCA + RF PCA + SVM
TP 110 81 130
TN 56 81 35
FP 36 64 17
FN 98 73 120
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Fig. 5 Values obtained from confusion matrix using different classifiers

Table 2 Analysis of the ML classifiers

Classifiers Accuracy (%) Precision (%) Specificity
(%)

F1-score (%) DR (%) FPR

PCA + NB 55.33 75.34 60.87 62.15 52.88 0.3913

PCA + RF 54.18 55.86 55.86 54.18 52.60 0.4414

PCA + SVM 54.64 88.44 67.31 65.49 52 0.3269

show an accuracy rate of more than 50%, accuracy alone can’t be considered as the
performance criterion for the underlying study.Out of the original 299 instances, only,
155 patients are said to have HD, whereas the remaining 144 individuals do not suffer
from HD. It is seen that there is only a slight difference between the performance
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of PCA + NB and PCA RF concerning detection rate and FPR measures. PCA +
SVM classifier outperformed that of the other two classifiers in terms of precision of
88.44%, specificity 67.81%, f 1-score 65.49%, and FPR value of 0.3269. It was also
discovered that PCA + NB outperformed PCA + RF and PCA + SVM in terms of
DR of 52.88%.

5 Conclusion

With the rising number of deaths due to heart disease, it has becomenecessary to build
a system that can efficiently and precisely forecast heart illness. The study aimed to
discover the most effective machine learning system for detecting cardiac problems.
This research evaluates the accuracy, detection rate, and FPR scores of PCA with
NB, RF, and SVM techniques for forecasting HD using NHS database dataset. The
result of the research specified that the PCA + SVM classifier outperformed that
of the other two classifiers in terms of precision of 88.44%, specificity 67.81%, f 1-
score 65.49%, and FPR value of 0.3269. It was also discovered that PCA + NB
outperformed PCA+ RF and PCA+ SVM in terms of DR of 52.88 for the detection
of HD.

The limitation of this study is that the dataset was small which led to the poor
values and percentage for the accuracy, precision, specificity, f 1-score, and detection
rate with the high FPR value. Therefore, in the future, the study can be improved by
using a larger HD dataset when evaluated to the one employed in this analysis, and
this will assist to deliver better results and assist medical practitioners in diagnosing
the HD efficiently and effectively. The study in the future can also be improved by
the emergent of a Web or android application based on the best ML classifier.
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Software Fault Prediction Using Machine
Learning Algorithms
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Abbreviations

ML Machine learning
SFP Software fault prediction
SVM Support vector machine
LR Logistic regression
NB Naïve Bayes
RF Random forest
FE Feature extraction
FS Feature selection

1 Introduction

In this current scenario, defects are the most serious issues, and predicting them is
a challenging process or task. The existence of this faults/defect may cause high
risk of project failure. In addition to, it may cause in decrease of the project quality

M. S. Pavana (B) · M. N. Pushpalatha
Department of Information Science and Engineering, M S Ramaiah Institute of Technology,
Bangalore, India
e-mail: pavanashivanandms@gmail.com

M. N. Pushpalatha
e-mail: pushpalathmn@msrit.edu

A. Parkavi
Department of Computer Science and Engineering, M S Ramaiah Institute of Technology,
Bangalore, India
e-mail: parkavi.a@msrit.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
T. Sengodan et al. (eds.), Advances in Electrical and Computer Technologies,
Lecture Notes in Electrical Engineering 881,
https://doi.org/10.1007/978-981-19-1111-8_16

185

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1111-8_16&domain=pdf
mailto:pavanashivanandms@gmail.com
mailto:pushpalathmn@msrit.edu
mailto:parkavi.a@msrit.edu
https://doi.org/10.1007/978-981-19-1111-8_16


186 M. S. Pavana et al.

and increasing of the cost and time consumption. Therefore, detecting these errors
at early stage of SDLC leads to decrease in time consumption and also cost of the
overall project. As a result, defect/fault prediction plays crucial role in the developing
and testing phases, and it adds to the entire projects success. Defects/faults should be
predicted at early stages of SDLC. For this purpose, various software faults/defects
prediction models have been built for practitioners to find the modules identifies as
faulty in initial phases [7].

The classification model for predicting the faults is very important; otherwise, it
will more hectic to developers because of high cost and effort, and time scheduled
will be delayed. This inspires the development of defect-prone model to overcome
these problem. Software fault prediction via machine learning techniques is most
frequent use case among the researchers and developers. Many machine learning
techniques have been applied to detect the defects.

In this paper, four machine learning algorithms were implemented to predict the
faults. Software fault/defect prediction model consists of different stages to give
better performance of the machine learning model in predicting the software faults.
Different stages such as importing dataset, data preprocessing, feature selection,
feature extraction, and performance evaluation. The dataset is collected from the
NASA repository which consists of open-source datasets such are CM1, PC1, PC2,
and JM1. To perform this experiment, we have used CM1 dataset which includes
22 attributes and 498 instances. The preprocessing stage consists of data cleaning,
identifying missing values, and handling them. Feature selection steps include the
reductionof input variables by applying correlation technique such asSpearman’s and
Kendall method. It is also a kind of dimensionality reduction. The feature extraction
step includes reduction of input features. This step is called dimensionality reduction.
Two reduction techniques were used they are principal component analysis (PCA)
and linear discriminant analysis (LDA). Machine learning algorithms are used to
distinguish classes either faulty or non-faulty. Many machine learning techniques
were used to develop a high performance prediction model using software metrics
for predicting problems. In this paper work, machine learning algorithm such as NB,
RF, LR, and SVM was applied to the sampled dataset. After obtaining results from
each of the machine learning algorithm are compared to identify the best algorithm
with highest accuracy. This paper gives the comparative analysis of four different
algorithms.

2 Related Works

In this section, we have included the previous related work done by researcher’s
based on different techniques was explained.

Ezgi Ertruk et al. [1], authors implemented adaptive neuro-fuzzy inference
system (ANFIS) for the software fault/defect prediction model problem. Dataset
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was collected from Promise repository, and McCabe’s metric is selected, and accu-
racy is used as a performance evaluation. The result shows 0.77, 0.88 for SVM and
ANN, respectively.

Wu [2] performed case study on empirical analysis to predict faults in the software.
Author usedKC1 dataset fromNASA,which uses differentmetrics likeWMC,NOC,
LCOM, and CBO for defect/fault prediction.

Yang et al. [3] proposed defect prediction by applying NB evaluation method for
the prediction and performance evaluations like ROC, TPR, and FPRwere used. The
usage of feature selection technique was enhanced to improve the results. During the
data extraction, accuracy of model didn’t achieve performance compared to selection
method.

Anuradha chug et al. [6] implemented different algorithms for predicting defects.
The datasets are collected from the NASA. Classification and clustering tech-
niques were applied to build a defect prediction model. Several measures like ROC,
precision, and MAE are used to perform the evaluation of the ML model.

In this paper [7], authors used feature selection technique like swarm optimization
algorithm, and the bagging technique was used for data class imbalance. In this
research, nine datasets were used from NASA. Authors used different classifier on
them; comparison of results of both swarm and bagging techniques is done. Results
show impressive improvement by using both methods.

In this research [13], authors proposed ensemble method for the feature selection,
and dataset is collected from open-source dataset. This paper shows comprehen-
sive study of different ensembles methods and filtering techniques to improve the
accuracy. Ensemble methods show impressive improvement in the accuracy.

Ayse Tosum et al. [8] proposed a Naïve Bayes with optimized threshold which
performs better default threshold. In this paper, author selected different 13 datasets
for the evaluation purpose. For performance evaluation, ROC curve was considered.

In this paper [9], authors proposed multi-layered perceptron, Naive Bayes and
Bayesian networks to build a predictive model. Ten datasets were downloaded
from NASA repository. Comparisons of different classifiers were observed. Results
show neural network classifier models are more superior when compared to other
classifiers.

Ren et al. [11], in this paper, authors have proposed amodel to solve the imbalance
class problemwhich in turn reduces the performance of the predictivemodel.Authors
have proposed Gaussian function that is asymmetric kernel partial least squares
classifier (AKPLSC). NASA dataset is used in this paper.

Gray et al. [10] used SVM classifier for the static code metrics for NASA dataset
for the automated software defect module detection. For the implementation of the
classification problem includes preprocessing (cleaning dataset) removal of repeated
data. In this paper, SVN shows 70% of accuracy.

Jaspreet kaur et al. [5], in this paper, k-means clustering application is used for
fault-prone module of the object-oriented system, and they used metrics values of
JEdit open-source software to generate criteria for categorizing software modules
into the categories of faulty and not faulty. It also shows the high and low value of
probability of detection.
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Pushpalatha et al. [4], predicting the severity of NASA bug reports is performed
using the different ensemble methods, and data reduction is done using chi-square
and information gain.

3 Methodologies

This section describes the dataset collection, data preprocessing, feature selection
methods, feature extraction methods, classification algorithms, and performance
metrics. The below figure describes the proposed methodology of the model (Fig. 1).

3.1 Dataset

Dataset is collected from the NASAmetric data program (MDP) which was donated
by Tim Menzies. There are different cleaned datasets are available in NASA reposi-
tory. In this project, CM1dataset is used as an input data. This dataset has 22 attributes
which includes five line of code measures, four McCabe’s metrics, and four Halstead
metrics, and eight derived Halstead measures, a branch count and with known output
class(defects) which represents faulty (True) and non-faulty (False) instances. In this
project, dataset is divided into 75% of training data and remaining 25% of testing
data.

Dataset

Feature extraction by 
PCA and LDA

Evaluation results

Classification ModelClassification Model

Evaluation results

Feature selection by 
correlation technique

Pre-processing

Comparison of results

Fig. 1 Proposed methodology
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3.2 Data Preprocessing

Our main approach aims to create a high-quality training dataset from the original
dataset because it may contain redundant features and imbalanced classes in the
dataset. The main goal is to increase performance of the machine learning (classi-
fication) models. In this preprocessing stage, we undergo different steps; they are
importing required libraries and dataset, identifying missing values and handling
missing values, data cleaning, encoding the categorical data, splitting the dataset etc.
The splitting of dataset ratio is (75:25), i.e., 75% of training data and 25% of testing
data.

3.3 Feature Extraction Using Dimensionality Reduction
Methods

In the current situation, to get more accurate results, we tend to add more features.
On basis of this, final prediction is done. At some point, this may lead to over fitting
and reduce the performance of the model because of using more features. The higher
the number of variables the more difficulty in visualizing and exploring the data.
This is where dimensionality reduction comes into play. Dimensionality reduction
seeks lower dimensional representation of numerical input data that preserves most
important relationships in the data. This dimensionality reduction is a process of
reducing the input features in the dataset. In this paper, two dimensionality reduction
methods are used; they are LDA and PCA.

Principal component analysis (PCA): PCA is a dimensionality reduction tech-
nique used to reduce the high features, i.e., higher dimensionality to lower dimen-
sionality. It reduces larger dataset to smaller dataset in order to give better accuracy.
It is easier for data exploration and visualization. The algorithm to calculate PCA is
as follows:

Step1: Standardize the data.
We need to find themean and standard deviation for each features. Standardization

formula is shown below:

xnew = x − μ

σ
(1)

Step2: Calculate covariance matrix.
The formula to calculate covariance matrix is given below:

cov (x, y) =
∑

(xi − x) ∗ (yi − y)

(N − 1)
(2)

Step3: Sort the eigenvalues in descending order and choose k-eigenvectors.
Step4: Build projection matrix from the selected k-eigenvectors.
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Step5: Transform the original dataset via projection matrix to obtain a k-
dimensional feature subspace.

Linear discriminant analysis (LDA): LDA is one of the feature extractions
method of dimensionality reduction. LDA is a supervised machine learning method
used to reduce the features (columns) in the given dataset. LDA is used to solve
dimensionality reduction for data with higher attributes. LDA finds the linear rela-
tionship between the features that separates the different classes. The algorithm to
calculate LDA is follows:

Step1: Computing the dimensional mean vectors.
Step2: Computing the scatter matrices.
Step3: Solving the generalized eigenvalue for the matrices.
Step4: Selecting the linear discriminants for new feature (variable) subspace.
Step5: Finally transform the samples to new subspaces.

3.4 Feature Selection Using Correlation Method

Feature selection is process of identifying and removing the redolent and irrelevant
input variables. This helps in reduction of over fitting and helps to allow machine
learning algorithms to perform faster and effectively. Feature selection steps play an
import role in building a good model. There are different feature selection methods
are available. One of themost prominent and simple feature selectionmethod is filter-
based correlation coefficient. In this paper, Spearman’s rank coefficient technique is
used for feature selection.

Spearman’s rank coefficient: This is non-parametric test used to measure the
connection between two variables. The Spearman’s rank coefficient is calculated
using the following formula:

ρ = 1 − 6
∑

d2
i

n
(
n2 − 1

) (3)

ρ = Spearman’s rank correlation coefficient.
di = Difference between the two variables of each observations.
n = Number of observations.
In Spearman’s rank correlation, R value which indicates the degree to which

variables are correlated, i.e.,
R = 1 Strong degree of relationship between two variables.
R = 0 No correlation.
R = −1 Negative degree of correlation.
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3.5 Classification

The aim of this project is to classify the software defects/faults as faulty or non-faulty.
In this experiment, machine learning (ML) algorithms such as Naïve Bayes, support
vector machine, logistic regression, and Random forest were applied to the feature
extracted data. The result will be class 0 which indicates true (faulty) and class 1
indicates false (Non-faulty).

Support vector machine: SVM is a supervised machine learning technique that
may be used to solve the classification and regression problems. It identifies the
optimal hyperplane to classify between the two different classes.

Logistic Regression (LR): LR is a supervised machine learning algorithm which
is to predict the probability of a target class, i.e., output class. Typically used to
represent a discrete group of classes. This LR uses sigmoid function to predict the
probability of an output.

Naïve Bayes (NB): NB is effective, simple, and widely used machine learning
algorithm, and it works on Bayes’ theorem. To classify the data, NB uses posterior
decision rule.

Random Forest (RF): RF is a type of ensemble learning algorithm based on the
trees. From randomly collected training data, this RF builds a group of decision trees
(DTs). It complies all of the DT polls and selects the majority poll.

3.6 Performance Evaluation

In machine learning, models are able to give accurate prediction to solve the problem
of classification. Once predictive model is built, the evaluation techniques were
applied to testing dataset to show how well a machine learning model generalize
to new results. This evaluation aims to estimate the accuracy of a model.

Accuracy

Accuracy is the simplest prediction metrics, which is the ratio of number of correct
prediction with all prediction made. The accuracy equation is shown below.

Accuracy (AC) = no. of correct predictions

total no. of predictions
(4)

For binary classification, in terms of positive and negative values, accuracy can
be evaluated.

Accuracy (AC) = (TN + TP)

(TP + FP + TN + FN)
(5)

Whereas,
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TP is true positive.
TN is true negative.
FP is false positive.
FN is false negative.

Precision

Precision (also called as positive predictive values) is the fraction or ratio between
number of error instances for a particular class including faulty and non-faulty.

Precision = (TP)

(TP + FP)
(6)

Recall

Recall is the ratio of correct predicted positive observation to all observation in actual
class.

Recall = (TP)

(TP + FN)
(7)

F1-Score

F1-score is the weighted average of precision and recall. Therefore, it takes both
false positive and negative.

F1 − Score = 2*Recall*Precision

(Recall + Precision)
(8)

4 Results and Discussion

In this section, the experimental results of the experiment we conducted in this
study are discussed. Different experiments were conducted to validate the results
of our model. We performed experiment on CM1 dataset. This original dataset is
preprocessed. To preprocessed data, feature selection and feature extraction methods
have been implemented to reduce the input features. Machine learning algorithms
were applied to this extracted data for further evaluation. The results of feature
selection and feature extraction methods are shown in below tables.
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4.1 Comparison Results of Feature Selection and Feature
Extraction

The above Table 1 summarizes the prediction results of machine learning algorithms
using Spearman’s rank correlation technique. SVM classifier has high accuracy rate
of 94% when compared to other classification models.

The above Table 2 summarizes the prediction results of machine learning algo-
rithms using PCA technique. Random forest classifier has high accuracy rate of
92.8% when compared to other classification models.

The above Table 3 summarizes the prediction results of machine learning algo-
rithms using LDA technique. Logistic regression and Naïve Bayes classifiers have
high accuracy rate of 92% when compared to other classification model.

The above Table 4 summarizes the prediction results of machine learning algo-
rithms using LDA technique. SVMclassifiers have high accuracy rate of 93.6%when
compared to other classification model.

Table 1 Performance report
of ML techniques based on
Spearman’s rank correlation

Algorithms Accuracy Scores (%)

Naïve Bayes 87

SVM 94

Random forest 93

Logistic regression 92

Table 2 Performance report
of ML techniques based on
PCA method

Algorithms Accuracy Scores (%)

Naïve Bayes 88

SVM 90

Random forest 92.8

Logistic regression 90.6

Table 3 Performance report
of ML techniques based on
LDA method

Algorithms Accuracy Scores (%)

Naïve Bayes 92

SVM 90

Random forest 86.4

Logistic regression 92



194 M. S. Pavana et al.

Table 4 Performance report
of ML techniques without any
methods

Algorithms Accuracy Score (%)

Naïve Bayes 82.4

SVM 93.6

Random forest 92.8

Logistic regression 90.4

Fig. 2 Graphical representation of testing accuracy report of Spearman’s rank correlation

4.2 Graphical Representation of Classification Models Using
Feature Selection and Feature Extraction Methods

The below figure shows graphical representation of testing accuracy scores of feature
selection and feature extraction methods (Figs. 2, 3, 4 and 5).

5 Conclusions and Future Work

Software defect/fault prediction plays a vital role in the quality of software. To
increase in the quality of software, it should be fault free. So, SFP helps in identifying
the software which as faulty or non-faulty instances. To determine the prediction of
faults in the software, many machine learning techniques were used such as NB,
SVM, LR, and RF. Each of these classification model results were analyzed to show
which algorithm gives better accuracy. The results show that using Spearman’s rank
correlation and Kendall rank correlation method, SVM gives 94% of the highest
accuracy compared to other algorithms, and using LDA method on the dataset, NB
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Fig. 3 Graphical representation of testing accuracy report of PCA method

Fig. 4 Graphical representation of testing accuracy report of LDA method

and LR give highest accuracy of 92% over other techniques, and using PCAmethod,
RF gives 92.8% of accuracy, which is highest among four classifiers.

For future works, we will implement more machine learning (ML) and deep
learning algorithms (DL) to verify the prediction results. The same model can be
implemented using GPU which will enhance the performance of the model.
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Fig. 5 Graphical representation of testing accuracy report without feature extraction and feature
selection methods
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Secret Key Generation: Single
Edge-Triggered Flip-Flop PUF for IoT
Environment

S. Hemavathy, C. Renju Raju, Akshara Kairali, B. G. Hari Lavanya,
and V. S. Kanchana Bhaaskaran

1 Introduction

Physical Unclonable Function (PUF) is a physical device that generates a response
based on the challenges or the input. The responses or the output of PUF are obtained
based on the intrinsic variations that are inherently available in an integrated circuit.
The output from every individual integrated circuit can act as a digital fingerprint
to reproduce unique identity and non-resilient keys for highly secure crypto appli-
cations. In early periods, PUF gained attention in smartcard applications to create
unique cryptographic keys for individual smartcards. Even they are used in many
FPGAs to secure the secret keys for commercial applications.

The combination of input and output in a PUF is called as Challenge-Response
pairs (CRPs). A PUF is a physical device integrated into an integrated chip. The
semiconductor industry’s continuous design of the digital circuit leads to some
diverse changes in the oxide thickness, threshold voltage, andmany other parameters.
PUF utilizes these inherent manufacturing variations to generate a random response.
Designing a PUF with the same Challenge-Response behavior is impracticable as
it depends purely on the manufacturing process variations. These factors make the
PUF unpredictable and uncontrollable structure.

Mathematically unclonable means it should be tough to compute CRPs for any
PUF device with a given CRP. A complex challenge interaction with many or all
of the unexpected properties of CMOS determines a response. In other words, PUF
proves to be an unclonable device as it is physically and mathematically unclonable.
These PUF features can be utilized as an inimitable and untampered device identifier.
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2 Literature Survey

D flip-flop PUF architecture with symmetric cross-coupled inverters is proposed
with two additional pass transistors to make the architecture symmetrical and give
a high value of uniqueness [1]. The uniqueness is enhanced in the conventional D
flip-flop by adding tristate logic instead of inverters [2]. The PUFmetrics of flip-flop-
based arbiter PUF is improved with a novel design of Feedback Oriented XORed
Flip-Flop Arbiter PUF (FOXFFAPUF) [3]. The author of Coin-Flipping Physically
Unclonable Function (CF-PUF) [4] has proposed a robust PUF design against the
machine-learning attack. It uses the threshold voltage changes due to the nonlinearity
of the convergence time of bistable rings. The author exemplifies the security of the
PUF, along with less area overhead [5].

A new scheme [6] to protect the secret key against scan-based side-channel attacks
is proposed to improve the uniqueness of PUF fromevery chip by using a lock and key
scheme.Manyflip-flop (FF) designs have been compared and evaluated for suitability
as PUF generators by comparing their reliability, uniqueness, uniformity, and bit
aliasing characteristics for PUF applications [7]. The Arbiter Physically Unclonable
Function (APUF) is presented to give a low-cost and unique security solution over
the expensive, standard cryptography system [8].

3 Design Methodology

3.1 Physical Unclonable Function

The PUFs can be broadly classified as Silicon and Non-Silicon based on the fabri-
cation type as shown in Fig. 1. The various silicon PUFs can be broadly categorized
based on logic as digital, analog, and adiabatic logic-based PUF. Adiabatic PUF [9]
and quasi-adiabatic Tristate PUF [10, 11] are based on adiabatic logic, which can be
used for low-energy applications.

The delay-based PUF generates a response based on the comparison of the delay
between two paths (Arbiter PUF) or based on frequency as in Ring oscillator PUF.
The memory-based PUF utilizes the cross-coupled latches to obtain the responses.
Some of them are SRAM PUF, Latch PUF, and D flip-flop-based PUF.

Clock pulses are used in almost every digital circuit PUF to control the flow of
responses utilizing the Finite state machine. Since the D flip-flops are spread in a
wide range in an FPGA board, it is much easier to generate more CRPS. This feature
also increases the robustness of the D flip-flop against side-channel attacks. The
D flip-flop was earlier introduced as intrinsic PUF on the reconfigurable device to
generate digital fingerprints. During power-up, the metastability in the D flip-flop
generates randomness. This feature is exploited in PUF to generate a secret key.
Similar to SRAM, upon power-up, all the D flip-flops are initialized to the specified
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Fig. 1 Classification of PUFs [11]

initial value or ‘0’ if the user does not specify an initial value. In FPGA, the author
has used the global restore line command to remove the initialization from the bit
file.

3.2 PUF Metrics

The essential security metrics for the various forms of PUFs used to characterize
their resilience are Uniqueness, Uniformity, and Reliability.

Uniqueness is the most important key feature of PUF. It elucidates distinctly the
number of Challenge-response pairs (CRPs) obtained from any integrated chip. It
characterizes how distinct is the CRP of a PUF instance from those of other PUF
devices. The fact is, it should be nearly hard to clone twoPUFs. Each chip should have
a different input-output mapping. Environmental conditions like the voltage, temper-
ature, and aging can affect the CRPs obtained from each PUF design. Hence, error-
correcting codes are added to replicate the responses. Inter-chip hamming distance
(HDinter) is employed to measure uniqueness. For the same set of challenges under
nominal voltage and temperature, HDinter is calculated for different PUF instances.
With Ri(n) and Rj(n) be the n-bit responses obtained from chips i and j (i �= j) with
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the same set of challenges, the uniqueness is evaluated by

HDINTER = 2

k(k − 1)

∑k−1

i=1

∑k

j=i+1

HD
(
Ri (n), R j (n)

)

n
(1)

Uniformity is another metric of PUF where the percentage of 1’s and 0’s is
calculated. Even distribution of bit 1 and 0 ensures a vital secret key that is hard to
duplicate. The ideal value is 50%.

Reliability is a metric with which we evaluate a PUF circuit. It is an important
attribute determining how repeatable or dependable a PUF’s CRPs are under various
environmental situations. Even at different voltages and temperatures, the reliability
of the PUF needs to be ideally equal to 100%. Intra-chip hamming distance is used
to evaluate Bit-Error Rate (BER). It is as given by

HDINTRA = 1

k

∑k

i=1

HD
(
Ri (n), R′

j (n)
)

n
∗ 100% (2)

Here, k denotes the number of samples with the same set of challenges. Ri, is the
reference response obtained at normal working conditions, and R′

j is the response
obtained by changing temperature and supply voltage.

3.3 Single Edge-Triggered Flip-Flop PUF (SETFF PUF)

Single edge-triggered flip-flops (Fig. 2) are the most commonly used flip-flops used
in the semiconductor industry. Only one clock edge, either rising or falling, can be
used to load data in this flip-flop. To maintain a desired logic 1 or a logic 0, all
sequential components in a design must meet specific minimum data arrival timing
requirements. For the data to latch at the exact clock edge (setup time), the data must
arrive before the active edge of the clock (and be stable), and the datamust also remain
stable for a minimum specified duration after the active edge of the clock (hold time).
Any breach of these time criteria may result in the latching of inaccurate results. This

Fig. 2 Single edge-triggered flip-flop PUF (SETFF PUF)
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Fig. 3 Generation phase

Fig. 4 Reproduction phase

metastability condition is used to generate the random numbers. During the power-
up state of the SETFF PUF, the cross-coupled inverters provide randomness in the
output response of the circuit. This feature is utilized for the generation of secret
keys from PUF.

3.4 Secret Key Storage and Generation

SETFF PUF can be used for key storage applications. The responses generated from
the SETFF PUF cannot be used directly for any applications. A post-processing stage
is usually required to verify that the device isworking efficiently once it is deployed in
the field. There are several methods for generating secure bit responses that are based
on standard fault tolerance algorithms. In this paper, the noisy responses from the
SETFF PUF can be recovered as a cryptographic key using error-correction codes.
The BCH codes are generally used compared to other error-correcting code methods
since they occupy less area overhead and are suitable for RFID and IoT applications.

Generation phase the noisy responses from the SETFFPUF isXORed alongwith
the encoded key (Ek) obtained from the BCH encoder. The BCH encoder generates
the encoded key from the random data. The secret key (K) is obtained from the
syndrome along with helper data (h) as depicted in Fig. 3.

Reproduction phase In the reproduction phase, the noisy response along with
helper data (h) is given to a BCH decoder to obtain the secret key as shown in Fig. 4.

4 Simulation Results

The SETFFPUF is simulated using theCadence tool. UMC90 nm technology is used
to design the PUF to generate a 128-bit response. 200 such instances are designed
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Fig. 5 SETFF PUF for IoT application

Table 1 Uniformity and
Uniqueness of SETFF PUF

Voltage (V) Uniqueness (%) Uniformity (%)

0.9 V 49.76 57.50

0.92 V 49.81 57

0.94 49.87 55

0.96 49.95 55

0.98 50.01 53.50

1 50.07 52.50

using Monte-Carlo. The responses are post-processed using MATLAB to obtain the
PUFmetrics. The analysis is carried out at a nominal voltage of 1 V and 27 °C. Table
1 shows the uniformity and uniqueness obtained at different voltage conditions. It is
evident that they are very near to the ideal value (50%) and almost close to nominal
voltage (1 V). At 0.9 V and 0.92 V, the uniformity value has slightly deviated from
the nominal voltage. The reason can be the noise incurred in the design due to the
bias from nominal voltage. The BCH error-correcting codes support reproducing the
same responses.

Similarly, the uniformity and uniqueness were calculated at nominal voltage and
different temperatures, as shown in Fig. 6. Figure 7 shows the reliability obtained
for different voltages and temperatures. The voltage and the temperature were varied
from 0.9 to 1 V and −40–100 °C. The average reliability was found to be 98.35%
(ideal 100%). The worst-case reliability is at −40 °C with 96.48%. The worst-
case BER is to the maximum of 3.52 which can be corrected by using the BCH
error-correcting codes. Table 2 illustrates the reliability for different voltages and
temperatures.
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Fig. 6 Uniqueness and Uniformity of SETFF PUF at nominal voltage

Fig. 7 Reliability of SETFF PUF

Table 2 Reliability of SETFF PUF

Temp °C /Volt (V) 0.9 0.92 0.94 0.96 0.98 1

−40 96.48 96.82 97.28 97.62 98.04 98.38

−30 96.71 97.07 97.54 97.93 98.38 98.74

−20 96.98 97.28 97.76 98.15 98.66 98.98

10 97.17 97.51 97.91 98.37 98.85 99.18

0 97.29 97.64 98.04 98.52 99.07 99.43

27 97.55 97.93 98.35 98.86 99.36 100

20 97.52 97.89 98.27 98.81 99.33 99.83

40 97.66 98 98.38 98.86 99.37 99.68

60 97.73 98.02 98.43 98.81 99.22 99.22

85 97.78 98.09 98.43 98.81 98.93 98.71

100 97.79 98.02 98.42 98.42 98.70 98.50
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5 Conclusion

TheSETFFPUFcircuitwas implemented, and themetrics like uniqueness, reliability,
and uniformity were evaluated for different voltages and temperatures. From the
above discussions, it is clear that the uniqueness for the SETFF PUF is about 50.07%,
reliability is about 98.35%, and uniformity is about 52.50%. As the PUF metrics are
close to the ideal value, the PUF responses of the PUF can be used to generate a secret
key by using BCH error-correcting codes. SETFF PUF is best suited for resource-
constrained IoT eco-system due to limited number of devices used and robust PUF
metrics.
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A Concise Survey on Solving Feature
Selection Problems with Metaheuristic
Algorithms

Rama Krishna Eluri and Nagaraju Devarakonda

1 Introduction

Machine learning made a better path for the management of complex tasks. To
implement such complex tasks, we need to understand the type of features we need
to consider. The concepts of feature extraction and selection will make a better
implementation based on the concept and the problem statement. The best way to
understand the feature selection process is to make the variables more reliable. The
most important factors will give the most valuable accuracy. In most of the cases
because of the higher dimension data, there is a chance to surpass the implementation
of data mining concepts. To solve such cases, we need to consider feature selection.
This pre-processing phase will be most helpful to monitor the higher dimension
data and make them most useful for the prediction model implementation. There are
several cases we have less accuracy with respect to the outliers. The outliers will
damage the patterns in the variables and make the week models. Because of this
higher dimensional implementation, we need to focus on pre-processing which can
help to make the models with at most accurately.

The implementation makes sense that there is a lot of difference in making the
models more important. We have different types of optimizers which are most useful
for implementation of reducing the higher dimensional data. The data ismodified into
smaller parts using the standard scaler or vectorization. After changing the data from
different higher dimensions to the lower dimensions, thenwe can get to implement the
machine learningmodels in an accuratemanner. There are variousmethods developed
to implement the dimensionality reduction. In those most important factors, we got
a chain of implementations with metaheuristics. These metaheuristics will help the
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developer tomake the datamore reliable andmost prominent for the predictionmodel
implementation. This article will work on the extensive review on the optimization
mechanism to implement feature selection in a better way, and these feature selection
procedureswill help the researchers to understandmore about the importance of data,
and if there is any possibility that to remove the non-required fields which are causing
effect to themodeling, we can get result of the importance of features in themodeling,
and based on that result, we can remove a specific feature from the modeling if it is
not required. The modeling concepts will be working with optimization techniques.
Metaheuristics are playing a vital role in making the results more accurate. We are
going to check the last few years’ information on optimization and metaheuristics
which are most important things in modeling. The metaheuristic models need to be
divided into several parts based on their non-functional behavior. There are hundreds
of metaheuristic algorithms, and to solve the binary class problem, we are taking the
algorithms list of the same class type. In real-time scenario, the data will be large
in flow and it will be complex task to handle such kind of bigger flow time to time.
A specific dataset may contain larger values of columns (features) and the entries
(rows). There is no rule to use all the features which are mentioned in the dataset for
the predictionmodel implementation. Theremust be a scenariowhichwill declare the
features which are the most important. Some of the features must be avoided as they
are not relevant to the problem statement, and they will degrade the accuracy of the
modeling. The main aim of the feature reduction and selection procedure is to handle
the large dataset with larger values and features and managing them to make a better
accuracy model based on the problem statement. This problem-solving approach
consists of three different patterns: feature reduction, selection, and constructing the
features. The process of reduction and construction is to make a subset from the main
set and make them to use for the trial and error method type of modeling, while the
feature selection will be working on the selection of most required and prominent
features. Related to machine learning, this is the most important and challenging
task. From the set of n number of main sets features, we may have minimum of 2n

subset features which are most important and useful. It will be tough task to evaluate
each and every subset. The concept of subset is to bring a different combination of
subsets to evaluate each subset in manual procedure. But if the data is larger than
expected, the concept of subset will make you a clear false step to evaluate. Because,
the subset count will be more and there must be a unique procedure to manage all the
combination of the features. We have different search methods which are proposed
from different methodologies and implementations. Greedy method is one of the
search methods used for the feature selection and implementation. Exhaustive search
and random search are also one of the best combinations to determine the feature
selection procedure. The most important factor which is bothering the procedure
of implementing the feature selection is cost. There will be more of computational
cost involved in the feature selection if the dataset is too large to handle with the
small scale. These metaheuristic algorithms are helping us to implement such kind
of problem solving and kind of methodologies which can be most useful in near
future. They are used for finding the best subset from the groups of sets. Since last
few decades, the work on metaheuristics is being done to implement the concept
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of optimization and feature selection. We need to process all the things related to
the large data and make it most useful for the further research. These metaheuristics
concepts will try to understand the importance of data in image classification, data
mining, text mining, etc. and give us a useful pattern to recognize the best feature
set.

There are several research works found on implementation of metaheuristics and
the optimization mechanisms and most of the cases they work on the concept of
genetic algorithms and different types of optimization methods like colony opti-
mization and swarm analysis [1]. We also have the concept and research on feature
selection in digital type of data that is multimedia. The multimedia information and
data regarding the multimedia building are also the most important factors in recent
times [2]. Even we can consider feature selection as one of the important factors in
medical domain. The medical domain is having remarkable changes in data handling
things. There are tons of data available for every second, and this kind of large flow
of data must be used for the better research implementation [3]. Sharma and Kaur [4]
explain about the algorithms which are inspired from the nature. Those are nature-
based algorithms which are most successful in understanding the different patterns
in the dataset and make them to use for the better cause. They can separate the binary
information from other type of information in the dataset. In the case of prediction
model implementation, we should not use the object type data for themodeling. They
need to be converted into the formof numeric, then only the featurewill be eligible for
the modeling. The concept of optimization will work on better understanding on the
data and make it available in all the cases [5] that used the metaheuristic algorithms
for bioinformatics applications and DNA sequencing [6] for ensemble modeling.
The concept of ensemble modeling is quite interesting because of implementing the
model in recursive manner until it achieves the best accuracy in the modeling.We are
trying to implement the better combination of the features. The weak features will be
sent as the input to the next model. There is no pattern of using same type of model
for all over the modeling. We can use different methods to design the final modeling.
The concept of implementation of the modeling is the most important factor. The
factor which is most important in the model is most fit and best fit among all the
other features. These are the cases which can implement feature selection procedure
for real-time industry-oriented concepts like Industry 4.0.

• The main strategies and purpose we are going to discuss in this article are
mentioned below in the sequence order:

• This article is to give clear idea on problem-solving approaches in metaheuristic
models and how they are impacting the other procedures in modeling.

• List of metaheuristic algorithms was given and discussed.
• How binary metaheuristic algorithm is being used to define the concept of feature

selection.
• Vital factors for implementing metaheuristics.
• Challenges of developing metaheuristic models as well as the models which are

not being used these metaheuristic models.
• Research gaps identified in the procedure of literature survey.
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Fig. 1 Overall feature selection procedure [7]

In Fig. 1, we are going to discuss about the overall feature section architecture.
In this architecture, we will be having set of features to be considered. First, we
need to choose a dataset with complete features without deleting anything. We need
to implement the feature selection algorithm using which are trying to identify the
best features among those. After implementing the procedure, we need to take the
subset of the features which are processed in the feature selection procedure, then
we need to make it to use for the selection criteria. The selection criteria will check
whether the subset is accurate and useful or not. If not, we need to move for the
feature selection procedure implementation again. The procedure is recursive in this
situation. If the result of subset is fine to be used, then we can directly conduct the
modeling with those subsets. The results of the subsets in the form of accuracy will
define the importance of these features. The implementation is the most important
factor. We need to validate the subsets based in the accuracy we achieved with the
dataset and the modeling procedure which we considered.

Figure 2 will try to make us to understand how the research and publication are
going on and went well in last 10 years on metaheuristic models. This Fig. 2 will

Fig. 2 Research articles published in different journals [7]
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define the sample graphs of researchwork held on the same concept ofmetaheuristics,
and we can follow the same kind of implementation procedure for the metaheuristic.

The next section will give a brief introduction to every possible aspect of the
metaheuristics. We will be explaining about the methodologies available in building
metaheuristics. The next part will be about literature survey on metaheuristics. In
Sect. 4,we are doing to share data about challengeswe face, and in next section,we are
going to discuss about different case studies impacting the concept of metaheuristics
and feature selection procedure. The final section will help to plot all the future scope
related to this work.

2 Methodology and Background

In this section, we are going to discuss about the procedure of implementing the
feature selection, and the implementation will be helpful to implement different
mathematical models. This section will help to make a note of the mathematical
structures of the metaheuristic models and implementation.

2.1 Feature Selection

The procedure of feature selection will be included when there is a situation to
handle the irrelevant, not organized, and not proper information in the dataset [8].
Feature selection is one of most important factors in machine learning to achieve
better accuracy in real-time problems. There are various problems that can be solved
with feature selection procedure, and all these factors play a vital role for the better
accuracy of the modeling. There are different applications in medical imaging and
processing [9]. The medical implementation in the concept of feature selection is a
challenging task for the researchers, and not all the time, wewill be getting the chance
of implementing the better accuracy. There are other chances that can be considered
for the improved accuracy result with the feature selection in their respective fields
[10]. Text mining was discussed to make the users to understand the type of text, and
insights of text are there. The situation may get into existence when there is a need to
understand what the user is typing or trying to ask. Consider the example go search
engine and how it is trying to give the result according to the human perspective.
The result will be based on the search keywords. But, the procedure of gathering
the results and making them to useful for the modeling is the most important and
challenging task. The concept of text mining and sentimental analysis is the most
important and useful [11]. Also, it describes about the work related to text mining.
The sentiment analysis in natural language processing will help the users to make
them to implement insights of the users search criteria. The criteria is to follow the
tokenization. The tokenization will take the values in the form of keywords. The
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keywords will try to help the researchers to analyze the requirement of the user when
they search for a specific portion in the query.

For an instance, let us consider an examplewhereweneed to implement the feature
selection concept. The feature selection is the most important to grab the features
from the universal set of features. Let “S1” be the universal set of features; “f”
represents the features, and “n” represents the feature number. The feature selection
procedure for this kind of problems will be mentioned like below:

S1 = { f (1), f (2), f (3) f (n)}

n Number of features
f Features
S1 Universal set

The objective is to select the best among the features which are being selected.
The features need to be working with each other to make a best model. Then, we
need to make a subset of features, and it denotes with N the subset of the sets which
will be like mentioned below:

N = { f (1), f (2), f (3) f (n)}

Figure 3 will explain the working procedure of feature selection procedure. There
are different components to be discussed when we are focusing on the feature selec-
tion architecture. The first thing is feature selection, and it is further divided into
three different parts. The first one is filter methods. Using this filter method, we are
trying to identify the most requested keyword from the search criteria. Then, we
need to make the wrapper methods which hold all the information. And, the third

Fig. 3 Feature selection procedure [7]
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method is embedded method in which is trying to make it possible for the more
accuracy. From the wrapper method, we further enhance with exponential search
strategy, sequential search strategy, and randomized algorithms. In this randomized
algorithm, we are trying to implement the metaheuristic models, scatter search, and
simulated annealing [12–20]. We cannot include all the detailed description of the
concepts from Fig. 3. The detailed description of the concepts is available in [1].

2.2 Metaheuristic Algorithms

To avoid local optima, we can implementmetaheuristic algorithms. These algorithms
will be used for the implementation of optimization which can avoid the outliers in
the data and make the dataset into most useful in the pre-processing stage. The pre-
processing will help the researchers to make the dataset clean for subletting. The
subletting will help in the work related to best accuracy model gathering and imple-
mentation. These are non-mathematical parts of logics which are accuracy, flexible,
and simple [21]. There are different search methods like gradient decent models
and stochastic models. But in the feature selection process using metaheuristic, we
need not to take care of the gradient search methods, and all the operations will be
done by the metaheuristic models. They are the concepts of reducing the error in the
dataset and make that dataset most useful for the modeling. These are flexible to the
mathematical model implementation. The model implementation will try to define
the problem be like with single solution or multiple solutions. There is a chance
of implementing metaheuristics with the concept of premature convergence. Then,
we can make a better model with the data available. The data which is available
for modeling must satisfy different rules for different results. Due to the stochastic
knowledge and behavior, these models will remove all the barriers to build efficient
models with local optima. The minimal values of the optima are better to make a
better model, and all these models are based on the type of result we are acquiring.
The results which are most useful for the modeling are the things which are based
on the subset and the result of subset in the form of solution.

The metaheuristic features are further classified into two different types. First
thing is based on single solution; other category is population solution that is multiple
solutions. Let us discuss about those factors now.

2.2.1 Single Solution

Thiswill beworking on single solution occurredwhen themodelwas designed. Then,
there will be a chance of not having regular check of the result in this procedure. The
procedure includes checking the local optima and when there is a result will be used
as the next input and iteration will continue. But, there will no regular checking of
the improvement of the model result.
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Fig. 4 Classification of metaheuristics [7]

2.2.2 Multiple Solutions

The multiple solution patterns are based on gathering different solutions from
different populations. The different populations will help the user to make a better
classification model. The prediction model can contain different results, and those
results will be with respect to the iterations we are following while building the
prediction model. Initially, it starts with the general population, and later, it turns
into number of iterations and generations. For each and every concept, there are
different iterations and generations, and all these can be solved using metaheuristics
by understanding the result of the each and every subset of the result. Figure 4 will be
explaining the categorization. In this categorization, we can feel so simple to imple-
ment the metaheuristics, and procedure will be simple and implementable. There are
four different subparts in metaheuristic algorithms, and each and every algorithm
is having different requirements. There are four different parts of optimizations in
metaheuristics which are facing a most critical implementations and requirements.
The results will be the most important and required.

Let us discuss about the things related to different types of metaheuristics in
general. The implementation lies within the subset. The implementation makes a
better chance for optimization. The optimization is required for the better implemen-
tation of the prediction models. Let us discuss about all the factors of the metaheuris-
tics in detail now. The characteristics will help to understand the requirement in data
handling in an effective manner.

2.3 Evolution Based

This will be a naturally generated solution or the subset. The randomly considered
subset will try to analyze the insights, and we can get the result of the optimization
based on the number of features being used. The evolution will be based on the total
number of features to be considered in general from the set of large data, and the
subset must be drawn randomly without any further implementation. The further
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implementation will be based on the first set of solutions and the accuracy of those
models. The accuracy will help to analyze whether the set we considered is correct of
not, and if there is any chance of changing the model and the subsets, we can perform
in the form of model selection and loss function calculation. In the loss function
calculation, we can estimate the total loss we occurred in the process of generating
the accurate result from the samples which we considered. The natural evolution
will make the model more reliable, and most important thing is the randomly drawn
subsets will not be much helpful in the future because of not having proper rela-
tion between them. This concept is mostly used in genetic algorithms and in which
we need to discuss about [22] Darwin technique, [23] other important evaluation
strategies, [24] generic programming, and [25] different search mechanisms.

Swarm-Based Modeling

This swarm-basedmodeling is the concept of building themodel with themost social
behavior. The social behavior is different from the general behavior. There will be
an intelligence agent who can understand the requirements of the users and trying
to plot the difference between the general understanding and relations and the social
responsibility and understanding. The situation will chance time to time with respect
to the user, and the users will try to judge the procedure based on behavior. There
are different popular techniques which are being used over the time. These kinds
of features can be useful for better implementation. Then, [26] discussed about the
PSO, particle swarm optimization, [27] discusses about ant colony optimizations,
[28] discusses about monkey optimization, [29] discusses honey bee optimization.
All these strategies will help the researchers to work more on the real-time data. The
real-time data can be most useful for the better implementation of the optimization
mechanisms so that we can get a better accuracy from the data.

Physics Based

In this kind of approach,we are checking the rules of physics. For an instance,we have
a challenge of gathering information and plot it to a better prediction model using
the concepts of physical entities, then we need to predict in this kind optimization
mechanism. In this mechanism, we can discuss further about simulated annealing
[30] and search criteria like harmony [31].

Human Behavior Algorithm

In this human behavior, it is like and optimization mechanism where we can store
the information based on the human genetic approaches. The DNS research can be
a best example for the human behavior. We have lot more chances of understanding
the human behavior with other general instances. We need to focus on the things
like teaching learning algorithm also called as TLBO [32], and also, we are going to
discuss about the other technique called league championship algorithm.
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3 Metaheuristic Methods on FS

There are different conceptswhich are related to the optimizationmechanisms. These
optimization mechanisms will decrease the loss function, manage the data with the
high-end quality, and maintain the better accuracy all over the prediction model
implementation. In this category, we need to discuss about different other features
we have in this metaheuristic methods. In this method, we need to look over the
data in the form of the binary format. The binary format is easy way to classify any
problem based on the requirements. As we discussed in previous section about four
different types in metaheuristics, we are going to look over the methods in the table
format. These tables will explain different algorithms which are most used in last
10 years. These algorithms achieved the highest accuracy in defining the category
of the modeling. They are also defined in separate tables with respect to physics,
human intelligence, and human behavior. Tables 1, 2, and 3 will define the articles
and review on algorithms they are using [33–49].

3.1 Evolution Algorithm

This kind of algorithm will try to understand the basic level of the problem statement
and try to focus on the things likewhat are the different parameters we can consider to
get an initial stage of the factors of subsets. The subsets which we are forming in this
kind of algorithmswill be having no proper ground truth. The ground truth of this kind
of algorithmswill be based on the output they achieved after the implementation. The
implementation will help to make the algorithm more accurate without any latency
and loss of logic. The specificity and sensitivity will be calculated and all the models
with some cases of prediction accuracy. The accuracy will be defined in the rate of
total number of positive instances it considered as the subset.

3.2 Swarm Analysis

Swarm intelligent-based analysis is consisting of different sub-approaches where we
can find all the aspects of the identifying the optimal result from the given set. The
result of swarm analysis will be used onmedical domain to gather information related
to disease insights, and all the structural data formats can be used for the analysis
of the swarm analysis. Some of the approaches will be mentioned below. All these
approaches are the search criteria. The search criteria in intelligent analysis will be
there, and we need to discuss about each and every important search criteria which
are having most impact factor.
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Table 1 Swarm intelligence-based algorithms

Abbreviation Algorithm Year

BBA Bumblebees algorithm 2009

PFA Paddy field algorithm 2009

CS Cuckoo search 2009

GSO Group search optimizer 2009

CGS Consultant guided search 2010

BA Bat algorithm 2010

TCO Termite colony optimization 2010

HS Hunting search 2010

ES Eagle strategy 2010

HSO Hierarchical swarm optimization 2010

FA Firefly algorithm 2010

FOA Fruit fly optimization algorithm 2011

ECO ECO-inspired evolutionary algorithm 2011

WSA Weightless swarm algorithm 2011

FPA Flower pollination algorithm 2012

BMO Bird mating optimizer 2012

ACS Artificial cooperative search algorithm 2012

KH Krill herd algorithm 2012

FROGSIM Japanese tree frogs calling algorithm 2012

opt Bees The opt bees algorithm 2012

WSA Wolf search algorithm 2012

TGSR The great salmon run algorithm 2012

DE Dolphin echolocation 2013

SSO Swallow swarm optimization algorithm 2013

EVOA Egyptian vulture optimization algorithm 2013

CSO Chicken swarm optimization 2014

AMO Animal migration optimization 2014

GWO Gray wolf optimization 2014

SSO Shark smell optimization 2014

ALO Ant lion optimizer 2015

BSA Bird swarm algorithm 2015

VCS Virus colony search 2015

AAA Artificial algae algorithm 2015

DA Dragonfly algorithm 2015

DSOA Dolphin swarm optimization algorithm 2016

CSA Crow search algorithm 2016

(continued)
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Table 1 (continued)

Abbreviation Algorithm Year

WOA Whale optimization algorithm 2016

MBF Mouth brooding fish algorithm 2017

ABO Artificial butterfly optimization 2017

SHO Selfish herd optimizer 2017

GOA Grasshopper optimization algorithm 2017

SSA Salp swarm algorithm 2017

SHO Spotted hyena optimizer 2017

EPO Emperor penguin optimizer 2018

SSA Squirrel search algorithm 2018

BOA Butterfly optimization algorithm 2019

EPC Emperor penguin colony 2019

HHO Harris hawks optimizer 2019

GEO Golden eagle optimizer 2021

1. Cuckoo Search
When the researchers tried to extract the bird emotions using machine

learning and implementation of the sentimental analysis on the birds, then the
project cuckoo was started. In this, they successfully extracted and recorded
the voice of cuckoo bird. In this research, they implemented the binary class
classification using the voice, and this can be a sort of unsupervised learning,
and based on the data available, they started working on extracting the cosine
waves from the voice of bird. Then, they implemented BCS to make the model
more accurate and valuable.

2. BAT Model with SVM
This model will help to predict the information from the bat sounds and

the actions. The actions define the V-shaped curve from the data and that can
be implemented using SVM for classifying the best approach we can give for
the bat prediction. It is a kind of real-world problem-solving approach. In this
approach, we are trying to figure out the scenarios on which the data can be
used to predict the position of bats. The binary classification implementation
was done on this concept.

3. Flower Pollination
We need to develop a machine learning algorithm which can help to predict

the pollination of the flowers based on the true events. We need to predict
the result of the binary classification and try to identify the best flowers to
implement pollination. The pollination procedure cannot be implemented on
all the flowers, and we need to predict the scenarios where the flowers will
be the inputs, and based on the binary variables of the flowers, we design a
sigmoid functionwhich can help us to predict the best flower which can subject
to the pollination.
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Table 2 Physical-based algorithms

Abbreviation Algorithm Year

GSA Gravitational search algorithm 2009

CSS Charged system search 2010

GbSA Galaxy-based search algorithm 2011

EMO Electromagnetism optimization 2011

ACROA Artificial chemical reaction optimization algorithm 2011

Spiral Spiral optimization 2011

BH Black hole algorithm 2012

WCA Water cycle algorithm 2012

CSO Curved space optimization 2012

RO Ray optimization 2012

MBA Mine blast algorithm 2013

GBMO Gases Brownian motion optimization 2013

ACMO Atmosphere clouds model 2013

KGMO Kinetic gas molecule optimization 2014

CBO Colliding bodies optimization 2014

WSA Weighted superposition attraction 2015

LSA Lightning search algorithm 2015

SCA Sine cosine algorithm 2016

WEO Water evaporation optimization 2016

MVO Multi-verse optimizer 2016

LAPO Lightning attachment procedure optimization 2017

ES Electro-search algorithm 2017

TEO Thermal exchange optimization 2017

F3EA Find fix finish exploit analyze 2019

4. KNN, NB, and SVM for FS
Feature selection is the procedure where we can implement the best pre-

processing procedure andwe can find the best features for the predictionmodel
implementation. We can use the traditional machine learning models to imple-
ment this concept, and there is a scenario that we can implement the concept
of machine learning in the traditional search method. The traditional search
method can help us to define the process of finding the best path for the predic-
tion model implementation. The model that can help to predict the best feature
from the binary features can make a best part of the prediction model imple-
mentation. The prediction model must have the robust nature without giving
any issues with respect to the accuracy.

5. Gray Wolf Algorithm
Getting data from an animal is quite interesting, and we need to check for

the alternatives when there is any situation in general life. We need to check
for the things which are having most impact and that can be done based on the
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Table 3 Human intelligence-based algorithms

Abbreviation Algorithm Year

LCA League championship algorithm 2009

HIA Human-inspired algorithm 2009

SEOA Social emotional algorithm 2010

BSO Brain storm optimization 2011

TLBO Teaching learning-based optimization 2011

ASO Anarchic society optimization 2012

SLC Soccer league competition 2013

SBA Social-based algorithm 2013

EMA Exchange market algorithm 2014

GCO Group counseling optimization 2014

JA Jaya algorithm 2016

VPL Volleyball premier league algorithm 2018

GSK Gaining sharing knowledge-based algorithm 2019

search patterns. The search pattern wolf by nature is havingmore impact on the
algorithm design. Researchers gathered the moves of the wolf and make them
into the form of binary data. This data can be used for the prediction model
design and implementation. This can be a helpful act for the researchers who
are working the search patterns. K-NN algorithm is one of the best to form
the clusters out of data, and we need to process that structure without any
hesitation. The distance methodology can be most useful and that can be also
useful in the form of search problems. Including all these kinds of factors,
there are lot more optimization algorithms which are having the most impact
on the search patterns and make the model more optimal. The list of the other
kind of reputed algorithms is as follow:

6. Ant Lion model
7. Krill herd model
8. Firefly model
9. Dragon fly
10. Whale model for optimization
11. Grasshopper optimization model
12. Salp swarm model
13. Penguin model for optimization

All these are the different other kinds of algorithms which are most accurate in
identifying the insights of the data. The most important factor in all these is to make
themodelmore robust and cannot be collapsed. Tomake anyperfectmachine learning
model, we need to check for the base models and then using all the optimizers is the
second step. The base models for the classification are: SVM, K-NN, naïve Bayes,
random forest, logistic regression, and decision trees. Including all these models, we
also can use the performance evaluation-type model called XG-Boost algorithm.
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Fig. 5 Impact of each model

We have a chart that defines the list of most impactful models in the process of
modeling. The process of modeling also includes the effective algorithms which are
helping to understand the optimization mechanism and also the way they are helping
to build the prediction models and implementation. There are different scenarios for
understanding the reason behind using only the limited resources of modeling. The
reason is, according to the data available, we need to modify the contents. Figure 5
will define the model procedure.

3.3 Evaluation Criteria

The modeling procedures need to be evaluated for the better performance, and we
need to understand which methods will give the best accuracy and implementation
state. We need to evaluate using the standard evaluation methods called confusion
matrix. Using confusion matrix, we need to get the report regarding precision, recall,
and f 1-score. These are evaluation metrics available for better implementation of
the prediction model. “Some general measure metrics are also used for checking the
performance such as average fitness value (objective function value), worst and best
fitness value, standard deviation of fitness values, and average number of selected
features from the original datasets. These performance measures are used in [50, 51]
to evaluate the performance”.

4 Future Work and Conclusion

Themachine learningmodeling is the best for implementing the life hackingmodels,
and problem-solving approach in machine learning will help the real-world entities
to solve the problems. We need to implement lot more things in the form of machine
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learning. We need to make it possible to create data out of human imagination and
interest. The interest human has on the small things cannot be helpful for creating a
larger-than-life model. The purpose of data and the fastness of creating and solving
the model are the most important thing. In every possible optimization mechanism,
we considered we have SVM and random forest as the main characters. All these are
the most important things. Since the dawn of the research in optimization, the same
procedures are being used. That can be solved in the future if we do the research in a
bettermanner. In this article, we discussed about the thingswhich aremost frequently
used, and the wolf model is the most used and that is because of understanding the
behavior of the wolf in a better manner.
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A SUMO Simulation Study
on VANET-Based Adaptive Traffic Light
Control System

Malose Mathiane, Chunling Tu, Pius Adewale Owola,
and Mukatshung Claude Nawej

1 Introduction

Traffic congestion is a condition that happens on road networks when vehicles go
slower than normal due to the greater physical usage of vehicles (traffic) on the road
at that moment. Traffic congestion, often known as gridlock, can occur because of
blocked roads, substandard roads, road accidents, a lack of a proper vehicle control
traffic lighting system, or inappropriate driving by road users, among other things.
Because of the sluggishness of traffic and the increased number of cars queued,
this will make the ride longer. The road is one such overstretched infrastructure,
a condition that has led to a rise in traffic. Even though traffic signals have been
used reliably to regulate commuter’s movement, management of traffic has remained
a topic of concern in numerous real-world urban locations around the world. A
traffic control light is a signaling system that commands the flow of cars [1], by
traffic light control (TLC) units at road intersections. Although these traffic light
settings may change few times per day, depending on the time of day, they are still
considered to be fixed pre-time settings. In this case, traffic management is far from
optimal, since the traffic density in real time is not considered. To minimize the
time, delay due to the traffic lights, a system that regulates traffic lights operations
on intersections based on the density of traffic flow is needed. There are several
developed approaches for traffic optimization systems, includingfixedperiod lighting
systems, green wave lighting systems, real-time traffic signal optimization systems,
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and real-time intersection traffic optimization systems [2]. Vehicular ad hoc networks
(VANET) have recently become more common and widely deployed around the
world on all roads. Most modern cars are fitted with wireless modules that provide
contact points and communication control points for vehicles to connect with each
other [3, 4]. According to literature [5], the most prominent wireless communication
research subject is to improve inter-vehicle and roadside communication. VANET
helps road vehicles to report traffic congestion, abrupt stops, and other dangerous
road conditions to other vehicles [6]. IEEE 802.11p is a wireless connectivity update
to the IEEE 802.11 standard that has been approved by the IEEE and was used in
wireless access in vehicle environments (WAVE) [7]. Navigation systems enable
vehicles to know their geographical location.

Intelligent transportation systems (ITS) are proposing the WAVE standards to
describe an architecture that collectively enables vehicle-to-vehicle (V2V) and
vehicle-to-infrastructure (V2I) wireless communication [7]. For traditional traffic
light control systems, even if there are no vehicles on one side, the traffic signals will
still illuminate for a certain period. Vehicles must wait for the period to be completed,
which is a loss of time. Adaptive traffic control systems’ main purpose is to control
traffic flow at an intersection based on real-time density, by changing the traffic lights
in time [8], because a system that restricts traffic based on traffic flow reduces time
waste [9].

Due to safety considerations, such a research area needs intensive simulation
study before being tested on the route. Based on a simulation environment setup
using SUMO [10], this research paper proposes a VANET-based adaptive traffic
signal control system. As critical components of VANET, the road topology, vehicle
movement, and the networking are simulated. According to the density of traffic
flow, the timing of the signal lights is optimized, to minimize traffic congestions and
other related problems.

The rest of this paper is documented using the following sections: related work
whichwill present the reviewof the relevant literature,modeling of the adaptive traffic
control system, SUMO simulationmodel and experimental design, and experimental
resultswhich focus on data analyses and discussion thereafter followed by conclusion
and future work.

2 Related Work

To assess the density of road vehicles, several forms of traffic control systems have
been implemented. A system operating on issues related to traffic, such as traffic
jams, a fair latency period of vehicle stoppage, or forcible passage was demonstrated
[12]. Based on the density program code and lot of cars, an adaptive control signal
system dynamically modified the waiting time (red signal) and was compared to the
standard traffic light control [13]. The emphasis was given to the density-based traffic
system and smart streetlight systems [11]. A smart traffic control device using image
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processing as a method for density calculation was suggested [12]. A novel adapt-
able centralized crossroad for smart traffic systems was developed, relying on smart
VANETS including meaning vehicle task and controller function [13]. An intelligent
system was proposed using VANET to detect traffic congestion in real time. A newly
adaptable centralized intersection control was established that depends on VANETs
for ITS, in which the vehicle task and the controller task were included in the inter-
section control. For city traffic flow optimization, a smart intersect light system was
proposed [2], after testing in a real-world context, which was revealed to achieve the
most realistic and accurate results. SUMO was extended by a rerouting technique
that dynamically modifies the cars’ route during simulation time to eliminate delays
caused by random road incidents [9], by combining traffic control interface (TraCI)
and its PythonAPIwith SUMO.A clever solution to traffic congestionwas proposed,
by changing the itineraries of vehicles delayed in traffic and rerouting them to an
alternate route.

3 VANET Model for Adaptive Traffic Control System

In a VANET, vehicles communicate with each other and infrastructure across a 1km
range utilizing the short-range radio signal DSRC (5.9 GHz). This is an ad hoc
connection in which each linked node can roam around. The roadside units (RSU)
connect to other network devices and act as routers between the vehicles in the
vicinity. Each vehicle is equippedwith an on-board unit (OBU),which communicates
with RSU via DSRC radios.

3.1 Modeling

Signaling equipment, such as traffic lights, traffic signals, stoplights, or robots, is
placed at road intersections, pedestrian crossings, and other areas to control traffic
flows. Figure 1 shows how an adaptive traffic light operates at the intersection.

SUMO cars are generated at random at a set interval of time, and an algorithm
can be used to manage traffic lights, measure density, and prioritize lanes with more
vehicles. The adaptive traffic light algorithm is depicted below:
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Fig. 1 Adaptive traffic signal control system’s flow diagram
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Preconditioning 
<lane data, vehicle density, and signal data Compute the traffic signal time> 
Simulation condition
<Execute the traffic signal time>
a traffic lights
           { 
                     begin                      
                              Calculate the current lane data. Begin looping.
                               Calculate the vehicle density for each lane. 
                       end.
                 } 
Priority of Signals ()

                { 
With the present traffic signal, calculate the final vehicle density. 

Assign traffic signal timing based on vehicle density.
} 

The number of messaged vehicles on the road is used to determine the density
of traffic. The result of the traffic density measurement is subsequently utilized to
evaluate traffic light timing. In Eq. 1, the traffic density is calculated (1).

V (t) = r + 1

LL Ln
(1)

where r is the number of messaged vehicles, LL represents the lane length, and Ln

denotes the number of lanes.

3.2 Performance Index

The lost time TL is the amount of time that no vehicle passes an intersection when
the traffic light is displaying a green (go) signal. The average time loss T L on each
vehicle at the intersection can be calculated as Eq. (2).

T L = TL
N

(2)

where N is the number of vehicles on all sides of the intersection.
Waiting time (standby time) Tw refers to the length of time that vehicles take at the

intersection waiting for the green light. The average waiting time T−w is calculated
by dividing the time that vehicles were inactive in the traffic network by the number
of vehicles as shown by Eq. (3).

Tw = Tw
N

(3)
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where N is the number of vehicles on all sides of the intersection.

4 SUMO Simulation Model and Experiments Design

Using TraCI, SUMO provides the features for traffic control, traffic light control,
and lane detection. Figure 2 shows the interaction between SUMO and TraCI.

TraCI is a TCP-based client/server application that allows you to operate a traffic
simulation. SUMO acts as the server, and the external script (the “controller”) acts
as the client. TraCI provides commands to manage the traffic using Python when
running the simulation in SUMO as a server and controlling the signal based on the
current simulation state.

Fig. 2 Integrating SUMO and TraCI for traffic control
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4.1 Simulation Steps

Traffic intersection is designed using SUMO to create traffic crossroad, and TraCI
is used to control traffic based on traffic load and prioritize lanes at the intersection.
Below are the steps on how to set up simulation in SUMO:

• The input files are supplied to SUMO to prepare the simulation network.
• Two files containing geometric network information will be converted to SUMO

nodes and links, and “nod.xml” and “edg.xml” are the two files, respectively.
• The file that contains the vehicle types, the vehicles, and the corresponding

roads details for every car is called as “rou.xml”, containing the “con.xml” script
included to specify permitted network traffic movements.

• The “det.xml” file defines the detector position. The files of cars, the edges, and
links have been put together in the simulator using the program NETCONVERT
to create the geometric network.

• Combined with the route file and detector file, the network file is used to develop
a “sumo.cfg” configuration file and fed to simulation graphical user interface
application to generate simulation.

• The “output.xml” file stores the simulated data from SUMO in real time and
can be used for result analyses and the plotting of the graphs using the Python
“Matplotlib” library.

• SUMO begins with TraCI, where SUMO acts as a server and TraCI acts as a
client. The two exchanges information via TCP port.

• PlexeAPIs expands theTraCImethods providedby regular veins to addplatooning
functionality.

• Anaconda, a Python and R programming language distribution, makes scientific
computing package management and deployment easier.

4.2 Vehicles and Intersections

The simulation is loaded using Anaconda for Python. A traditional traffic signal
control is built using SUMO as shown in Fig. 3.

A vehicle is loaded in the simulation environment at the beginning of each lane
every six seconds with a probability of 0.3. Simulation is executed for 1 h, and Fig. 4
shows the simulation result presented by the SUMO graphical interface.

TheSUMOGUI, as seen in Fig. 4, clearly illustrates the parameters being recorded
in real time while the simulation is running andmay be used for data analyses. On the
SUMO interface, right click and then select “show parameters” to view the current
relevant vehicle-related information parameters.
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Fig. 3 SUMO traffic simulation programworking environment for a traditional traffic light control

Fig. 4 SUMO traffic simulation program results representation using the graphical interface

4.3 Adaptive Traffic Light Control

The proposed algorithm is intended to make the most efficient use of the available
resources for traffic management and time allocation. The first consideration is that
each vehicle must cross the crossing, regardless of the number of vehicles present.
As a result, traffic will always take a minimum amount of time to go forward. The
method tries to schedule vehicles at a junction by assessing the number of vehicles
on each road and dispersing this traffic using multiple parameters to dramatically
reduce individual waiting times. An adaptive traffic signal is built using SUMO as
shown in Fig. 5.
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Fig. 5 SUMO traffic simulation program working environment for an adaptive traffic light control

Vehicle is loaded in the simulation at the beginning of each lane every six seconds
with a probability of 0.3. The simulation was executed for 1 h, and Fig. 6 shows the
simulation result presented by the SUMO graphical interface.

Figure 6 shows the SUMO GUI, which shows the parameters being recorded in
real time while the simulation is ongoing and can be utilized for data analysis. To
access the current relevant vehicle-related information parameters, right click on the
SUMO interface and select “show parameters.”

Fig. 6 SUMO traffic simulation program results representation using the graphical interface
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Table 1 Simulation input
parameters

Parameters Crossroad scenario

Channel type Wireless

Vehicle length 4 M

Inter-vehicle distance 6

Number of lanes 12

Traffic type TCP

MAC protocol 802.11p

Simulation time 1 h

Platoon steps 600

Platoon probability 0.3

Platoon size 1

Data bit rate 0.5 MB/s

Vehicle speed 16.6 m/s

Maximum acceleration 2.6

4.4 Parameters Used During Simulation

During the simulation of the traffic light, the parameters listed below are utilized as
input to the simulation environment, and Table 1 illustrates each parameter:

4.5 Experimental Results

The suggested adaptive traffic light control system and the fixed-time traffic light
system were separately tested in the SUMO mimicking a real-time environment
with same densities and number of vehicles. Average waiting times and average time
loss were compared in the experiments.

4.6 Average Time Loss

The overall average time loss for traditional traffic light is 33.31 s after using the
formula to determine the average time loss, and the average time loss for an adaptive
traffic light is 21.07 s after using the formula to compute the average time loss. The
average time for every 200 cars per sample was derived from the number of cars
in total loaded throughout the simulation extracted using the “output.xml” to better
demonstrate the performance of the traffic light as given in Table 2.
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Table 2 Average loss time

T L for the traditional and the
proposed adaptive traffic light
control systems

Period Traditional Adaptive

0.028087 0.010931

0.056114 0.021191

0.084977 0.031010

1 h 0.113412 0.040196

0.140900 0.049484

200 vehicles as sample, six samples are shown

Fig. 7 Average lost time at an intersection for a traditional and adaptive traffic light

Figure 7 shows a comparison of traditional and adaptive traffic light control
systems, with the adaptive traffic light having a lower number of cars losing time
waiting at the traffic intersection.

4.7 Average Waiting Time

The overall average waiting time for traditional traffic light is 3.15 s after using
the formula to determine the average waiting loss, and the average time loss for
an adaptive traffic light is 0.61 s after using the formula to compute the average
waiting time. The average waiting time for every 200 cars per sample was derived
from the number of cars in total loaded throughout the simulation extracted using the
“output.xml” file to better demonstrate the performance of the traffic light as given
in Table 3.
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Table 3 Average waiting Tw

for the traditional and the
proposed adaptive traffic light
control systems

Period Traditional Adaptive

0.000000 0.000000

0.016552 0.003679

0.017140 0.004307

1 h 0.016874 0.003882

0.017889 0.003864

0.017453 0.003901

Fig. 8 Average waiting time at an intersection for a traditional and adaptive traffic light

Figure 8 shows a comparison of standard and adaptive traffic light control systems,
with the adaptive traffic light having a lower number of cars losing time waiting at
the traffic intersection.

5 Conclusion

This paper aimed to demonstrate aVANET-based adaptive traffic light control system
simulation study using SUMO. The traditional and adaptive traffic light control
systemswere simulated and compared. Combined with SUMO, TraCI and its Python
API were used, including “plexe api” and Anaconda for Python. The vehicle density
at intersections was used to propose a traffic light control system. The simulation
results compared the traditional and adaptive traffic light regulation ideas. The vehicle
average waiting time and average time loss were obtained.
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6 Future Work

Future study could concentrate on optimizing vehicle entry into the system and
establishing a more realistic test environment, as well as testing artificially intelli-
gent traffic planning techniques on the same system. Future projects could include
employing artificial intelligence technological techniques to prioritize emergency
cars at crossings. In addition, an emergency vehicle may be able to take a shorter
route to its destination.
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FINNger: To Ease Math Learning
for Children using Hand Gestures
by Applying Artificial Intelligence

Pallavi Malavath, Nagaraju Devarakonda, and Zdzislaw Polkowski

1 Introduction

Artificial intelligence is considered as simulation of intelligence of humans which
is processed by machines, called computer systems. The expert systems like natural
language processing-NLP, speech recognition, and machine vision focuses on hand
gestures in many applications. The main objective of artificial intelligence is to make
computers perform intellectual tasks like decision-making, perception, problem
solving, and analyzing human communication so that it can translate in any language.
Kids have astonishing capability to use latest smart devices like smart phones, tablets,
etc. It is a known fact that children are facing difficulty in learning mathematical-
related subjects at pre-school. That is why an easy-to-follow method would be to
make usage of this new technology while developing/teaching our children. Our
focus is extensively on alphabetization so that children can overcome from the diffi-
culties in learning various subjects especiallymathematics. In thiswork,we proposed
a basis for instinctual application that provides a lot of ease while using technological
applications and enhances the children knowledge and improves capability to learn
new concepts in a low age (Fig. 1).
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Fig. 1 Example for hand recognition

2 Literature Survey

Naqvi et al. [1] proposed a hybrid technique which computes convex hull based
on Grahams scan algorithm and quick hull algorithm. Castro et al. [2] used Jarvis
March and Quick Hull algorithm in order to get convex hull for set of points which
can be maintained as small data structure which is in a compact manner called
k2—tree. Alshamrani et al. [3] proposed a technique for preprocessing based on
Graham scan algorithm for computing a convex hull for a set of points in 2D space
by enhancing Graham scan algorithm in addition to the filtering techniques for a
fastest convex hull computing. Cinque and Di Maggio [4] proposed an structured
parallel algorithm for designing a convex hull which is realized by the BSP technique
with complexity ofO(nh/p). Panvar et al. [5] presented a real-time technique for hand
gesture recognition by detecting different shapes, orientation, fingers status, centroid,
thumb related to folded fingers and raised fingers, and corresponding location in a
given image. Tan et al. [6] introduce a convex hull algorithm based on Bresenham
algorithm combined with Jarvis March in which the convex hull algorithm can be
applied directly to the pixels in the binary image instead of finding the edge detection,
thereby reducing the allocation of resources. Alzubaidi [7] proposed a method for
finding the minimum bounding of a 2D convex polygon by using Jarvis March and
Graham scan methods. Bermudez et al. [8] investigate the usage of different battery
technologies and influence of the media access layer (MAC) and physical (PHY)
layers by using Jarvis March method which inspects the effect of LoRa’s MAC and
physical layers. Gurav and Kadbe [9] proposed a technique which uses different
hand gestures which controls the robo for offices and household and used AdaBoost
algorithm.

3 Proposed Application

In this work, we present a technique which builds a desktop application where chil-
dren could easily use their camera or any image capturing device, and they just need
to show their hands to the screen and computer or any devicewhich can capture image
can be able to identify how many fingers that kid raised and can be able to compute
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Fig. 2 Example of 2 raised
fingers of kid’s hand

basic arithmetic operations with it. Preferably in future work, this technique should
be able to work in smart phones, and also, this would be a benefit to non-developed
countries. In this work, we proposed two different techniques:

• Contour computing and finding its convex hull by using Jarvis March algorithm.
• Implementing a convolutional neural network (CNN) which is trained on more

number of images so that the trained model should generalize and can differen-
tiate colors, hand sizes, different backgrounds, and different illumination effects
(Fig. 2).

3.1 Our Methodology

See Fig. 3.

4 Datasets

For developing the application, we have taken two datasets:

• To find the convex hull of the contours and to test the detection of fingertips.
• To train the neural network.

A Koryakinp/fingers
This dataset is developed by Pavel Koryakin, and it is available on https://kag

gle.com with the public domain license. It contains 21,600 black and white 128
× 128 images belongs to both right and left hands, from 0 to 5 raised fingers.
These 21,600 images are split 18,000 and 3600 images. 18,000 images are used

https://kaggle.com
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Edge 
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Fig. 3 Proposed methodology

to train the dataset, while 3600 is used for validation set/test set. Some of the
example images can be seen in Fig. 4.

B Custom dataset
Weobserve that thementioned dataset is not closely related to reality because

images have a particular illumination and specific poses. So, in proposed system,
we created a custom dataset in which images will have different illuminations
and real-life backdrop setups. We created a custom dataset with 3200. Out of
3200 images, 2850 has been used for training dataset, and 360 images are used
for validation test/test set.We have developed a custom applicationwhich can be
able to generate entire dataset in 15 min. This makes task easier. Our proposed
application asks for number of images that we wish to generate, and it asks for

Fig. 4 Available images on [10] dataset
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Fig. 5 Example images of
custom dataset

which hand (right/left) and quantity of numbers we are planning to take photos,
and finally, it will start taking photos using Webcam. Some samples of pictures
can be seen in Fig. 5. These images can also have the presence of body of the
particular person, not only hand, very closely related to the real-life situations.

5 A Implementation

5.1 Convex Hull

Convex hull can be divided into two parts. First one is convex, and a convex object
is an object with no interior angles greater than 180°. A shape which is not convex
is called concave or non-convex. Second one is hull, and it is a shape of convex hull
with tight fitting boundary around the shape. Figure 6 shows the objects of convex
and concave structure.

For constructing convex hull, the problem is about developing, constructing, artic-
ulating, and including a given set of points in a specific plane by polygon capsule
known as convex polygon. It is a very simple polygon without self- intersection, and
no edges go beyond the polygon. A boundary of a convex set can be formed by
convex curve.
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Fig. 6 Convex object and
concave object

5.2 Implementation of Convex Hull

To find the convex hull for a given specific set of points, we need some algorithms,
and those are called gift wrapping algorithms. In our proposed work, we have used
JarvisMarch algorithm. This algorithm comes under gift wrapping algorithms. Jarvis
March algorithm has the complexity O(nh), where “h” is number of points in convex
hull, and “n” is number of input points. To apply this technique for images, we need
to follow some steps:

(a) We need to binarize the input image.
(b) Find contours and convex hull.
(c) Detecting the fingertips.

Jarvis March algorithm determines the points related to the convex hull in the
original order. It works fast when the key points are less. Let X0 be labeled as the
leftmost point and X1 is first point in counterclockwise in point of view from X0.
Now, X2 will be the first point in counterclockwise in X1 point of view and so on.

5.2.1 Jarvis March Algorithm

Finding Xi+1 will take linear time. Here, while loop will be executed n times. More
precisely, while loop will be executed h times, here h = number of convex hull
vertices. Jarvis March time complexity is O(nh). The best case will be h = 3. The
worst case is h = n, when the points are, for example, arranged on a circumference
of a circle (Figs. 7 and 8).

5.3 Binary Mask Preparation

Binarization can be done in three steps:

(a) Conversion of input image on to gray scale.
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1) Initialize p as left most point
2) Do following while we do not come back to the first or left most point

a) The next point q is the point such that the triplet p, q, r is
counterclockwise for any point r.

b) next [p] = q( store q as next of p in the output convex hull).
c) p = q( set p as q for next iteration)

Fig. 7 Jarvis March for algorithm

Fig. 8 Detailed execution of Jarvis March algorithm

(b) Blur the image to remove noise.
(c) Threshold to binarize the image.

We need to create the binary mask of hand to find the contour of a hand and then
convert the input frames in BGR format to hue, lightness, saturation (HLS) color
space. It will give the color information of a given image. We need to take care of
proper hue value of the skin, and later, we can adjust the lightness and saturation. In
this work, the hue range is 0°–30°, and saturation range is around 6–65% by using
a color picker. To overcome the noises like small gaps and single pixels, we will
improve the mask of the hand, thereby smoothing the mask by blurring and keeping
a threshold value to get a binary mask (Fig. 9).
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Fig. 9 a Frame, b mask

5.4 Find Contours and Finding the Convex Hull of the Hand

Wefind the contour of the hand by using findContour function related to OpenCV. By
finding the contours, we will get the boundary points of hand. findContour function
finds the connections and gives contour as a list. ConvexHull function is used to find
the convex hull of the contours. Finally, to visualize convex hulls, we use OpenCV’s
drawContours function.

After detecting the hand contour, an algorithm called Jarvis March is used to
determine the convex hull and detection of fingertips. For this, we need to find the
convex hull and convexity-defect regions (deviation of objects from the hull) of the
contour of the hand. We will allot each point in the neighborhood to the different
cluster and later select the optimal central key point of every cluster. The edge points
are indicated by red circles as in Fig. 11.

5.5 Detection of Fingertips

Now, after computing the convexity defects of a hand contour, it gives defect regions
of the contour of the hand which are labeled as starting point P0, end point P1, defect
point P2. Defect points are indicated by circles in green color and are detected in the
“valley” position between the two points of convex hull related to hand contour.

When implementing the common approach, a problem is encountered, and the
alpha angle between the fingers is very less to be considering as fingertips. If we
continue with the common approach problem will encounter if single finger is raised
by children, it cannot bedetected.Toovercome this problem,wecameupwith another
idea by considering beta angle. It works well. The defect points areas are returned
to the array of vectors. The vector entry indicates the index point in a hand contour.
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Fig. 10 Contour of the hand

Fig. 11 Convex hull of a
hand

The entry 0 indicates starting point, the entry 1 indicates ending point, and the entry
2 indicates the defect points. We allocate every hull point by its 2 neighboring defect
points and then its discards the points which do not have 2 neighbors, and they should
not consider those points which are located at a fingertip every time. After getting
hull points, we can find angle beta by 2 corresponding vectors pt → d1 & pt → d2
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Fig. 12 a Defect points, b common approach

Fig. 13 Proposed approach
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Fig. 14 Possible activation functions [4]

for every vertex while applying law of cosines. Finally, depends on the sharpness of
the beta angle, we can determine how many fingers are raised.

A Convolutional Neural network
CNN is related to deep learning algorithm which takes an input image and

allocates weights to various objects, and it can be able to differentiate from one
another. It is the major part of neural networks. This model allows us to extricate
higher representations from the input image. A survey and rough overview about
CNN with explanation can be seen in [11].

• Activation
Activation function is a part of artificial neural network which helps to

learn various patterns in the data. In various parts of the network, a neural
network has many activation functions, and it has high impact on neural
network learning (Fig. 14).

• Batch Normalization Layer
These layers were instigated on [12] to circumvent internal co-variant

shift and are defined as a change in the distribution of activation functions
during training.When the data pass from one layer to another layer, it creates
numerical instability due to variations in the range. This layer re-scales and
re-centers the layer values in sustainable range.

• Max Pooling Layer
It is a pooling technique which selects max element from the feature map

of the input image which is covered by a filter. The outcome of the max
pooling layer is a feature map with outstanding features of the feature map.
Max pooling layer decreases the shape/size of the input image. Max pooling
explanation is shown in Fig. 15. This pooling layer has kernel size kmRp

which is recapitulate through the input image and reduces the input image
dimensionality. Assume, a matrix MmRpxq, if we apply (i, j) kernel-sized
pooling layer, then a new matrix will come NmR[p/i]x[q/j] (Fig. 16).

• Dropout Layer
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Fig. 15 Example of a 2D max pooling application using a 2 × 2 kernel [13]

Fig. 16 Example of a 2D max pooling down sampling

As mentioned in [14], to overcome the problem of over-fitting, these
dropout layers are used. It randomly drops the previous layer outputs, i.e.;
it drops every feature with some probability p using Bernoulli distribution
samples. These dropout layers can be used in any layer.

B The Proposed Model FINNger
The proposed model FINNger was implemented in Python by using

PyTorch [15, 13]. We have trained several models and tried to detect quan-
tity of raised fingers (numbers) and find the difference between left/right
hand on the input image. The dropout layers and batch normalization layers
do not alter the output shape and also input shape. In this, we have used (4,
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4) kernel size for every step of convolutional layer. It consists of several
building blocks having an input image with dimensions (3, 96, 96):
1. C1 Block: Convolutional block-1 consists of:

I C1c1: 2D (2 dimensional) convolutional layer with an outcome
matrix (64, 96, 96), with rectified linear function (ReLU)
activation function.

II C1b1: Batch normalization layer.
III C1c2: 2D (2 dimensional) convolutional layer with an outcome

matrix (64, 96, 96), with rectified linear function (ReLU)
activation function.

IV C1b2: Batch normalization layer.
V C1

max−p: 2 dimensional max pooling layer having 2 × 2 kernel,
with an outcome matrix (64, 48, 48).

VI C2d0.2: Dropout layer having p = 0.2 (randomly setting), 20%
of input values are set to 0.

2. C2 Block: Convolutional block-2 consists of:
I C2c1: 2D (2 dimensional) convolutional layer with an outcome

matrix (128, 48, 48), with rectified linear function (ReLU)
activation function.

II C2b1: Batch normalization layer
III C2c2: 2D (2 dimensional) convolutional layer with an outcome

matrix (128, 48, 48), with rectified linear function (ReLU)
activation function.

IV C2b2: Batch normalization layer
V C2

max−p: 2 dimensional max pooling layer having 2 × 2 kernel,
with an outcome matrix (128, 24, 24).

VI C2d0.3: Dropout layer having p = 0.2 (randomly setting), 30%
of input values are set to 0.

3. C3 Block: Convolutional block-3 consists of:
I C3c1: 2D (2 dimensional) convolutional layer with an outcome

matrix (128, 24, 24), with rectified linear function (ReLU)
activation function.

II C3b1: Batch normalization layer
III C3c2: 2D (2 dimensional) convolutional layer with an outcome

matrix (128, 48, 48), with rectified linear function (ReLU)
activation function.

IV C3b2: Batch normalization layer
V C2

3max−p: 2 dimensional max pooling layer having 2 × 2 kernel,
with an outcome matrix (128,12, 12).

VI C3d0.4: Dropout layer having p = 0.4 (randomly setting), 40%
of input values are set to 0.
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4. FC1: Fully connected layer, it is responsible for the outcome of clas-
sification, which gives output—(6) shaped vector. Finally, we apply
“log softmax” function to the outcome which is shown the following
equation:

LogSoftmax(i) = log(exp xi )/
∑

j

exp xi (1)

6 Results

6.1 Finding the Convex Hull of the Contours and Testing
the Detection of Fingertips

Wehave evaluated all the input images related to koryakinp/fingers dataset to examine
the performance of convex hull of hand contours.We achieved good results with high
accuracy about 85% using the test dataset images and 83.9% using training dataset
images.

6.2 FINNger

We have taken [12]’s dataset, and we faced some real-time issues like lighting and
background issues, even though we have achieved 93% accuracy on validation set
after 10 epochs. Later, we tried our custom dataset along with [12] dataset, and it
ended up with minor issues. The main problem is with background and illumination
effects in real time. Then,wehave changed our approach byusing only customdataset
instead ofmixing both. Because of small dataset, we implemented data augmentation
to overcome the problem. In our approach, data augmentation was very simple, and
it just creates horizontal flip to the input image and random translations. As we did
not used rotation augmentation, if we tilt hand, the accuracy decreases radically. By
using Adam [15] optimizer, we have trained our application for about 100 epochs.
Choosing 0:0003 for learning and 0:0001 for weight decay as hyperparameters, we
trained our model. These parameters were tested first, and they worked very well
with good results. With the validation dataset, we attain 98% high accuracy which
is shown in Fig. 17 with circa 75 epochs and oscillating to-and-fro to 95%.

By representing correlation matrix which is shown in Fig. 14, we have high corre-
lation, and when mislaid the value, and likely to get the results wrong because we
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Fig. 17 Proposed model with accuracy from the 100 epochs, the brown line shows accuracy, and
orange line shows smoothed polynomial

are having few numbers because our application can classify the images with 6 cate-
gories [0, 1, 2, 3, because we are having few numbers because our application can
classify the images with 6 categories [0, 1, 2, 3, 4, 5] (Fig. 18).

We got expected results with children’s hands also. On the left top, there is a value
that our proposed neural network presently expects it is being shown to it. Below,
calculation will be displayed. To perform calculations, press enter on the terminal
when we want to get the result. For debugging purpose, the output values by the

Fig. 18 Expected values (lines) with correlation and the output (columns)
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Fig. 19 Detecting how many fingers are raised

Fig. 20 UI from our
application

network are displayed on the bottom side. An example is shown in Fig. 20, in which
it exactly detects number 2. Based on the output from the network, it is very confident
that the detected number is correct and it is 2 (Fig. 19).

7 Future Work

To get better results,

• By using the dataset, [12] create a new synthetic dataset by adding custom
backgrounds, different illumination, translation generating, and rotation.

• To make the application more accessible, create mobile application.



FINNger: To Ease Math Learning for Children using Hand Gestures … 255

8 Conclusion

With our proposed application, we achieved good results by using convex hull tech-
nique with stable position and lighting settings. It worked for homogeneous images
in the dataset achieved good results with kids hands but with minimal issues like illu-
mination effects and rotation. By implementing the combination of above mentioned
techniques in “future work,” we can get better outcomes and can be used in real life.

We focus broadly on alphabetization so that children can overcome from the
difficulties in learning various subjects especially mathematics. In this work, we
proposed a basis for instinctual application that provides a lot of ease while using
technological applications and enhances the children knowledge, thereby imple-
menting Jarvis March algorithm in artificial intelligence for the finger tip detection
which can improve the capability to learn new concepts and also implementing a
novel CNN to achieve a new technique so named FINNger.
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Control of Rice Blast Pathogens Using
Back Propagation Fuzzy Neural Network

S. Anita Shanthi, G. Sathiyapriya, and L. Darwin Christdhas Henry

1 Introduction

Cheng et al. [1] analyzed the characteristics and mathematical concepts of BPFNN
and suggested several methods for improving BP algorithms. Ishibuchi et al. [2]
proposed an architecture of MLBPFNN for classifying problems based on fuzzy
vectors. In the proposed NN a fuzzy vector was mapped to a fuzzy number and the
activation function extended to an input output relation. Scheibel et al. [3] described
an algorithmwhich combined the centers and variance of Gaussian nodes to improve
the response of a RBF neural network. Wen JinWei et al. [4] proposed a newmethod
of BP algorithm and a new model of controllable FFNN. Lee [5] applied FNN to the
synthesis of fuzzy automata. Fuzzy numbers were introduced by Zadeh and distances
between fuzzy numbers by Dijkman et al. [6]. Ishibuchi et al. [7] developed FNN
architecture whose weights were taken as trapezoidal fuzzy numbers. Requena [8]
developedDPI of fuzzy numbers based on trainedANN. Pathinathan et al. [9] defined
pentagonal fuzzy number and some basic operations on pentagonal fuzzy numbers.
Virgin Raj et al. [10] found out the quality of fertilizer used to get an expected
output, using triangular and pentagonal fuzzy number BPNN. Anita Shanthi et al.
[11] applied trapezoidal fuzzy number in RBFNN and developed an algorithm based
on this concept.

Nattapatphon Kongcharoen et al. [14] studied the fungicidal activities of various
fungicides against rice blast. Miah et al. [15] evaluated the efficiency of different
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fungicides in controlling blast disease. Based on these concepts the notion of
BPFNN is developed and applied to minimize the disease incidence and enhance
the productivity of rice crops.

2 Back Propagation Neural Network (BPNN)

Backpropagation is a short form for “Backwardpropagationof errors”. It is a standard
method of trainingANN. In this network, first feed forward the inputs xi and the input
layerweights pij to find theGaussian activation function for the hidden layer function.
Then the sum of the product of Gaussian function�i j and the output layer weights hij
are used to determine the output function and it is activated using sigmoid activation
function. If the calculated output f (y) is not equal to the assumed target value, then
the error with respect to all the weights in the network are calculated. The weights
are updated and then back propagated to get the expected output as shown in Fig. 1.

Definition 2.1 The Gaussian activation function is used in the hidden layer.

�i j = exp

(−(pi j − mi )
2

σ 2
i

)

where pij’s are the weights of the input layer, mi and σ i are mean and variance of the
Gaussian activation function.

Fig. 1 Backpropagation fuzzy neural network
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Definition 2.2 The outputs of BPF neural network is the sum of the product of
Gaussian activation function and the output layer weights.

yi =
m∑
i=1

hi j�i j i = 1, 2, ..., 5 j = 1, 2.

The sigmoid activation function is used in the output layer,

f (yi ) = 1

1 + exp(−yi )

Definition 2.3 For output layer, the error is defined using error formula,

eOi = (Ti − f (yi )) ∗ f (yi ) ∗ (1 − f (yi ))

where Ti’s are assumed target values and f (yi)’s are the calculated output. Theweight
correction formula for output layer is,

h1i j = hi j − δeOi f (yi )

where δ is the assumed learning rate.

Definition 2.4 For input layer, the error

ei j = �i j ∗ (1 − �i j ) ∗ hi j

where �i j is the Gaussian activation function. The weight correction formula for
input layer is,

p1i j = pi j − δei j�i j

The expected target values are fixed. Inputs are feed forwarded. Theweights of the
input layer are taken to be any fuzzy number. Here the input layer weights are taken
as pentagonal fuzzy numbers. Gaussian activation function is used in the hidden
layer. The outputs of BPF neural network is the sum of the product of Gaussian
activation function and the output layer weights. Sigmoid activation function is used
to calculate the output values. If the output value is not equal to the target assumed the
error is found. The input and output weights are then updated using suitable weight
correction formula until the desired output is reached.
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3 Algorithm

Step 1: Initialize the expected target output T 1, T 2 and take inputs x1 = 0, x2 = 1.

Step 2: Construct the pentagonal fuzzy numbers P1, P2 which are the weights of the
input layer and H1, H2 the weights of the output layer.

Step 3: Apply the Gaussian activation function to the network.

Step 4: Determine the output function using Definition 2.2.

Step 5: Apply the sigmoid activation function to the output layer. If the calculated
output is not equal to the expected output, then go to the next step.

Step 6: Find the error using error formula and update the weights.

Step 7: Repeat the Steps from Step 3 to Step 5. Stop the process when the calculated
output is equal to the expected output. Otherwise repeat the process.

4 Application

Rice blast is one of the most destructive diseases of rice. Blast symptoms can occur
on leaves, nodes, neck and on the panicles. Leaf spots are typically elliptical (eye
shaped), with brown to red-brown margins and gray-white centers Fig. 2. The most
serious damage occurs when the fungus attacks nodes at the base of earhead Fig. 3.
The stems often break at the diseased node. This stage of the disease is referred to as
“rotten neck”. The rotten neck prevents the flow of water and nutrients to the grains
which stops developing. The grains of infected plantsmay become completely chaffy
Fig. 4, depending on the stage of head developed and the infection (Fig. 5).

Fig. 2 Leaf spot
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Fig. 3 Fungus attacted at
earheads

Fig. 4 Rotten neck

Fig. 5 Pyricularia oryzae
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4.1 Example

Let x1, x2 denote two rice fields affected by rice blast pathogens. P1, P2 are two
pentagonal fuzzy numbers denoting five natural products viz., sheep urine, goat
urine, hen litter, goat dung and cow dung which are liquefied and sprayed to control
the pathogens affecting the two rice fields, at different concentrations. The effective-
ness of the application of fungicides are recorded in the hidden layer. H1 and H2

are two pentagonal fuzzy numbers denoting five different types of fungicides viz.,
Azoxystrobin, Carbendazim, Flutriafol, Mancozeb and Thiophanate methyl sprayed
to the two rice fields, at different concentrations. The effectiveness of the application
of natural products and fungicides sprayed against rice blast disease is found. If the
result obtained does not reach the expected output then proceed to the next step. The
error is calculated and the quantity of fungicides and natural products are updated
till the expected output (reduced incidence of pathogens) is obtained.

Step 1: Assume the expected target value T 1 = 0.1 and T 2 = 0.15 and inputs x1 =
0 and x2 = 1.

Step 2: Construct the pentagonal fuzzy number which are input layer weights,

P1 = (0.1, 0.15, 0.23, 0.29, 0.35)
P2 = (0.06, 0.13, 0.28, 0.33, 0.4)

Output layer weights,

H1 = (0.12, 0.2, 0.2, 0.31, 0.5)T

H2 = (0.11, 0.18, 0.25, 0.29, 0.48)T

Step 3: Apply the Gaussian activation function to the input layer weights.

m1 = 1

5
[1.12] = 0.224.

σ1 = [(0 − 0.224) + (1 − 0.224)] = 0.552 σ 2
1 = 3047.

�11 = exp

(−(p11 − m1)
2

σ 2
1

)
= exp

(−(0.1 − 0.224)2

0.3047

)
= 0.9508.

Similarly,

�12 = 0.9822, �13 = 0.9998, �14 = 0.9858, �15 = 0.9492.

m2 = 1

5
[1.2] = 0.24.

σ2 = [(0 − 0.24) + (1 − 0.24)] = 0.52 σ 2
2 = 2704.
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�21 = exp

(−(p21 − m2)
2

σ 2
2

)
= exp

(−(0.11 − 0.24)2

0.2704

)
= 0.8871.

Similarly,

�22 = 0.9562, �23 = 0.9941, �24 = 0.9705, �25 = 0.9097.

Step 4: Determine the output function

yi =
m∑
i=1

hi j�i j

y1 = h11�11 + h21�12 + h31�13 + h41�14 + h51�15 = 1.2907.

y2 = h12�21 + h22�22 + h32�23 + h42�24 + h52�25 = 1.2363.

Step 5: Apply the sigmoid activation function to the output layer.

f (yi ) = 1

1 + exp(−yi )
, f (y1) = 1

1 + exp(−y1)
= 0.7843, f (y2) = 0.7749.

If the output is not equal to the target value, then go to the next step (Fig. 6).

Step 6: To find error,

E = 1

2
(T1 − f (y1))

2 + 1

2
(T2 − f (y2))

2 = 0.8588.

Fig. 6 Trial one
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Choose the learning rate

δ = 0.5.

For output unit, error

eO1 = −0.1158, eO2 = −0.109.

δ1 = δeO1 = −0.05789

and

δ2 = δeO2 = −0.0545

δ1 f (y1) = −0.0454

δ2 f (y2) = −0.0422

Update the output layer weights,

h111 = h11(odd) − δeO1 f (y1) = 0.0746.

Similarly,

h121 = 0.1546, h131 = 0.1546, h141 = 0.2646, h151 = 0.4546.

h112 = h12(odd) − δeO2 f (y2) = 0.0678.

Similarly,

h122 = 0.1378, h132 = 0.2078, h142 = 0.2478, h152 = 0.4378.

For input unit,

Error of P1

e11 = 0.0056, e12 = 0.0035, e13 = 0, e14 = 0.0043, e15 = 0.0241.

Error of P2
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e21 = 0.0110, e22 = 0.0075, e23 = 0.0015, e24 = 0.0083, e25 = 0.0394.

Update the input layer weights,

p111 = p11(odd) − δe11�11 = 0.1027.

Similarly,

p112 = 0.1517, p113 = 0.2300, p114 = 0.2921, p115 = 0.3614.

p121 = 0.0648, p122 = 0.1336, p123 = 0.2807, p124 = 0.3340, p125 = 0.4179.

Using the updated weights, repeat the process from Step 3 to Step 5.
Apply the Gaussian activation function,

m1 = 0.2276, σ 2
1 = 0.2968.

�11 = 0.9488, �12 = 0.9808, �13 = 0.9999, �14 = 0.9861, �15 = 0.9414.

�21 = 0.8801, �22 = 0.9519, �23 = 0.9954, �24 = 0.9705, �25 = 0.8918.

Determine the output function y1 = 1.0659 and y2 = 1.0285.
Apply the sigmoid function, f (y1) = 0.7438 and f (y2) = 0.7366.
Using the updated weight, the output is 0.7438 and 0.7366 which is not equal

to the expected output. Repeating the process (using MATLAB coding) n = 149
times, using the updated weight, the outputs are y1 = 0.1 and y2 = 0.15, which is the
expected output (Figs. 7 and 8).

5 Conclusion

Two rice fields are considered. Five natural products taken as input layer weights
at different concentrations are sprayed to control the rice blast pathogens affecting
the two fields. Later five fungicides at different concentrations are sprayed to both
of the fields. The effectiveness of the application of NP and F at the end of first
trial is 0.7843 and 0.7749 which is the level of incidence of the disease. This level
of incidence is not assumed target value. Hence back propagation is carried out in
which the error is calculated and the quantity of natural products and fungicides to
be applied are revised. The level of incidence of rice blast pathogens in the two fields
after the application of revised weights are 0.7438 and 0.7366 which is still not a
minimum. Hence this process is repeated 149 times using MATLAB coding until a
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Fig. 7 Trial two

Fig. 8 Trial n

minimum level of incidence of pathogens 0.1 and 0.15 in each field is reached. It
is also found that after a certain stage spraying of more natural products and less
of fungicides helps in minimizing the disease rate and hence enabling the healthy
growth of plants.
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Comparison of Machine Learning
Algorithms for Bearing Failures
Classification and Prediction

Yasser N. Aldeoes, Prasad Ghockle, and Shilpa Y. Sondkar

1 Introduction

The maintenance cost of rotary machine can be reduced significantly if health status
of roller bearings can be diagnosed at early stage. The health status of roller bear-
ings can be monitored by observing two parameters: (a) vibration and (b) speed of
rotation. The vibration and speed of rotation can be observed through IoT sensors
deployed for rotary machine. The data obtained from these sensors can be analyzed
by employing machine learning methods which can classify the bearing failures in
four common classes, namely: (a) bearing health conditions (HC), (b) inner race
fault (IF), outer race fault (OF), and (d) ball baring fault (BF) [1]. Vibration signals
monitoring and analysis are used to predict and diagnose bearings. Vibration analysis
provides early information about faults for future monitoring purposes [2]. Almost
40% of the bearing failure is because of continuous stress which causes wear and tear
that begins with a small pit or spalls and produces vibration. So by analyzing these
vibration signals, we can detect bearing fault in the early stages [3]. Furthermore, the
condition monitoring and fault diagnosis one of the main difficulties in maintenance
of wind turbine blade bearings because the rotation speeds of blade bearings are
very slow, and the fault signals are very weak [4]. Artificial neural networks (ANNs)
[5], support vector machines (SVMs) [6], K-nearest neighbor (KNN), random forest
(RF) [7]. All these algorithms are applied in the same field. Machine learning (ML)
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algorithms are used for various purposes like data mining, image processing, predic-
tive analytics [8], etc. Based on what has been mentioned above, the purpose and
objective of this current journal paper are to use a machine learning algorithm clas-
sification learner apps for comparison, or more specifically, to compare and predict
the bearing capacity while decreasing and increasing the speed and knowing which
of the models gives the highest error accuracy. To this end, we first collected the
bearing datasets in four cases including healthy bearing and bearing with inner race
fault and bearing with outer race fault and a bearing with ball fault from the experi-
mental site. Meantime, receiving operating characteristic (ROC) curves are used to
estimate the classification comparison accuracy of the models. The rest of the paper
is organized as follows: Sect. 2 presents the literature review discussing bearing
failures of different machine learning algorithms, Sect. 3 presents the methodology
used including bearing diagnostics and data description, Sect. 4 presents the compar-
ison results of the classifier machine learning algorithms, and Sect. 5 presents the
conclusion.

2 Literature Review

In an environment of manufactures and industry no machine without vibration, the
vibrations signal indicates there is a failure of part of the machine or the machine
itself, procedure and classify the type of the failure are identifiedbyvibration analysis.
Vibration analysis is the most common method for determining the type and severity
of any faults in components of machines (like bearings and gears), as well as any
maintenance options related to the machine [9]. However, the detection of early fault
and classification of the health condition of bearings remains as complicated topics
across various industries. Documented classification methods require correct selec-
tion to implement. So, Yanfei et al. presented an innovative diagnosis model using
the complementary ensemble empirical mode decomposition (CEEMD) with kernel
support vector machines (kernel SVMs) to evaluate the health condition of bearings
in terms of defect severity [10, 11]. Te Han et al. describe the compare somemachine
learning algorithms like random forest, artificial neural networks, and support vector
machine for the intelligent diagnosis of rotating machinery, and the results indi-
cate that random forest outperforms in terms of recognition accuracy, stability, and
robustness to features on the comparative classifiers [12]. Present a comprehen-
sive review of AI algorithms including the following methods: k-nearest neighbor,
Naive Bayes, support vector machine, artificial neural network, and deep learning
in rotating machinery fault diagnosis. Then, AI algorithms in industrial applications
[13] proposed newmethod 1D-CNN-based VAF algorithm to bearing fault diagnosis
classify for different bearing faults based on the vibroacoustic signals collected by an
accelerometer and a microphone, and the experiment results show higher accuracies
of the proposed method in fault classification for different SNRs in bearing fault
diagnosis [14]. Proposed deep neural networks to realize rotating speed fluctuation
problems and classification and obtain a higher accuracy than other methods by the
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advantages of deep learning, an intelligent fault diagnosis [15]. The work implemen-
tation artificial neural network model for rotor oscillations on non-linear bearing
supports for the multistage centrifugal compressor and comparison of the bearing
stiffness use of ANN and physical experiment accuracy for practical purposes [16].
ML can identify the location and size of the bearing failure using different classi-
fication approaches such as ANN, SVM, and logistic regression for the condition
monitoring of the cylindrical roller bearing [17]. The researchers are describes and
comparison the fault classification for vibration signals measured in roller bearings
and gearboxes by SVM, the results show that both algorithm’s accuracies are as high
as 99.3% for the gearbox dataset and 100% for the roller bearings [18]. Proposed
method using support vector machine algorithm for early detection and classification
of bearing faults and clarify the training SVM using time and frequency domain to
bearing fault detection and classification [19]. The author refers to a review of the
various most commonly used and perfect machine learning algorithms. Highlight the
advantages and disadvantages of machine learning algorithms from an application
perspective to assist in decision-making and how to implement specific application
requirements and choose the appropriate learning algorithm for them [20]. Singh
et al. use support vector machine to classify the bearing faults of induction motor
such as ball, cage, and outer race faults showed the accuracy of 100% for a ball and
85.7% for cage and 100 for outer race [21, 22]. Develop approach based on convo-
lutional neural networks, and a random forest classifier for bearing fault detection
from the data itself that got results accuracy of 93.61% and the latter an accuracy
of 87.25% [23]. Proposed a new strategy-based support vector machines (SVMs) to
reduce noise effect in bearing fault diagnosis systems. In this paper, the experiments
indicate to employed the bearing toolbox (BEAT) to reduce the error rates [24].

3 Methodology

The goal of this paper is to compare different type of machine learning algorithms
to identify which is the most suitable algorithm to classify the baring failure into
four types: (a) bearing health conditions (HC), (b) inner race fault (IF), outer race
fault (OF), and (d) ball baring fault (BF). We have considered dataset of “bearing
vibration data under time-varying rotational speed conditions” contributed by Huan
Huang, Natalie Baddour from Department of Mechanical Engineering University
of Ottawa [25]. Authors (Huan Huang, Natalie Baddour) had acquired the data
by deploying N IUSB − 6212BNC data acquisition boards with accelerometer
measuring vibration data and encoder measuring rotation speed data.
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3.1 Bearing Diagnostics

Figure 1 shows the front and side viewof a typical roller bearingwhich consists of four
components: (1) inner race, (2) balls, (3) cage, and (4) outer race. The part with failure
generates vibrations in a particular frequency band which can be used to classify the
baring failure into four types. The four probable bearing failing frequencies are (1)
ball pass frequency outer race (BPFO) generated when rolling elements roll across a
defect in the outer ring, (2) ball pass frequency inner race (BPFI) frequency generated
when rolling elements roll across a defect in the inner ring, (3) fundamental train
frequency (FTF) of the cage, and (4) ball spin frequency (BSF) circular frequency
of each rolling element as it spins. They have the following definitions:

Ball pass frequency, inner race:

BPFI = n fr
2

{
1 − d

D
cos ∝

}
(1)

Ball pass frequency, outer race:

BPFO = n fr
2

{
1 + d

D
cos ∝

}
(2)

Fundamental train frequency (cage speed):

FTF = fr
2

{
1 − d

D
cos ∝

}
(3)

Ball (roller) spin frequency:

Fig. 1 Bearing faults types in front and side view
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BSF = Dfr
d

{
1 −

(
d

D
cos ∝

)2
}

(4)

D is pitch diameter, α is contact angle between the ball and the cage, d ball
diameter, fr rotating speed of bearing (Hz), n number of rolling. Vibration signal
analysis is the used for fault diagnosis in rotating machines are bearings, gears, etc.
The failures can happen in any element of the rolling bearing in above components.
Almost bearing failures are recognized as cracks in the outer race, inner race with a
rough surface’s, and corrosion in balls [26]. Analysis of vibration data is often time
and frequency-dependent. These analyzes are useful for detecting and determining
trends in system vibration levels for early diagnosis of bearing faults which helps
in understanding and monitoring them before the catastrophic errors of the bearing
occur, so the previously mentioned equations contribute and help in discovering and
diagnosing the bearing failures [27]. It is feasible to avoid malfunctions and save
routine maintenance expenses by employing sensors to determine when equipment
verification is required. Control of industrial equipment is carried out remotely and
in real-time thanks to embedded sensors connected to the Internet. In this situation,
for detecting the expected faults, the location of vibration sensors placed closer to the
bearing is very important based on the rotational speed of themachines. Themachine
learning algorithms can be applied for automatic detection and classification of faults.

3.2 Dataset

Four different rolling bearing datasets are used in this paper to comparison the five
suggested method’s (decision trees, SVM, KNN, ensemble, ANN) accuracy and
advantage. Table 1 contains the details on the four datasets. This is an open experiment
bearing dataset given by University of Ottawa, Ottawa, Ontario, Canada [28]. The
motor running at variable speed, on experiment two bearings right side was a healthy
bearing, and the left side was unhealthy. The accelerometer sensor fixed on left side
bearing to collect vibration signals and to measure rotating speed used tachometer
to validate the results. In the dataset, there are four fault conditions, i.e., bearing
health conditions (HC), faulty (inner race fault (IF)), faulty (outer race fault (OF)),

Table 1 Data descriptions

Dataset Fault conditions Speed Number of samples

1 HC Increase from 15.4 to 24.8 Hz, then decrease to
19.1 Hz

300

2 IF Increase from 14.8 to 21.7 Hz, then decrease to
13.6 Hz

300

3 OF Increasing from 13.3 to 26.3 Hz 300

4 BF Increasing from 14.0 to 24.5 Hz 100
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and bearing with ball fault (BF). Moreover, each condition includes 2,000,000 data
points, which are organized into 300 samples at last. The data are all sampled at
200 kHz, and the sampling duration is 10 s.

4 Results

In our experiments, the classification learner application in MATLAB R2021a used
to compare five types of machine learning to determine the best method for bearing
failures. Both vibration data and speed data, the signals are sampled at 200 kHz, and
the sampling time duration is 10 s. A total sampling of a healthy bearing and bearing
with inner race fault and bearing with outer race fault used is 300 samples while the
total sampling for a bearing with ball fault is 100 samples.

4.1 Comparison Results of the Classifier Machine Learning
Algorithms

The classification performance was compared by machine learning algorithms
without using the PCA to determine the best method. From the results, we can found
there is five widely algorithms used: decision trees, SVM, KNN, ensemble, ANN.
The results of comparing the classification using 19 machine learning algorithms are
shown in show in Tables 2, 3, 4, and 5.

Firstly, in Table 1 that classifier for healthy bearing, we can see the highest clas-
sification level of accuracy is 85.3% achieved by fine K-nearest neighbor (KNN)
(weighted KNN) with time of 1.4 s followed by fine Gaussian SVMwith 81.3%with
time of 1.2 s, compared with decision tree and ensemble and neural Network, and
they have low level of accuracy and higher time.

Table 3 shows the comparison of the classification results for a bearing with
inner race fault, all algorithms maintained good performance in accuracy, the highest
accuracy is 93.2%(attainedbyfineGaussianSVM,fineKNN)with low time followed
by ensemble (boosted trees) accuracy is 92.2%. The lowest accuracy of SVM is
achieved by linear SVM is 64% while the lowest accuracy for KNN is 68%. We note
from the table that the results of SVM andKNN obtained nearly the same results, and
also decision trees and neural network obtained nearly the same results the highest
is 83.1% attained by (fine-medium tree, medium – wide NN).

In Table 4, we can noticed from the best results obtained for a bearing with outer
race fault by applying classification learner apps, the best classifier is K-nearest
neighbor KNN, the highest accuracy is 92% achieved by weighted KNN with time
1.5 s followed by SVM (linear SVM), and neural network (trilayered NN) accuracy
is 89.3% with time 2 s.
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Table 2 Comparison results of classification learner apps for a healthy bearing

Classifiers Classifier type Accuracy (%)
(validation)

Cost
validation

Prediction
speed (Obj/s)

Training time

Decision
trees

Fine tree 73.3 20 6600 10.094

Medium tree 70.7 22 5300 1.9452

Coarse tree 72.0 21 3600 1.2995

SVM Linear SVM 64.0 27 7000 1.8682

Quadratic SVM 72.0 21 7500 3.6004

Cubic SVM 69.3 23 5300 23.806

Fine Gaussian
SVM

81.3 14 10,000 1.2653

KNN Fine KNN 78.7 16 4000 1.2838

Medium KNN 69.3 23 3700 1.5221

Coarse KNN 61.3 29 3400 1.463

Weighted KNN 85.3 11 2100 1.4098

Ensemble Boosted trees 70.7 22 910 3.088

Bagged trees 76.0 18 760 3.4689

RUS boosted
trees

72.0 21 1000 3.0238

Neural
network

Narrow NN 70.7 NA 7200 7.0323

Medium NN 65.3 NA 6200 8.2529

Wide NN 73.3 NA 3000 9.3554

Bilayered NN 74.7 NA 3300 12.828

Trilayered NN 66.7 NA 6200 10.956

In Table 5, we can see the comparison of classification results for a bearing with
ball fault that the highest classification accuracy is 100%which was created by SVM
achieved by linear SVM. It is the best result flowed by decision trees and neural
network, and the accuracy is 96%. Generally, all algorithms showed the nearest
performance, and all accuracy is obtained more than 90%.

From the above tables noticed the average of all values for these performance
measures, as well as prediction speed and training time differ from one model to
the next during the training process; some models provide very high accuracy with
short training time, while others provide more than 95% final accuracy, indicating
that the model has a good overall performance. To understand the characteristics of
the predictions models and classifying faults results for the training dataset for all
bearings status, the faults of all bearing conditions are plotted by using prediction-
validation in a two-dimension for each vibration signal and rotating speed shown in
Fig. 2.

After getting the results from the machine learning algorithms for bearing faults
condition, bearing health conditions, faulty (inner race fault), faulty (outer race fault),
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Table 3 Comparison results of classification learner apps for a bearing with inner race fault

Classifiers Classifier type Accuracy (%)
(validation)

Cost
validation

Prediction
speed (obj/s)

Training time

Decision
trees

Fine tree 83.1 13 8200 8.0012

Medium tree 83.1 13 7700 2.0577

Coarse tree 76.6 18 6200 1.5977

SVM Linear SVM 64.9 27 9200 1.3422

Quadratic SVM 78.4 16 6800 1.7239

Cubic SVM 79.7 16 8300 6.5732

Fine Gaussian
SVM

93.2 7 6800 1.094

KNN Fine KNN 93.2 8 4800 1.2231

Medium KNN 68.8 24 2600 2.4637

Cubic KNN 68.8 24 3100 1.3513

Weighted KNN 88.3 9 4400 1.406

Ensemble Boosted trees 92.2 6 1300 2.7451

Bagged trees 85.7 11 950 3.8373

RUS boosted
trees

84.4 12 1300 2.5437

Neural
network

Narrow NN 72.7 NA 11,000 5.8344

Medium NN 83.1 NA 10,000 6.1773

Wide NN 83.1 NA 6400 9.3554

Bilayered NN 70.1 NA 12,000 6.2873

Trilayered NN 80.1 NA 12,000 5.605

and bearingwith ball fault are compared on the bar graph to display a perfect compar-
ison. The bar graph for accuracy is shown is Fig. 3. In the bearing health condition,
decision trees (D trees) obtained an accuracy of 0.73, SVM has an accuracy of 0.81,
KNN has an accuracy of 0.85, ensemble has an accuracy of 0.76, and neural network
(NN) has an accuracy of 0.74. In the inner race fault section, decision trees obtained
an accuracy of 0.83, SVM has an accuracy of 0.93, KNN has an accuracy of 0.93,
ensemble has an accuracy of 0.92, and neural network has an accuracy of 0.83. In
the outer race fault section, decision trees obtained an accuracy of 0.84, SVM has an
accuracy of 0.89, KNN has an accuracy of 0.92, ensemble has an accuracy of 0.84,
and neural network has an accuracy of 0.89. In the ball fault condition, decision trees
obtained an accuracy of 0.96, SVM has an accuracy of 1 (means 100%), KNN has
an accuracy of 0.96, ensemble has an accuracy of 0.96, and neural network has an
accuracy of 0.96. (Fig. 3).
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Table 4 Comparison results of classification learner apps for a bearing with outer race fault

Classifiers Classifier type Accuracy (%)
(validation)

Cost
validation

Prediction
speed (obj/s)

Training time

Decision
trees

Fine tree 70.7 22 1400 12.698

Medium tree 73.3 20 7900 0.6764

Coarse tree 84.0 12 9700 0.4918

SVM Linear SVM 89.3 8 6700 2.0485

Quadratic SVM 76.0 18 10,000 0.7162

Cubic SVM 84.0 12 4800 6.1923

Fine Gaussian
SVM

85.3 11 8500 1.067

KNN Fine KNN 86.7 10 5100 2.5392

Medium KNN 84.0 12 4200 1.2921

Cubic KNN 84.0 12 2800 2.5875

Weighted KNN 92.0 6 4800 1.5359

Ensemble Boosted trees 76.0 18 1000 9.0954

Bagged trees 84.0 12 1000 3.6146

RUS boosted
trees

82.7 13 210 3.8974

Neural
network

Narrow NN 85.3 NA 8300 9.2167

Medium NN 82.7 NA 6700 6.6261

Wide NN 86.7 NA 6300 11.871

Bilayered NN 88.0 NA 9200 7.6733

Trilayered NN 89.3 NA 6800 9.5868

4.2 Confusion Matrices

The confusion matrix for the testing set is also used to illustrate the classification
model’s comparison performance of bearing faults. In the meanwhile, the confusion
matrix also called the error matrix allows us to calculate the indices with precision,
also used to further demonstrate the model’s performance, and to understand how the
presently selected classifier performed in each class and helps to identify the areas
where the classifier has performed poorly.

Figure 4a shows the confusion matrix for healthy bearing applied by KNN clas-
sifier precision is 92.3%. (b) shows the confusion matrix of inner race fault by SVM
classifier is 94.6%. (c) shows the confusion matrix of outer race fault by KNN clas-
sifier is 90%. (d) shows the confusion matrix for a bearing with ball fault is 100%
by applying ensemble classifier indicates the best results for the classification model
has a very good performance.
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Table 5 Comparison results of classification learner apps for a ball fault

Classifiers Classifier type Accuracy (%)
(validation)

Cost
validation

Prediction
speed (obj/s)

Training time

Decision
trees

Fine tree 96.0 1 2300 9.7217

Medium tree 96.0 1 2600 2.1439

Coarse tree 96.0 1 2800 1.7757

SVM Linear SVM 100.0 0 2200 2.098

Quadratic SVM 96.0 1 2300 1.6661

Cubic SVM 96.0 1 2700 1.6749

Fine Gaussian
SVM

80.0 5 2200 1.3982

KNN Fine KNN 92.0 2 1300 1.218

Medium KNN 80.0 5 1300 1.3622

Cubic KNN 80.0 5 1100 1.5274

Weighted KNN 96.0 1 1300 1.5247

Ensemble Boosted trees 48.0 13 2100 1.5642

Bagged trees 96.0 1 300 3.4039

RUS boosted
trees

48.0 13 2000 2.9424

Neural
network

Narrow NN 96.0 NA 3000 1.7564

Medium NN 96.0 NA 2400 2.5248

Wide NN 96.0 NA 2500 2.2081

Bilayered NN 96.0 NA 1100 1.7643

Trilayered NN 92.0 NA 2000 2.769

4.3 Receiver Operating Characteristics (ROC)

Finally, the receiver operating characteristics (ROC) curve is frequently utilized to
compare different classifiers to provide a clearer understanding of the model classi-
fication performances. It is easy to find the best classify performance, the area under
the curve (AUC) is calculated, and a bigger area denotes a better classifier. In fact,
the curve represents the relationship between the FP rate (x axis) and the TP rate (y
axis). The top-left portion of the picture corresponds to the model’s categorization
capacity, which has a high TP rate and a low FP rate [18]. In Fig. 5, it shows the ROC
curves for different models, (a) the ROC curve for healthy condition bearing shows
the KNN best classifier and highest AUC = 0.91, (b) the ROC curve for a bearing
with inner race fault showed the AUC= 0.93, (c) ROC curve for a bearing with outer
race fault noticed the value of AUC obtained the AUC = 0.88, (d) we see through
receiver operating characteristics (ROC) curve noticed for ball fault the SVM clas-
sifier superiority over ensemble and KNN, because they climb more quickly toward
top left.
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Fig. 2 Predictions of models
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Fig. 3 Classifiers versus accuracy showing variations of bearing conditions
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Fig. 4 Confusion matrices for different algorithms

Fig. 5 ROC curves for different algorithms



Comparison of Machine Learning Algorithms … 281

SVM got the highest AUC = 1.00 with true position rate TPR = 1 and false
position rate FPR= 0, while ensemble got AUC= 1 with true position rate TPR= 1
and false position rate FPR = 0.08333 and KNN got AUC = 0.83 with true position
rate TPR= 0.91667 and false position rate FPR= 0.25 that is main the SVMmethod
exactly classify the bearing with ball fault condition.

5 Conclusion

The current paper is comparison a bearing faults classification model based on
machine learning algorithms. The paper proposed the decision trees, support vector
machine, K-nearest neighbor, ensemble, neural network algorithms which describes
every condition of bearing failures by giving the estimate tables. When machine
learning algorithms are executed on a bearing dataset, the most important param-
eter is the accuracy. Hence, the result shows that K-nearest neighbor classifier with
bearing healthy gave the highest accuracy of 85.3%, for SVM it is 81.3%, while
the decision trees and ensemble and neural network classifiers obtained nearly the
same results between 64 and 76%. The second bearing condition is a bearing with
inner race fault the results (identified) showed best both KNN and SVM classifier
have highest classification accuracy rates 93.2%. The third condition of bearing with
outer race fault the best result achieved by KNN classifier accuracy is 92%, flowed
by SVM and neural network classifiers are 89.3%. The fourth condition of bearing
status a ball fault the SVM classifier attains the highest accuracy of 100%, and it
may be because of small training datasets are taken. While others classifiers have
been performedwith great accuracy and precision ratemore than 95%. Therefore, the
comparison results for the bearing conditions show that SVM is the best 100% in ball
fault diagnostic for accurate validation in the training but not so good in the testing
while KNN shows the 96% higher efficiency in training and testing which proves that
ranking feature method helps in getting the good results in training and testing. For
another bearing conditions identified by the KNN classifier, the highest performance
in the training validation and test compared with SVM, ensemble, neural network,
and decision trees.
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A Parallelized Algorithm for Finding 3-D
Mesh Illumination

Varun M. Khachane, V. Harshitha, Parthivi Khullar, S. V. Rishikesh,
C. H. Mani Kumar, and K. V. Vineetha

1 Introduction

Many applications such as computer graphics, radar cross-section analysis and recon-
struction of 3-D geometric models of objects use triangular meshes extensively [1–
4]. Triangular meshes are the surface construction of an object using only triangles,
which are connected to each other by common edges or corners [4]. Due to its
simplicity, flexible structure, good boundary adaptability and efficiency, triangular
meshes have advantages over other polygon meshes [5, 6]. A mesh of an object can
consist of tens of thousands of faces (triangles) and performing operations on the
mesh means operating on every face. One such operation is finding the portion of the
mesh which is illuminated by an electromagnetic point source. This operation can
be used while creating games, radar simulation and in reconstruction of 3-D models
with respect to light source [6, 7].

When an algorithm is built for determining illumination of 3-D triangular mesh,
it should satisfy all the boundary conditions. It is important that the algorithm should
produce proper results even if the mesh contains convexity or concavity. Also, the
algorithm should be efficient in terms of both computational speed and memory
requirements. Using techniques such as multithreading and multiprocessing enables
every face (triangle) of the mesh to be processed in parallel [8–10]. Machine learning
techniques can be used for determining the illumination of the meshes. However,
these techniques increase the computational time [11–14].

This paper illustrates a method of obtaining the illuminated and non-illuminated
portion of the mesh. First the information of every face (triangle) is stored in a data
structure and the surface normal of those faces is found. An electromagnetic plane

V. M. Khachane · V. Harshitha · P. Khullar · S. V. Rishikesh · C. H. Mani Kumar ·
K. V. Vineetha (B)
Computer Science and Engineering, Amrita School of Engineering, Amrita Vishwa
Vidyapeetham, Bengaluru, India
e-mail: jain_vineetha@blr.amrita.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
T. Sengodan et al. (eds.), Advances in Electrical and Computer Technologies,
Lecture Notes in Electrical Engineering 881,
https://doi.org/10.1007/978-981-19-1111-8_23

283

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1111-8_23&domain=pdf
mailto:jain_vineetha@blr.amrita.edu
https://doi.org/10.1007/978-981-19-1111-8_23


284 V. M. Khachane et al.

wave source is specified, which is a point source with 3-D co-ordinates. The angle
between the surface normal of the face and the ray from thewave source is calculated,
which incidents on the centroid of the face (triangle). The proposedmethod processes
every face independently, and the order in which the faces are processed does not
affect the output, so it is convenient to parallelize the process. The list containing the
information of all the faces is divided into equal parts and assign each part to different
processes. These processes run in parallel resulting in decreasing the execution time.

2 Methodology

To perform any operation on the triangular mesh every face of the mesh needs to
be operated. The data of every face (triangle) in a mesh, such as the co-ordinates
of vertices, is stored in mesh files. Mesh files have different file formats (.obj, .stl,
.ply, 0.3ds) and every file format has its own way of storing the data. Python file
functions are used to extract the data. In this proposed technique .obj file format is
used and in this format every line is an independent set of data and is differentiated
by using abbreviations, for example ‘v’ is used for vertices and f’ is used for faces
in the beginning of every line. The vertices are stored in the x, y, z format and
the faces (triangles) have the respective index of the vertices and it is stored in a
counter-clockwise fashion.

The following three steps are performed to obtain the illuminated portion of the
mesh:

i. Extracting the vertices and faces from the mesh file.
ii. Finding the surface normal of the face.
iii. Finding the angle between the incident ray and surface normal.

Python file functions are used to extract the vertices and face data from the .obj
file format and store them in separate lists. Using the vertices of the faces (triangles)
the side vectors of the face, V and W are found.

V = a − b (1)

W = b − c (2)

where V and W are the side vectors and a, b, c are the vertices of the face (triangle)
arranged in a counter-clockwise fashion.

Normal of the triangle is a line which is perpendicular to the plane in which the
triangle lies. To get the normal vector N the cross product of the two side vectors V
and W are found.

Nx = VyWz − VzWy (3)
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Ny = VzWx − VxWz (4)

Nz = VxWy − VyWx (5)

Here V = Vx x̂ + Vy ŷ + Vz ẑ and W = Wx x̂ + Wy ŷ + Wzẑ are the side vectors of
the face (triangle) and N = Nx x̂ + Ny ŷ+ Nz ẑ is the normal to the face of the mesh.

The normal will always face outwards as the vertices of the face (triangle) are
stored in counter-clockwise fashion.

For any object to be visible the light rays from the source should reflect from
the surface of the object into the eyes and for this to happen the angle between the
incident ray and the reflected ray should be less than 180°. Using the same concept
here, for the mesh object to be illuminated by the electromagnetic plane wave source,
the angle between the incident ray and the normal of the face (triangle) should be
less than or equal to 90°.

In the algorithm, the incident ray is considered as the vector between the centroid
of the face (triangle) and the wave source. If the angle made by the normal and
the incident ray is less than 90° that face falls in the visible region. This operation
is performed with all the faces to obtain the illuminated portion of the mesh. To
calculate the angle between the vectors, the dot product of the two vectors, N and I
are found.

N · I = Nx Ix + Ny Iy + Nz Iz (6)

Here N = Nx x̂+Ny ŷ+Nz ẑ is the normal vector of the face and I = Ix x̂+ Iy ŷ+ Iz ẑ
is the incident ray vector.

When there are tens of thousands of faces (triangles) in a mesh, iteratively
processing all the faces one by one is computationally costly. To decrease the compu-
tation time, parallel processing techniques are used. The faces are stored in a list data
structure. In sequential execution, the entire list is passed to one process, whereas in
parallel processing the list is divided into equal parts and one part of the list is passed
to each thread/process. Now the code runs in parallel, and each thread/process has
to operate on smaller number of faces. The output from all threads/processes are
stored in two common lists. One list contains the data of all the faces in the illumi-
nated surface while the other list contains data of all the faces in the non-illuminated
surface.

3 Results

To test the feasibility and accuracy of the proposed technique, the algorithm is tested
with various input meshes with complex shapes which include both concave and
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convex surfaces. The algorithm successfully finds illuminated and non-illuminated
portions of the mesh.

Figure 1 shows the triangularmeshof anobjectwhichhas both convex and concave
surfaces. This mesh is used as our input mesh because of its complex structure and
because it tests all the boundary conditions.

Figure 2. is the illuminated portion of the mesh. The wave source is placed at
the (0, 0, 10) co-ordinates and the algorithm operates on the object mesh to find the
illuminated portion. The result is obtained as shown in Fig. 2.

Figure 3 illustrates the non-illuminated part of the object mesh. The wave source
is placed at the (0, 0, 10) co-ordinates and the algorithm operates on the object mesh
to find the non-illuminated portion. The result is obtained as shown in Fig. 3.

After successfully getting the output for object in Fig. 1, the algorithm is oper-
ated on various meshes to get runtimes of different optimization techniques. The
runtimes of sequential, multithreading, and multiprocessing execution are calculated
and compared.

Fig. 1 Triangular mesh of a complex object

Fig. 2 Illuminated mesh of gourd object
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Fig. 3 Non-illuminated mesh of gourd object

Figure 4 represents Time versus Number of threads for meshes with different
number of faces that are executed using multithreading. It is observed that multi-
threading does not help reduce the execution time of the algorithm. With every new
thread there is an overhead time. As threads run concurrently, they only increase the
execution time. As the number of threads increase, it is observed that the run time of
the algorithm also increases, and this is not a feasible option. Hence, a better solution
is required to reduce the execution time of the algorithm. Therefore, multiprocessing
libraries are chosen to analyze if they can help reduce the execution time of the
algorithm.

Fig. 4 Execution time of different meshes (multithreading line graph)
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Fig. 5 Execution time of different meshes (multiprocessing line graph)

Figure 5 represents Time versus Number of processes for meshes with different
number of faces that are executed using multiprocessing. It is observed that in multi-
processing,with an increase in the number of processes, the execution time decreases.
There is an overheadwith every newprocess invoked but unlike the threads, processes
run in parallel, so the execution time reduces and compensates for the overhead.

To check the efficiency of the algorithms, a comparison of three different meshes
and the execution time of these different optimization techniques has been performed.

Figure 6 represents Time versus Number of threads/processes for an object mesh
with 3192 faces (triangles), executed with different optimization techniques.

Fig. 6 Execution time comparison with different execution techniques (3192 faces)
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Figure 7 represents Time versus Number of threads/processes for an object mesh
with 5804 faces (triangles), executed with different optimization techniques.

Figure 8 represents Time versus Number of threads/processes for an object mesh
with 10,000 faces (triangles), executed with different optimization techniques.

Figure 9 represents the Face versus Time graph of sequential execution and multi-
processing. Three different meshes with an increasing number of faces (triangles)
were executed and compared. In multiprocessing the instance of the code with a

Fig. 7 Execution time comparison with different execution techniques (5804 faces)

Fig. 8 Execution time comparison with different execution techniques (10,000 faces)



290 V. M. Khachane et al.

Fig. 9 Execution time comparison of different meshes using sequential execution and multipro-
cessing

different number of processes is executed. Hence, the instance with least execution
time is considered.

From the above graphs it is observed that when the faces are less in number, multi-
processing takes more execution time and sequential takes less execution time. As
the number of faces increases, the execution time between the sequential and multi-
processing execution reduces. This is because multithreading and multiprocessing
executions have an extra overhead time of invoking a new thread or process, respec-
tively. So, with every new thread or process invocation, extra overhead is added into
the execution time. As the number of faces increases, the reduced execution time
of multiprocessing compensates for the overhead time and helps in reducing the
execution time.

The execution of the algorithm for finding the illuminated portion of a 3-D mesh
with multiprocessing gives a faster way to process the object mesh and get the
illuminated portion.

4 Conclusion

In multithreading and multiprocessing there is a function invocation that is assigned
to a thread or process, respectively. Both threads and processes when invoked add an
overhead to the execution time, thereby increasing the total execution time. When
the number of faces (triangles) in a mesh is less, the overhead only increases the
execution time, which makes the sequential execution of code the better option.
When a mesh has a large number of faces, sequential execution takes a lot of time to
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process all the faces. So, by dividing the list containing all the faces and executing
them parallelly, not only does the execution time reduce but also compensates for
the overhead time of the process invocation.

In this paper, a technique to find the portion of a 3-D mesh that is illuminated and
not illuminated by the electromagnetic plane wave source is successfully achieved.
It is feasible to run the code in serial execution when the object mesh consists of
fewer faces, and parallel execution of the code when the object mesh consists of
many faces.
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An Useful Survey on Supervised Machine
Learning Algorithms: Comparisons
and Classifications

B. Abhishek and Amit Kumar Tyagi

1 Introduction

These days, ML is one of the most popular fields in computer science, with a wide
range of applications. It is the technique of discovering meaningful patterns in data
automatically. Machine learning technologies are designed to enable algorithms to
accustom [19].Machine learning has emerged to become one of the cornerstones as a
result of advancements in information technology, a very fundamental, if often over-
looked, aspect of our lives.With an ever generationof information, smart data analysis
is expected to become ever more common as a critical component of technological
advancement.

Machine learning (ML) has a variety of applications, the most important data
mining is one of them. When conducting research or seeking to draw connections
between various characteristics, people aremore susceptible tomaking errors [9, 16].

Machine learning and Data mining are considered as pairs that may be used
to extract a variety of insights using the right learning methods. Because to the
advancement of smart and nano-technology, data mining and machine learning
have advanced significantly, piqueing interest in finding underlying patterns to
derive value. Whilst combining machine learning, information theory, statistics and
computers has resulted in a strong mathematical basis and a set of immensely effec-
tive tools. The algorithms are categorised in to a typologywhich depends on projected
result of the algorithm. Supervised learning is used to create the function that maps
inputs to expected output. Machine learning algorithms have become increasingly
sophisticated as a result of unprecedented data generation. This has necessitated the
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use of a variety of supervised and unsupervised machine methodologies for learning.
The purpose of classification tasks is to persuade the technology to understand how
to use a categorization system that we have devised [21], supervised learning used
frequently.

The accessibility buried within Big Data is perfectly suited for machine learning.
Because it is based on data and evolves at a machine level, ML ensures extracting
significance from large and diverse data sources by removing less reliance on indi-
vidual tracks. Machine learning is well adapted to the challenges of dealing with
several data sources, a wide range of variables, and vast amounts of data, and ML
thrives on expanding data sets. Extra data fed into a machine learning framework,
the better it can be taught and the better the insights it can produce. ML is brilliant
at finding and displaying hidden patterns in data because it is free of the constraints
of individual level reasoning and study [15].

The classification problem is a common supervised learning challenge in which
the learner must look at several input–output samples that transforms learning
process, divide a vector into one of several classes. The process of learning a series of
rules from instances in order to build a classifier that can generalise to new situations
is known as learning by deduction (examples in a training set). Figure 1 shows a way
for applying supervised machine learning to a true problem.

This study concentrated on distinguishing machine learning algorithms and deter-
mining efficient approach with the highest precision and accuracy. In addition to
testing the efficacy, on big and small datasets to classify them accurately and to
provide an insight into the development of supervised ML models.

Remainder of work is divided onto the following sections: Sect. 2 comprises
a literature review that discusses the categorization of various supervised learning
algorithms; the procedure is presented in part 3, the findings are shown in Sect. 4,
and the inference and future research recommendations are presented in Sect. 5.

2 Literature Survey

2.1 Classification of Supervised Learning Algorithms

Given below are the types of SML algorithms which deals with classification,
according to [21] are detailed below. As per the assertion, linear classifier achieves its
goal on producing a judgment on the basis of a linear value features’ combinations.

(1) Linear Classifiers: Using linear (hyperplane) decision boundaries, linear clas-
sification models divide input vectors into classes [6]. In ML, purpose of clas-
sification is to organise things with similar feature values are clubbed together
into groups [23]. As it is the quickest classifier andwhere speed is an issue, then
linear classifier is used [21]. The convergence rate amongst data set variables
and on the other hand, it is influenced by the margin. The margin is a parameter
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Fig. 1 Supervised machine learning mechanisms

that determines how easily a dataset can be separated linearly, and to solve a
classification problem in a simple manner [18].

(2) Logistic regression: A supervised learning classification approach for
predicting the probability of a target variable. Location of the class boundary,
as well as probabilities of class change with distance from the boundary are
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commonly mentioned in a specialised approach which is called as logistic
regression. Probabilistic claims set logistic regression apart from other clas-
sification algorithms. It generates more exact, detailed forecasts and may be
customised in a number of ways; nevertheless, such exact predictions may
turn out to be erroneous. Ordinary Least Squares (OLS) and logistic regression
are two methods for predicting outcomes. The outcome of logistic regression
prediction, on the other hand, is a binary result [13]. In logistic regression, the
linear interpolation approach is applied [11].

(3) Naive Bayesian (NB) Networks: NB is one of the basic networks and is a
combination of directed acyclic graphs with only parent node and havingmany
childrens’ (representing identified nodes), using the premise that child nodes
are self-contained with reference to their parents [7]. As a result, calculating
probability distributions is the basis of the Naive Bayes model (independence)
[14]. Bayes classifiers are generally outperformed by other, more sophisticated
algorithms for learning (such as ANNs).

(4) Multi-layer Perceptron: Rather of dealing with a non-convex, unconstrained
minimization problem as is the case with traditional neural network training
[21], the network’s weights are calculated using a quadratic programming
problem with linear restriction. Perceptron is [17] used in other algorithms
also. It is mostly used to learn from a set of training examples by continuously
executing it over them until it discovers an always correct prediction vector.
The labels on the test set are then predicted using this prediction rule [9].

(5) Support Vector Machines (SVMs): SVMs have recently been popular in
supervised machine learning approaches [24]. Multi-layer perceptron neural
networks and SVM models have many commonalities. The idea of “margin”
defined as distance between two classes on either side of a hyperplane, under-
pins SVMs. It has been demonstrated that decreasing the predicted generali-
sation error by widening the margin and determining the separation between
the separating hyperplane and the occurrences on either side [9].

(6) K-means: For handling the well-known clustering problem, K-means is
considered to be the easiest unsupervised learning algorithms, according to
[2, 22]. The approach uses a simple and uncomplicated method for classifying
a given sample based on preset no. of clusters (assuming k clusters). When
labelled data is not available, the K-Means technique is used [1]. A generic
method for transforming poor estimates into highly precise prediction rules.

(7) Decision Trees (DT): It arranges instances on the basis of their feature values.
Each node of the tree represents a feature in an instance to be classified, and
each branch indicates a value that the node can adopt. This is a prediction
model used in decision tree learning that converts observations about an object
into judgements about its goal value. It is utilised in machine learning and
data mining. Classification trees or regression trees are two terms for similar
tree models [20]. After DT have been pruned using a validation set, post-
pruning procedures are often utilised in decision tree classifiers to evaluate
their performance. Any node in the sorted training instances can be eliminated
and given the most common class [9].



An Useful Survey on Supervised Machine Learning Algorithms … 297

(8) Neural Networks (NN): Bishop [2] Several NN that can domultiple tasks such
as regression and/or classification in one go, despite the fact that most networks
can only perform one at a time. This network is a single output variable in
the overwhelming majority of cases. The input and activation functions of an
artificial neural network, as well as the network architecture and the weight
of each input link, are all critical components (ANN). The ANN’s behaviour
is governed by the present values of the weights since the first two features
are constant. The net’s weights are then considerably adjusted to get the net’s
output values closer to the anticipated output values. Algorithms may be used
to teach a network in a variety of ways [12].

(9) Bayesian Network: A graphical depiction of a collection of variables’ prob-
ability relationships (features). The most well-known statistical learning
approaches are Bayesian networks [9]. This has a drawback of not being
suited for datasets with many features [4]. Prior understanding of a Bayesian
network’s topology, also known as domain knowledge, which could form/node
in the following manner:

1. Designating as a root, i.e. one with no children.
2. Defining to be a leaf, i.e. one without children.
3. Designating as the direct cause or effect.
4. Declare that it is not directly connected to one another.
5. Determining the independence of two nodes based on a set of criteria.
6. Declare that a node in the ordering happens before another node by

supplying partial node ordering.
7. Creating a comprehensive node sorting strategy.

2.2 Features of Machine Learning (ML) Algorithms

ML approaches that are supervised can be used in a variety of fields. Authors [18,
25] include a number of ML application-oriented studies.

When dealing with multi-dimensions and continuous data, neural networks and
SVMs perform substantially good. Whilst dealing discrete/categorical characteris-
tics, logic-based systems, in other hand, tends to project in a superior manner. To
achieve optimal prediction accuracy, neural network models and SVMs require a
sample in larger size, whereas NB may just require a small dataset.

The fact thatKNN is particularly sensitive to irrelevant information iswell-known;
this property can be explained by the algorithm’s design. Furthermore, non-essential
elements may render neural network training useless, if not impossible. When it
comes to problems that need diagonal partitioning, most decision tree methods fall
short. The instance space is divided orthogonally to one variable’s axis and parallel
to the other axes. As a result, after partitioning, all of the regions that arise are
hyperrectangles.

Naive Bayes (NB) utilises very minimal storage capacity throughout the RAM
required to retain the prior and conditional probabilities in both training stage as well
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as in classification stage which is absolute minimum. The fundamental KNNmethod
requires a lot of storage during the training phase, and the execution space is at least
as big as the training region. Final classifier, on the other hand, is generally a very
condensed description of the data, execution space is frequently significantly lower
than training space for all non-lazy learners. In addition, whereas rule algorithms
cannot be utilised as incremental learners, Naive Bayes and the KNN can. Missing
values are not taken into account whilst calculating probabilities, as a result, in Naive
Bayes, they have no impact on the final choice. Neural networks and KNN, on the
other hand, function only with full records.

Finally, the operational profiles of Decision Trees and NB vary; whilst one is
quite precise, whilst the other is not, and vice versa. The operational profiles of SVM
and ANN are likewise comparable. Over all datasets, no single learning system can
consistently outperform others. Varied data sets of different sorts of variables and
quantities of occurrences influence the type of method which performs exceptionally
good. According to the no-free-lunch hypothesis, on all data sets, no single learning
system will outshine another [10]. The comparison of several learning algorithms is
shown in Table 1.

3 Methodology

The National Institute of Diabetes and Digestive and Kidney Diseases provided the
relevant data for the study. This data was chosen for its correctness, as well as the
fact that it has been anonymised (de-identified), ensuring confidentiality. There are
eight attributes, plus one class, for a total of nine. The following are the numeric
values for all attributes:

1. How many times you have been pregnant
2. In an oral glucose tolerance test, plasma glucose concentration after 2 h
3. Blood pressure in the diastole (mm Hg)
4. The thickness of the skin folds on the triceps (mm)
5. Insulin serum (mu U/ml) after 2 h
6. BMI (weight in kilogrammes divided by height in metres)
7. Pedigree function in diabetes
8. Your age (years)
9. Variable in the class.

Table 2 displays the overall number of cases included in this study, with 500 of
them testing positive for diabetes and 268 testing negative.

WEKA 3.7.13 was used to perform a comparative examination of various
supervised machine learning methods. The values 1 s in the class distribution
(class variable) were changed to YES, indicating that they had been tested for
DIABETES POSITIVELY, and the values 0 s to NO, indicating that they had
been tested for DIABETES NEGATIVELY. Random Forest, Decision Table, neural



An Useful Survey on Supervised Machine Learning Algorithms … 299

Table 1 Learning algorithm contrasts (****—best performance, *—worst performance) [9]

Decision
Trees

Neural
networks

Naïve
Bayes

kNN SVM Rule-learners

Accuracy in general ** *** * ** **** **

Speed of learning with
respect to number of
attributes and the number
of instances

*** * **** **** * **

Speed of classification **** **** * **** ****

Tolerance to missing
values

*** * **** * ** **

Tolerance to irrelevant
attributes

*** * ** ** **** **

Tolerance to redundant
attributes

** ** * ** *** **

Tolerance to highly
interdependent attributes
(e.g. parity problems)

** *** * * *** **

Dealing with
discrete/binary/continuous
attributes

**** *** (not
discrete)

*** (not
continuous)

*** (not
directly
discrete)

** (not
discrete)

*** (not
directly
continuous)

Tolerance to noise ** ** *** * ** *

Dealing with danger of
overfitting

** * *** *** ** **

Attempts for incremental
learning

** *** **** **** ** *

Explanation
ability/transparency of
knowledge/classification

**** * **** ** * ****

Model parameters
handling

*** * **** *** * ***

Table 2 Class distribution:
(1—“tested positive for
diabetes”) and (0—“tested
negative for diabetes”)

Class Value number of instances Converted value (attribute)

0 500 NO

1 268 YES

networks (Perceptron), SVM, Naive Bayes, JRip and Decision Tree were the seven
classification methods utilised in this study (J48).

This study was able to anticipate precision and accuracy assured in terms of
distinct machine learning algorithms by setting parameters by using 2 alternative
sets of no. of occurrences.
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4 Results

Various machine learning methods were classified and compared using WEKA. The
results are shown in Table 3 with nine qualities and factors taken into account.

TheTIME it takes to develop themodel is referred to asTIME.TheMeanAbsolute
Error (MAE) is a metric that indicates how accurate a prognosis or prediction is in
terms of the actual outcome. The kappa statistic is a statistic for comparing observed
and expected accuracy (Random Chance): YES indicates that you have been diag-
nosed with diabetes. NO indicates that a diabetes test was negative. Further, Table
4 displays the classification results using six attributes and a contrasting the various
machine learning techniques and settings examined.

The TIME it takes to develop the model is referred to as TIME. The MAE is a
metric that actually gives a picture that how close a forecast or prediction is to the
actual result.

Kappa statistic is a measure which actually compares the observed accuracy to
that of anticipated accuracy (Random Chance). YES indicates that the patient has
been diagnosed with diabetes. NO indicates that a diabetes test was negative.

4.1 Discussions

Table 3 shows a comparison of findings of 768 samples and of 9 features. It may
be seen that if compared to MAE, algorithms are having a higher kappa statistic. In
addition, occurrences that have been correctly classified outnumber those that have
been mistakenly classified. This indicates that predictive analysis is more reliable
with larger data sets. As demonstrated in Table 3, SVM and NB require a large
sample size to attain maximum prediction accuracy, whereas DT and Decision Table
have the least precision.

Table 4 gives a comparative results for 384 instances and 6 attributes. When
compared to MAE, neural networks, JRip, and J48 all have lower kappa statis-
tics, which do not give precision and accuracy. It shows that JRip, J48, and neural
networks perform well with smaller datasets have a far lower percentage of correctly
categorised occurrences than wrongly classified ones. SVM and RF, on the other
hand, demonstrate high accuracy and precision with fewer data sets. In comparison
to JRip and Decision Tree, Decision Table took longer to build the model. As a result,
saving time does not imply accuracy. If kappa statistic is smaller than Mean Abso-
lute Error (MAE), algorithm will not show any precision and accuracy. As a result,
algorithm with such features cannot be applied for that data set since precision and
accuracy will be lacking.

Table 6 compares precision for larger and data sets that are smaller, with SVM
indicating algorithm with the best prediction. Table 5 also demonstrates that SVM
is the most precise algorithm. Data sets that are smaller. Tables 7 and 8 compare
the percentage of successfully identified and erroneously categorised data given the
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Table 5 Using smaller and
larger data sets, illustrate how
different algorithms order the
precision of positive and
negative diabetes

Smaller dataset 384

Algorithm Precision of YES
(positive diabetes)

Precision of NO
(negative diabetes)

SVM 0.711 0.735

Random Forest 0.639 0.761

Naïve Bayes 0.633 0.739

Decision Table 0.581 0.734

Decision Tree (J48) 0.519 0.685

JRip 0.514 0.714

Neural networks
(Perceptron)

0.444 0.672

time it took to build the model for smaller and larger datasets. Table 7 reveals that
Naive Bayes and JRip are the algorithms with the fastest time to build, however JRip
has a lower percentage of correctly classified samples, indicating the time it took to
create as a model is not synonymous with accuracy. Similarly, at a time of 0.04 s,
SVM has the best level of accuracy. When compared to Table 8, the third correctly
categorised algorithm was neural networks (perceptron). This indicates that a neural
network works better with a large dataset than it does with a small one. In addition,
the findings show that Decision Table struggles with huge datasets.

Table 9 depicts mean and standard deviation for qualities studied, with concentra-
tion of Plasma glucose (attribute 2) having the highest mean and Diabetes pedigree
function (attribute 7) having the lowest mean, showing a significant effect on a small
data set.

In the last, in [26–41] authors have recommended authors to read these research
efforts, to knowmore information about the role of AI, Computer Vision, orMachine

Table 6 Using smaller and
larger data sets, illustrate how
different algorithms order the
precision of positive and
negative diabetes

Large data set 768

Algorithm Precision of YES
(positive diabetes)

Precision of NO
(negative diabetes)

SVM 0.74 0.785

Naïve Bayes 0.678 0.802

JRip 0.659 0.78

Random Forest 0.653 0.791

Neural networks
(Perceptron)

0.653 0.799

Decision Tree
(J48)

0.632 0.79

Decision Table 0.619 0.771



304 B. Abhishek and A. K. Tyagi

Table 7 Show rankings, i.e.
correctly classified and
erroneously classified data
sets based on the time it took
to develop these model using
various techniques for smaller
and larger data sets,
respectively

Smaller dataset 384

Algorithm Time (s) Correctly
classified (%)

Incorrectly
classified (%)

SVM 0.04 72.92 27.08

Random Forest 0.42 71.88 28.13

Naïve Bayes 0.01 70.57 29.43

Decision Table 0.09 67.97 32.03

JRip 0.01 64 36

Decision Tree
(J48)

0.03 64 36

Neural networks
(Perceptron)

0.17 59 41

Table 8 Show rankings, i.e.
correctly classified and
erroneously classified data
sets based on the time it took
to develop the model using
various techniques for smaller
and larger data sets,
respectively

Large data set 768

Algorithm Time (s) Correctly
classified (%)

Incorrectly
classified (%)

SVM 0.09 77.34 22.66

Naïve Bayes 0.03 76.30 23.70

Neural networks
(Perceptron)

0.81 75.13 24.87

Random Forest 0.55 74.74 25.26

JRip 0.19 74.48 25.52

Decision Tree
(J48)

0.14 73.83 26.17

Decision Table 0.23 72.40 27.60

Table 9 A descriptive
analysis of different dataset
attributes

Attribute number Mean Standard deviation

1 3.8 3.4

2 120.9 32.0

3 69.1 19.4

4 20.5 16.0

5 79.8 115.2

6 32.0 7.9

7 0.5 0.3

8 33.2 11.8
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learning techniques respect to these sensitive areas/useful applications like health-
care, agriculture, etc. We hope that readers/researchers will find suitable problem for
themselves from these research work.

5 Conclusion and Future Scope

The parameters for ML classification must be fine-tuned thoroughly, and the data
collection must have a large number of occurrences. It takes time to build the algo-
rithm’s model, but it also requires accuracy and precise classification. As a result,
the best learning approach for one set of data could not work for another set of
data with logically different features. In machine learning classification, the most
essential question is not whether one learning algorithm is better than another, but
rather under what conditions one technique may surpass another on a specific appli-
cation job. In this direction, meta-learning is moving, with researchers attempting to
discover functions that link datasets and algorithm performance [12]. Meta-learning
does this by representing the features of learning issues with a collection of traits
called as meta-qualities, with the objective of discovering links between these traits
and the effectiveness of learning algorithms. The number of examples, the proportion
of categorical characteristics, the fraction of missing data, and the entropy of class
are all used to construct learning tasks.

Brazdil et al. [3] given a dataset with a long list of data and statistical measure-
ments. After gaining a deeper grasp of each method’s strengths and limitations, the
option of combining to solve an issue, two or more algorithms should be investi-
gated. The idea is to balance off the flaws of one method with the advantages of
another. SVM, NB, and RF machine learning algorithms provide great precision and
accuracy regardless of the number of characteristics and data examples. Machine
learning algorithms must be precise, accurate, and have a low error rate in order to
be used for supervised predictive machine learning.

Large data quantities should be processed in a distributed processing environment,
according to this research. This will result in a higher level of correlation between
the variables, resulting in a better model output.
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Image Encryption and Decryption Using
Chaotic Bimodal Quadratic Map

H. Soumya Babu , K. Gopakumar, and N. Vijayakumar

1 Introduction

In recent years, the transmission of digital images through the Internet has been
increasing. The use of traditional ciphers like DES, RSA, IDEA, and AES in real-
time digital image encryption is difficult and requires high computational power due
to the special characteristics of digital images like strong correlation between adja-
cent pixels, data redundancy etc. Chaotic system with properties like sensitivity to
initial conditions, ergodicity, and randomness find an immense application in such
cryptographic applications. The chaos-based techniques are extensively studied in
recent years, since their properties lead to the potential cryptography. The chaotic
encryption systems are preferred compared to other systems, to achieve a combina-
tion of high security and speed and also ease of implementation.

2 Literature Review

Chaotic systems are deterministic nonlinear systems that are highly sensitive to initial
conditions. It, in turn, shows a pseudo-random nature. The high sensitivity to initial
conditions makes the output of the system totally different for even a small change in
the input. An important characteristic thatmakes chaotic systems ideal for encryption
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is its pseudo-random characteristic that seems to be random from the attackers point
of view, whereas definable for a decoder from the view of cipher system so as tomake
the decryption simpler. A few of the efforts undertaken in this area are summarized
briefly. In 1989, a chaotic image algorithm was first proposed by Matthews [1]. L.
Zhang et al., in 2005, proposed an image encryption approach based on chaotic
maps [2]. Later, in 2006, a new image encryption method was proposed by Pareek
and Patidar which used two logistic maps in the chaotic regime along with a 80-bits
external key [3]. This method uses initial conditions, derived from the external secret
key by providing weightage to its bits corresponding to their position in the key. A
new image encryption scheme was then presented by Gao and Chen in 2006, which
shuffles the pixel positions of the image by the use of an image shuffling matrix
and uses the state combination of two chaotic systems to confuse the relationship
between the plain and cipher image [4]. Furthermore, R.Raja Kumar et al., in 2011,
proposed an encryption algorithm that used combination of Logistic andHenonmaps
to expand the parameters [5]. An improved image encryption algorithm based on two
chaotic logistic maps along with a 80-bit secret key to derive the initial condition
was presented by Purwar et al. [6]. A variety of chaotic image encryption algorithms
were developed in the later years [7–10]. The recent literature review shows that
chaos-based image encryption is found to be a better choice.

Logistic map [11], tent map [12], and Baker chaotic map [13] are some of the
chaotic systems of low-dimension that formed the basis of the initially developed
image encryption schemes. Later, the researchers used combinations and deforma-
tions of these basic chaotic maps along with some mathematical manipulations to
design image encryption schemes, like the combination of 1-D tent map and logistic
map [14], baker map, and logistic map [15]. The combination of maps to develop
such encryption systems increased the security of the algorithms and had potential
cryptographic applications.

3 Background

In this paper, a combination of a well-known one-dimensional and two-dimensional
chaotic maps, namely the logistic map and the difference map, respectively, are used
for image encryption. The sequences generated from the iterated maps, operating
in the chaotic regime are used to generate the key to develop the image encryption
scheme.

3.1 The Logistic Map

The logistic map forms one of the simplest one-dimensional chaotic maps, repre-
sented by a simple dynamical equation, with complex chaotic behavior. The logistic
map is mathematically defined by the following equation:
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yn+1 = kyn(1 − yn) (1)

where k is the bifurcating parameter in the range (0, 4], yn+1 is the next chaotic
output sequence, and yn is the present input [16, 17].

3.2 The Difference Map

The difference map is a bimodal quadratic map developed as an amplification of
the difference between the one-dimensional logistic map and tent map. Based on
the selection of the bifurcating parameter, the map exhibits a variety of behaviors
[18]. Difference map, FD(y, α) is defined as the difference between the logistic map,
FL(y, 4) and tent map FT (y, 2) multiplied by the parameter αε [0, 4].

FD(y, α) = α[FL(y, 4) − FT (y, 2)] (2)

FD(y, α) =
{
2αy(1 − 2y) for y < 0.5
2α(y − 1)(1 − 2y) for y ≥ 0.5,

(3)

Depending on the value of the bifurcation parameter α, the difference map behaves
either as a bimodal map or a unimodal map. For some specific value of the initial
condition y0ε[0, 1], FD(y, α) behaves as unimodal map after the first iteration for
α = 2. For specific value of bifurcating parameter α ε[0, 2], the map resembles
logistic map, though it oscillates in the interval [0, 0.5], whereas for α ε[2, 4], it
behaves as a bimodal map, and it oscillates in the interval [0, 1]. Figure 1 shows the
difference map plotted for α = 4 using MATLAB.

4 Implementation of Proposed Image Encryption Scheme

The image encryption scheme proposed in this paper uses two chaotic maps, the 1-D
logisticmap and the 2-D differencemap to generate the key needed for the encryption
and decryption process. The proposed encryption scheme involves two main steps:
(1) The formation of an encryption key and (2) the encryption of the image using the
aforementioned key.

For a grayscale image, for each pixel, there can be many shades of gray. For an 8-
bit grayscale image, 28 = 256 shades of gray can be represented in each pixel. Thus,
larger the number of bits used to represent the image, larger than the number of shades
of gray represented in each pixel, thus representing a better detailed image. First, a
highly random sequence is generated using the logistic map equation represented by
Eq. (1), with bifurcating parameter, a = 3.99. The parameter is chosen to ensure that
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Fig. 1 Difference map for bifurcating parameter α = 4

the map is in a chaotic regime, and hence, a chaotic sequence is generated from it.
Since each number in a sequence is used to encrypt each pixel of the image, the length
of the sequence of the logistic map function is equal to the product of the number of
rows and columns of the image. Each number in the sequence is converted into an
8-bit binary by multiplying each number in the sequence with 255 and rounding off
to the nearest integer. The sequence thus obtained will be able to represent the 255
shades of gray and is further converted to 8-bit binary numbers to form the first part
of the key,‘K1.’ A similar key ‘K2’ is obtained from the 2-D chaotic difference map
for a particular value of the initial condition. The final key ‘K’ for the encryption
is obtained by the bitwise XOR operation of the sequences K1 and K2. Each pixel
contains a single shade of gray out of the 256 shades of gray. Therefore, each pixel
in the original image will be converted to a number between 0 and 255, and finally
convert each number to its 8-bit binary form, say P. The sequence ‘P’ is then bitwise
XORed with the generated key ‘K’ to get the encrypted sequence P’, from which
the encrypted image can be reconstructed with further mathematical operations. The
original image can be further decrypted from the encrypted image by XORing it
with the same key ‘K’ used for encryption. Due to the fact that the chaotic maps are
highly sensitive to initial conditions, even a bit change in the original key can result
in an entirely different result and hence apt for secure communication applications.
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5 Results and Security Analysis

In order to analyze the performance of the proposed algorithm for image encryption,
a set of three images were chosen, the image sizes of the input plain images were
normalized to 256× 256 for convenience. Figure2 shows the three plain images used
for the simulation.

5.1 Statistical Analysis

In this section, the proposed method is analyzed using various tests to determine the
encryption quality and also to find its stability via statistical attacks. The test includes
histogram analysis, maximum deviation analysis, irregular deviation analysis, and
calculation of NPCR, UACI, and MAE [20].

5.1.1 Histogram Analysis

The histogram of an image is a graphical representation that shows the pixel count
in an image at the different intensity values. Every pixel of the 8-bit grayscale image
has [0,. . ..255] value range, for each grayscale input image with 256 gray levels.
Figure3 represents the histogram of the original image and the encrypted image.
Uniform histogram of the encrypted image indicates the reduced possibility of sta-
tistical attacks.

Fig. 2 Plain images used for encryption α = 4
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Fig. 3 Histogram of the plain and encrypted image

5.1.2 Key Sensitivity Analysis

A secure image encryption process needs to be highly sensitive toward even small
changes in the key, resulting in a completely different result, even for a single bit
change in the main key. In this paper, the use of a key with a very small change in the
main key to decrypt the image resulted in an absolutely different decrypted image.
Figure4 shows the input image encrypted with the original key ‘K’ and the result of
decrypting the same image with a new key ‘Knew’, obtained from the original key
with just one bit change.

5.1.3 Addition of Salt and Pepper Noise

In this analysis, the original plain image is first transmuted to its encrypted form
using the original key, and then, salt and pepper noise is added to the image with
different noise rates. It was observed that the image decrypted from the encrypted
image, added with even 20% salt and pepper noise, was comparable to the decrypted
image obtained from the original encrypted image without any noise. Figure5 shows
the encrypted image added with salt and pepper noise at different rates of 5% and
20% and the corresponding decrypted images.



Image Encryption and Decryption Using Chaotic … 315

Fig. 4 The encrypted image using key K and decrypted image using a different key Knew

Fig. 5 Encrypted image added with salt and pepper noise at different rates of 5 corresponding
decrypted images



316 H. Soumya Babu et al.

Table 1 PSNR amount applying different rates of salt and pepper noise

PSNR amount Rate of salt and pepper noise

71.31 1

64.21 15

61.21 10

58.18 20

5.1.4 Peak Signal-to-Noise Ratio (PSNR)

PSNR is a parameter that measures the amount of equality of the two given images.
It is mostly used as a measure of the quality of the image, as the ratio between
the maximum power of a signal and the power of the corrupting noise. Here, it is
measured between the original image and the encrypted image added with different
rates of noise.

PSNR = 10 × log
2552∑m

i=1

∑n
j=1

[ |P(i, j)−C(i, j)|2)
(m×n)

] (4)

where P(i, j) and C(i, j) represent the plain image and the encrypted image,
respectively. Table 1 shows the amount of PSNR obtained by adding salt and pepper
noise to the pepper image at noise rates of 1, 5, 10, and 20%.

Table 1 shows the amount of PSNR obtained by adding salt and pepper noise to
the pepper image at noise rates of 1, 5, 10, and 20%.

5.1.5 Correlation Coefficient Analysis

Smaller values of the correlation coefficient indicate the success of the encryption
process. A unity value for the correlation coefficient indicates that the encrypted
image is the same as that of the original image and that the mentioned encryption
process failed to hide the details of the original image. Similarly, a zero value for
the correlation coefficient indicates that the original image and its encrypted form
are totally different. Thus, smaller value of the correlation coefficient indicates the
success of the encryption process. The following equation can be used to measure
the correlation coefficient [20].

CC = cov(m, n)

σmσn
(5)
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where

cov(m, n) =
N∑
i=1

(mi − E(m))(ni − E(n)) (6)

σx =
N∑
i=1

(mi − E(m))2)1/2 (7)

σy =
N∑
i=1

(ni − E(n))2)1/2 (8)

E(m) = 1

N

N∑
i=1

mi (9)

and m, n are the plain and cipher image grayscale pixel values.

5.2 Maximum Deviation Analysis

The maximum deviation analysis is carried out to determine the quality of the pro-
posed algorithm for encryption [19]. In this analysis, themaximumdeviation between
the plain image and the cipher image is calculated. Initially, plain image and cipher
image histograms are measured, then the absolute difference between the histograms
are measured, and then, maximum deviation is obtained using the Eq. (10).

The maximum deviation (MD) is calculated as

MD = h0 + h255
2

+
254∑
i=1

hi (10)

Table2 summarizes the maximum deviation calculated for three encrypted test
images, and higher values of maximum deviation indicate that there is a large devi-
ation between the original plain image and the encrypted cipher image.

5.3 Irregular Deviation Analysis

This analysis is based on the amount of deviation caused on the encrypted image by
the encryption process [20]. The irregular deviation can be calculated using equation
(11).
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Table 2 Results of CC MD and ID FACTORS

Image Correlation
Coefficient (CC)

Maximum Deviation
(MD)

Irregular Deviation
(ID)

Lena 0.0088 170646 268918

Peppers 0.0011 163392 193478

Cameraman 0.0023 185446 228918

ID =
255∑
i=0

|H(i) − 1

256

255∑
i=0

hi | (11)

where the values of H and D are defined as H = histogram(D) and D = |P − C |,
where P and C represents the original and encrypted image, respectively, and hi
represents the amplitude of the absolute difference histogram at the value i. A low
value of ID indicates a better encryption algorithm. Table2 shows the values of CC,
MD, and ID factors calculated for the three input images.

5.4 Differential Analysis

The resistance to differential attacks in image encryption techniques is usually mea-
sured by three tests, namely number of pixels change rate (NPCR), unified average
changing intensity (UACI), and mean absolute error (MAE) [20].

5.4.1 NPCR

It represents the number of pixels change rate of the encrypted image while one pixel
of the plain image is changed. NPCR is calculated using the following equations

NPCR =
∑m

i=0

∑n
j=0 d(i, j)

m × n
× 100% (12)

where

d(i, j) =
{
0, C1(i, j) = C2(i, j)
1, C1(i, j) �= C2(i, j)

(13)

C1(i, j) and C2(i, j) represent the matrices of the encrypted images obtained by
encrypting two plain images with just a single-bit difference, whereas m and n
represent the height and width by pixels of the encrypted images.



Image Encryption and Decryption Using Chaotic … 319

Table 3 Results of NPCR and UACI tests

Image Lena Peppers Cameraman

NPCR % 99.36 99.32 98.65

UACI % 30.23 29.41 30.34

MAE 82 79 85

5.4.2 UACI

It represents the average intensity of the differences between the plain image P(i, j)
and encrypted image C(i, j).

UACI = 1

m × n

∑m
i=1

∑n
j=1 |P(i, j) − C(i, j)|

255
× 100% (14)

5.4.3 MAE

MAE represents the mean absolute error. There must be a substantial difference
shown by the encrypted image when compared with the corresponding plain image.
MAE is a key technique to measure this difference in a secure encryption system. A
better image security is ensured with larger values of MAE.

The results of NPCR and UACI of the three encrypted images are calculated, and
the results are shown in Tables3. As shown in the table, the NPCR values are close
to the ideal value, which indicates that the proposed scheme for encryption is highly
sensitive to even minor changes in the original image. The UACI test results obtained
for the various images are also found to be close to the ideal results, indicating that a
single pixel change can result in a large rate of influence, thus indicating the strength
of image encryption algorithms/ciphers with respect to differential attacks.

6 Conclusion

In this paper, an image encryption and decryption scheme based on chaotic maps, the
1-D logistic map and 2-D difference map have been proposed and simulated using
MATLAB. The test images were initially encrypted with a secret key K and then
decrypted, using exactly the same key K and a slightly different key Knew. Since
the keys were generated using the logistic map and difference map operating in the
chaotic regime, even a small variation in the key will affect the process of decryp-
tion thus being cryptographically stable to difference attacks. The analyses includes
determining the correlation coefficient, maximum deviation, irregular deviation, key
sensitivity, and PSNR that validates the performance of the proposed encryption sys-
tem. The uniform distribution of the histogram of the encrypted image indicates a
reduction in the possibility of static attacks.



320 H. Soumya Babu et al.

References

1. Matthews R (1989) On the derivation of a “chaotic” encryption algorithm. Cryptologia
13(1):29–42

2. Zhang L, Liao X,WangX (2005) An image encryption approach based on chaotic maps. Chaos
Fractals 24(3):759–765

3. Pareek N, Patidar V, Sud K (2006) mage encryption using chaotic logistic map. Image Vis
Comput 24(9):926–934

4. Gao T, Chen Z (2008) Image encryption based on a new total shuffling algorithm. Solitons
Fractals 38:213–220

5. Raja KR, Sampath A, Indumathi P (2011) Enhancement and analysis of chaotic image encryp-
tion algorithms. Comput Sci Inf Technol 1(7)

6. Purwar R, Priyanka (2013) An improved image encryption scheme using chaotic logistic maps.
Comput Sci Inf Technol 2(3):220–227

7. Assad SEI, Farajallah M (2016) A new chaos-based image encryption system. Signal Process
41:144–157

8. Pak C, Huang L (2017) A new color image encryption using combination of the 1d chaotic
map. Signal Process 138:129–137

9. Cao C, Sun T, Liu W (2018) A novel bit-level image encryption algorithm based on 2d-licm
hyperchaotic map. Signal Process 143:122–133

10. Moafimadani SS, Chen Y, Tang C (2019) A new algorithm for medical color images encryption
using chaotic systems. Entropy 21(6)

11. Akhshani A, Akhavan A, Lim C, Hassan Z (2012) An image encryption scheme based on
quantum logistic map. Commun Nonlinear Sci Numerical Simul 17(12):4653–4661

12. Li C, Luo G, Qin K, Li C (2017) An image encryption scheme based on chaotic tent map.
Nonlinear Dyn 87(01)

13. Mao Y, Chen G, Lian S (2004) A novel fast image encryption scheme based on 3d chaotic
baker maps. Int J Bifurcation Chaos 14(10):3613–3624

14. RamasamyP,RanganathanV,KadryS,DamaseviR,BlaZauskasT (2019)An image encryption
scheme based on block scrambling, modified zigzag transformation and key generation using
enhanced logistic–tent map. Entropy 21(7)

15. Luo Y, Yu J, Lai W, Liu L (2019) A novel chaotic image encryption algorithm based on
improved baker map and logistic map. Multimedia Tools Appl 1–21

16. HamdiM (2015) A very efficient pseudo-random number generator based on chaotic maps and
s-box tables. Int J Comput Control Quantum Inf Eng 09(2):481–485

17. May R (1976) Simple mathematical models with very complicated dynamics. Nature 26:457
18. Garc’a-Mart’nez M, Campos-Canton I, Campos-Cant E, Celikovsk’ y S (2013) Simple math-

ematical models with very complicated dynamics, vol 74, no 3, pp 457–830
19. Nien HH, Changchien SK, Wu SY, Huang CK (2008) A new pixel-chaotic-shuffle method

for image encryption. In: 10th International conference on control, automation, robotics and
vision, pp 883–887

20. Fishawy NFE, Zaid O (2007) Quality of encryption measurement of bitmap images with rc6,
mrc6, and rijndael block cipher algorithms. Int J Netw Secur 5:241–251



A Novel March XR Algorithm, Design,
and Test Architecture for Memories

I. G. Matri, Aishwaraya, N. Shreya, Saroja V. Siddamal,
and Suneeta V. Budihal

1 Introduction

Memories are the important module in every embedded system. Hence, it becomes
important to check if the read and write operations in the memory are happening as
expected. Sometimes, due to manufacturing defects or due to unexpected changes in
the hardware, certain cells or address locations of thememory become faulty because
of which memory produces an unexpected results. Therefore, there is a necessity to
check if the memory is infected with the faults. Hence, an inbuilt testing circuitry
known as built-in self-test (BIST) is designed which checks for faults as per the
patterns or algorithms incorporated in it. The BIST employed for memory is known
as MBIST and is interfaced with the memory that needs to be tested.

In order to guide the BIST to move to the different states of algorithm, an FSM
is designed which generates the states of an algorithm as required. Rather than
implementing multiple algorithms, which can increase the testing time or consume
larger area, it is appreciated to implement one algorithm which covers most of the
faults, reducing testing time and area. Hence, the authors propose a novel March XR
algorithm which results in larger fault coverage.
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2 Literature Survey

The authors in [1] discuss the implementation of BIST circuit for multiple RAMs in
a SoC; as the present day, SoCs have more than one memory. This is done by testing
multiple RAMs in parallel using a BIST circuit. When the BIST enters the test mode,
the controller sends the signal to the sequencer which generates the signal for the test
pattern generator to generate the test patterns based on the March C algorithm. The
paper also discusses the usage of configurable CLFSR for generating the addresses
in required sequence, which contributes to the area reduction. Paper [2] deals with
reducing the switching activity when testing SRAM. The built architecture is tested
in VHDL. The authors in [3] discuss the usage of BIST circuits in the automotive
field. As functional safety and reliability are the two main important aspects of the
automotive industry, there is a need for constant testing of electronic controlled units
(ECUs). This paper uses the flexible BIST called Star Memory System of Synopsys
for carrying out the memory test in power-on mode and mission mode. The paper
[4] discusses the BIST architecture to implement three different March algorithms,
namely March C, March Y, and March A. The paper also brings out the comparison
between March C, March Y, and March A algorithms. March A has more states and
hence occupiesmore area, consumesmore time and power.MarchYhas least number
of states and hence consumes least area, least time and power, while March C has
greater fault coverage compared to March Y, but it consumes more power, time, and
area. In [5], the authors discuss the implementation of BIST formulti-portedmemory
using microcode architecture with two variants, namely synchronous p-MBIST and
asynchronous p-MBIST. Both synchronous and asynchronous p-MBISTs consist of
a microcode instruction storage (MIS) unit, comparator, and test collar. The paper
also discusses memory repair using redundancy array logic. In [6], built-in self-test
is designed for RAM using VHDL. Different blocks used for BIST are implemented
separately to check correctness and then later combined together for final design.
RAM is circuit under test; LFSR is used to implement test pattern generator, and
comparator is used for test response analyzer. BIST controller unit is also designed.
The design is implemented on FPGA Spartan-6 board. In paper [7], the authors
have worked on BIST methods used for fault. Methods used in papers for each cate-
gory are mentioned. Types of faults covered, type of memory, and algorithm used
in different papers are also listed. The method proposed in [8] takes advantage of
MBIST architecture and algorithm to estimate power consumption of SRAM. Real-
istic power consumed is estimated by mimicking the normal behavior of logic on
memory. Therefore, the goal is to reduce the normal mode and BIST mode memory
activity differences. The proposed method is evaluated using commercial modem
chip and algorithm using Python and C++ languages. In paper [9], a new algo-
rithm which is the improvement of March C+ algorithm is proposed. The algorithm
is used for testing of low-voltage SRAM. Fault models such as read destructive
coupling fault, write destructive coupling fault, and write disturb fault which are
not identified by March C+ algorithm are aimed to be detected in new March LV
algorithm. Layout of SRAMwith BIST is shown, and under SMIC 40 nm LL CMOS
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process, the low-voltage 8 T SRAM is tested. The work in [10] refers to the circuit’s
ability to test itself. The examination can be taken either online or offline. A test
may be run simultaneously or non-concurrently with regular operation in an online
environment. Stuck-at faults, transition faults, coupling faults, neighborhood pattern-
sensitive faults, dynamic faults, and so on can all be found in memory. The Verilog
software tool is used to build 256X8 (2 KB) SRAMmemory for fault detection. This
built memory will be used to evaluate a circuit. The analysis testing is carried out
during run time. The authors in [11] have discussed about semiconductor memo-
ries. Semiconductor memories are becoming increasingly important as technology
advances. A new test architecture is proposed in this paper that uses a response
analyzer and checker to detect a fault on a chip, as well as a modified MARCH
C algorithm is proposed. The authors in [12] discuss the hardware implementation
scan test architecture. March tests, in which fixed sequences of March elements are
used, are the most widely used memory test algorithms. These operations are carried
out in either decreasing or increasing order of the memory address. BIST controller,
memory under test (MUT), checker, and response analyzer make up this architecture.

The rest of the paper is organized as follows. Section 3 discusses various memory
faults and existing algorithms. In Sect. 4, a novel March XR algorithm is explained.
Section 5 discusses the results and finally the conclusion.

3 Memory Faults and Algorithms

Different types of faults can be found in memory such as single cell faults and multi-
cell faults. Single cell faults are as follows: stuck at faults (SAFs), transition faults
(TFs), write destructive faults (WDFs), read destructive faults (RDFs): incorrect read
faults (RDFs), deceptive read destructive faults (DRDFs). Some of two cell faults
are as follows:

coupling faults (CFs), inversion coupling faults (CFin), idempotent coupling faults
(CFid), static coupling faults (CFst), write destructive coupling faults (CFwd),
read destructive coupling faults (CFrd), incorrect read coupling faults (CFir), and
deceptive read destructive coupling faults (CFdrd).

Algorithms for testing

A numbers of algorithms are available to test memories. The algorithms used to test
memory are March algorithms, RAW algorithms, Zero-one algorithm (MSCAN),
galloping pattern (GALPAT), walking pattern (WALPAT), sliding, butterfly algo-
rithm, moving inversion (MOVI) algorithm, surround disturb (SD) algorithm, and
manymore.When thevalues frommemory are accessed, theMarch algorithm follows
March up and March down pattern. The size and the word length are determined by
these algorithms. Table 1 shows various algorithms to test memory.
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Table 1 Algorithms to test memory

Algorithm Description

MATS {� (w0); � (r0, w1); � (r1)}

MATS+ {� (w0); ⇑ (r0, w1); ⇓ (r1, w0)}

MATS++ {� (w0); ⇑ (r0, w1); ⇓ (r1, w0, r0)}

MARCH X {� (w0); ⇑ (r0, w1); ⇓ (r1, w0); m (r0)}

MARCH
RAW1

{� (w0); � (w0, r0); � (r0); � (w1, r1); � (r1); � (w1, r1); � (r1); � (w0, r0); �
(r0)}

MATS {� (w0); � (r0, w1); � (r1)}

4 Proposed March XR Algorithm

Since the algorithm that is incorporated in the BIST plays an important role in
detecting the faults, it becomes important to select the algorithm which can detect
maximum faults. Rather than implementing multiple algorithms, which can increase
the testing time or consume larger area, it is appreciated to implement one algorithm
which covers most of the faults reducing testing time and area. Hence, the authors
propose a novel MARCH XR algorithm as shown in Table 2 which results in larger
fault coverage.

The finite state machine for the March XR algorithm is as shown in Fig. 1. The
algorithm is tested on a two-port memory RAM. For every port, at the corresponding
state, flags are set. For the FSM shown, the architecture is built as shown in Fig. 2.

BIST controller is designed as an FSM where in each state different read and
write operations are carried out according to the proposed algorithm MARCH XR
on memory. Different faults have been created in memory to test the controller. The
architecture is FSM-based BIST controller. The modules present in the architecture
are FSM, data generator, address generator, control generator, comparator, memory
wrapper, and the memory to be tested which is instantiated in the controller.

Table 2 Proposed March XR algorithm

Algorithm Description

Proposed March XR � W0 ⇓ (R0 W1) ⇑ (R1 W0) ⇓ R0 � W0 � (W0 R0) � R0 � W1 � (W1
R1) � R1

where
� W0 ⇓ (R0 W1) ⇑ (R1 W0) ⇓ R0 ⇑ W0 ⇓ (W0 R0) ⇑ W1 ⇓ (W1 R1)
W0—Write 0 W1—Write 1 R0—Read 0 R1—Read 0
�—Increasing or decreasing address value
⇓—Decreasing address value
⇑—Increasing address value
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Fig. 1 FSM for proposed March XR algorithm

Fig. 2 Proposed architecture for March XR algorithm
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5 Results and Discussion

In this section, the proposed March XR algorithm is evaluated for various test cover-
ages. To test various faults at different states, flags are set—f2, g2, f3, g3, etc., at
various states at port A and B. To test, various faults are created of the required type.
Table 3 shows various faults detected at each state. Proposed March XR algorithm
covers all the faults like destructive faults, coupling faults, transition faults, and stuck
at faults as shown in Table 4. The proposed algorithm is simulated and synthesized
using Xilins ISE 14.2 and implemented on Spartan-6 FPGA. A dual-port SRAM
of size 1024*8 is considered for testing. Various faults are introduced at different
memory location. Flags are set based on the faults detected. Figure 3a–c shows the
results of memory tested for faults. Figure 3a shows the BIST pass output. Both the
ports of memory are tested.

Figure 3b shows the read coupling fault occurring at address 75. As shown in the
figure along with in correct coupling fault at the same address other faults like stuck
at 0, coupling faults also occur.

At address 127, static coupling faults are tested as shown in Fig. 3c. Other faults
like transition, read destructive, and other coupling faults have also occurred at this
address. Proposed XR algorithm tests most of the faults in the memory. A compar-
ative study is made with respect to the existing algorithms. As shown in Table 4
MATS algorithm only covers faults like AF, RDF, and IRF; using this algorithm, it
is not possible to cover other dynamic faults mentioned in table. Similarly, MATS+,
MATS++ algorithms cover few faults. The proposed novel March XR algorithm
detects all mentioned faults.

6 Conclusion

The authors have presented a novel March XR algorithm. Dual-port SRAM of size
1024*8 is used as test memory. With FSM-based BIST architecture and March XR
algorithm, most of the faults like destructive faults, transition faults, stuck at faults,
and coupling fault are detected. These faults are created different memory locations
and later tested. A single March XR covers most of the faults; hence, the need to
design different algorithms is eliminated. Implemented BIST controller is faster in
testing and consumes less area.
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Table 3 Faults covered in each state

Faults f2,g2 f3,g3 f4,g4 f6,g6 f7,g7 f9,g9 f 10,g10

Stuck at 0 ✓ ✓ ✓

Stuck at 1 ✓ ✓ ✓ ✓

Write destructive fault 0 ✓ ✓

Write destructive fault 1 ✓ ✓

Incorrect read fault 0 ✓ ✓ ✓ ✓

Incorrect read fault 1 ✓ ✓ ✓

Read destructive fault 0 ✓ ✓ ✓ ✓

Read destructive fault 1 ✓ ✓ ✓

Deceptive read destructive fault 0 ✓

Deceptive read destructive fault 1 ✓

Idempotent coupling fault 0-10 ✓

Idempotent coupling fault 0-11 ✓

Idempotent coupling fault 1-00 ✓

Idempotent coupling fault 1-01 ✓

Inversion coupling fault 0-1 ✓ ✓

Incorrect read coupling fault ✓ ✓ ✓ ✓

Read destructive coupling fault ✓ ✓ ✓ ✓

Deceptive RD coupling fault ✓

Static coupling fault 00 ✓

Static coupling fault 01 ✓ ✓ ✓

Static coupling fault 10 ✓ ✓

Static coupling fault 11 ✓

Transition coupling fault 010 ✓

Transition coupling faul 011 ✓

Transition coupling fault 100 ✓

Transition coupling fault 101 ✓

Write destructive coupling fault ✓ ✓

Dynamic Incorrect read fault 0 ✓ ✓ ✓

Dynamic Incorrect read fault 1 ✓ ✓

Dynamic Read destructive fault 0 ✓ ✓ ✓ ✓

Dynamic Read destructive fault 1 ✓ ✓ ✓

Dynamic Deceptive RD fault 0 ✓

Dynamic Deceptive RD fault 1 ✓

Dynamic IR coupling fault 0 ✓ ✓ ✓

Dynamic RD coupling fault 0 ✓ ✓ ✓ ✓

Dynamic DRD coupling fault 0 ✓
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Fig. 3 a Memory tested for no fault. b Incorrect read coupling fault. c Static coupling faults
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Table 4 Comparison of traditional March algorithm with proposed March XR

Algorithm AF CF Dynamic RDF WDF DRDF IRF Transition

MATS ✓ ✕ ✕ ✓ ✕ ✕ ✓ Few

MATS+ ✓ ✕ ✕ ✓ ✕ ✕ ✓ Few

MATS++ ✓ Few Few ✓ ✕ ✕ ✓ ✓

MARCH X ✓ Few Few ✓ ✕ ✕ ✓ ✓

MARCH C ✓ Few Few ✓ ✕ ✕ ✓ ✓

Proposed March
XR

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
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Analysis of Heterogeneous Queueing
Model with Unreliable Server
and Working Vacation

M. Seenivasan, H. Manikandan, and K. S. Subasri

1 Prologue

The queueing theory applied until now all most the various real life environments
like bank, ticket counters, manufacturing system, communication network system,
and computer system, industrial and so on. Many researchers have investigated the
analytical aspect of heterogeneous servers or single server with intermittently avail-
able server queueingmodels throughout the different techniques. After completion in
hand service, interruption occurs in service period at random length of time is called
intermittently available service. The queueing model with an intermittently avail-
able server with single channel bulk service was analyzed by Chaudhry [1]. Ammar
Sherif [2] investigated queue with implement behavior in transient analysis of a two-
heterogeneous servers. Multi-server queueing with single WV was studied by Lin
and Ke [3]. Two heterogeneous server queue with intermittently server was analyzed
by Seenivasan et al. [4]. Levy andYechiali [5] explainedmultiserver queueing system
with server’s vacations. A study on multi-server queueing simulation was studied by
Shanmugasundaram and Punith [6].

Recently many authors investigated catastrophic customers in queueing model. If
the catastrophe occurs, all arrivals are destroyed or leave the system immediately. A
queueing networkwith catastrophes and product from solutionwas analyzed byChao
[7]. Vinodhini and Vindhya [8] Explained about transient solution of multiserver
model with catastrophes and impatient customers. M/M/C queueing system with
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occasionally suffers disastrous failure and all customer lost and the system restarts
immediately. Markovian queue having two heterogeneous servers with catastrophes
was studied by Indra andVijay Rajan [9]. Inmany real life situation, the server can be
work at different rate during the vacation period is called queue with working vaca-
tion. This queueing model is using in manufacturing and service sectors. As well as
queueing models where the server may subject to breakdowns and sent to repaired
[10].Was analyzes single serverM/G/1 queueing system subject to breakdown -some
reliability and queueing problems. A brief and useful explanation about queueing
system with more vacations was studied by Doshi [11]. Queuing Analysis, A Foun-
dation of performance Analysis of vacation and priority systems was explained by
Takagi [12]. M/M/1 queue with working vacation (M/M/1/MW) was analyzed by
Servi and Finn [13]. Working vacations queueing models with multiple types of
server breakdowns was explained by Jain and Jain [14]. Vinod [15] Was analyzed
about the service facility may have one or more identical servers that are subject to
breakdowns and repairs in unreliable queueing systems. Aissani and Artalejo [16]
Was explained on the single server retrial queue subject to breakdown. Seenivasan
and Indumathi [17] Was studied a retrial queueing model with unreliable server.
Transient and steady-state analysis of an M/M/1 queue with balking, catastrophes
and unreliable server was explained by Tarabia [18]. Non markovian retrial queue
subject to disasters and server failures was investigated by Wang and Li [19]. Alfa
[20] Discussed in vacation models in discrete time. Boudali and Economou [21] was
examined optimal and equilibrium balking strategies in the single server Markovian
queue with catastrophes.

The rest of paper has been arranged as follows. In Sect. 2 describe the construction
of model. In Sect. 3 is given the matrix geometric structure and solution. Also we
derived the stability condition of the model and some formulas for evaluation are
given in sub section of 3. Numerical study has been done and various evaluation of
result has been calculated in Sect. 4. Finally, in Sect. 5 given the conclusion for this
model.

2 Construction of the Model

The following assumption describe proposed for this model:

• Arriving customer of the system according to Poisson processes with rate λ.
• There are two heterogeneous servers providing the service with different rates.

Customer comes one by one receives the service based on first in first out queue
discipline. Both servers follow exponential distribution with service rates μ1 for
server1 and μ2 for server2 (i.e., μ1 �= μ2).

• Server2 goes to implements some important or odd jobs while queue length is
greater than zero. But before going to implements these odd jobs the server2 first
complete in his hand service. There are no customers in the queue, or equal to may
take vacations follow the exponential distribution with rate θ. If server2 saw the
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arriving customers in his vacation period, then he serve at the low rate or server2
immediately interrupt his vacation go to regular working state and serve with the
normal service rate.

• Intermittently available time of server2 follows exponential distribution with rate
ν.

• Server2may be fail or subject to breakdowns at random follows exponential distri-
bution with three different rates depending the states of server2. If the breakdown
occurs server2 is serving in regular working state, then the service with rate α1.
If the breakdown occurs server2 is serving in intermittently available state, then
the service with rate α2. If the breakdown occurs server2 is serving in working
vacation state, then the service rate with α0.

• Once the system is breakdown, then it enters the repaired immediately. The repair
time follows exponential distribution with rates β0 for breakdown occurs only
on server2 is serve in working state, β1 for breakdown occurs only on server2 is
serve in working vacation state and β2 for break down occurs only on server2 is
in intermittently state respectively.

• Catastrophe occurs follows exponential distribution with rate ξ.
• All processes are mutually independent and identical to each other.

In below figure shows that structure of transition diagram of this model (Fig. 1).
In the system, let us considerK(t) and n(t) be the status of server2 and the number

of customers at time t respectively, described as follows:

Fig. 1 Transition diagram of the model
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K (t) =

⎧
⎪⎪⎨

⎪⎪⎩

0, when server2 is inworking vacation
1, when server2 is in regular working state
2, when server2 is in intermittently available
3, when sever2 is in breaking down

K(t) and n(t) be the system state. Let the Markov process (MP) be {(n(t), K(t)),
t ≥ 0} with state space arranged in lexicographical order as given below:

� = {(0, 0)}
⋃

{(i, j); i ≥ 1, j ≡ 0, 1, 2, 3}

Q Matrix (called infinitesimal generator Matrix) is defined as

Q =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

B00 B01 · · · · · · · · · · · · · · · · · ·
B10 B11 A0 · · · · · · · · · · · · · · ·
A3 A1 B1 A0 · · · · · · · · · · · ·
A3 · · · A2 B2 A0 · · · · · · · · ·
A3 · · · · · · A2 B2 A0 · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

where,

B00 = (−λ); B01 = (λ 0 0 0);

A3 =

⎛

⎜
⎜
⎝

ξ

ξ

ξ

ξ

⎞

⎟
⎟
⎠, B10 =

⎛

⎜
⎜
⎝

μ1 + ξ

μ2b + ξ

μ1 + ξ

μ1 + ξ

⎞

⎟
⎟
⎠; A0 =

⎛

⎜
⎜
⎝

λ 0 0 0
0 λ 0 0
0 0 λ 0
0 0 0 λ

⎞

⎟
⎟
⎠

A1 =

⎛

⎜
⎜
⎝

μ1 μ2v 0 0
0 μ1 μ2b 0
0 0 μ1 0
0 0 0 μ1

⎞

⎟
⎟
⎠; A2 =

⎛

⎜
⎜
⎝

μ1 μ2v 0 0
0 μ1 + μ2b μ2b 0
0 0 μ1 0
0 0 0 μ1

⎞

⎟
⎟
⎠;

B11 =

⎛

⎜
⎜
⎜
⎝

−(λ + μ1 + ξ + θ + αo) θ 0 αo

0 −(λ + μ2b + ξ + α1) 0 α1

υ υ −(λ + μ1 + 2υ + ξ + α2) α2

β0 β1 β2 −(λ + μ1 + β0 + β1 + β2 + ξ)

⎞

⎟
⎟
⎟
⎠

;
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B1 =

⎛

⎜
⎜
⎜
⎜
⎝

−(λ + μ1 + μ2v + ξ + θ + αo) θ 0 αo
0 −(λ + μ1 + μ2b + ξ + α1) 0 α1
υ υ −(λ + μ1 + 2υ + ξ + α2) α2
β0 β1 β2 −(λ + μ1 + β0 + β1 + β2 + ξ)

⎞

⎟
⎟
⎟
⎟
⎠

B2 =

⎛

⎜
⎜
⎜
⎝

−(λ + μ1 + ξ + θ + αo) θ 0 αo

0 −(λ + μ1 + 2μ2b + ξ + α1) 0 α1

υ υ −(λ + μ1 + 2υ + ξ + α2) α2

β0 β1 β2 −(λ + μ1 + β0 + β1 + β2 + ξ)

⎞

⎟
⎟
⎟
⎠

3 Matrix Geometric Solution

Here 
 is given by 
 = (
0, 
1, 
2, …) is the static probability matrix such that

Q = 0 and 
e = 1. where 
0 = π00, 
1 = (π10, π11, π12, π13), 
2 = (π20, π21,
π22, π23) and 
i = (π i0, π i1, π i2, π i3) for i ≥ 1.

By satisfying steady state equations, sub vectors 
i’s are given.


0B00 + 
1B10 + 
2(1 − R)−1A3 = 0 (1)


0B01 + 
1B11 + 
2A1 = 0 (2)


0A0 + 
2(B1 + RA2) = 0 (3)


i A0 + 
i+1B2 + 
i+2A2 = 0 (4)

And


i = 
2R
i−2 for i ≥ 3 (5)

Let us denote rate matrix be R. Using matrix equation [22] it is irreducible non-
negative solution.

R2A2 + RB2 + A0 = 0 (6)

The normalizing equation is given by


0e + 
1e + 
2(1 − R)−1e = 1 (7)

Here ‘e’ is unit matrix.
From Eq. (6)

R = −[A0 + R2A2]B−1
2 (8)
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R matrix is found by iterative procedure with R(0) = 0

Rn+1 = −[A0 + R2
n A2]B−1

2 (9)

Using the above equation to solve R matrix and check all values of R will
monotonically increasing. And R is convergent to−B−1

2 and [A0+R2
n A2] is positive.

By considering matrix geometric procedure the steady state is obtained. 
 parti-
tioned as 
 = (π0, π1, π2, π3) is a stationary probability vector of the (reducible)
matrix generator from B = A2 + B2 + A0. Then B can be written as

B =

⎛

⎜
⎜
⎝

−S1 μ2v + θ 0 α0

0 −S2 μ2b α1

υ υ −S3 α2

β0 β1 β2 −S4

⎞

⎟
⎟
⎠

where,

S1 = μ2 + ξ + θ + α0,

S2 = μ2b + α1 + ξ,

S3 = 2ν + α2 + ξ,

S4 = β0 + β1 + β2 + ξ

In MP B matrix is minimal generator. Also unique equations is fulfilled by 



B = 0 and 
e = 1 (10)

We have,


0=[1 + ω0 + ω1 + ω2]
−1 (11)


1 = ω0
0 (12)


2 = ω1
0 (13)


3 = ω2
0 (14)

where,

ω0 = (S1 + μ2v + θ)(β2α2 − S3S4) + (μ2bα2 + S3α0)(β0 − β1)

S2(β2α2 − S3S4) − (μ2bα2 + S3α1)(β0 − β1)

ω1 = S1
ν

− S1 + μ2v + θ

β0 − β1
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− S2[(S1 + μ2v + θ)(β2α2 − S3S4) + (μ2bα2 + S3α0)(β0 − β1)]β0

(β0 − β1)[S2(β2α2 − S3S4) − (μ2bα2 + S3α1)(β0 − β1)]υ

ω2 = S1 + μ2v + θ

β0 − β1

− S2[(S1 + μ2v + θ)(β2α2 − S3S4) + (μ2bα2 + S3α0)(β0 − β1)]
(β0 − β1)[S2(β2α2 − S3S4) − (μ2bα2 + S3α1)(β0 − β1)]

Now applying the stability condition
A0e <
A2e for QBD process inQmatrix.
We get

λ[1 + (ω0 + ω1 + ω2)(1 + 
0)] < μ1[1 + (ω0 + ω1 + ω2)(1 + 
0)] + ω2
0μ2

(15)

3.1 Evaluation of the Results

The evaluation of result is used to find the probabilities of server states expressed
below:

• Prob. of system is empty (Pemp) = 
0.
• Prob. of server2 is in intermittently available state (P2int) = ∑∞

j=1 π j2 + 
0.
• Prob. of server2 is in working state (P2working) = 1 − P2int.
• Prob. of server2 is in Breakdown state (P2bd) = ∑∞

j=1 π j3.
• Prob. of server2 is in working vacation state (P2WV) = ∑∞

j=1 π j0 + 
0.
• Expected no. of customer in system (MNS) 
= 
1e + 
2(I − R)−1e + 
2(I −

R)−2e.

4 Numerical Study

In this section, we have illustrated numerical results by the described method of
this paper, to gain and understand the execution of parameter λ on the specific
probabilistic description characteristics of the system.

We find the probability vectors in varying values of λ and other values are fixed,
which are in Tables 1, 2, 3, 4 and 5.

Example 1 Let us consider λ = 0.01, μ1 = 0.5, μ2v = 0.4, μ2b = 0.6, υ = 0.04, α0

= 0.3, α1 = 0.2, α2 = 0.4, β0 = 0.2, β1 = 0.8, β2 = 0.6, ξ = 0.02 and θ = 0.7 and
the

Values of R matrix is
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Table 1 Probability vectors for λ = 0.01


i π i0 π i1 π i2 π i3 Total


0 0.96336 0.96336


1 0.01426 0.01233 0.00006 0.00002 0.02667


2 0.00102 0.00007 0.00001 0.00004 0.00114


3 0.00006 0.00004 0.00000 0.00002 0.00012


4 0.00000 0.00000 0.00000 0.00000 0.00000


5 0.00000 0.00000 0.00000 0.00000 0.00000

Total 0.99129

Table 2 Probability vectors for λ = 0.05


i π i0 π i1 π i2 Π i3 Total


0 0.92323 0.92323


1 0.02033 0.02429 0.01076 0.01135 0.06673


2 0.00089 0.00145 0.00099 0.00071 0.00404


3 0.00002 0.00006 0.00007 0.00004 0.00019


4 0.00001 0.00003 0.00005 0.00002 0.00006


5 0.00000 0.00000 0.00000 0.00000 0.00000

Total 0.99425

Table 3 Probability vectors for λ = 0.1


i π i0 π i1 π i2 π i3 Total


0 0.84588 0.84588


1 0.00307 0.07004 0.00054 0.07534 0.14622


2 0.00014 0.00379 0.00040 0.00035 0.00469


3 0.00001 0.00022 0.00007 0.00005 0.00035


4 0.00000 0.00001 0.00001 0.00000 0.00002


5 0.00000 0.00000 0.00000 0.00000 0.00000

Total 0.99716

R =

⎛

⎜
⎜
⎝

0.00531 0.00242 0.00068 0.00108
0.00007 0.00548 0.00037 0.00059
0.00048 0.00140 0.01138 0.00234
0.00066 0.00269 0.00348 0.00569

⎞

⎟
⎟
⎠

Assignee matrix R in Eqs. (1), (2) and (3) the sub vectors π i0, π i1, π i2 and π i3 are
obtained. Using the normalization condition 
0e + 
1e + 
2[I − R]−1e = 1 for
the numerical rates from above, the vector 
2 is given by 
2 = (0.00102, 0.00007,
0.00001, 0.00004). The remaining vectors 
i’s are obtained from the relation 
i =
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Table 4 Probability vectors for λ = 0.2


i π i0 π i1 π i2 π i3 Total


0 0.72312 0.72312


1 0.00464 0.19718 0.00329 0.03263 0.23774


2 0.00050 0.02955 0.00212 0.00011 0.03228


3 0.00011 0.00325 0.00092 0.00049 0.00477


4 0.00003 0.00041 0.00029 0.00019 0.00092


5 0.00001 0.00006 0.00008 0.00003 0.00018


6 0.00000 0.00001 0.00002 0.00001 0.00004


7 0.00000 0.00000 0.00001 0.00000 0.00001


8 0.00000 0.00000 0.00000 0.00000 0.00000

Total 0.99906

Table 5 Probability vectors for λ = 0.5


i π i0 π i1 π i2 π i3 Total


0 0.42701 0.42701


1 0.14340 0.17684 0.04599 0.00573 0.37196


2 0.03360 0.06099 0.00037 0.01092 0.10588


3 0.00809 0.02132 0.00845 0.00662 0.04448


4 0.00226 0.00809 0.00732 0.00365 0.02132


5 0.00079 0.00348 0.00497 0.00203 0.01127


6 0.00035 0.00169 0.00311 0.00116 0.00631


7 0.00018 0.00090 0.00188 0.00067 0.00363


8 0.00010 0.00051 0.00113 0.00040 0.00214


9 0.00006 0.00029 0.00067 0.00023 0.00125


10 0.00003 0.00017 0.00040 0.00014 0.00074


11 0.00002 0.00010 0.00024 0.00008 0.00042


12 0.00001 0.00006 0.00014 0.00005 0.00026


13 0.00001 0.00004 0.00008 0.00003 0.00016


14 0.00000 0.00002 0.00005 0.00002 0.00009


15 0.00000 0.00001 0.00003 0.00001 0.00005


16 0.00000 0.00001 0.00002 0.00001 0.00004


17 0.00000 0.00000 0.00001 0.00000 0.00001


18 0.00000 0.00000 0.00001 0.00000 0.00001


19 0.00000 0.00000 0.00000 0.00000 0.00000

Total 0.99937
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2Ri−2, i = 3, 4, 5,.. and shown in Table 1. Columns 2, 3, 4 and 5 are constitute the
four values of 
i, i = 0,1,2,3,… and the total values of four components given in
last column. Finally the total probability is verified as 0.99129 ≈ 1.

Example 2 Let us consider λ = 0.05, μ1 = 0.5, μ2v = 0.4, μ2b = 0.6, ν = 0.04, α0

= 0.3, α1 = 0.2, α2 = 0.4, β0 = 0.2, β1 = 0.8, β2 = 0.6, ξ = 0.02 and θ = 0.7 and
the values of R matrix is

R =

⎛

⎜
⎜
⎝

0.002619 0.01211 0.00378 0.00552
0.00036 0.02754 0.00233 0.00306
0.00237 0.00695 0.05628 0.01157
0.00326 0.01337 0.01731 0.02815

⎞

⎟
⎟
⎠

Assignee matrix R in Eqs. (1),(2) and (3) sub vectors π i0, π i1, π i2 and π i3 are
obtained. Using the normalization condition 
0e + 
1e + 
2[I − R]−1e = 1 for
the numerical rate from above, the vector 
2 is given by 
2 = (0.00089, 0.00145,
0.00099, 0.00071). The rest of 
i’s are found from 
i = 
2Ri−2, i = 3, 4, 5.... are
shown in Table 2. Remaining columns are constitute four values of 
i, i = 0, 1, 2, 3
3,… and the total values of four components given in last column. Finally the total
probability is verified as 0.99425 ≈ 1.

Example 3 Let us consider λ = 0.1, μ1 = 0.5, μ2v = 0.4, μ2b = 0.6, ν = 0.04, α0

= 0.3, α1 = 0.2, α2 = 0.4, β0 = 0.2, β1 = 0.8, β2 = 0.6, ξ = 0.02 and θ = 0.7 and
the values of R matrix is

R =

⎛

⎜
⎜
⎝

0.05145 0.02456 0.00853 0.01104
0.00075 0.05409 0.00562 0.00617
0.00469 0.01480 0.01115 0.02288
0.00641 0.02708 0.03506 0.05559

⎞

⎟
⎟
⎠

Assignee matrix R in Eqs. (1), (2) and (3) sub vectors π i0, π i1, π i2 and π i3 are
obtained. Using the normalization condition 
0e + 
1e + 
2[I − R]−1e = 1 for
the numerical rates from above, the vector 
2 is given by 
2 = (0.00014, 0.00379,
0.00040, 0.00035). The remaining vectors 
i’s are obtained from the relation 
i =

2Ri−2, i = 3, 4, 5 are shown in Table 3. Remaining columns are constitute four
values of 
i, i = 0, 1, 2 3,... and the total values of four components given in last
column. Finally the total probability is verified as 0.99716 ≈ 1.

Example 4 Let us consider λ = 0.2, μ1 = 0.5, μ2v = 0.4, μ2b = 0.6, ν = 0.04, α0

= 0.3, α1 = 0.2, α2 = 0.4, β0 = 0.2, β1 = 0.8, β2 = 0.6, ξ = 0.02 and θ = 0.7 and
the values of R matrix is

R =

⎛

⎜
⎜
⎝

0.09795 0.04894 0.02035 0.02168
0.00154 0.10658 0.01507 0.01272
0.00863 0.03089 0.21626 0.04428
0.01169 0.05413 0.07133 0.10811

⎞

⎟
⎟
⎠
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Assignee matrix R in Eqs. (1), (2) and (3) sub vectors π i0, π i1, π i2 and π i3 are
obtained. Using the normalization condition 
0e + 
1e + 
2[I − R]−1e = 1 for
the numerical rates from above, the vector 
2 is given by 
2 = (0.00050, 0.02955,
0.00212, 0.00011). The remaining vectors 
i’s are obtained from the relation 
i =

2Ri−2, i = 3, 4, 5 and shown in Table 4. Remaining columns are constitute four
values of 
i, i = 0, 1, 2, 3,… and the total values of four components given in last
column. Finally the total probability is verified as 0.99906 ≈ 1.

Example 5 Let us consider λ = 0.5, μ1 = 0.5, μ2v = 0.4, μ2b = 0.6, ν = 0.04, α0=
0.3, α1 = 0.2, α2 = 0.4, β0 = 0.2, β1 = 0.8, β2 = 0.6, ξ = 0.02 and θ = 0.7 and the
values of R matrix is

R =

⎛

⎜
⎜
⎝

0.22332 0.12610 0.07484 0.05371
0.00472 0.25528 0.06136 0.03386
0.02003 0.08662 0.49588 0.09951
0.02712 0.013578 0.18360 0.24878

⎞

⎟
⎟
⎠

Assignee matrix R in Eqs. (1), (2) and (3) sub vectors 
0, 
1, 
2 and 
3 are
obtained. Using the normalization condition 
0e + 
1e + 
2[I − R]−1e = 1 for
the numerical rates from above, the vector 
2 is given by 
2 = (0.03360, 0.06099,
0.00037, 0.01092). The remaining vectors 
i’s are obtained from the relation 
i =

2Ri−2, i = 3, 4, 5 and shown in Table 5. Remaining columns are constitute four
values of 
i, i = 0, 1, 2, 3,… and the total values of four components given in last
column. Finally the total probability is verified as 0.99937 ≈ 1.

4.1 Evaluation of the Results

From the probability vectors, then find some results of evaluation such as prob. of
system is empty, prob. of server2 is in regular working, prob. of server2 is in WV,
prob. of server2 is in intermittently available, prob. of server2 is in breakdown and
MNS. Varying the parameter λ = 0.01 to 0.5, the performance measures shown in
Table 6.

Table 6 Effect of λ on performance measures

λ 0.01 0.05 0.1 0.2 0.5

Pemp 0.95336 0.92323 0.84588 0.72312 0.42701

P2int 0.96343 0.93510 0.84690 0.72985 0.50160

P2working 0.03550 0.0649 0.15310 0.27015 0.49840

P2wv 0.97870 0.94448 0.84911 0.75358 0.61591

P2bd 0.96344 0.93535 0.92162 0.75658 0.45511

MNS 0.02898 0.07544 0.15689 0.31827 0.91885
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Fig. 2 Arrival versus probability of system is empty

Fig. 3 Arrival versus probability server2 is intermittently available

If arrival rate increasingwith parameterλ, then the bothPempandp2int decreasing
correspondingly, as shown in Figs. 2 and 3. Then p2working to be increased as exhibit
in Fig. 4. Then the probability of server2 is working vacation and breaking downs are
decreased as appear in Figs. 5 and 6. And also if arrival rate increasing, then MNS
increasing correspondingly as exhibit in Fig. 7.

5 Conclusion

In this paper, we studied M/M/2 heterogeneous servers, server1 always available
and server2 is intermittently available server and unreliable server. In this model
server2 is in working vacation or to vacation interruption. Steady state probability
vectors are found using by matrix geometric procedure. Finally analyzed the effect
of performance measures with different parameters.
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Fig. 4 Arrival versus probability of server2 is working

Fig. 5 Arrival versus probability of server2 is working vacation
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Fig. 6 Arrival versus probability of server2 is breakdown

Fig. 7 Arrival versus mean number of customers in the system
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Performance Analysis of Single Server
Low-priority Queue Based on Electronic
Transmitter

R. Ramesh and M. Seenivasan

1 Introduction

A transmitter is a small discrete electronic apparatus. A transceiver contains the
transmitter and a receiver. The transmitters are frequently contracted as “XMTR” or
“TX” by technological archives. On over a length, the transmitter intends the radio
communication of data. The transmitter collects the inputs for to transmit by the
electronic sign structures, namely a voice gesture, a visual gesture and binary codes
gestures from an analog computer, and so on…. The transmitters did the modulation
process with the help of transmission frequent waves (transform gesture). All of these
gestures have been increased to transform on various assorted combinations. More
modulation forms are also used. Here, the signals (data) are providing (arrival) to the
transmitter by the form of a queue in the Poisson process, and it transmits (service)
the data by exponential distribution (Fig. 1).

For the time being,we confront huge priority-based issues in the queueing ambient
which are transmission of data, hospitals, banks, medical shops, petrol stations,
dialing the phone calls, and so on…. Underscore the significance of time admin-
istration is the uttermost concentrate of all investigators. The queueing models are
taking very emphatic role in this present situation. The definitions, theorems [3, 5, 9],
and queueing models are hugely momentous for our analysis determination. On this
perpetual environment, frequently, we pertain the fuzzy logic and applications [10,
22]. Once in a while, we touch the priority conjecture [15] in the queueing situations.
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Fig. 1 Process of electronic transmitter

In some tasks, the priorities are accepted immediately, and in someother tasks, it takes
more time. These performances could be computed with fuzzy syllogism [7, 13].

Altogether, the customers of class 1 (with priority) and customers of class 2
(without priority) are serviced by same server. But the cost measures are entirely
different for these customers [19]. In this everlasting situation, the preemptive
priority-based customers are basically intended as the customers of special class
1. This was the additional privilege for the above-mentioned customers. But the non-
preemptive priority-based customers [14, 16] are always normal in consideration.
Howbeit, practically, these customers of class 1 are finer than class 2 customers.

Multifarious authors have so far employed multihued ranking techniques [1, 2, 4,
6, 12] for finding the fuzzy queues performances. Robust ranking technique [11] is
weighed as awell-known ranking technique. But the distance-based rankingmethods
are very fashionable [16–18, 20, 21].

The centroid of incenters [8] ranking method of working is utilized for estimating
the electronic transmitter’s performances in the shape of queuing models with fuzzy
parameters. This strategy is vastly contented for appraising the concrete classical
utilities for these queueing models.

2 Preambles

2.1 Fuzzy Set

The fuzzy set Ã = {(
x, φ Ã(x)

); x ∈ U
}
can be figured by the membership function

φ Ã tends the members of universal set U to unit segment [0, 1]. (i.e.) The mapping
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φ Ã : U → [0, 1] [0, 1] is named as the degree of membership function of Ã and
φ Ã(x) is termed as the membership utility for x m U in the fuzzy set Ã.

2.2 Triangular Fuzzy Number

The triangular fuzzy number Ã(x) is represented by Ã(a1, a2, a3; 1) with the
membership function

ϕ−
A (x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x−a1
a2−a1

, a1 ≤ x ≤ a2
1, x = a2

x−a3
a2−a3

, a2 ≤ x ≤ a3
0x or else

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

2.3 Trapezoidal Fuzzy Number

The trapezoidal fuzzy number Ã(x) is represented by Ã(a1, a2, a3, a4; 1) and its
membership function

ϕ−
A (x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x−a1
a2−a1

, a1 ≤ x ≤ a2
1, a2 ≤ x ≤ a3

x−a4
a3−a4

, a3 ≤ x ≤ a4
0 or else

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

3 Non-preemptive Priority Fuzzy Queues

Let us consider the K-th priority signals (data) appeared in a single passage queue
with Poisson stream and their rate in fuzzy parameter be λ̃k, (k = 1, 2, 3, . . . , r). The
service is done by the exponential distribution with rate in fuzzy parameter μ̃. This
service is followed by FCFS discipline with their respective priorities. Appraise the
dispersal of service for this priority is exponentialmean rate 1/μ̃k units.Without break
of priorities, the service should be begun and finished with in a new entry is allowed.
All of we know that ρk = λk

μk
(1 ≤ k < r), σk = ∑k

i=1 ρi (σ0 ≈ 0, σr ≈ ρ). At σr =
ρ < 1, the system will be stationary. Let ϕ−

λ , ϕ−
μ indicate the membership functions

for λ̃, μ̃. Then, we own the following fuzzy sets: λ̃i = {(
s, ϕ−

λ (s)
) |s ∈ S and

α
μ ={(

t, ϕ−
μ (t)

)|t ∈ T , where S and T are crisp rates of arrival and service individually.
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Consider F(S, T ) be the system habit of attentiveness and s and t are fuzzy numerals.
Now, let us consider the performance expedients of priority queues (non-preemptive).
By using steady-state contexts ρk = λk

μk
< 1, and all other elemental queuing theory

formulas.

The mean number of units in the queue Lq = ∑r
i=1 L

(i)
q = ∑r

i=1

λi
∑r

k=1
ρk
μk

(1−σi−1)(1−σi )

The time spent by an unit in queue Wq = ∑r
i=1

λiw
(i)
q

λ
, where w(i)

q =
∑r

k=1
ρk
μk

(1−σi−1)(1−σi )

Contemplate a system of four priority queues (i.e., the arrival rates λ̃i , i = 1, 2, 3,
4) with single server.

By this conception, the FM/FM/1/L queue will be minimized as M/M/1 model
along with uniform rates of service.

(i.e.) μ̃1 = μ̃2 = μ̃3 = μ̃4 = μ̃,
We knew that

ρ̃1 = λ̃1

μ̃1
, ρ̃2 = λ̃2

μ̃2
, ρ̃3 = λ̃3

μ̃3
and ρ̃4 = λ̃4

μ̃4

Since ρ̃ = ρ̃1 + ρ̃2 + ρ̃3 + ρ̃4,

λ̃ = λ̃1 + λ̃2 + λ̃3 + λ̃4; ρ̃ = λ̃1 + λ̃2 + λ̃3 + λ̃4

μ̃

Also

w(i)
q =

ρ̃1+ρ̃2+ρ̃3+ρ̃4

μ̃

(1 − σi−1)(1 − σi )
and L(i)

q = (ρ̃1 + ρ̃2 + ρ̃3 + ρ̃4)ρ̃i

(1 − σi−1)(1 − σi )

The average number of signals (data) in the system

Ls = Lq

ρ
=

∑v
i=1 L

(i)
q∑γ

i=1 ρi

The waiting time of each data in the system

Ws = Ls

λ
=

∑v
i=1 L

(i)
s∑γ

i=1 λi

From which we deduce that

w(1)
q = ρ̃

μ̃ − λ̃1

;w(2)
q = ρ̃

(1 − ρ̃1 − ρ̃2)
(
μ̃ − λ̃1

) ;

w(3)
q = ρ̃

(1 − ρ̃1 − ρ̃2 − ρ̃3)
(
μ̃ − λ̃1 − λ̃2

)
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w(4)
q = ρ̃

(1 − ρ̃1 − ρ̃2 − ρ̃3)(μ̃ − λ̃)
;

L(1)
q = ρ̃ ρ̃1

(1 − ρ̃1)
; L(2)

q = ρ̃ ρ̃2

(1 − ρ̃1 − ρ̃2)(1 − ρ̃1)
;

L(3)
q = ρ̃ ρ̃3

(1 − ρ̃1 − ρ̃2 − ρ̃3)(1 − ρ̃1 − ρ̃2)
;

L(4)
q = ρ̃ ρ̃4

(1 − ρ̃1 − ρ̃2 − ρ̃3)(1 − ρ̃)
;

L(1)
s = L(1)

g

ρ̃1
; L(2)

s = L(2)
g

ρ̃2
; L(3)

s = L(3)
g

ρ̃3
; L(4)

s = L(4)
g

ρ̃4
;

W (1)
s = L(1)

g

λ1
; W (2)

s = L(2)
g

λ2
; W (3)

s = L(3)
g

λ3
; W (4)

s = L(4)
g

λ4

4 Centroid of Incenters Ranking Method

On numerous optimization sums, the “fuzzy numerals sort technique” takes a huge
contribution in the world. In the past periods, more inventors were used centroid
grounded routine to sort the fuzzy numerals. Because the centroid is an equipoise tip
(gravity point) for every planar shape. Here, we suggest a new incenter-based ranking
approach for attaining the performances of priority queues (non-preemptive) under
fuzzy environment. Consider the trapezoid PABS, and this subdivided toward	PAC,
	CBS, and 	PCS. We get I1, I2, and I3 (incenters) from	PAC, 	CBS, and 	PCS.
We made a 	 (I1 I2 I3) with these non-collinear incenters. Then, we can find the
centroid G from	 (I1 I2 I3) which is contemplated as the reference point for defining
the ranking function. G will be equidistant to I1, I2, and I3 (Fig. 2).

Account a generalized trapezoidal fuzzy number Ã = (a1, a2, a3, a4;w).
The incenters of the triangles PAC, CBS, and PCS are

I1(xi1, yi1) =
(
a1α1 + a2β1 + a2+a3

2 γ1

α1 + β1 + γ1
,

w(β1 + γ1)

α1 + β1 + γ1

)

;

I2(xi2, yi2) =
(
a1α2 + a2+a3

2 β2 + a4γ2
α2 + β2 + γ2

,
wβ2

α2 + β2 + γ2

)

and

I3(xi3, yi3) =
(

a2+a3
2 α3 + a3β3 + a4γ3

α3 + β3 + γ3
,

wβ2

α3 + β3 + γ3

)
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Fig. 2 Centroid of incenters

respectively.
Where

α1 = (a3 − a2);

β1 = 1

2

√
(a2 + a3 − 2a1)

2 + 4W 2;

γ1 =
√

(a2 − 2a1)
2 + W 2;

α2 = 1

2

√
(2a4 − a2 − a3)

2 + 4W 2;

β2 = (a4 − a1);

γ2 = 1

2

√
(a2 + a3 − 2a1)

2 + 4W 2;

α3 =
√

(a4 − a3)
2 + W 2;

β3 = 1

2

√
(2a4 − a2 − a3)

2 + 4W 2;

γ3 = (a3 − a2)
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The centroid GÃ(x̃0, ỹ0) of 	 (I1 I2 I3) with incenters I1, I2, and I3 of the
generalized trapezoidal fuzzy number.

Ã = (a1, a2, a3, a4;w) as GÃ(x̃0, ỹ0) = ( xi1+xi2+xi3
3 ,

yi1+yi2+yi3
3

)

The ranking function for the generalized trapezoidal fuzzy number.
Ã = (a1, a2, a3, a4;w) which is mapping every fuzzy number to real numerals is

termed by R( Ã) = x̃0 ∗ ỹ0.
As a special case, for a generalized triangular fuzzy number Ã = (a1, a2, a4;w).
(i.e., a2 = a3), the centroid GA, with incenters I1, I2, and I3 as
GÃ(x̃0, ỹ0) = ( xi1+xi2+xi3

3 ,
yi1+yi2+yi3

3

)
.

The ranking function of the generalized triangular fuzzy number.
Ã = (a1, a2, a4;w) which maps the set of all fuzzy numbers to a set of real

numbers is defined as R( Ã) = x̃0 ∗ ỹ0.

5 Real-life Application

In this pandemic situation of COVID-19, disease cases news take place in KODAI
FM100.5 radio station, where some of the news are awaiting to transmit. At this state,
each news is under exigency to transmit, and the radio station allows (non-preemptive
priority only) the COVID-19 disease cases news only. But some of the news agents
want to transmit their data with some low priorities, especially for festival business
advertisements. In the present critical moment, we are calculating the mean waiting
duration, moderate queue length along four priorities. Besides, we are analyzing how
the above quantities have prolonged by those priorities.

5.1 For Trapezoidal Fuzzy Number

Hold the data providing rates for 1st, 2nd, 3rd, and 4th priority entities are
λ̃1 = [1, 2, 4, 5:1], λ̃2 = [2, 3, 5, 6:1], λ̃3 = [3, 4, 6, 7:1], λ̃4 = [4, 5, 7, 8:1] and

clone transmission rate μ̃ = [22, 23, 25, 26:1] all per hour at once.
The membership function for [1, 2, 4, 5:1] can be

ϕ−
λ (x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(x−1)
(2−1) , 1 ≤ x ≤ 2

1, 2 ≤ x ≤ 4
(x−5)
(4−5) , 4 ≤ x ≤ 5

0, or else

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

Alike, all the remaining trapezoidal fuzzy numbers are followed by the similar
form. At present, the ranking indices of λ̃ and μ̃ by our proposed approach are



354 R. Ramesh and M. Seenivasan

R
(
λ̃1

)
= R(1, 2, 4, 5:1) =

(
1.89 + 3 + 5.35

3

)
×

(
0.64 + 0.47 + 0.64

3

)
= 1.97

R
(
λ̃2

)
= R(2, 3, 5, 6:1) =

(
2.89 + 4 + 5.1

3

)
×

(
0.64 + 0.47 + 0.64

3

)
= 2.006

R
(
λ̃3

)
= R(3, 4, 6, 7:1) =

(
3.89 + 5 + 6.1

3

)
×

(
0.64 + 0.47 + 0.64

3

)
= 2.89

R
(
λ̃4

)
= R(4, 5, 7, 8:1) =

(
4.89 + 6 + 7.1

3

)
×

(
0.64 + 0.47 + 0.64

3

)
= 3.47

R(μ̃) = R(22, 23, 25, 26:1) =
(
22.89 + 24 + 25.1

3

)
×

(
0.64 + 0.47 + 0.64

3

)
= 1.97

and

R(λ̃) = 10.26, R(ρ̃1) = 0.141, R(ρ̃2) = 0.144,

R(ρ̃3) = 0.2, R(ρ̃4) = 0.24, R(ρ̃) = 0.74

Now,

Mean waiting duration of 1st priority in the queue = w(1)
q = ρ̃

μ̃−λ̃1
= 0.061

Mean waiting duration of 2nd priority in the queue = w(2)
q = ρ̃

(1−ρ̃1−ρ̃2)(μ̃−λ̃1)
=

0.086
Mean waiting duration of 3rd priority in the queue = w(3)

q =
ρ̃

(1−ρ̃1−ρ̃2−ρ̃3)(μ̃−λ̃1−λ̃2)
= 0.144

Mean waiting duration of 4th priority in the queue = w(4)
q = ρ̃

(1−ρ̃1−ρ̃2−ρ̃3)(μ̃−λ)
=

0.393
The mean number of data in the queue about 1st priority= L(1)

q = ρ̃ ρ̃1

(1−ρ̃1)
= 0.121

The mean number of data in the queue about 2nd priority =

L(2)
q = ρ̃ ρ̃2

(1 − ρ̃1 − ρ̃2)(1 − ρ̃1)
= 0.173

The mean number of data in the queue about 3rd priority =

L(3)
q = ρ̃ ρ̃3

(1 − ρ̃1 − ρ̃2 − ρ̃3)(1 − ρ̃1 − ρ̃2)
= 0.402

The mean number of data in the queue about 4th priority =

L(4)
q = ρ̃ ρ̃4

(1 − ρ̃1 − ρ̃2 − ρ̃3)(1 − ρ̃)
= 1.326

The mean number of data in the system about 1st priority = L(1)
s = L(1)

g

ρ̃1
= 0.858

The mean number of data in the system about 2nd priority = L(2)
s = L(2)

g

ρ̃2
= 1.2
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Table 1 Performance measures of Wq, Lq, Ls, and Ws (units)

Priorities Wq (units) Lq (units) Ls (units) Ws (units)

1 0.061 0.121 0.858 0.44

2 0.086 0.173 1.2 0.6

3 0.144 0.402 2.01 0.7

4 0.393 1.326 5.53 1.62

Fig. 3 Performance
measures of Wq, Lq, Ls, and
Ws (units)

The mean number of data in the system about 3rd priority = L(3)
s = L(3)

g

ρ̃3
= 2.01

The mean number of data in the system about 4th priority = L(4)
s = L(4)

g

ρ̃4
= 5.53

Mean waiting duration of 1st priority in the system = W (1)
s = L(1)

g

λ1
= 0.44

Mean waiting duration of 2nd priority in the system = W (2)
s = L(2)

g

λ2
= 0.6

Mean waiting duration of 3rd priority in the system = W (3)
s = L(3)

g

λ3
= 0.7

Mean waiting duration of 4th priority in the system = W (4)
s = L(4)

g

λ4
= 1.62 (Table

1 and Fig. 3).

5.2 For Triangular Fuzzy Number

Conceive the data providing rates for 1st, 2nd, 3rd, and 4th priority entities are
λ̃1 = [1, 4, 5 : 1], λ̃2 = [2, 5, 6 : 1], λ̃3 = [3, 6, 7 : 1], λ̃4 = [4, 7, 8 : 1]

and clone transmission rate μ̃ = [22, 25, 26:1] all per hour at once.
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The membership function for [1, 4, 5:1] can be

ϕ−
λ (x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(x−1)
(4−1) , 1 ≤ x ≤ 4

1, x = 4
(x−5)
(4−5) 4 ≤ x ≤ 5

0, or else

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

Furthermore, all the remaining trapezoidal fuzzy numbers are followed by the
similar form. At present, the ranking indices of λ̃ and μ̃ by our proposed approach
are

R
(
λ̃1

)
= R(1, 2, 5 : 1) =

(
2 + 2.12 + 2

3

)
×

(
1 + 0.47 + 1

3

)
= 1.67

R
(
λ̃2

)
= R(2, 3, 6 : 1) =

(
3 + 3.12 + 3

3

)
×

(
1 + 0.47 + 1

3

)
= 2.49

R
(
λ̃3

)
= R(3, 4, 7 : 1) =

(
4 + 4.12 + 4

3

)
×

(
1 + 0.47 + 1

3

)
= 3.31

R
(
λ̃4

)
= R(4, 5, 8 : 1) =

(
5 + 5.12 + 5

3

)
×

(
1 + 0.47 + 1

3

)
= 4.13

R(μ̃) = R(22, 23, 26 : 1) =
(
23 + 23.12 + 23

3

)
×

(
1 + 0.47 + 1

3

)
= 18.89

and

R(λ̃) = 11.42, R(ρ̃1) = 0.088, R(ρ̃2) = 0.131, R(ρ̃3) = 0.175,

R(ρ̃4) = 0.209, R(ρ̃) = 0.604

From basic queuing theory formulas,

Mean waiting duration of 1st priority in the queue = w(1)
q = ρ̃

μ̃−λ̃1
= 0.035

Mean waiting duration of 2nd priority in the queue =

w(2)
q = ρ̃

(1 − ρ̃1 − ρ̃2)
(
μ̃ − λ̃1

) = 0.044

Mean waiting duration of 3rd priority in the queue =

w(3)
q = ρ̃

(1 − ρ̃1 − ρ̃2 − ρ̃3)
(
μ̃ − λ̃1 − λ̃2

) = 0.068

Mean waiting duration of 4th priority in the queue =
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w(4)
q = ρ̃

(1 − ρ̃1 − ρ̃2 − ρ̃3)(μ̃ − λ)
= 0.80

The mean number of data in the queue about 1st priority= L(1)
q = ρ̃ ρ̃1

(1−ρ̃1)
= 0.058

The mean number of data in the queue about 2nd priority =

L(2)
q = ρ̃ ρ̃2

(1 − ρ̃1 − ρ̃2)(1 − ρ̃1)
= 0.110

The mean number of data in the queue about 3rd priority =

L(3)
q = ρ̃ ρ̃3

(1 − ρ̃1 − ρ̃2 − ρ̃3)(1 − ρ̃1 − ρ̃2)
= 0.223

The mean number of data in the queue about 4th priority =

L(4)
q = ρ̃ ρ̃4

(1 − ρ̃1 − ρ̃2 − ρ̃3)(1 − ρ̃)
= 0.527

The mean number of data in the system about 1st priority = L(1)
s = L(1)

g

ρ̃1
= 0.61

The mean number of data in the system about 2nd priority = L(2)
s = L(2)

g

ρ̃2
= 0.84

The mean number of data in the system about 3rd priority = L(3)
s = L(3)

g

ρ̃3
= 1.27

The mean number of data in the system about 4th priority = L(4)
s = L(4)

g

ρ̃4
= 2.52

Mean waiting duration of 1st priority in the system = W (1)
s = L(1)

g

λ1
= 0.31

Mean waiting duration of 2nd priority in the system = W (2)
s = L(2)

g

λ2
= 0.34

Mean waiting duration of 3rd priority in the system = W (3)
s = L(3)

g

λ3
= 0.38

Mean waiting duration of 4th priority in the system= W (4)
s = L(4)

g

λ4
= 10.64 (Table

2 and Fig. 4).

Table 2 Performance measures of Wq, Lq, Ls, and Ws (units)

Priorities Wq (units) Lq (units) Ls (units) Ws (units)

1 0.035 0.088 0.61 0.31

2 0.044 0.110 0.84 0.34

3 0.068 0.223 1.27 0.38

4 0.080 0.527 2.52 0.64
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Fig. 4 Performance
measures of Wq, Lq, Ls, and
Ws (units)

6 Outcome

This article has diagnosed with afresh blueprint for expedients of performance of
electronic transmitter in the formation of single server queuing model with fuzzy
parameters by “fuzzy numerals sort technique” which are simple and more accurate.
This method is very elemental in calculation not only gives the agreeable results to
distinct problems, but also furnishes more legitimate results. In order to strengthen
this proposed tactic, a real case study will be tropical in offing investigation of
electronic transmitter.
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Improved HELBP in Harsh Lightning
Variations for Face Recognition

Shekhar Karanwal

1 Introduction

The motivation of face recognition (FR) develops because of its need in secu-
rity, surveillance, biometric authentication, and telecommunication. A good FR is
that which attains remarkable results in unfavorable challenges. The unfavorable
challenges encompass lightning, emotion, occlusion, and pose. Literature suggests
that local descriptors achieve finer results than the global ones in these conditions.
Recently, Ahuja et al. [2] developed the FR in lightning and pose changes based on
LBP and ELM. LBP is utilized for the extraction of features from distinct facial parts,
which are merged for the developing of entire LBP size. Further, ELM is deployed
for matching. Koley et al. [3] invented FR (heterogeneous and homogeneous) for
lightning and noise. Specifically, the novel descriptor Gammadion binary pattern
(GBP) is launched for generation of GBPSC images. The integration of GBPSC
with CNN defeats the results of several ones. Siddiqui et al. [4] in their proposed
work utilize LBP for extracting the features, and then, IFLDA is bring into play for
compaction. This method gives the excellent outcomes in harsh lightning changes.
Bindu et al. [5] presented the FR in which Co-HOG features are integrated with
gradient magnitude features. Co-HOG is the HOG variant in which the orientations
gradients pairs are utilized for creation of the block, as opposed to HOG which
utilizes the alone gradient. Kumar et al. [6] proposed the ensemble-based FR for
distinct challenges. Precisely, the D-LGS is introduced which utilizes the bilinear
interpolation for enhancing the pixel density for descriptive image formation from
the image (input). Further, genetic algorithm (GA) is used for the reduction.

Tong et al. [7] introduced the FR (for different challenges) by merging the multi-
mirror symmetry with LBP, called asMMLBP. The following advantages are offered
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byMMLBP: In heterogeneous illumination conditions, the illumination is adaptively
compensated, and it generates features which are much nearer to those in controlled
surroundings. Bhattacharya et al. [8] give the LFP for FR. LFP encodes the texture
information directionally of the input image in compact way; as the result, more
robust code is attained than many other methods. Every micro-pattern structure is
computed byVan derWaal’s force among the pixel pairs. Dahmouni et al. [9] develop
its FR in numerous challenging environments. First, a novel descriptor is presented
called as EVBP. The objective of EVBP is to merge LBP and the proposed model on
virtual electric field. In proposed model, the neighbor of every pixel is considered
as VE charges grid which is balanced electrostatically. Then, LBP is employed for
representation of EVBP pixels.

In [1],Nguyen et al. invented horizontal elliptical LBP (HELBP) for FR.HELBP is
advancement of LBP inwhich there is usage of elliptical horizontal pixels for compar-
ison, rather than circular neighborhood pixels. In this work, it has been analyzed that
in extreme lightning changes, the HELBP histogram performance (extracted glob-
ally) is not up to mark. In contrast to histogram feature, the map feature yields huge
enhancement in accuracy. This novel feature is named as HELBP map. Besides this,
two more descriptors are also evaluated for comparison, i.e., LBP [10] and MBP
[11]. PCA [12] is deployed to all for feature reduction, and then, SVMs [13] are
used for matching. The outcome of HELBP map is much better than others which
are histogram based. Two utilized datasets are YB [14] and EYB [14]. Rest content
is given as: LBP, HELBP, and MBP are derived in Sect. 2; invented descriptor is
reported in Sect. 3; results are disposed in Sect. 4 with conclusion in Sect. 5.

2 Description of LBP, HELBP, and MBP

2.1 Local Binary Pattern (LBP)

LBP [10] descriptor is invented originally for textures. It has been owned efficiently
in other applications too. In LBP, the neighbors gray value in 3 × 3 patch is availed
for comparison with the center gray value. The 1 is set to those positions whose
gray value is bigger or equal to center gray value else 0 is set. There is emergence
of 8-bit pattern after thresholding, which is transformed to LBP code by granting
weights. After adopting the equal methodology for all locations (positions), there
is the formation of LBP image. The LBP image forms the feature dimension of
256. Figure 1 gives the complete LBP example, and Fig. 2 shows map image with
histogram. LBP with P neighbors at radius R is given in Eq. 1. VR,p designates the
location-wise gray pixels of neighbors, and VC designates center gray pixel location.

LBPP,R(xc) =
P−1∑

p=0

k
(
VR,p − VC

)
2p (1)
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3x3 patch        Binarization and Weights granting  LBP code 

Fig. 1 LBP example

Input image  LBP map image    LBP histogram 

Fig. 2 LBP map image with histogram

k(y) =
(
1 y ≥ 0
0 y < 0

)

2.2 Horizontal Elliptical LBP (HELBP)

Nguyen et al. [1] launched HELBP for FR. In HELBP, the horizontal neighbors
gray value in 3 × 5 patch is availed for comparison with the center gray value.
The 1 is set to those positions whose gray value is bigger or equal to center gray
value else 0 is set. There is emergence of 8-bit pattern after thresholding, which is
transformed to HELBP code by granting weights. After adopting equal methodology
for all locations, there is formation of HELBP image. The HELBP image forms the
feature dimension of 256. Figure 3 gives completeHELBP example, and Fig. 4 shows
map image with histogram. HELBP with P neighbors at radius R1 and R2 is given
in Eq. 2. VR1,R2,p designates location-wise gray pixel of neighbors, and VC specifies
center pixel location.

13 12 2 4 6 
12 11 4 5 5 
15 5 9 6 4 

1*20
1*27

1*21

0*26

1*22

1*25

1*22
1*24 191 

3x5 patch with horizontal pixels  Binarization and Weights granting HELBP code  

Fig. 3 HELBP example
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Input image       HELBP map image                        HELBP histogram 

Fig. 4 HELBP map image with histogram

HELBPP,R1,R2(xc) =
P−1∑

p=0

k
(
VR1,R2,p − VC

)
2p (2)

k(y) =
(
1 y ≥ 0
0 y < 0

)

2.3 Median Binary Pattern (MBP)

MBP [11] is developed for textures. In MBP, all pixels gray value in 3 × 3 patch is
individually compared with median of the gray pixels. The 1 is set to those positions
whose gray value is bigger or equal to median gray value else 0 is set. There is the
emergence of 9-bit pattern after thresholding. In MBP, as there is the inclusion or
exclusion of center bit. In this work, it is fully dropped as a consequence; there is
emergence of 8 pattern, which is transformed toMBP code by grantingweights. After
adopting the equal methodology for all locations (positions), there is the formation
of MBP image. The MBP image forms the feature dimension of 256. Figure 5 gives
complete MBP example, and Fig. 6 shows map image with histogram. MBP with P
= 9 (all gray pixels) is given in Eq. 3, and MBP with P = 8 (gray neighbor pixels)
is given in Eq. 4. R designates the radius; VR,p designates the location-wise gray
pixels, and Vmedian designates median value.
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Fig. 5 MBP example
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Input image MBP map image MBP histogram 

Fig. 6 MBP map image with histogram

MBPP,R(xC) =
P−1∑

p=0

k(VR,p − Vmedian)2
p For P = 9 in 3 × 3 patch (3)

MBPP,R(xC) =
P−1∑

p=0

k(VR,p − Vmedian)2
p For P = 8 in 3 × 3 patch (4)

k(y) =
(
1 y ≥ 0
0 y < 0

)

3 The Invented Descriptor

3.1 HELBP Map

In this work, it has been analyzed (from the results) and proved that the histogram
feature unable to perform well in harsh lightning changes. In contrast to this, the
map feature of HELBP performs outstanding in harsh lightning changes. HELBP
map is the transformed image size built from HELBP concept. The HELBP map
feature also defeats the results of the other implemented descriptors. Results section
gives the size details. Figure 7 shows the HELBP map image, and block diagram
is conveyed in Fig. 8. The dimension is compacted by the usage of PCA, and then,
RBF and POLY are utilized for matching.
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   Input image   HELBP map image 

Fig. 7 HELBP map image of corresponding input image

Input image 
HELBP map image 
built after HELBP 
concept

PCA for compressed
size

RBF and POLY 
classification 

Fig. 8 Block diagram

4 Results

4.1 Datasets Explanation

Explanation of two datasets are given as

4.1.1 YB Dataset

YB dataset is developed from 10 individuals. Each individual encompasses 64 light-
ning variation images in 9 poses. There is the also capturing of one ambient image
which sets the total to 5850 images. Those images which are posed frontally are used
for the purpose of evaluation. These frontal-posed images are 650. Each one has the
resolution of 192 × 168. Figure 9a portrays one individual images.

4.1.2 EYB Dataset

EYB dataset is developed from 38 individuals. Each individual encompasses the 64
lightning variation images frontally posed. Therefore, this dataset has 2432 images.
Each one has the resolution of 192 × 168. The EYB dataset is left with the 2414
images, as 18 images corrupt in database making. Figure 9b portrays one individual
images.
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(a) YB (b) EYB 

Fig. 9 One individual dataset images

4.2 Descriptors Feature Details

Prior to perform feature extraction, there is the image resizing for computational
cost compensation. The size which is set for the feature extraction is 55 × 52. Then,
four descriptors are owned for extracting features. These are LBP hist., HELBP hist.,
MBP hist., and HELBP map. The size of these ones is 256, 256, 256, and 2544.
After PCA, classifier takes the size of 32 and 41, on YB and EYB, respectively.
MATLAB R2018a is considered for all the evaluation. Hist. specify histograms in
LBP, HELBP, and MBP.

4.3 Recognition Rate Estimation

The recognition rate (in %) is estimated by the ratio of the correctly matched samples
to all the samples in test dataset. A correctlymatched samples are computed by taking
the difference between test dataset samples and the incorrect matches.

4.3.1 YB Dataset

On YB, the training samples/person is (5, 10, 15 and 20), while the test ones are
(60, 55, 50 and 45). The finest classifier rate is measured after 25 runs. TheHELBP
map thrashes performance of other histogram-based descriptors. Table 1 and Fig. 10a
convey the analysis.
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Table 1 Results investigation on YB and EYB

Training samples (Z) on YB Training samples (Z) on EYB

Z = 5 Z = 10 Z = 15 Z = 20 Z = 5 Z = 10 Z = 20 Z = 30

All approaches Recognition rate Recognition rate

LBP hist +
PCA+RBF

49.83 63.63 68.80 71.33 32.32 42.67 54.71 60.51

HELBP
hist.+PCA+RBF

51.50 64.72 70.00 75.11 32.86 43.41 55.86 63.65

MBP
hist.+PCA+RBF

44.66 56.90 65.40 66.88 29.18 40.36 52.05 58.71

HELBP
map+PCA+RBF

97.33 98.72 99.00 99.33 97.30 99.21 99.51 99.60

LBP
hist.+PCA+POLY

43.50 56.36 64.00 65.77 29.09 38.44 49.39 55.96

HELBP
hist.+PCA+POLY

46.33 57.27 65.20 68.66 29.72 39.87 51.08 58.63

MBP
hist.+PCA+POLY

41.33 50.90 59.40 63.77 27.65 35.88 47.15 53.68

HELBP
map+PCA+POLY

97.00 98.36 98.60 98.88 97.16 99.11 99.51 99.52

(a) YB (b) EYB 

Fig. 10 Graph analysis

4.3.2 EYB Dataset

OnEYB, the training samples/person is (5, 10, 20 and 30),while the test ones are (59,
54, 44 and 34). The finest classifier rate is measured after 20 runs. TheHELBPmap
thrashes performance of other histogram-based descriptors. Table 1 and Fig. 10b
convey the analysis. In Table 1, hist. specifies the histogram. Best recognition rate is
indicated with bold (black).
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5 Conclusion

This work analyzes the potential of HELBP map than histogram-based descrip-
tors in extreme lightning changes. The three histogram-based descriptors are LBP
hist., HELBP hist., and MBP hist. PCA is adopted for all of them to compress the
feature length, and matching is done by SVMs. On YB and EYB, datasets results are
conducted.
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Determination of the TOE Factors
Influencing the Adoption of Internet
Banking Services on SMEs in Yemen:
A Moderated Mediation Approach

Nabil Hussein Al-Fahim, Rawad Abdulghafor, and Sherzod Turaev

1 Introduction

Internet banking services (IBSs) are greatly useful to banks as well as customers.
They are useful for banks in terms of safety cost, reach a higher percentage of
the population, they are efficient in improving the reputation and better customer
service satisfaction of costumers [1, 2]. IBS also provides banks with an unlimited
distribution network, thereby offering a competitive advantage. The adoption of IBS
renders banks with cost-effective transactions and strengthens the bond between
bankers and costumers. Indeed, the advancement of Internet networks and high-value
financial services can be offered at lower costs through the Internet [3]. In spite of
the fact that, Yemeni banks produce electronic infrastructure and spend tremendous
amount of money annually to adopt electronic banking, the adoption of electronic
banking and IBS in Yemeni banks is relatively low among small- and medium-
sized enterprises (SMEs) [4–6]. Furthermore, the study of [7] has proclaimed IBS as
beneficial in that customers are offered access to bank services at a fast rate and with
comfort without requiring being present at the bank. Additionally, to ensure being
ahead in the progressively competitive financial service market, a comprehensive
IBS stratagem is vital.

Although e-banking has a lot of advantages, many banks’ consumers do not
embrace these advanced of technologically services offered by the banks especially
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in the Arab countries and in Yemen in particular [4, 5, 8, 9]. Internet banking tech-
nology in Yemen has not reached its maturity yet, as it is scarcely used by retail or
corporate customers and there is a prevalence in the culture that favors face-to-face
banking andpersonal contact. Relatively small empirical study has been implemented
to understand the factors that influence the use of Internet banking by SMEs, and its
consequential effects, despite this impending strain [10].

For that reason, there should be additional research to comprehend the relevance of
IB in Yemen, to recognize areas that are underdeveloped in establishments, primarily
in SMEs. To fill a gap in the research, we investigate TOE elements such as techno-
logical variables (relative advantages, security), organizational aspects (management
support and organization preparedness), and environmental aspects (government
support).

This study aims to contribute to the body of knowledge in the field of technology
acceptance by expanding our understanding of the factors that influence IB adoption
by SMEs in Yemen. As a result, the study’s major goal is to look at the factors that
influence SMEs’ willingness to use Internet banking in Yemen. Furthermore, the
study looks into the function of organization preparedness as a mediator between
TOE characteristics and SMEs’ aims for the usage of Internet banking in Yemen.

2 Literature Review

2.1 Internet Banking Services in Yemeni Banks

Arab Bank, The Yemen Gulf Bank, International Bank of Yemen, Yemen Commer-
cial Bank, and CAC Bank [4, 8, 11] are the five banks that provide IBS in Yemen.
Customers can use these banks for services such as balance inquiries, annual
statements of account, account-to-account transfers, account-to-account transfers,
checkbook requests, and pin code changes.

2.2 SMEs and Yemen Economy

Yemen’s economy is primarily based on oil, and the Yemeni government derives
the majority of its revenue from oil-related taxes [4, 12]. The SMEs industry in
Yemen is critical to the country’s economy. SMEs have long been regarded as the
economy’s mainstay, and they play an important role in creating jobs, improving
human resource quality, and cultivating an entrepreneurial culture, in addition to
supporting large-scale businesses and creating new business prospects [4, 5, 13].

Micro, small, and medium companies (MSMEs) employ around 90% of Yemen’s
workers and contributed 95% of the country’s GDP in 2007 [4, 14]. Furthermore,
recent estimates put the number ofMSMEs at over 378,305.Micro-businesses (those
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with fewer than four employees) account for more than 350,138, while small busi-
nesses account for 17,248 (with 5–9 employees). However, there are roughly 10,919
medium-sized businesses (having 10–50 employees).

2.3 Internet Banking Adoption

Internet banking adoption means “the customers use of many services represented
in inquiring about an account balance application for a loan, remitting money from
one account to another and many other services that are basically carried out online”
[11]. The adoption of e-banking technology depends on a number of factors.

Personal touch with banking employees, technology anxiety, a large network of
current branches, and limited computer proficiency among customers are all factors
impacting client non-adoption of IB [12]. The lack of availability, rather than their
avoidance of the technology during its infancy [15], has been determined to be the
main cause for customers not embracing ATMs [16]. In general, whether a consumer
has access to e-banking technology is determined by whether they are a customer of
a bank that offers a number of services, including computer banking. Furthermore, it
has been stated that consumers’ perceptions of innovation as well as socioeconomic
factors have influenced their adoption of technological innovation.

2.4 Technology–Organization–Environment (TOE)
Framework

Technology–organization–environment (TOE) framework was established by
Tornatzky et al. [13]. The TOE framework is a frequently used framework for IT
system adoption in organizations. It is one of the most effective alternatives to other
IT adoption theories [17]. Furthermore, the TOE framework illustrates how a corpo-
ration can accept technology innovation not only owing to technological considera-
tions, but also owing to organizational and environmental factors. These three factors
create both challenges and opportunity for technological advancement [18]. They
also indicate that the technical context encompasses the organization’s internal and
external technologies. The organizational context encompasses the organization’s
traits and resources, such as its size and scope, as well as its management struc-
ture. Industry features, technology support infrastructure, government regulation,
and the firm’s competitors are all part of the environmental context [10]. Although
the association between organizational preparedness and SMEs’ desire to embrace
electronic data interchange (EDI) is significant, it has been discovered that the effect
of organizational readiness on SMEs’ intention to implement EDI is not strong.
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2.5 Factors Influencing IB Adoption (Independent Variables)

The technology–organization–environment framework (TOE) identifies three char-
acteristics to explain a firm’s decision-making behavior in relation to technological
innovations [13]. The TOE framework has been used in previous research in many
“Information and Communication Technology Innovation (ICTI)” and IS factors. It
was used in studying various IS innovations. By examining these factors, a greater
understanding of why a company does, or does not, adopt a new technology could
appear [14, 19, 20]. In the study [16], the factors have examined with the extent
of organizational usage of business intelligence and analytics (BIA) using the TOE
model.

To explain a firm’s decision-making behavior in response to technological
advancements, the technology–organization–environment framework (TOE) defines
three characteristics [18].Many “Information andCommunication Technology Inno-
vation (ICTI)” and IS aspects have been studied using the TOE framework in the
past. It was used to research a variety of IT advancements. By evaluating these char-
acteristics, it may be possible to gain a better understanding of why a corporation
adopts or does not embrace a new technology [21–23]. Using the technology–orga-
nization–environment framework, the factors influencing organizational adoption of
business intelligence and analytics (BIA) were investigated in the study [24].

Technological Context

(a) Security
Security is critical to the growth of trust in IB because when clients process

information of financial and know that it will be handled securely, they feel at
peace, and their trust in the bank grows over time. Security worries have also
impeded the rise of mobile shopping by negatively influencing customers’
willingness to accept it, according to the study.

Furthermore, previous studies reveal that privacy and security are crucial
factors that influence users’ willingness to use e-based transaction systems.

Many clients are cautious because to the lack of personal touch with the
service provider, especially if they believe there will be no recourse if their
information or funds are stolen [25, 26]. In other words, a lack of security can
restrict fun and, as a result, adoption, whereas a sense of security can promote
enjoyment and aid adoption.

(b) Relative Advantages
Relative advantage has been found to be essential variable in determining

the use of new technologies [15].
Many studies confirmed the benefits of relative advantages are significantly

and positively related to IB systems adoption and other related technologies
[14, 16, 17]. According to Ammar [18], the finding that perceived relative
advantages exert influence on m-banking adoption highlights the importance
of innovation characteristics to institutions who are involved in the design and
development of m-banking services.
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According to previous research [21], the relative advantage of IT innova-
tion is one of the factors frequently used in technological innovation adoption
studies. Consumer familiaritywith Internet banking, perceived structural assur-
ance, and relative advantage are all important elements in forming initial trust
in Internet-only banks, according to [27].

Organizational Context

(a) Top Management
Organizational readiness and top management consider to be factors that

impact SMEs’ adoption of ES. In [21], it has been reported that without top
management commitment, businesses in Malaysia are less likely to adopt e-
payment technologies. In many cases, the top management team must mediate
between technological and business requirements, as well as settle conflicts of
interest among a diverse group of stakeholders.

CEO and top management traits have been proven to be key determinants
of technological adoption in SMEs in [28] studies. Technological knowledge,
a supportive environment, passion, leadership styles, academic qualifications,
and technology awareness through networking are some of these traits. As
a result, the authors consider CEO and top management qualities to be a
significant factor in the three stages of technological innovation adoption.

(b) Organization Readiness
The level of financial and technical resources available in an organization

to implement knowledge management systems is referred to as organizational
readiness. The term “perceived organization resources” refers to a company’s
perceptions of its technical, financial/business, andhuman resource availability.

Organizations that have reached a certain level of technical competence are
typically perceived as highly integrated in terms of computerized processes and
as more prepared to absorb IT innovation, allowing them to reap higher bene-
fits [29]. The organizational readiness, according to Tan [22], involves infras-
tructure, necessary systems, and technical capabilities. Although the literature
differs in its definitionof organizational readiness, all agreed that organizational
readiness has a significant impact on SMEs’ technology adoption.

Environmental Context

(a) Government Support
[30] contributed to the researchof the influencing elements of online banking

adoption by incorporating important antecedents into the TAM model and
ultimately discovered that government backing is critical to the trust of online
banking products.

Government support, on the other hand, was not found to be helpful in the
assimilation ofm-banking in the Sudanesemicrofinance industry, according to.
This conclusion could be explained by the fact that the majority of responding
MFPs are government-owned or semigovernmental enterprises that receive
government assistance by default.
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2.6 Factors Influencing IB Adoption (Moderating Variable)

The type of organization or the nature of the business of an organization is amoderator
element in this study.As a result, the geographic scope of an organization’s operations
is defined as its business type. It has been used to categorize corporate entities based
on their business characteristics [31].

Moreover, it has been found in [22] that service SMEs have expressed quite
different views from manufacturing SMEs in Malaysia. Service SMEs opine that IT
network infrastructure hinders them from using ICT.

Another study [32] discovered that the type of business had an effect on both the
number of Internet users and the perceived benefit level.

On the other hand, investigated industry categories as a moderating factor that
may have substantial influence on the adoption of ICT among SMEs in Malaysia in
a study of 406 owners and managers.

2.7 Conceptual Framework and Hypotheses Testing

H1 Security is positively significant influence on Organization
Readiness

H2 Relative Advantages is positively significant influence on
Organization Readiness

H3 Top Management is positively significant influence on
Organization Readiness

H4 Government Support is positively significant influence on
Organization Readiness

H5 Security is positively significant influence on BI to adopt IB
H6 Relative Advantages is positively significant influence on BI

to adopt IB
H7 Top Management is positively significant influence on BI to

adopt IB
H8 Government Support is positively significant influence on

BI to adopt IB
H9 Organization Readiness is positively significant influence on

BI to adopt IB
H10, H11, H12, H13 Organization Readiness mediates the relationship between

TOE factors and BI to adopt IB
H14 Organization Type moderates on the relationship between

Organization readiness and BI to adopt IB (Fig. 1).
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Fig. 1 Conceptual framework and hypotheses testing

3 Methodology

For this topic, a quantitative research design is acceptable. This is because it intends
to use hypothesis testing to explore the impact of social media use on humani-
tarian response via social capital as a mediating function, which necessitates the
employment of a quantitative methodology to deal with the data.

Datawill be collected using a self-administered surveyutilizing a stratified random
sample method in this project. Managers and owners of SMEs in Yemen are divided
into groups based on the number of employees (population of the sample).

3.1 Design of Questionnaire

The data for this paper was gathered through a survey. The questionnaire is divided
into two sections. The first section contains demographic information about the
respondents, such as their organization’s activities, kind of organization, and types
of activities and programs.

The second portion of the survey will ask respondents about the study’s vari-
ables of interest, which are (1) intention to use IB and (2) security, (3) comparative
advantages, (4) top management, (5) government assistance, and (6) readiness of
the company Factors 2 and 6 are external variables, while factor 1 is an endogenous
variable.
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Table 1 Descriptive statistics for all variables

Variable Code Min. Max. No. items Mean % S.D.

Security SU 1.00 4.60 5 3.3554 0.67108 0.97025

Relative advantages RT 1.00 4.60 5 3.3102 0.66204 0.92378

Top management TM 1.00 4.80 5 3.2325 0.6465 1.0149

Government support GM 1.00 5.00 4 3.1616 0.63232 1.0670

Organization readiness OG 1.00 4.67 4 3.2898 0.65796 0.79661

Behavior intention BI 1.00 4.83 6 3.2192 0.64384 0.81420

Overall 1.00 4.45 29 3.2610 0.6522 0.69621

A total of 352 questionnaires were returned out of 400, representing an approxi-
mate 88% response rate. 21 questionnaires were removed from the analysis due to
missing values, and 17 cases were outliers; hence, a total of 314 useable question-
naires were included, with a response rate of 73%. For this investigation, a sample
size of n = 314 was deemed adequate. The study sample size (N = 314) met the 5:1
ratio that was proposed by the researchers [23, 24].

4 Analysis of Data

4.1 Descriptive Statistics for Variables

The measuring scales’ mean and standard deviation (S.D.) were calculated. A five-
point Likert scale was utilized in this investigation, with “1” indicating strongly
disagreement and “5” indicating strongly agreement.

Table 1 reveals that security and relative advantages had the greatest mean of
3.355 and 3.310 out of a maximum of 5, accounting for 67% and 66% of the total.
The organization preparedness score was 3.28, accounting for 65% of the total.
Government support, on the other hand, had the lowest mean of 3.16, accounting
for around 63% of the total. Furthermore, the total mean (mean of these values) was
3.26 out of 5 or 65% (more than 3). Additionally, the standard deviations (SD) for
factors range from 0.796 to 1.067, indicating that the data set has a lot of acceptable
variabilities. All variables’ descriptive statistics are explained in Table 1.

4.2 Assessment of PLS-SEM Path Model Results

As previously stated, SEM has two-stage data analysis method that guides the eval-
uation of the measurement model and the structural model estimation. The reflec-
tive constructs’ construct validity, convergent validity, and discriminant validity are
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all evaluated as part of the measuring model. In this vein, this study followed the
two-stage sequential paradigm by applying PLS-based SEM [33]. We examined the
measurement model first, then the structural model analysis and hypothesis testing,
as recommended by Hair et al. [34]

The evaluation of convergent validitywas a critical component of themeasurement
model. Constructs have an average variance extracted (AVE) of at least 0.5, and
composite reliability (CR) measures of internal consistency reliability are above
0.70 and ranged between 0.906 and 0.956.

The reliability (Cronbach’s alpha) values were greater than 0.70 and varied from
0.866 to 0.940, as shown in Table 2. [34] advised that the AVE of each latent compo-
nent be 0.50 or higher in order to obtain satisfactory convergent validity. The AVE
values in this investigation were greater than 0.50 and ranged from 0.687 to 0.845,
suggesting acceptable values suggesting sufficient convergent validity.

Thus, the convergent validity was confirmed in the study (see Table 2).

Table 2 Loading of items, Cronbach’s alpha, (CR), and AVE

Variables Loadings Cronbach’s alpha CR AVE

Security SU1
SU2
SU3
SU4
SU5

SU1
SU2
SU3
SU4
SU5

0.940 0.954 0.806

Relative advantages RT1
RT2
RT3
RT4
RT5

0.908
0.881
0.882
0.884
0.886

0.937 0.949 0.789

Top management TM1
TM3
TM4
TM5
TM6

0.908
0.876
0.889
0.895
0.900

0.937 0.952 0.799

Government support GM1
GM2
GM3
GM4

0.919
0.914
0.919
0.930

0.939 0.956 0.845

Organization readiness OG1
OG2
OG3
OG4

0.779
0.837
0.869
0.879

0866 0.906 0.707

Behavior intention BI1
BI2
BI3
BI4
BI5
BI6

0.836
0.847
0.851
0.849
0.775
0.777

0.904 0.926 0.678
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Table 3 Discriminant validity for latent variables

AVE GM TM IB OG RT SU

GM 0.677 0.894

TM 0.684 0.298 0.919

IB 0.641 0.529 0.458 0.823

OG 0.675 0.443 0.396 0.780 0.841

RT 0.710 0.543 0.366 0.558 0.483 0.888

SU 0.591 0.518 0.383 0.577 0.528 0.432 0.898

4.3 Convergent Validity

The factor loading for the items in this study is greater than 0.50, which is acceptable
if the study sample size is greater than 200 people. As a result, convergent validity is
sufficiently demonstrated. As a result, all indicators in this study are related to their
respective constructs, providing sufficient proof of the model’s convergent validity.
The convergent validity was confirmed in the study (see Table 2).

4.4 Discriminant Validity

The AVE values for each set of constructs are more than the squared correlations,
indicating discriminant validity. Furthermore, for any given construct, the square
root of the AVE was more than the value of the square of correlation of that variables
with any other factor (AVE > correlation square). The square root of the AVE for
all variables with correlations bigger than the correlations between the variables and
other variables in the model is shown in Table 3.

The degree to which a construct is actually distinct from other constructs is known
as discriminant validity. For every concept that exceeds the squared correlation
among other components, discriminant validity is assessed using average variance
extracted (AVE) [13].

Relative advantages, government support, and top management explained 38.8%
of the variance in organization readiness. In addition, security, relative advantages,
government support, and topmanagement and organization readiness explained 69%
of the variance in behavior intention to adopt IB as shown in Fig. 2 and Table 4.

4.5 Assessment of Effects Size (F2)

Themean of changes in the r2 reflects the relative effect of a given exogenous variable
on an endogenous latent variable. It is determined as the increase in R2 of the latent
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Fig. 2 Measurement model/outer loading and (path coefficient)

Table 4 Coefficient of determination results R2

Exogenous construct Endogenous
construct

R2 Hair et al. [34] Cohen [35] Chin [36]

SU, RT, TM and GM Organization
readiness

0.388 Moderate Substantial Moderate l

SU, RT, TM, GM and
OG

Behavior
intention

0.690 Moderate Substantial Substantial

Source Smart PLS Version 3

variable to which the path is related, divided by the percent of unexplained variance
of the latent variable.

The effect size (f 2) can be calculated using the following formula proposed by:

Effect Size ( f 2) = R2
included − R2

excluded

1 − R2
included

(1)

According to Chin [25], an effect size of 0.02 is small, 0.15 is medium, and greater
than 0.35 is large. Table 5 presents the results of effect size of the exogenous latent
variables on endogenous variable with inclusion and exclusion of the mediator.
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Table 5 Determination coefficient results R2

Variable Effect size f z

SU, RT, TM and GM Organization readiness Rating Behavior intention Rating

Security 0.104 Small 0.031 Small

Relative advantages 0.057 Small 0.036 Small

Top management 0.012 Small 0.025 Small

Government support 0.034 Small 0.028 Small

4.6 Direct Hypotheses Results

Security had a significant and favorable impact on organization preparedness (β =
0.310; C.R. = 5.964; P = 0.000), indicating that H1 is supported. Following that,
relative advantages had a significant and favorable impact on SMEs’ intention to
adopt IB, indicating that H2 is supported (β = 0.232; C.R. = 4.733; P = 0.000).
Furthermore, top management had a significant and favorable influence on organiza-
tion preparedness (β = 0.109; C.R.= 2.023; P = 0.044), as did government support
for IB adoption by SMEs in Yemen (β = 0.160; C.R. = 2.832; P = 0.005); hence,
H3 and H4 are supported.

Alternatively, the outcomes of the research show security and relative advantages
had a significant and positive effect on intention toward IB adoption. Thus, H5 and
H6 are supported.

Furthermore, top management had a positive significant impact on SMEs’ inten-
tion to use IB (β = 0.113; C.R.= 3.091; P = 0.004), and government assistance had
a positive significant impact on SMEs’ intention to use IB in Yemen (β = 0.106;
C.R. = 2.878; P = 0.001). This H7 and H8 can be used. Finally, organizational
readiness had a large favorable impact on behavior intention to adopt IB (β = 0.556;
C.R. = 17.168; P = 0.000). The structural model’s direct hypothesis outcomes are
shown in Table 6.

4.7 The Mediating Role (Indirect Hypotheses Results)

The study conducted amediation analysis by applying SEMusing (PLS) to detect and
estimate themediating effect of training outcomebetweennature of training,manage-
ment involvement in training, motivation management, management confidence,
management culture, and firm performance.

The indirect influence of an independent variable on a dependent variable is
measured using a mediator in a mediation test. The mediation test in this work
was based on a PLS bootstrapping strategy, which meant that the hypotheses were
examined using the PLS methodology [26]. Management and marketing researchers
are increasingly recognizing and accepting of the PLS-SEM approach [34].
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Table 6 Summary of structural model assessment (direct hypotheses)

H Exogenous
variables

Endogenous
variables

Estimate
(path
coefficient)

S.D. C.R.
(t-value)

P-value Hypothesis
result

H1 Security → Organization
readiness

0.310 0.052 5.964 0.000 Supported

H2 Relative
advantages

→ Organization
readiness

0.232 0.049 4.733 0.000 Supported

H3 Top
management

→ Organization
readiness

0.109 0.054 2.023 0.044 Supported

H4 Government
support

→ Organization
readiness

0.160 0.056 2.832 0.005 Supported

H5 Security → Behavior
intention

0.126 0.031 4.025 0.000 Supported

H6 Relative
advantages

→ Behavior
intention

0.135 0.045 2.984 0.003 Supported

H7 Top
management

→ Behavior
intention

0.113 0.036 3.091 0.002 Supported

H8 Government
support

→ Behavior
intention

0.106 0.054 3.401 0.001 Supported

H9 Organization
readiness

→ Behavior
intention

0.556 0.032 17.168 0.000 Supported

The mediating impact in the PLS model was established using bootstrapping
analysis in conjunction with the assumptions formulated [34].

Table 8 shows organization readiness (OG) could mediate the link between top
management (TM), government support (GM), relative advantages (RT), and security
(SU) as exogenous variables and behavior intention (BI) to use IB as endogenous
variable. This is due to the fact that the T values for four hypotheses were 1.971,
2.790, 4.063, and 5.761 (all greater than 1.960) and the p-values were 0.049, 0.006,
0.000, and 0.000 (0.05). As a result, H10, H11, H12, and H13 are recommended.
The structural model assessment for indirect hypotheses is summarized in Table 7
and Fig. 3.

Table 7 Summary of structural model assessment (Indirect hypotheses)

Hypotheses Relation Original sample
(β)

STDEV T-value P-value Result

H10 TM → OG → IB 0.061 0.031 1.971 0.049* Supported

H11 GM → OG → IB 0.089 0.027 2.790 0.006* Supported

H12 RT → OG → IB 0.126 0.032 4.063 0.000** Supported

H13 SU → OG → IB 0.173 0.030 5.761 0.000** Supported

*Significant at bootstrapping p < 0.05
**Significant at bootstrapping p < 0.01
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Table 8 Summary of structural model assessment (indirect hypothesis)

H Relationship Path coefficient (β) STDEV t-value p-value Result

H14 OG OT· · · IBA 0.080 0.0321 2.469 0.011* Supported

*Significant at bootstrapping p < 0.05

Fig. 3 Structural model with results of hypotheses

4.8 Modeling Effect (Organization Type)

To investigate the role of the organization type (OT) invariance as a moderator
between organization readiness and behavior intention to adopt IB a simultaneous
analysis of type organization based on trading and services organization grouping
was carried out. The study used interaction effect using PLS-SEM to examine the
moderating effect.

The study findings show that the hypothesis H14 is supported; OG * OT· · · IBA
is positively significant. This is because, the path coefficient and t-value were (β
= 0.080; t = 2.469; p < 0.05). Therefore, organization type is moderator between
organization readiness and Internet banking adoption. Table 8 and Fig. 4 show the
result of hypothesis testing for moderating effect (OT).
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Fig. 4 Moderating effect

5 Implications

5.1 Practice Implication

This study makes a significant contribution by statistically confirming the param-
eters that influence SMEs’ adoption of IB. As a result, it is reasonable to assume
that SMEs with larger relative advantages, security, top management, organizational
preparation, and government support will be more likely to adopt IB.

The importance of organizational preparation as a crucial mediator in the adoption
of IB was highlighted in this study. This means that in order to employ IB in their
commercial transactions, SMEs must be ready in terms of organizational prepared-
ness. The culture, consistent value, and work methods of the organization are all
factors in organizational readiness. Furthermore, this research shows that the envi-
ronment in which a company operates has an impact on its decision to implement IB.
To boost the number of IB users among their customers, banks should focus on TOE
aspects. This study found that organizational readiness played a role in mediating the
relationship between TOE characteristics and the intention to implement IB among
Yemeni SMEs. In addition, the association between organization readiness and BI
to adopt IB was modified by the kind of organization. As previously said, the goal
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of this research is to see if the TOE framework, which was designed in developed
countries, can be applied to other non-Western cultures or developing countries.

5.2 Managerial Implication

To reassure their clients that e-banking services are secure, bank executives must
increase the security elements of their systems. Putting a greater emphasis on posi-
tive safety elements could help to change negative customer opinions. As a result,
banks should send a strong message to customers that present security is more than
acceptable, allowing them to be rest-assured when using e-banking services. Bank
executives must place a greater emphasis on marketing communications in order to
widely disseminate the benefits of adopting e-banking. Banks can employ adver-
tising to alter customers’ perceptions toward e-banking services, which affects their
willingness to utilize it.

5.3 Policymakers

Policymakers must create a priority list of technological, organizational, and envi-
ronmental elements in order to implement IB adoption based on their organizations’
actual capacity and capability. As a result, the Yemeni government should enact
regulations and rules to safeguard electronic transactions and promote bank client
trust. Furthermore, the study proposes that policymakers, bank executives, and prac-
titioners should focus on maximizing TOE variables, which have been shown to
influence and contribute to increasing SMEs’ intentions toward IBS experimentally.

Additional research might be done because this study does not address all of
the factors that influence SMEs’ willingness to adopt e-banking services. Other
aspects, such as regulatory support, cost, image, or quality of online services,
should be studied further. Furthermore, looking into various hypotheses would be
extremely beneficial to Yemeni decision-makers and scholars. Comparative studies
in other nations with similar situations would greatly expand and improve current
understanding.

6 Conclusion

This research might aid bankers in understanding the existing low penetration rate
of e-banking and devising strategies to boost e-banking adoption and acceptability
by Yemeni SMEs, a nation where e-banking is still regarded an innovation.

It also adds to the literature on technology adoption and acceptance, which many
researchers have suggested be expanded to new contexts, particularly in terms of the



Determination of the TOE Factors Influencing the Adoption of … 387

TOE’s generalizability and applicability in a new context (online banking), with a
new user group (SMEs), and in a new cultural setting (Yemen), which is a critical
step in moving a theory forward.

According to the findings, managers and owners should be prepared to deliver
financial services via the Internet. Yemeni bankswould be able to grow their customer
base by offering IBS. Finally, as Internet technology becomes more prevalent and
necessary, IB adoption will become increasingly more important. This recommends
that managers and owners should devote more time and resources to assisting firms
in developing their own skills to integrate IB into organizational functions through
training programs.

Furthermore, the report proposes that Yemeni banks should offer specific training,
workshops, and seminars aimed at assisting businesses in understanding the require-
ments for launching an online presence. Furthermore, this investigation contributed
to the understanding of technology acceptance within the framework of technology
acceptance theories study and, optionally, Internet behavior. The report provides
information on the state of IB adoption amongYemeni SMEs and serves as a resource
for academics, practitioners, and policymakers interested in encouraging enterprises
to embrace IB.
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17. Puklavec B, Oliveira T, Popovič A (2018) Understanding the determinants of business
intelligence system adoption stages. Ind Manag Data Syst

18. Ammar AA (2017) Factors influencing intention to adopt mobile banking in Sudanese
microfinance sector. Multimedia University (Malaysia)

19. Zhu K, Kraemer K, Xu S (2003) Electronic business adoption by European firms: a cross-
country assessment of the facilitators and inhibitors. Eur J Inf Syst 12(4):251–268

20. Oliveira T, Fraga M (2011) Literature review of information technology adoption models at
firm level

21. Sidek N (2015) Determinants of electronic payment adoption in Malaysia: the stakeholders’
perspectives

22. Tan KS (2009) An empirical study of internet-based ICT adoption among SMEs in Southern
Malaysia. Multimedia University

23. Hair JF (2009) Multivariate data analysis
24. Kline RB (2015) Principles and practice of structural equationmodeling. Guilford Publications
25. Chin WW (1998) The partial least squares approach to structural equation modeling. In:

Quantitative methodology series, no April, pp 295–336. https://doi.org/10.1016/j.aap.2008.
12.010

26. Wold HO (1985) Partial least squares. In: Kotz S, Johnson NL (eds) Encyclopedia of statistical
science. Wiley, New York, pp 581–591

27. Awa HO, Ojiabo OU, Orokor LE (2017) Integrated technology-organization-environment
(TOE) taxonomies for technology adoption. J Enterp Inf Manag

28. Chatzoglou P, Chatzoudes D (2016) Factors affecting e-business adoption in SMEs: an
empirical research. J Enterp Inf Manag

29. Gangwar H, Date H, Ramaswamy R (2015) Understanding determinants of cloud computing
adoption using an integrated TAM-TOE model. J Enterp Inf Manag

30. Marakarkandy B, Yajnik N, Dasgupta C (2017) Enabling internet banking adoption: an empir-
ical examination with an augmented technology acceptance model (TAM). J Enterp Inf
Manag

31. Goode S, Stevens K (2000). An analysis of the business characteristics of adopters and non-
adopters of World Wide Web technology. Inf Technol Manage 1(1):129–154

32. Pulakanam V, Voges KE (2010) Adoption of six sigma: review of empirical research. Int Rev
Bus Res Pap 6(5):149–163

33. Hair JF, Black WC, Babin BJ, Anderson RE (2014) Multivariate data analysis: Pearson new
international edition, vol 1. Essex Pearson Educ. Ltd., p 2

34. Hair Jr JF, Matthews LM, Matthews RL, Sarstedt M (2017) PLS-SEM or CB-SEM: updated
guidelines on which method to use. Int J Multivar Data Anal 1(2):107–123

35. Cohen S (1988) Perceived stress in a probability sample of the United States
36. Chin WW (1998) The partial least squares approach to structural equation modeling. Mod

Methods Bus Res 295(2):295–336

https://doi.org/10.1016/j.aap.2008.12.010


Technological and Organizational
Factors Influencing the Internet Banking
Use Among SMES in Yemen: The
Mediating Role of Attitude

Nabil Hussein Al-Fahim and Rawad Abdulghafor

1 Introduction

Internet banking services (IBS) are greatly useful to banks as well as to customers.
They are useful to banks in that they save cost, reach a higher percentage of the popu-
lation, are efficient and improve bank’s reputation, and enable achieving excellent
consumer service satisfaction [1]. IBS may involve several services and activities
such as electronic fund transfers, point of sale (POS) machines in stores, automated
teller machines (ATMs), mobile banking and money, e-statements, e-mails, phone
calls, texts, and transaction alerts all of which are executed through secure lines [2].

IBS also provides bankswith an unlimited distribution network, thereby offering a
competitive advantage to them.As a result of adopting this technology, banks become
capable of rendering their services online which lowers the costs of transactions and
strengthens the bond between bankers and customers. Internet facilitates banks to
provide excellent value-financial services at lower costs [3]. In spite of the fact that
Yemeni banks produce electronic infrastructure and spend a humongous among of
money annually to adopt electronic banking, the adoption of Internet banking service
is relatively low among small andmedium-sized enterprises (SMEs) in Yemen [4–6].
Furthermore, [7] proclaim IBS as beneficial in that customers are offered access to
bank services at a fast rate and with comfort without requiring physical interactions
with the bank. In addition, establishing a comprehensive set of IBS services and
productswithin banks not only improves their operation and interaction electronically
with consumers but also saves cost and time and provides a competitive market
advantage.
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Unfortunately, despite all the remarkable advantages of IBS, several consumers
of financial institutions have yet to adopt these technologically advanced services
proposed by the banking industry especially in the Arab countries and in Yemen in
particular [8]. The cultural context of Yemeni people requires face-to-face interaction
such as banking and personal contact which hinders the usability and adoption of
IBS technology by retail and corporate customers. Despite the potential tension,
very few empirical studies have been carried out to examine the factors which may
influence the use of IB among SMEs in Yemen as well as the consequent potential
impacts of such variables [9]. Thus, tremendous progress and research are required to
fully define and understand the influential factors that make the country lags behind
particularly in the organization such as SMEs. This study aims to extend the body
of knowledge in the IB technology area such as its factors that impact its adoption
among Yemeni SMEs. Therefore, the primary goal of this study is to examine the
determining technological and organizational factors influencing the use of IB in the
Yemeni SMEs sector. In addition, this study aims to investigate the role of attitude
to use IB as a mediator between technological, organizational factors, and actual use
of IB by SMEs in Yemen.

1.1 Research Objectives

To determine the technological factors (trust, system quality, ease of use) that could
influence the attitude and actual use of IB by SMEs in Yemen.

To investigate the organizational factors (bank support, ICT readiness, customer
readiness) that could influence the attitude and actual use of IB by SMEs in Yemen.

To examine the role of attitude towards IB usage as a mediator between (trust,
system quality, bank support, ICT readiness, customer readiness, ease of use) and
actual use of IB by SMEs in Yemen.

1.2 Research Gap

Despite the provision of electronic infrastructure by Yemeni banks and spending
millions of dollars annually to adopt electronic banking, IB adoption is very low and
minimal among (SMEs) in Yemen [10]. Thus, the lack of comprehensive IB research
on SMEs and customers is one of the main gaps globally and in Yemen’s IB research
particularly.

The literature indicates that few studies have utilized the TOE framework (tech-
nological and organizational factors) model to discuss the use of IB from SMEs
viewpoint in Arab countries region in general and Yemen in particular. Therefore,
this study is essential as it enriches the literature with new findings by exploiting the
TOE theory to examine the use of IBs among SMEs in Yemen which will be useful
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for future academics and researchers to be able to use the variables of TOE theory
in their contextual studies.

The researcher also expects that the organizations that depend on IB or transact
their products or services via the Internet could benefit from the results of this study
after knowing the factors that influence organizations’ attitude or behaviour for SMEs
to use new technology. Therefore, this study could contribute to help service, manu-
facturing, and trading organizations such as banks, airlines, insurance companies, and
the health sector as well as export and import companies to understand the factors
influencing SMEs attitudes regarding the use of technological services. Further-
more, the availability of financial products and information via the Internet is a
top priority for these organizations in seeking and planning to do e-commerce in
Yemen if the local banks cannot provide online transactions that are necessary for e-
business, e-services e-commerce, e-government, and other online activities of these
organizations.

2 Literature Review

2.1 IBS Definition

The literature indicates different definitions of IB in which each definition depends
on the scope, type of services, and access limit offered to consumers. Some authors
consider the IB as an internal portal that comprises several banking services that are
accessible for customers [11]. According to Rotchanakitumnuai and Speece [12],
IB is defined as a transactional system that allows customers to interact with online
banking activities and services. Other researchers defined IB as a practice to conduct
financial transactions by bank consumers over the Internet using a secured online
banking website. A wider definition of IB would be the use of technology to access
banking activities and services through banks’ websites using a private or public
network.

Indeed, IB is an online transaction tool that enables customers and banks to carry
out their online transactions and offer several benefits such as balance checking,
receiving or making bills’ payment and money transfer, applying for loans, and
making investments. Despite all these benefits of IB, several factors affect the IB
services and activities in developing countries such as trust, system quality, ease of
use, financial institution support, customer readiness, and ICT in order to get new
online SMEs who are Internet users.
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2.2 Factors Influencing the Use of IB

2.2.1 Technological Factors

Technological context is the first component of the TOE model which includes both
the external and internal technologies used by the firm. One of the early usages of
the TOE model in researches was to study the “technological factors”, where the
complexities of IT infrastructure, system development, and management formaliza-
tion were considered as the important factors to represent the technological context
of TOE framework [13]. In [14], the TOE model has been used to determine the
information system (IS) adoption among SMEs and to determine the factors influ-
encing the SMEs when deciding to adopt new technology or system within the firm.
They found that the technological factors are essential to determine the adoption and
implementation of a new system as well as concluded that the use of technological
factors could benefit the SMEs internally and externally.

Trust
Without any doubt, trust in the system is considered one of the most essential factors
in all social activities because it does not only involve uncertainty and dependency
but also the degree of uncertainty in online transaction systems such as e-commerce
is very high compared to the traditional physical trade or commerce [15]. Therefore,
trust in the system or technology is a very important factor that sometimes hinders the
intention of SMEs or individuals to use IB and online interactions such as e-banking
and e-commerce.

According toMontazemi and Qahri-Saremi [16], investing factors other than trust
are effective. They stressed the importance of educating customers about the “useful-
ness” and “trustworthiness” of online IB activities, services, and interactions. Indeed,
trust is an important factor that decides the rejection or adoption of customers to use e-
banking or e-commerce technology [17]. This is because significantly positive affects
the attitudes of customers aswell as their satisfactionwith finance-related technology
[18]. Therefore, this research hypothesizes a positive relationship as follows:

Hypothesis 1a (H1a) Trust has a statistically significant and positive impact on
attitude to use IB.

Hypothesis 1b (H1b) Trust has a statistically significant positive impact on the
actual use of IB.

Hypothesis 1c (H1c) Attitude mediates the relationship between trust and actual
use of IB.

Ease of Use
Ease of use describes the perceived ease of use of difficulty to use technology either by
the organization members or by their customers [19]. Therefore, technology should
be easy to use; otherwise, the possibility of its adoption and usage will reduce [20].
Conducted a meta-analysis study and found that the ease of use and compatibility
factors have a major impact on technology usage, innovation, and adoption. In [21],
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the importance of the ease-of-use factor has been highlighted for firms when imple-
menting new technologies. Previous literature has studied ease of use as the most
significant construct, influencing CC adoption [21, 22]. It is, therefore, hypothesized
that:

Hypothesis 2a (H2a) Ease of use has a statistically significant and positive effect
on attitude to use IB.

Hypothesis 2b (H2b) Ease of use has a statistically significant and positive
influence on actual use of IB.

Hypothesis 2c (H2c) Attitude mediates the relationship between ease of use and
actual use of IB.

System Quality
System quality is considered a significant factor when deciding to implement or
use new technology, and it refers to the system processing properties such as speed
service delivery, control, ease of use, and enjoyment [23]. System quality measures
the desired characteristics of new technology such as IB in terms of its availability,
accessibility, functionality, cost, speed, resources, and uniqueness all of which can
be perceived by customers and thus influence their decisions to use or adopt new
technology. Thus, the following hypothesis is proposed:

Hypothesis 3a (H3a) System quality has a statistically significant and positive
influence on attitude to use IB.

Hypothesis 3b (H3b) System quality has a statistically significant and positive
influence on the actual use of IB.

Hypothesis 3c (H3c) Attitude mediates the relationship between system quality
and the actual use of IB.

Organizational Context
The second element of the TOE model that explains the decision-making behaviour
of a firm in relation to technological innovation is the organizational factor. The
organizational factors refer to the explicit characteristics and variables of firms. Three
important components, namely the size and scope and complexity of firms, are part
of the organizational context variables [24]. The top management is one of the earlier
researches that were examined using the TOE framework.

According to Puklavec et al. [25], the slack is an important factor of IB system
adoption as it generally influences the level of voluntariness and sensitivity to
resources availability. Several studies have investigated the organizational factors
of the TOE and found that organizational readiness is an essential variable that influ-
ences the adoption of IB systems and other technologies and innovations within firms
[26, 27].

ICT Readiness
Technological environment, both telecommunication and electronic, where certain
firms operate influences ICT adoptions. The lack of information technology infras-
tructure could act as a barrier to sustaining the growth of e-commerce. ICT is a
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combination of information technology and communication technology. The liter-
ature indicates that IT readiness has two basic elements which are the personal IT
knowledge and technical readiness that are the precursors to IS adoption and inno-
vation [28, 29] studies which postulate the importance of information technology
infrastructure in the adoption of e-banking in Ethiopia. Moreover, in [30], it has been
found that the development of ICT infrastructure was significantly associated with
m-banking development in Bangladesh. Hence, the researcher hypothesizes that

Hypothesis 4a (H4a) ICT readiness has a statistically significant and positive
influence on attitude to use IB.

Hypothesis 4b (H4b) ICT readiness has a statistically significant and positive
influence on the actual use of IB.

Hypothesis 4c (H5c) Attitude mediates the relationship between ICT readiness
and actual use of IB.

Bank Support
Owing to their remarkable roles, banks are very important to the technological facil-
ities as they are considered as the resources in the economic structure which allows
them to act as intermediaries between investors and households to establish various
types of enterprises [31]. All sorts of either SMEs or large firms depend on banks to
get access to the required financial resources and supports to accomplish growth or
even survival of their business. In the ever-changing and competitive environment,
banks should enhance their performance on a continuous basis to gain sustainable
competitive abilities. Therefore, any bank that has online channels aims to provide
banking services that require huge investments to make reliable channels for their
customers to use these channels [32]. In terms of bank support, in [33] it has been
stated that the IB aids both banks and their customers and that IB is illustrated as a
sharing wallet for both financial SMEs and institutions. In [34], it has been found that
large banks, private ownership, newer banks with higher expenses for fixed assets,
and higher deposits were more likely to adopt IB. They also indicate that these banks
were attracting more customers through this new channel of delivery. Therefore, the
following hypotheses are formulated:

Hypothesis 5a (H5a) Bank support has a statistically significant and positive
impact on attitude to use IB.

Hypothesis 5b (H5b) Bank support has a statistically significant and positive
impact on the actual use of IB.

Hypothesis 5c (H5c) Attitudemediates the relationship between bank support and
actual use of IB.

Organization Readiness
Organization readiness refers to the availability level of both technical and financial
resources in the firms to achieve the adoption of knowledgemanagement systems [35,
36]. Therefore, the term “perceived organization resources” denotes firms’ percep-
tions towards the level of the available technical, financial, and human resources
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[37]. Firms that have achieved a level of sophistication with regard to technological
readiness are often seen to be extremely highly integrated organizations especially
in terms of computerized services and processes and are considered as the firms that
are ready to adopt IT innovations with greater benefits [14].

In [38], it has been stressed that organizational readiness includes relevant systems,
suitable infrastructure, technical skills, and resources. Although organization readi-
ness has been defined in the literature from different contexts, all agreed that it
has a significant and positive impact on SMEs technological adoption. As such, the
researcher hypothesizes that:

Hypothesis 6a (Ha) Organization readiness has a statistically significant and
positive impact on attitude to use IB.

Hypothesis 6b (H6b) Organization readiness has a statistically significant and
positive impact on the actual use of IB.

Hypothesis 6c (H6c) Attitude mediates the relationship between organization
readiness and actual use of IB.

Attitude Towards IB
The effect of attitude on behaviour has been showed through behaviour intention
in TRA [39]. However, some previous studies suggested that attitude impacts the
behaviour in differentmanners and that behaviour is a strong predictor of attitude than
the actual usage. In [40, 41], it has been indicated that the customers’ attitude towards
system characteristics on adoption of IBS, by Malaysian bank customers, is related
to IBSA, and it plays a significant role in Internet banking adoption. Furthermore,
a related study [42], which was conducted on 124 respondents, finds a significant
relationship between customers’ attitudes and IBA.

The literature indicates that the user attitude has a strong and direct impact on the
intentions of customers to use and or adopt new technology. For example, in [42],
it has been found that social pressure could influence the behaviour of individuals
and increase their intentions to use IB. Previous studies indicated that the attitudinal
factors influencing the adoption and use of new technology include the perception
of customers and their experience and characteristics of the system.

Therefore, the hypothesis is formulated as follows:

Hypothesis H7 (H7) Attitude has a statistically significant and positive influence
on IB actual use.

3 Conceptual Framework

3.1 Methodology and Data Collection

The primary method used to collect the relevant data in this study is the survey
questionnaire method which was designed and divided into two parts. The first part
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involves the demographic questions to know the basic information about respondents
such as age, gender, experience, education, and income. The second part of the
questionnaire asks the participants about the factors of interest in this studywhich are
(1) actual usage, (2) attitude, (3) bank supported, (4) ICT readiness, (5) organization
readiness, (6) system quality, (7) ease of use, and (8) trust. The first variable is
endogenous, and factors 2 as amediator aswell as from3 to 8 are exogenous variables.

The total number of distributed questionnaires is 374, and the returned ones are
302 which represents an 80% response rate. From the 302 returned questionnaires,
22 cases were outliers; thus, the total usable number returned questionnaires are 280
which represent a 74% response rate after the outliers were removed. Therefore,
the sample size of n = 280 is sufficient for this research. The (n = 280) sample
size achieved a ratio of 5:1 which means that five respondents are needed per item
(indicator) as recommended by Shi et al. [43] and Hair et al. [44]. According to
Kline [45], the minimum of at least, the five participants for each estimated variable
(estimation of about 40 parameters, the studies on a minimum sample size of 200
participants).

4 Analysis and Results

4.1 Descriptive Statistics for Variables

Table 1 shows the descriptive statistics for the constructs in this study. It can be
observed that the highest mean obtained for bank support with 3.328 and the actual
usage with 3.310 out of a maximum of 5 is making up 66%. Furthermore, attitude to
use IB and system quality have 3.217 and 3.244 making up 64%. In addition, other
variables such as trust, complexity, and customer readiness have a mean of 3.157,
3.182, and 3.161, respectively, which makes a total of 63%, and the overall mean is
3.229 which is more than 3 [46]. In addition, the calculated standard deviation for all

Table 1 Descriptive statistics for factors

Variable Code No. items Mean % S.D.

Actual usage AU 5 3.3102 0.662 0.92378

Attitude to use IB ATT 7 3.2179 0.643 0.80555

Technological factors System quality QS 5 3.2446 0.648 0.95271

Ease of use EOU 4 3.1616 0.632 1.0670

Trust TRU 3 3.1571 0.631 0.87449

Organizational factors Bank support BS 5 3.3280 0.665 0.85216

ICT readiness ICT 5 3.2325 0.646 1.0149

Organization readiness OR 4 3.1822 0.636 0.96940

Overall 38 3.229 0.645 0.67324
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the variables in this study ranged from 0.805 to 0.1067 which denotes the existence
of acceptable variability within the data set.

4.2 Validity and Reliability

4.2.1 Convergent Validity

The items loading in this study are more than 0.5 which is acceptable since the study
sample is more than 200 as suggested by Hair et al. [46]. This indeed is sufficient
evidence of convergent validity, where the range of the factor loading lies between
0.614 (BS3) and 0.910 (ICT6). Therefore, in this study, all the indicators are related
to their specific constructs, and thus, there is satisfactory proof of the convergent
validity of the method used in this study. Table 2 shows the items loading, AVE,
Cronbach’s alpha, and CR.

4.2.2 Discriminant Validity

Table 3 presents the discriminant validity. The discriminant validity denotes the
distinctness of the study constructs from other constructs as mentioned by Hair et al.
[44]. Average variance extracted (AVE) is an important statistical test that can be
used to evaluate the discriminant validity for every construct that may exceed the
correlation among other constructs.

In this study, the discriminant validity was validated since the AVE obtained
values are more than the correlations squared for each ever variables. Besides, the
AVE was greater than the absolute correlation square values of the given constructs
with respect to other constructs (AVE > correlation square) as shown in Table 3. The
results also indicate that maximum shared variance (MSV) was less than AVE. Table
3 presents discriminant validity for all variables.

4.3 Confirmatory Factor Analysis (CFA)

In this study, items with load loading and high error to achieve the goodness of the
fit were excluded from the measurement of model fit because they will affect the
goodness of the fit of the model. Modification indices inspection (MI) revealed that
the error of items (BS5 and BS3), (CR1 and CR2), (QS4 and QS5), (AU3 and AU5),
and (ATT1 and ATT2) should be correlated due to which they are considered to have
high correlation as shown in Fig. 1. In this study, all the indicators showed excellent
ability to measure the good of the fit as suggested by Hair et al. [48]. The final model
showed the ratio of the chi-square to the degree of freedom (normed χ2) was 1.720,
less than 5 shows a good model fit, and the RMSEA is 0.048, less than 0.08 which
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Table 2 Items loading, Cronbach’s alpha, composite reliability, and AVE

Constructs Items Factor loading Cronbach’s alpha Composite
reliability

AVE

Actual usage AU1
AU2
AU3
AU4
AU5

0.896
0.843
0.830
0.859
0.836

0.933 0.930 0.728

Attitude ATT1
ATT2
ATT3
ATT4
ATT5
ATT6
ATT7

0.780
0.788
0.810
0.803
0.756
0.739
0.748

0.914 0.913 0.601

System quality SQ1
SQ2
SQ3
SQ4
SQ5

0.886
0.837
0.858
0.876
0.879

0.937 0.938 0.752

Ease of use EOU1
EOU2
EOU3
EOU5

0.889
0.884
0.885
0.905

0.939 0.939 0.794

Trust TRU1
TRU2
TRU4

0.878
0.784
0.868

0.880 0.881 0.713

Bank support BS1
BS2
BS3
BS4
BS5

0.836
0.812
0.614
0.891
0.646

0.884 0.975 0.589

ICT readiness ICT1
ICT2
ICT3
ICT4
ICT5

0.897
0.863
0.874
0.850
0.910

0.944 0.944 0.773

Organization
readiness

OR1
OR2
OR3
OR4

0.908
0.875
0.839
0.866

0.940 0.927 0.761

Source Computed data analysis
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Table 3 Discriminant validity for [47]

AVE MSV BS QS TRU EOU ICT OR ATT AU

BS 0.589 0.255 0.768

QS 0.725 0.338 0.482 0.867

TRU 0.713 0.555 0.428 0.469 0.844

EOU 0.794 0.241 0.373 0.314 0.377 0.891

ICT 0.773 0.394 0.460 0.575 0.350 0.411 0.879

OR 0.761 0.394 0.468 0.527 0.389 0.463 0.628 0.872

ATT 0.601 0.555 0.499 0.581 0.745 0.491 0.492 0.472 0.775

AU 0.728 0.389 0.505 0.576 0.495 0.396 0.496 0.507 0.624 0.853

Fig. 1 Conceptual framework and hypotheses testing

is a good fit [46]. Also, other measures revealed GOF of the model to the data (CFI
= 0.955, IFI = 0.956, TIL = 0.950) which indicated that the model employed in
this paper is a good fit to data [48, 49]. Figure 1 shows the measurement model for
exogenous and endogenous variables.

Determination Coefficient: R2 Value
The R2 value describes the strength or weaknesses of the correlation and amount of
variance between the independent and dependent factors. In this study, the values of
the R2 squared multiple correlations of the structural model on attitude and actual
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Table 4 Determination coefficient (R2)

Exogenous construct Endogenous construct R2 Hair et al. [50] Cohen [51] Chin [52]

SQ, EOU, TRU, BS,
ICT, OR

Attitude to use IB 0.57 Moderate Substantial Moderate

SQ, EOU, TRU, BS,
ICT, OR, ATT

Actual usage 0.33 Moderate Moderate Moderate

usage of IB were 0.57 and 0.33, respectively. Hence, the results show all exogenous
variables: bank support, ICT readiness, customer readiness, system quality, ease of
use, and trust explained 57% of the variance in attitude to use IB. In addition, bank
support, ICT readiness, customer readiness, system quality, trust, ease of use, and
attitude explained 33% of the variance in actual usage of IB as shown in Fig. 1 and
Table 4.

4.4 Structural Model

The structure model is explained using the hypotheses testing described in the
following sections. This study determines the effect of TOE factors on actual usage
of IB via the mediating role of attitude by hypotheses testing. The structural model
results showed the model fit indices such as RMSEA is 0.068 which is less than 0.08
and considered a good fit [44, 53]. In addition, the goodness of fit of the model in this
study was confirmed using other values of the GOF of the model to the data (CFI =
0.909, IFI = 0.910, TIL = 0.901) which indicates the data. Figure 2 demonstrates
the structural model results with the standardized estimate (goodness of fit indices).

4.5 Direct Hypothesis Results

The empirical study tested four main hypotheses that are related to the goal of this
study. With regard to technological factors hypotheses, the results show system
quality, ease of use, and trust had a significant and positive influence on attitude
to use IB (β = 0.205; t = 3.803; P = 0.000), (β = 0.206; t = 4.408; P = 0.000),
and (β = 0.592; t = 8.978; P = 0.000), respectively. Therefore, H1a, H2a, and H3a
are supported.

According to the organizational factors’ hypotheses, bank support and ICT
readiness are the important factors which influence attitude to use IB among
managers/owners’ SMEs in Yemen (β = 0.109; t = 2.343; P = 0.019 and β = 0.118;
t = 2.609; P = 0.009), respectively. So, H5a and H4a are supported. However, orga-
nization readiness was not significantly influenced by attitude to use IB. In addition,
bank support, organization readiness, and system quality had a significant and posi-
tive effect on actual usage of IB, but trust and ease of usewere no significant influence
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Fig. 2 Full measurement model with standardized estimates

on actual usage of IB among SMEs’ owners andmanagers in Yemen. Therefore, H5b
and H6b are supported, but H1b and H2b were not supported. Finally, attitude had
statistically significant and positive effect on actual usage of IB (β = 0.316; t =
3.371; P = 0.000). Table 5 shows the results of the direct hypotheses (Fig. 3).
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Table 5 Direct hypotheses testing results of structural model

Hypothesis Exog. Endo Estimated
β

E.S C.R
t-value

P-value Status Result

H1a Trust Attitude 0.592 0.051 8.978 0.000 Sig. Supported

H2a Ease of use Attitude 0.206 0.031 4.408 0.000 Sig. Supported

H3a System
quality

Attitude 0.205 0.037 3.803 0.000 Sig. Supported

H4a ICT
readiness

Attitude 0.118 0.030 2.609 0.009 Sig. Supported

H5a Bank
support

Attitude 0.109 0.036 2.343 0.019 Sig. Supported

H6a Organization
readiness

Attitude 0.009 0.030 0.192 0.874 No-sig. Not
supported

H1b Trust Actual
usage

0.034 0.082 0.396 0.692 No-sig. No
supported

H2b Ease of use Actual
usage

0.048 0.045 0.856 0.390 No-sig. No
supported

H3b System
quality

Actual
usage

0.238 0.053 3.782 0.00 Sig. Supported

H4b ICT
readiness

Actual
usage

0.084 0.043 1.584 0.113 No-sig. No
supported

H5b Bank
support

Actual
usage

0.163 0.052 2.998 0.003 Sig. Supported

H6b Organization
readiness

Actual
usage

0.144 0.043 2.772 0.006 Sig. Supported

H7 Attitude Actual
usage

0.316 0.116 3.371 0.000 Sig. Supported

4.6 Indirect Hypothesis Results—(Mediating Role)

4.6.1 Mediating Influence of Attitude Between Technological,
Organization Factors, and Actual Usage of IB

The results in Table 6 showed that the attitude had a full mediation effect on the
relationship between organization readiness, ease of use, trust, and actual usage of IB.
This is because the path coefficients for indirect effect were 0.037, 0.187, and 0.065,
and p-values were 0.024 and 0.001 (p < 0.05), respectively. Therefore, H6c, H2c,
and H3c are supported. In addition, attitude to use IB had partial mediation between
bank support, system quality, and actual usage of IB. Therefore, hypotheses HH5c
and H3c are supported, but it was no mediation between ICT readiness and actual
usage due towhich path coefficient and p-valuewere not significant for indirect effect
(0.003; p= 0.864). H4c is not supported as shown in Table 6. It can be concluded that
the attitude of SMEs managers mediates on the relationship between organization
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Fig. 3 Structural model with standardized estimated

readiness, ease of use, trust, bank support, system quality, and actual usage of IB by
SMEs in Yemen.

5 Discussion and Implication

5.1 Discussion

The main objective is to investigate and examine the technological and organiza-
tional variables that influence the use of IB services by SMEs in Yemen and the
role of attitude as a mediator that influences the relationship between TOE factors
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Table 6 Structural parameters of the mediation role of attitude between technological, organiza-
tional factors, and actual usage of IB

H Relationship Path
“a”

Path
“b”

Direct
effect
(c)

Indirect
effect
(c′)

Significant
of indirect
effect

Mediation
type

H1c TRU → ATT → AU 0.592 0.316 0.034 0.065 0.001 Full
mediation

H2c EOU → ATT → AU 0.206 0.316 0.048 0.187 0.001 Full
mediation

H3c SQ → ATT → AU 0.205 0.316 0.238 0.065 0.001 Partial
mediation

H4c ICT → ATT → AU 0.118 0.316 0.084 0.003 0.864 No
mediation

H5c BS → ATT → AU 0.109 0.316 0.163 0.034 0.031 Partial
mediation

H6c OR → ATT → AU 0.009 0.316 0.144 0.037 0.024 Full
mediation

and actual usage of IB. This study investigates the factors of Internet banking adop-
tion among SMEs’ managers in Yemen, using SEM software (Amos). The results
of this study indicated that bank support, ICT readiness, system quality, and ease
of use had positively significant effect on attitude to use IB, but ICT readiness was
no significant effect. In addition, organization readiness, system quality, and atti-
tude had a significantly influence on the actual use of IB. However, ease of use and
trust were not significant influences on using of IB among SMEs in Yemen. Further-
more, attitude mediated the relationship between organization readiness, ease of use,
trust, bank support, system quality, and actual usage IB as stated earlier, and this
study aims at addressing the applicability of the TOE framework (technological and
organizational factors) which was introduced in developed countries to developing
countries especially Yemen. Thus, this study proposed the TOE model that accounts
for the utilization of the united model within the adoption of Internet banking. This
study focusses to address the applicability of the TOE model (technological and
organizational factors).

5.2 Practical Implication

The main significance of this research is to statistically validate the factors that
influence SMEs attitudes and the actual use of IB. Therefore, it was observed that
the SMEs with greater system quality, customer readiness, bank support, trust, and
attitude are more likely to become users of IB. This study emphasized the role of
attitude as a significant mediator in the use of IB. This means that SMEs should be
ready in terms of attitude in order to use IB in their business transactions. Attitude
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involves the culture, consistent values, and work practices in the organization itself.
Moreover, this study also proves that organizational and technological factors are
influential in shaping their organizations’ attitude to use IB. Therefore, banks should
focus on TOE parameters to improve the number of IB users among their customers.

5.3 Managerial Implication

Bank managers must emphasize the positive features that their e-banking services
offer to customers such as safety, security, and trust which improve the perceptions of
customers towards using IB services. Therefore, banks should keep their customers
well informed by sending them messages to inform them of the current security
adequacy to improve the feelings of safety when using IB services. Bank managers
should also publicize their messages to reach a wider population by using public
newspapers and advisement in social media to influence their customers’ attitude to
use e-bank services which consequently influences the attitude to use IB.

5.4 Policy-Makers

Policy-makers are required to establish a list of all the organizational and technolog-
ical factors that are necessary to implement IB according to the actual capability and
capacity of their organizations. Thus, in order to foster and improve trust among IB
customers in Yemeni SMEs, the government should implement policies, regulations,
and laws to protect electronic transactions and activities.Moreover, this study recom-
mends that the policy-makers, practitioners, and bank managers of SMEs in Yemen
to focus more onmaximizing the TOE factors which have been proven empirically to
contribute and influence the improvement of SMEs attitudes towards the use of IB. In
addition, more studies on the topic should also be considered because this study did
not cover all the variables that may influence the attitude to use e-banking services by
SMEs in developing countries. Therefore, more research could focus on other vari-
ables such as ICT and customer readiness, bank support, ease of use, quality system,
and quality of online services. In addition, further research should also examine
other theories which would further support the decision-making process of SMEs
to implement and sustain IB. This study also recommends conducting comparative
studies in other countries with similar conditions which would improve the body of
knowledge in this area.



406 N. H. Al-Fahim and R. Abdulghafor

5.5 Conclusion

This study could be beneficial to bankers and SMEs managers as it provides a
benchmark that explains the current low penetration rate of IB to formulate effi-
cient strategies to encourage the attitude of using IB by Yemeni SMEs. In Yemen,
the IB is still considered as a new technology that requires more investigations and
trust so that it can be fully used and adopted by customers and organizations. This
study contributes to the body of knowledge on TOE framework variables (tech-
nological and organizational) to examine IB technology adoption, acceptance, and
usage which may aid future researchers to extend such variables or use the current
model to a new context. TOE framework has been established as an efficient frame-
work to study the technology adoption and acceptance (IB and e-banking) in terms
of applicability and generalizability with different SMEs and in different cultural
settings (e.g. Yemen). This study indicates that managers/owners should prepare
to provide financial services via the Internet and ensure the safety and security of
their customer’s transactions and online banking activities. Offering IBSwouldmean
that Yemeni banks could expand their customer base, gain a competitive advantage,
and sustain their business in the online market. As Internet technology spreads and
becomes a necessity, IB adoption becomes even more significant. This suggests to
managers/owners to put more effort to assist organizations to develop their own
capability to integrate IB into organization functionalities via training programmes.
Moreover, this study suggests that Yemeni banks need to provide specialized courses
workshops, and seminars targeted at helping organizations understand the prerequi-
sites for launching their Internet presence. Additionally, this work added to under-
stand acceptance of the technology. The study gives and provides points of reference
for practitioners, policy-makers, and academics in promoting firms to IB adoption.
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Markovian Queueing Model with Server
Breakdown, Single Working Vacation,
and Catastrophe

M. Seenivasan, V. J. Chakravarthy, and R. Abinaya

1 Debut

Queueing systems with SWV and consummate service have acquired importance
over the most recent twenty years because of large extent uses mainly manufacturing
system, service system, telecommunications, and computer system. In numerous
genuine queueing circumstances, after assistance fulfillment, if no customer in the
queue, a server goes on a vacation epoch. This type is known as vacation queue.
Using survey paper by Doshi [1], many researchers introduced queueing model
with vacations. Gelenbe et al. [2] studied queues with negative arrivals.

Servi and Finn [3] developed anM/M/1 queueingmodel uponWV.Wu and Takagi
[4] analyzed an M/G/1 queueing model upon MWV. Analysis of GI/M/1 queueing
model upon MWV studied by Baba [5]. Server will only take one WV if the queue
become null. So, if the queue has no customers when the server comes back from
SWV, hewill idle on the system andwait for the customers to arrive instead of picking
up another WV. A multi-server system with an SWV was proposed by Lin and Ke
[6]. The use of inactive epoch a M/G/1 model was studied by Levy and Yechiali [7].

The notion that a disaster is happening randomly leads to the destruction of all
the customers there, and it is not uncommon for a service facility to the temporally
disabled until a new costumer arrives. Disasters can originate external to the orga-
nization or originated on some other queue. In case study, this event takes place
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in the computer system, production system, and service system. Gelenbe et al. [2]
analyzed the queues with negative arrivals. Stirzaker [8] considered the process with
catastrophe. Mostly, the catastrophe occurs only when the systems are full. Chao [9]
concentrated with queueing model having catastrophe and item from arrangement.
Aissani et al. researched on the single server retrial queue subject to breakdown.

A catastrophic—cum—restorative progression associated contribution for grid-
lock created advanced networking administrations have been explored by
Dicrescenzo et al. [10]. An MGM is the best key for finding the difficult queueing
obstacle in queueing theory. Neuts [11] thought Markov chains with applications
queueing hypothesis, which have a grid mathematical invariant likelihood vector.
Neuts [12] determined matrix geometric arrangement in stochastic models. Seeni-
vasan et al. [13] studied performance examination of two heterogeneous servers
queuing model with an irregularly reachable server utilizingMGM. Seenivasan et al.
[13] investigated a retrial queueing model with two heterogeneous servers using the
MGM. The vacation models and the model in which the server may go to break-
downs and repairs are well ascertained in survey papers B. T. Doshi. Gray et al. [14]
overworked on multiple ϕ in queueing theory. Aissaini et al. [15] analysed on single
server retrial queue subject to breakdown.

Our study deals with an SWV, server breakdown, and catastrophe in M/M/1
queueing model. In accordance with FCFS principle, customers are served. This
model has been analyzed usingMGM.The excess of this study designated as follows.
We providing construction ofmodel in Sect. 2. Thematrix geometric solution derived
in Sect. 3. Mathematical illustrations solved in Sect. 4 and brief conclusion in final
section.

2 Construction of the Model

We consider a slow service, catastrophic, and server breakdown in M/M/1 model.
The customers show up in line as per Poisson process with parameter λ. They create
a queue dependent on her/his request for appearance. At a normal working period,
influx customers served at a service rate μb, following an exponential assigned. The
server starts a WV of arbitrary length at immediate if there is no customer in the
system, and it follows an exponential assigned with parameter η. At the time of WV
period, influx customers get service with rateμv , following an exponential assigned.
If the queue forms, then the server chops and shifts its rate fromμv toμb, the normal
working interval starts. If the queue not formed after the completion of vacation, the
server waits idle. If not, server starts a normal busy period when a customer arrival
occurs. When the server may subject to sudden breakdown with rate α and after, it
should be repaired and goes to normal service with rate β.

In this model, when system contains customers according to the Poisson process,
the catastrophe occurs with parameter ξ . This catastrophic event immediately ruins
the customers and attacks the system as well. The rate transition diagram is given in
Fig. 1.
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Fig. 1 Rate transition diagram

Let {(k(t), n(t)) : t ≥ 0} be a MP, where k(t) and n(t) represent state of process
at time t, respectively.

k(t) = 0, when server is on WV,
k(t) = 1, when server is on normal working epoch, and
k(t) = 2, when server is on breakdown.
n(t) denotes total customer presented in the queue.

The QBD process along with state space � as follow

� = (0, 0)U (1, 0)U (2, 0)U (i, j); i = 0, 1, 2 & j = 1, 2, . . . , n ≥ 1

Infinitesimal generator matrix Q is presented below:

Q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

A0 A1 0 · · · · · · · · · · · · · · · · · ·
B0 A2 A1 · · · · · · · · · · · · · · · · · ·
C0 A3 A2 A1 · · · · · · · · · · · · · · ·
C0 0 A3 A2 · · · · · · · · · · · · · · ·
C0 · · · · · · A3 · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

where

A0 =
⎛
⎝

−λ − η η 0
0 −α − η − λ α

0 β −β − λ

⎞
⎠; A1 =

⎛
⎝

λ 0 0
0 λ 0
0 0 λ

⎞
⎠;
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B0 =
⎛
⎝

μv + ξ 0 0
μb + ξ 0 0

ξ 0 0

⎞
⎠; C0 =

⎛
⎝

ξ 0 0
ξ 0 0
ξ 0 0

⎞
⎠;

A2 =
⎛
⎝

−(λ + η + α + μv + ξ) η α

0 −(α + λ + μb + ξ) α

β β −(2β + λ + ξ)

⎞
⎠;

A3 =
⎛
⎝

μv 0 0
0 μb 0
0 0 0

⎞
⎠

3 Matrix Geometric Solution

We define pi j = {k = i, n = j} = limt→∞ k(t) = i, n(t) = j , where j repre-
sents total customers presented in the queue, and i represents the server state.
Probability vector is defined as P = (P0, P1, P2, . . .) and Pj = (

p0 j , p1 j , p2 j
)
,

j = 0, 1, 2, 3, 4, . . . The static probability row matrix is represented by using PQ =
O.

P0
[
A0 + R

[
B0 + R(1 − R)−1C0

]] = 0 (1)

P0A1 + P1A2 + P2A3 = 0 (2)

P1A1+P2A2 + P3A3 = 0 (3)

.

.

.

Pi A1+Pi+1A2 + Pi+3A3 = 0

(4)

and

Pi = P0R
i for i ≥ 1 (5)

Let us denote rate matrix be R. Using matrix equation [16], it is irreducible non-
negative solution.

R2A3 + RA2 + A1 = 0 (6)
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The balancing mathematical statement is

P0(1 − R)−1e = 1 (7)

Here, “e” is unit matrix.
From Eq. (6),

R = −[
A1 + R2A3

]
A−1
2 (8)

Rate matrix R is mathematically found by iterative method with R(0) = 0

Rn+1 = −[
A1 + R2

n A3
]
A−1
2 (9)

Using the above equation to solve R matrix and check all values of R will
monotonically increasing. And R will converge to −A−1

2 and
[
A1 + R2

n A3
]
are

positive.
By considering matrix geometric procedure, the steady state is obtained. P parti-

tioned as P = (P0, P1, P2) is probability row vector of the (reducible) generator
matrixM = A1 + A2 + A3. Then, M can be written as

M =
⎛
⎝

−γ0 η α

0 −γ1 α

β β −γ2

⎞
⎠

where

γ0 = η + α + ξ

γ1 = α + ξ

γ2 = 2β + λ + ξ

M is clear and row vector P can be shown to be solitary such that

PM = 0 and Pe = 1 (10)

We have

P0 =
[
α +

(
1 + η + γ0

γ1

)
− γ0γ1

β

]
(11)

P1 = η + γ0

γ1
P0 (12)

P2 = γ0

β
P0 (13)
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The static condition of such a QBD (see Neuts [12]) can be obtained by the drift
condition PA1e < PA3e.

We get the static condition takes format

λ[P0 + P1 + P2] < μb P2 + μvP1 (14)

3.1 Evaluation of the Results

Performance measures have been found using steady-state probabilities as given
below

If server is idle

E(I ) = P0 (15)

If server is WV, then mean number of customers presented

E(V ) =
∞∑
j=0

j p0 j (16)

If the server is busy epoch, then mean number of customers presented

E(B) =
∞∑
j=1

j p1 j (17)

If the server is breakdown, then mean number of customers presented

E(BD) =
∞∑
j=1

j p2 j (18)

Mean number of customers presented

E(N ) = E(I ) + E(B) + E(V ) + E(BD) (19)

Total output gained is

δ = μv

∞∑
j=1

j p0 j + μb

∞∑
j=1

j p1 j (20)

Delay time is given by
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Dt = E(N )

δ
(21)

4 Mathematical Study

Here, we make mathematical calculation for model given by the segment above. Our
goals are to show effect of a parameter on system features. By modifying λ and μb,
eight illustrations are presented in these sections.

The parameterλvalue varies, and all other argument values are stabled. Illustration
1 to Illustration 4 are presented below.

Illustration 1 We take λ = 0.05, μb = 0.5, μv = 0.4, α = 0.2, η = 0.15, β =
0.3 and ξ = 0.1.

R =
⎛
⎝
0.0667 0.0244 0.0218
0.0086 0.0729 0.0196
0.0330 0.0440 0.0832

⎞
⎠

By swapping rate matrix R in Eq. (1), vector P0 is obtained and normalization
equation P0[I − R]−1e = 1 for themathematical argument selected previously, row
vector P0 is granted by P0 = (0.2283, 0.3516, 0.2960). More, the balance vector Pj’s
gained from Pj = P0Rj, j = 1, 2, 3, … and are shown in Table 1. Column 2, 3, and
4 contain the three elements of Pj, j = 0, 1, 2, …. Final column constitutes the total
of three elements. Total probability was confirmed to be 0.9999 ≈ 1.

Illustration 2 We take λ = 0.1, μb = 0.5, μv = 0.4, α = 0.2, η = 0.15, β =
0.3 and ξ = 0.1.

R =
⎛
⎝
0.1305 0.0523 0.0372
0.0178 0.1462 0.0337
0.0657 0.0941 0.1516

⎞
⎠

Table 1 Probability vectors for λ = 0.05

Pj p0j p1j p2j Total

P0 0.2283 0.3516 0.2960 0.8759

P1 0.0280 0.0442 0.0365 0.1087

P2 0.0035 0.0055 0.0045 0.0135

P3 0.0004 0.0007 0.0004 0.0015

P4 0.0001 0.0001 0.0001 0.0003

Total 0.9999
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Table 2 Probability vectors for λ = 0.1

Pj p0j p1j p2j Total

P0 0.3297 0.2792 0.1593 0.7682

P1 0.0585 0.0730 0.0458 0.1773

P2 0.0119 0.0180 0.0116 0.0415

P3 0.0026 0.0044 0.0028 0.0098

P4 0.0006 0.0010 0.0007 0.0023

P5 0.0001 0.0002 0.0002 0.0005

P6 0.0000 0.0001 0.0000 0.0001

Total 0.9997

By swapping rate matrix R in Eq. (1), vector P0 is obtained and normalization
equation P0[I − R]−1e = 1 for themathematical argument selected previously, row
vector P0 is granted by P0 = (0.3297, 0.2792, 0.1593). More, the balance vector Pj’s
gained from Pj = P0Rj, j = 1, 2, 3, … and are shown in Table 2. Column 2, 3, and
4 contain the three elements of Pj, j = 0, 1, 2, …. Final column constitutes the total
of three elements. Total probability was confirmed to be 0.9997 ≈ 1.

Illustration 3 We take λ = 0.15, μb = 0.5, μv = 0.4, α = 0.2, η = 0.15, β =
0.3 and ξ = 0.1.

R =
⎛
⎝
0.1907 0.0834 0.0484
0.0268 0.2192 0.0440
0.0969 0.1491 0.2091

⎞
⎠

By swapping rate matrix R in Eq. (1), vector P0 is obtained and normalization
equation P0[I − R]−1e = 1 for themathematical argument selected previously, row
vector P0 is granted by P0 = (0.3676, 0.2262, 0.0762). More, the balance vector Pj’s
gained from Pj = P0Rj, j = 1, 2, 3, … and are shown in Table 3. Column 2, 3, and
4 contain the three elements of Pj, j = 0, 1, 2, …. Final column constitutes the total
of three elements. Total probability was confirmed to be 0.9999 ≈ 1.

Illustration 4 We take λ = 0.2, μb = 0.5, μv = 0.4, α = 0.2, η = 0.15, β =
0.3 and ξ = 0.1.

R =
⎛
⎝
0.2469 0.1166 0.0566
0.0353 0.2913 0.0517
0.1255 0.2074 0.2583

⎞
⎠

By swapping rate matrix R in Eq. (1), vector P0 is obtained and normalization
equation P0[I − R]−1e = 1 for themathematical argument selected previously, row
vector P0 is granted by P0 = (0.3684, 0.1854, 0.0236). More, the balance vector Pj’s
gained from Pj = P0Rj, j = 1, 2, 3, … and are shown in Table 4. Column 2, 3, and
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Table 3 Probability vectors for λ = 0.15

Pj p0j p1j p2j Total

P0 0.3676 0.2262 0.0762 0.6700

P1 0.0835 0.0916 0.0437 0.2188

P2 0.0226 0.0336 0.0172 0.0734

P3 0.0069 0.0118 0.0062 0.0249

P4 0.0022 0.0041 0.0021 0.0084

P5 0.0007 0.0014 0.0007 0.0028

P6 0.0003 0.0005 0.0003 0.0011

P7 0.0001 0.0002 0.0001 0.0004

P8 0.0000 0.0001 0.0000 0.0001

Total 0.9999

Table 4 Probability vectors for λ = 0.2

Pj p0j p1j p2j Total

P0 0.3684 0.1854 0.0236 0.5774

P1 0.1005 0.1019 0.0365 0.2389

P2 0.0330 0.0490 0.0204 0.1024

P3 0.0124 0.0223 0.0097 0.0444

P4 0.0051 0.0100 0.0044 0.0195

P5 0.0022 0.0044 0.0019 0.0085

P6 0.0009 0.0019 0.0008 0.0036

P7 0.0004 0.0008 0.0004 0.0016

P8 0.0002 0.0004 0.0002 0.0008

P9 0.0001 0.0002 0.0001 0.0004

P10 0.0000 0.0001 0.0000 0.0001

Total 0.9976

4 contain the three elements of Pj, j = 0, 1, 2, …. Final column constitutes the total
of three elements. Total probability was confirmed to be 0.9976 ≈ 1.

4.1 Evaluation of the Results

Varying the parameter λ = 0.05–0.2, the performance measures shown in Table 5.
Out of the above figures, we derived few performance measurements with the

effect of λ such as mean no. of customer if server is idle, mean no. of customer if
server is on working vacation, mean no. of customer if server is on busy period,



418 M. Seenivasan et al.

Table 5 Performance measures for λ


 0.05 0.1 0.15 0.2

E(I) 0.8759 0.7682 0.6700 0.5774

E(B) 0.0577 0.1278 0.2228 0.3518

E(V ) 0.0366 0.0930 0.1642 0.2458

E(BD) 0.0471 0.0812 0.1111 0.1436

E(N) 1.0173 1.0702 1.1681 1.3186

� 0.0435 0.1011 0.1771 0.2742

Dt 23.3862 10.5856 6.5957 4.8089

Fig. 2 Arrival versus server is in idle

mean no. of customer if server is on breakdown, mean no. of customers throughout
system, and output gained from the system and delay time, respectively. From Fig. 2
shows that arrival rate increases, mean number of customer if server is idle decreases,
Figs. 3, 4, 5, 6, and 7 show arrival rate increases, mean no. of customer if server is
WV, busy period, breakdown, mean no. of customers throughout system, and total
output gained increases. Finally, if the arrival increases, delay time of the system
decreases as shown in Fig. 8.

5 Conclusion

In this article, we have studied a different manner of service rates, server breakdown,
and catastrophes. We have obtained the static probability row vector by MGM, and
also, we derived so performance measures with the effect of λ such as mean number
of customer if server waits idle, mean number of customer if server is on working
vacation, mean no. of customer if server is on busy period, mean number of customer
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Fig. 3 Arrival versus mean number of customer during busy period

Fig. 4 Arrival versus mean number of customer during working vacation

Fig. 5 Arrival versus mean number of customer during breakdown
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Fig. 6 Arrival versus mean number of customer in the system

Fig. 7 Arrival versus total output from the system

Fig. 8 Arrival versus delay time of the system
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if server is on breakdown, mean number of customers throughout system, and output
gained from the system and delay duration, respectively.
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Lessening Spectrum Sensing Data
Falsification Attack by Weighted Fuzzy
Clustering Means Using Simulation
Annealing in Cognitive Radio Networks

L. Thulasimani and A. Hyils Sharon Magdalene

1 Introduction

In 1999, Joseph Mitola founded the Cognitive Radio Network (CRN) for accom-
modating mobile communications [1]. The component finds the frequency band as
possible. But when it is not available, it investigates the release band and use it. Then,
it deviates skillfully from one band to another [2], rather than stick to a particular
band. One, who consumes the licensed band, noted as primary users (PUs) [3] and
of those, who use the unlicensed band called as the secondary users (SUs).

The channel being consumed named as ‘busy’, which causes a frequency fully
engaged by the PU. The channel being not consumed named as ‘release’, which
guides the PU to non-usage of the spectrum.

This causes undesirable interferences to the PU and extended to annual the SU to
receive the channel. This is called as general SSDF/Byzantine attack [4]. CSS [2] is
an advanced choice to raise the execution of spectrum sensing, and is clearly defined
in Fig. 1.

2 Related Work and Contributions

Aida [5] implements aweighted sequential probability ratio test (WSPRT) for the best
improvement of disseminated spectrum sensing against the SU terminus. Reference
[6] depicts about the binary strategy that strains decrease the SSDF attack. The
paper [7] is based on the repute of the SUs. They have a binary recount approach
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Fig. 1 Performance of collaborative sensing along with SSDF attack

that strives to reduce SSDF attack. Hyils Sharon Magdalene and Thulasimani in [8]
proposed another CSS strategy to treat SSDF attack, in which each user has allot
a weight. Saud in [9] separates the theory of fuzzy sets used in fuzzy logic, and is
an associated theory. Lotfi in [10] recounts the range that requires for measurable
factor of fuzzification to produce a much more overlapping clusters. Ehab et al. in
[11], assure that the scanning can be performed through the entrance stage for the
intruders by means of fuzzy based intrusion detection system. In Li and Han [12],
another data mining strategy is applied to relief the Sybil attack that identities the
harmful characters.

3 Existing Method

3.1 Multiple Trust Factor

There are four factors to be defined in multiple trust factor [13] to mitigate SSDF
attack. In preceding-based Trust Factor, the entail level of trust Sen, considering the
level of trust is calculated as,

TL[Sen] =
⎧
⎨

⎩

t∑

i=1
TL

[
Sein

] ∗ g(t) Tm �= 0

0.5 Tm = 0
(1)

In dynamic factor, O[Sent] be the available duration of the flow of sensing time
period ‘t’ and S[Sent] be the entire sensing time that is flowing up to Sen at time ‘t’
which merges the interlinked system. Then it calculates as,
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DF[Sen] = S[Setn]
O[Setn]

(2)

In motivation factor, the factor dissemination performs the harmful users to give
a penalty by weakening the ground trust. This can be evaluated as:

MF[Sen] = 1 − γ [Sen] (3)

where γ represents the penalty factor. In consistency factor, TL[Sen] =
TL

[
Se1n,Se

2
n, . . . ,Se

t
n

]
suggests the point position of the trust for SU Sn and T indi-

cates the slithering time duration. The asymmetry of trust SU Sn, is denoted as S2[Sen]
and is defined as

S2[Sen] =
t∑

i=1

(
TL

[
Sein

] − TL[Se−
n ])2

Tm − 1
(4)

where TL[Se−
n ] is the trust assessing average value.

3.2 Evidence Theory

In Evidence Theory [14], the frame is defined as, {H1, H0, �}, where � denotes
the hypothesis is true. The sample number of the Xi(t) is large enough to obey the
normal distribution. So, the normal form of membership function is applied to get
mi(H1), mi(H0), mi(�) in two cases of H1 and H0, respectively, and is described as,

mi (H0) =
+∞∫

xi (t)

1
√

2πδ20i

exp

(

− (x − μ0i )
2

δ20i

)

dx (5)

mi (H1) =
xi (t)∫

−∞

1
√

2πδ21i

exp

(

− (x − μ1i )
2

δ21i

)

dx (6)

mi (�) = 1 − mi (H0) − mi (H1) (7)

where μ0i , μ1i , δ20i , δ21i denotes the mean and variance of the Xi(t) under H0 and
H1, respectively. The above formula shows the credibility of each cognitive user as,
mi (H0) and mi (H1).
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3.3 Balanced Cluster-Based Redundancy Check Aggregation
(BCRCA) Mechanism [15]

This is amethod that searches the exponential family of amaximum entropy solution.
It is expressed as,

P
(
x ji

) =
∏

i

a j
f j (x ji ) (8)

where a j is unknown. Then the maximum likelihood was limited to the restriction
f j

(
x ji

) ∈ {0, 1}. The method starts with arbitrary values of a(0)
j values, which define

the initial probability estimate:

P (0)(x)
def=

∏

j

a
(0) f j (x ji )

j (9)

3.4 XOR Distance Analysis

The XDA designs [16] the trust mechanism to get the CSS, which is free from SSDF
attack. In this existing method, first the XOR distance analysis between any two
SUs is calculated. Second the lightweight algorithm is implemented to detect SSDF
attackers. Third the ideal trust mechanism is applied to correct the SSDF attackers
trust value.

The above constituents of the preceding methods (from section A to D) are helped
to simulate in the computer simulation results. The estimation taken is based on 5–30
attackers.

3.5 Proposed Contribution

Improved Weighted FCM Algorithm
In the traditional FCM algorithm [17], the final clustering result of each sample node
is same in each iteration and it is hard to determine. According to the classification
of data, the problem can be solved by using a weighted processing toward the target
function and the cluster center of the FCM clustering algorithm. This will improve
the classification in an accurate number as possible. The weighted FCM clustering
procedure technique is shown elaborated in Sect. 5.
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4 Strategy Model

4.1 Collaborative Spectrum Sensing

In CSS [18], a CR user makes the network and executes their spectrum sensing
separately. The local sensing data must be settled between the two hypotheses tests
[13] and is followed.

Xi (t) =
{

wi (t) H0

hi S(t) + wi (t) H1
(10)

where

H0 PU is absent,
H1 PU is present.

At time ‘t’, the received signal for ith user is Xi(t) and S(t) is the PU signal. The
thermal noise is ‘wi(t)’. Then, θi is the local sensing data of ith user at tth slot and is
expressed in binary diverge as follows:

θ t
i =

{
0, H0

1, H1
(11)

Consider of K primary users and N secondary users. Then, H is the group of
honest user that contains a ‘K’ PUs andM is the group of harmful SUs that contains
in a ‘N’ SUs. Consider some of them are harmful in N SUs. The group of N SUs in
the network is, SUn = {θ1, θ2, …, θn}. Hence, time slot τ consists of two similar
sized replaced time windows (t0, t1, t2, …, tn). Each contains a sensing slot and the
directed sensing data of all the SUs in tth sensing slot is carried as: θ [t] = {θ1

t , θ2
t ,

θ3
t , …, θn

t} [19], where each θ i
t ∈ {0, 1}. Once the completion of one sensing slot is

concluded, the slithering window descends the oldest time events and adds the new
sensing time observations. The SUs sensing period from 1 to t is found as θn = {θn

t ,
θn

t , θn
t , …, θn

t}. The past τ sensing time had been always present and is expressed
in Fig. 2 [13].

Fig. 2 Future behavior prediction graph
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5 Ill-Will User Detection Technique

The suggested technique consists of three processes, namely: Strainer, Lessen, and
Secure.

5.1 Process-I: ‘Strainer’ Process

Improved Weighted FCM Algorithm Based on Simulated Annealing (SA):
Suggested Strategy
For the suspicious value calculation, the historical part of the SU report was taken
and the assumption is made as follows:

{Si (t)}�P(τi = M |Ft) (12)

This is the suspicious phase for node i and node j at time ‘t’. The instance of a
node is PU or SU, which is denoted as, τ n(= H) or τ n(= M). Every recordings of
a time schedule from 1 to t is found as Ft . Then, ‘�’ means that every ‘Ft’ data is
taken as a sensing report in the time frame Si(t).

Steps to Filter Ill-Will Users
Step 1. Assume ‘l’ clusters and classify the sensing bit to ‘l’ clusters. Set the value
of S = [Sij] matrix, and the centroid for fuzzy via., S(0), S(1), …, S(l), are allotted
to each of the clusters, l1, l2, …, ln.

Step 2. Compute the span among the relevant cluster center as, dist = ∣
∣Sj − S

∣
∣. The

minimization of an impartial function from the SUs span is calculated as,

Smin
i, j

=
m∑

i=1

n∑

j=1

Smi j
∣
∣
∣
∣Sj − S

∣
∣
∣
∣2 (13)

where 1 < m < ∞.
Where ‘m’ is the ‘membership’, which is greater than one. The level of rank of Si

in the jth cluster is Sij, Let ||*|| is the mean exhibiting the similarity of any sensing
report and the cluster center. Then, set the threshold et which is always greater than
zero (>0) to a very small value.

Step 3. Modify the fuzzy membership function and the sensing report is from ‘1’ to
‘t’. The above Eq. (13) is found as,

Si j = 1
∑n

t=1

( ‖Sj−S‖
‖Sj−St‖

) 2
m−1

(14)
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Step 4. In earlier, at ‘t’ step, the centroid is computed as,

S =
∑n

j=1

∑N
i=1Si j

m Si (t + 1)
∑N

i=1Si j
m

(15)

For the weighted processWi with the ith node, and define a variable Ei to measure
Sij, which means the validity of the membership degree of node i that belongs to the
jth node. This makes the clustering evaluation as [17],

Ei =
m∑

j=1

Si j log
Si j
2 (16)

Wi = 1 + Ei

n + ∑n
i=1 Ei

(17)

The iteration of the algorithm will be reduced by the term,
∑m

i=1 Wi = 1. The
paper now proposes a new FCM objective function and a clustering center function.
Then it is implemented to the FCM clustering algorithm as follows [17]:

S =
∑m

i=1wi
Wi Si j m Si (t + 1)

∑N
i=1wi

Wi Si j
m

(18)

Calculate the probability for Sij, and find out the probability for the total Sensing
report. The number of changeover probability of a state ‘i’ to all other positions must
be 1. So the expression is made as,

l∑

j=1

P(si, j ) = 1 (19)

A fixed probability transmission ‘π ’ is determined as the set of and its probability
is defined as {1, 2, …, n}. This is associated with the eigenvalue 1, i.e., πP = π. The
vector is individual by analyzing any ‘i’ vector which is having the following limit:

lim
i→ j

(Pτ )i, j = πτ (20)

where πτ is the tth element of the row vector π. Thus, states that the long-run
probability of a state ‘j’ is not associated with the initial state ‘i’. Thus the suspicious
value calculation of each cluster centroid is:

Si (t) =
∏t

τ=1 θi (τ )
∑N

j=1

∏t
τ=1 θi (τ )θ j (τ ) . . . θn(τ )

(21)
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Si (t + 1) =
∏t+1

τ=1 θi (τ )
∑N

j=1

∏t+1
τ=1 θi (τ )θ j (τ ) . . . θn(τ )

(22)

The time slot is τ and the number of SU is N and is presented in the cluster and
the probability of report is θ i(τ ) at time t. This is expressed as,

θi (τ ) = Pd,i + Pf,i (23)

θ j (τ ) = Pd, j + Pf, j (24)

In the probability of true detection Pd , the signal is available in the existing band
and the detection is successful. In the probability of false alarm Pf , the detection
algorithm expresses that the frequency is occupied [18]. The signal differentiation is
as follows:

Pd = Pr(D > λ|H1 ) (25)

Pf = Pr(D > λ|H0 ) (26)

The decision metric D is compared again to the threshold value, to examine
whether the signal is existing or not. Then the computation is found at,

D =
N∑

n=1

|Xi (t)|2 (27)

Time slot τ is the SU count that is available in the cluster N and θ i(τ ) is a
probability of the data and is found in Eq. (28). Time slot τ indicates that the node
n is harmful.

θi (τ ) = Pd,i + Pf,i (28)

Step 5. The objective function is calculated as,

	Si j = F(S, c) =
n∑

i=1

m∑

j=1

(
w

Wi
i Smi j ||Si (t + 1) − Si (t)||

)

	Si j < Threshold (29)

If the increment of the objective function is found decreased than the threshold
value ‘et’. The algorithm halt and return to step 3.
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Table 1 Threshold range of
SUs

Stage Threshold set Entailing

1 	Si,j < et Honest user

2 	Si,j ≥ et Harmful user

3 Otherwise 	Si,j = 0 Suspicious user

5.2 Process-II: ‘Lessen’ Process

Cluster Configuration
The largest complete homogeneous of sensing stage with the other Sensing level [20]
is preferred as a cluster core and is computed as,

Si =
j �=i∑

j∈S
Si j (30)

In this technique, a ratio of difference-to homogeneous (DHP) is computed for
each Sensing data point is declared by the following expression as,

DHPi =
j �=i∑

j∈S

1 − Si j
Si j

(31)

The stage having the least possible DHP is taken as a cluster core.
After the cluster configuration, the attack has been reduced by using Weighted

FCM resolutions.

5.3 Server-III: ‘Secure’ Process

Every cluster centroid is computed by averaging all the sensing levels in each cluster.
WFCM re-utter the cluster center to the ‘right’ positions of the data set. The contrast
was shown in Table 1.

6 Results

6.1 Simulation Setup

The collaborative sensing of ‘N’ SUs are considered as 70 and ‘K’ PUs are considered
as 5. More of N SUs, lessening is made by raising the number of harmful users from
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Fig. 3 Performance of suggested and existing defense for packet delivery ratio

5 to 30 attackers in the network. The leftover affairs are announced as honest users.
For sensing time duration, τ = 160 time slots are taken.

6.2 Simulation Results

The suggested weighted FCM give better performance than all the other preceding
methods, which is shown in graph results.

Figures 3, 4, 5 and 6 represents the execution of packet delivery ratio, packet loss
ratio, throughput, and the delay for the existing and the WFCM methods.

The observation depicts that the packet delivery ratio for the FCM in the existing
of 30 attackers is 85% which is greater than the existing defense.

7 Conclusions

The proposed work reduces the number of malicious user nodes available in the
CRN network. When compared with the existing works the results obtained with
the proposed work is better. In the preceding work, lessening of SSDF attack was
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Fig. 4 Performance of suggested and existing defense for packet loss ratio

Fig. 5 Performance of proposed and existing defense for throughput



434 L. Thulasimani and A. Hyils Sharon Magdalene

Fig. 6 Performance of suggested and existing defense for delay

performed by applying the different methods. The suggested WFCM schema [20]
also renders beneficial function in decentralized network. The execution was done
by NS-3 software to get a better result.

8 Future Work

The future work is analyzed by modeling a new security protocol for preventing the
same SSDF attack in Cognitive radio based Internet of Things (IoT) concepts.

Acknowledgements The part of the proposed work was presented in IEEE ICCIC 17’ conference
on Dec. 2017. It was held in Tamil Nadu College of Engineering, Coimbatore-59, India. The same
will be published in the IEEE Xplore digital library on 8 Nov. 2018. In this article, the proposed
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Performance Analysis of Thinning
Algorithms for Offline-Handwritten
Devanagari Words

Sukhjinder Singh and Naresh Kumar Garg

1 Introduction

Character recognition systems contribute for the advancement of the automation
process, and can improve the interaction between man and machine in many
applications of image processing and pattern recognition such as office/bank
automation, cheque verification, writer identification, script identification [1].
Thinning is generally used as preprocessing step in such type of applications
including fingerprint recognition and shape description [2] to refine the pattern/
word shape. It also helps to reduce large memory requirement for storing structural
information of a pattern/word for further processing such as feature extraction and
classification. Thinning is a process of skeletonization of a binary image of pattern/
word to extract the skeleton of the shape of interest considering topology and shape
preservation [3]. Many character recognition methods also use some thinning
approach to facilitate shape analysis and stroke identification. There are several
thinning algorithms reported in the literature of character recognition [4]. Like Odia
and Bangla scripts, Devanagari script has been originally deriven from Brahmi
script and accompanies top horizontal line. In Fig. 1, Handwritten Devanagri Word

(HDW)—“ ” (Bathinda) before and after applying the thinning algorithm,

has been depicted as an example to illustrate the impact of thinning.
Researchers developed and modified various thinning algorithms for many

general pupose applications, in the past few years. In many such applications,
sometimes static images of handwritten script need to be processed rather than
dynamic information which may cause deterioration in system performance.
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Therefore, it become more challenging to deal with static images rather than
dynamic information. A key preprocessing step in the processing of static scripts is
thinning or skeletonization where the script is reduced to a collection of lines. In
this paper, the performance of three thinning algorithms namely, Zhang-Suen [ZSu]
[5], Guo-Hall [GHa] [6] and Lee-Kashyab-Chu [LKC] [7] have been analyzed in
terms of various objective and subjective performance metrics. Such algorithms
may play an important role in subsequent recognition process of Handwritten
Devanagari Words (HDWs). Skeletonization algorithms compute the centerlines
skeletons from image boundaries, whereas thinning algorithms remove outer layers
of an image while simultaneously preserving the image connectivity [8]. The broad
classification of thinning algorithms are presented in the following subsection.

1.1 Classification of Thinning Algorithms

Thinning algorithms are broadly classified into two categories namely, iterative and
non-iterative [9] as depicted in the Fig. 2.

1.1.1 Iterative Thinning Algorithms

As their name implies, iterative algorithms repeat a predefined procedure or loop on
image pixels preferably to obtain unit-pixel thickness/wide skeleton of a pattern/
word. These types of algorithms are based on iteratively peeling off the outer
boundary layer by layer while moving inside a pattern/word image from outside.

Thinning Algorithms

Non-Iterative Thinning Algorithms

Sequential Thinning Algorithms

Iterative Thinning Algorithms

Parallel Thinning Algorithms

Fig. 2 Classification of thinning algorithms

Thinning Algorithm 

Fig. 1 A thinning example (Left: input HDW “ ” (Bathinda); Right: resultant thinned

HDW)
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Based on way of pixel examination, these algorithms shall further be classified as
parallel and sequential-iterative thinning algorithms [2]. These have been briefly
explained below.

Parallel Thinning Algorithms

In parallel thinning algorithms; firstly, desired pixels are identified and thereafter,
undesired pixels are removed after identifying all the desired pixels in iterative
manner considering results of previous iteration. Such algorithms have gained much
attention of researchers as these algorithms are capable of reducing computation
time requirements. In this algorithm, all pixels are operated on simultaneously.
[ZSu], [GHa] and [LKC] thinning algorithms considered for this work are the
examples of parallel thinning algorithm.

Sequential Thinning Algorithm

In sequential thinning algorithms; undesired pixels are removed while identifying
all the desired pixels in iterative manner. The decision to either remove or keep the
pixel is governed by previously processed pixels within the same iteration. Earlier
thinning algorithms were mainly based on sequential approach later on with the
more advancements, researchers preferred parallel approach. To cope up with the
problem of preserving the connectivity of the original pattern, many researchers
partitioned their algorithms into separate sub-iterations and adopted partial
sequentially for these sub-iterations.

1.1.2 Non-Iterative Thinning Algorithms

Non-iterative thinning algorithms do not perform pixel to pixel examination unlike
in iterative thinning algorithms. Generally, their implementation is based on some
mathematical transformations like distance transforms. These algorithms convert a
pattern/word into a set of polygons (which may or may not be regular) based on
border of the pattern/word. These set of polygons, help to extract the skeleton of the
pattern/word.

1.2 Motivation

The purpose of this paper is to take Handwritten Devanagari Words (HDWs)
scanned images as input, recognize the handwritten words and modify the hand-
writing such that it is a beautified thinned version of the input. Thus this work
comprises of thinning of HDW for their beautification and further in future
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recognition. Thinning is commonly used to reduce font variability in handwritten
word recognition [10]. Moreover, it also helps to minimize multiple open end and
junction points in a word or character before feature extraction phase [11–12]. In
pattern recognition-based applications such as handwritten word recognition,
thinning algorithms play an important role due to:

(i) The thinning algorithms generally provide important information about word
or character shape by simplifying its shape and hence thus reducing the
amount of data which is required for processing.

(ii) It shall also help to reduce the processing-time requirements.
(iii) It shall be used for extraction some features as end points, junction points

and connection among various character-components.
(iv) In pattern recognition-based systems, some algorithms like vectorization also

require unit-pixel wide lines as input.

1.3 Requirements of a Good Thinning Algorithm

Mainly, the requirements of good thinning algorithms are application specific [13].
Varity of thinning algorithms are available in literature whose methodology may or
may not be complicated and resultant skeleton depends upon the nature of input
pattern. However in general, the requirements of the same are briefly summarized
below [9, 14, 15]:

(i) The resultant skeleton should be of one-pixel wide without redundancies.
(ii) The resultant skeleton should be centered inside the component and maintain

or preserve the component connectivity.
(iii) There should be no excessive deletion or erosion of pixel points.
(iv) The resultant skeleton should compress the image data.
(v) It should take minimum execution time.
(vi) It should preserve the pattern/word topologically and geometrically which

shall be important component for its classification or recognition.
(vii) It should be robust against noise.

1.4 Challenges

The thinning algorithms pay a vital role in HDW recognition systems. Therefore, it
must be chosen or designed in such a way that system does not affected badly. The
various challenges that must be considered while designing or selecting the thinning
algorithm for HDW have been briefly discussed below [8, 16–18]:
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(i) Filtering and preserving the dots: To remove noise from scanned hand-
written word images or samples, filtering such as Median or Gaussian is
generally applied before applying thinning algorithms. In handwritten

Devanagari words, there may be dots at the top (अं क or ) or

bottom (नुकता) of the characters or vowels. Therefore, it become more
challenging to identity and remove noise from HDW image samples rather
removing or filtering than these character dots.

(ii) Retaining the handwritten character connectivity and structural properties:
Handwritten Devanagari words are constructed from the combination of
various characters including consonants and vowels modifiers (e.g.,
अ + ा + स + न + स + ो + ल = आसनसोल). The effective HDW-thinning
algorithms must retain the connectivity of characters along with structure
properties; otherwise it may affect the recognition accuracy of HDW
recognition systems due to disconnected or unstructured words.

(iii) Unit-pixel width: It is required that skeleton of HDW should be of minimum
thickness preferably having unit-pixel width. Because thickness of word itself
is not considered as a main feature for HDW recognition. Thickness of hand-
written word may be considered as the complex function of various parameters
viz. tip size and type of writing instrument or pen (ball or gel), pressure inserted
by writer during writing and paper material. Hence, it becomes a challenge to
the researchers while developing a thinning algorithm for HDW.

(iv) Crossover or intersection artifacts: It is desirable to preserve the crossover or
intersection points in HDW while extracting skeleton during thinning by
taking correct pixels and paths. If these crossover points in HDW are not
properly preserved, it may result distorted word or character and hence affect
the recognition accuracy of HDW recognition systems.

(v) Bogus branches issue: During the thinning process of HDW, there may be a
possibility of producing bogus branches or tails (that was not the part of input
word patterns) due to varying character or word thickness. These bogus
branches may badly affect the feature extraction and classification stages of
HDW recognition systems and hence decreasing the recognition accuracy.

Rest of the paper is organized as follows: Sect. 2 overviews the literature available on
thinning algorithms. Implementation of various thinning algorithms is presented in
Sect. 3. Performance metrics considered for this word are given in Sect. 4. Section 5
provides the results obtained after implementing [ZSu], [GHa] and [LKC] thinning
algorithms. Finally, conclusions are drawn in the Sect. 6 along with future scope.

2 Related Works

A study on various thinning algorithms available in literature has been done which
shall be helpful to analyze the existing algorithms to do further research in the area
of pattern recognition. Singh and Amin obtained image-skeletons of hand-printed
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Latin characters using parallel thinning algorithm [1]. They firstly, build a binary
tree thereafter applied feature extraction and nonlinear classification approach for
recognition of hand-printed Latin characters and achieved average recognition rate
86% using cross-validation. Shimizu et al. produced a stable the skeleton of a
digital binary pattern by developing a parallel Hilditch algorithm considering two
kinds of masks [19]. They tested their algorithm on 432 kinds of commonly used
character fonts and claimed that their algorithm gives better results than other
thinning algorithms. To ease the process of feature extraction, Pervouchine et al.
extracted the skeleton of handwritten characters (150 images of grapheme “th”
written by different writers) in three steps [15]. The produced skeletons were close
to human perception of the original pen tip trajectory. Nel et al. analyzed the static
handwritten scripts to produce its skeleton that has desirable characteristics [8].
Authors produced skeletons of the handwritten script that are nearly identical to the
pen trajectory. Chatbri and Kameyama used space filtering to make thinning
algorithm robust against noise to thin binary sketch images [14]. They used
adaptive preprocessing to achieve best trade-off between noise removal and shape
distortion. They proposed an algorithm to estimate the optimal amount of filtering
automatically, so as to achieve good thinning results. Pujari et al. analyzed various
thinning algorithms available in literature to check their suitability to skeletonize
Odia characters [20]. To preserves vital features of the script and overcome the
deficiencies of previous thinning algorithms, authors also proposed another parallel
thinning algorithm. Zhang et al. produced a training set of skeleton images from
offline/online handwriting samples using vectorization [10]. They also built a
handwriting recognizer by taking IAM benchmark databases (achieved error rate
reduction of 8%) and online handwriting corpus (achieved error rate reduction of
31%). This recognizer was based on Deep Bidirectional Long Short-Term Memory
(DBLSTM) and Hidden Markov Model (HMM).

Goyal and Dutta analyzed the performance of three thinning algorithms for
offline-handwritten Devnagri numeral script [9]. On the basis of various perfor-
mance parameters viz. pixel count, compression ratio, connectivity, information
loss and topology preservation; authors gathered that that adaptive thinning algo-
rithm based on Gaussian filtering gives better parametric results for noisy images.
To obtain the skeleton of Arabic text (20 image samples), Saudagar and
Mohammed implemented Zhang-Suen thinning algorithm using various platforms
namely, OpenCV-Java, MATLAB and C++ [4]. Based on the computational time,
they concluded that OpenCV-Java-based implementation of Zhang-Suen thinning
algorithm is faster as compared with other two platforms viz. MATLAB and C++ .
Neelima et al., developed a rank-based skeleton extraction algorithm using MPEG7
dataset [21]. They also compared the performance of their algorithm with
Zhang-Suen, Lu-Wang and Modified Zhang-Suen skeletonization algorithms on the
basis of various performance parameters namely, elapsed time, thinning rate/speed
and connectivity. Authors concluded that the rank-based skeletonization method is
superior to other mentioned skeletonization algorithms.

Literature survey reveals that with the advancement of technology, this area has
gained some momentum; however, a lot of work still needs to be done for
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optimization of skeleton algorithms for many applications including handwritten
character/word recognition.

3 Implementation of Thinning Algorithms

Generally, thinning is used as preprocessing step in the Devanagari character or
word recognition systems. Thinning algorithms are designed to simplify the char-
acter or word shape which further helps to reduce the amount of data to represent/
store a character or word. The resultant skeleton of handwritten Devanagari char-
acter or word obtained through thinning algorithms can be used for other stages of
character or word recognition such as detection of baseline, word segmentation and
feature extraction for classification. Hence, choosing/designing the effective thin-
ning algorithm plays an important role for handwritten Devanagari character or
word recognition. In this work, performance analysis of [ZSu], [GHa] and [LKC]
thinning algorithms have been carried out for offline-HDWs in Python using
Scikit-learn based on various objective and subjective quality metrics.
Implementation steps for this work have been depicted in the Fig. 3 and summa-
rized below:

(i) Digitization: In the process of digitization, paper-based handwritten
Devanagari word samples collected from various writers are converted into
electronic form by scanning at 300 dots per inch resolution.

(ii) Normalization: This is used to normalize the handwritten words into same or
uniform size. Here each handwritten word is normalized into 256� 64
window size due to horizontal writing approach of Devanagari words.

(iii) Binarization: Handwritten Devanagari word samples obtained in step-ii
above, are converted into black (binary 0) and white (binary 1) pixels using

Digitization

Normalization

Binarization

Inversion

Thinning

Skeleton Comparison

Handwritten Words

Results

Fig. 3 Implementation steps
for this work
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Ostu’s threshold selection method from gray-level histograms [22]. It redu-
ces the computational complexity of the algorithm due to two colors for
processing [23].

(iv) Inversion: Thereafter, binary HDW samples are inverted which shall turn
white pixels into black and vice-versa.

(v) Thinning: Finally, thinning algorithms namely, [ZSu], [GHa] and [LKC]
have been implemented for offline-HDW.

(vi) Skeleton Comparison: The performance of above mentioned thinning algo-
rithms has been analyzed using various objective and subjective quality
metrics.

3.1 A Brief Overview of [ZSu] Algorithm

In 1984, Zhang and Suen proposed a thinning algorithm which shall be capable of
thinning digital patterns in an efficient way [5]. Their algorithm removes the pixels
on the object boundary by making successive passes within the entire image pixels
until no more pixels can be removed. It algorithm is based on two sub-iterations. In
the first sub-iteration: south-east boundary points and the north-west corner points
shall be deleted. Whereas in the second sub-iteration: north-west boundary points
and the south-east corner points shall be deleted while preserving the end points and
pixel connectivity. In this way, after performing several iterations, only a similar
look skeleton of the pattern or handwritten word shall remain with unitary
thickness.

3.2 A Brief Overview of [GHa] Algorithm

Guo and Hall algorithm is based on the removing of the border pixels at each
iteration until none other pixel can be removed without shifting the connectivity. In
this way, it produces a relatively thicker skeleton of digital pattern. Their algorithm
is based on two sub-iteration approaches. In first approach: alternatively north and
east boundary pixels, thereafter south and west boundary pixels shall be deleted.
While in second approach: alternately a thinning operator shall be applied to one of
two subfields. This algorithm shall result a very thin medial curves along with
preserving image connectivities [6].

3.3 A Brief Overview of [LKC] Algorithm

In 1994, Lee et al. [7] proposed another parallel thinning algorithm which can also
handle 3-D pattern/object images. It was developed for extracting both medial
surfaces and axes of binary image. It was based on iterative approach. In every
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iterative-loop; firstly, it moves over the all pixels of a pattern and thereafter, it shall
remove the undesired pixels until the pattern stops altering. In order to preserve the
local-connectivity of a pattern in a better way, its every iterative-loop generally
consists of two phases. In the first phase, it gathers the list of undesired pixels to be
removed. Secondly, in the next phase, it rechecks the shortlisted undesired pixels of
first phase to ensure the preserved connectivity of the pattern.

The goal of this work is analyze the performance of above mentioned thinning
algorithms to check their suitability to thin or skeleton offline-handwritten
Devanagari words.

4 Performance Metrics

Performance metrics play a vital role in the development of various algorithms such
as thinning, feature extraction and classification. These can be used to evaluate the
performance of such algorithms in terms of quality of the processed images. In
literature, there are basically two broad categories of performance metrics namely,
objective and subjective performance metrics or measurements.

4.1 Objective Performance Metrics

Some available objective performance metrics to test the performance of thinning
algorithms viz. reduction rate, sensitivity measurement and thinness measurement
considered for this work, are briefly defined in the following sub-sections [9, 14, 24]:

4.1.1 Reduction Rate (RR)

Reduction rate is calculated on the basis of foreground pixels present in the original
image and resultant skeleton of the image. Mathematically reduction rate is defined
as given below:

ReductionRate RRð Þ ¼ fgps� fgpstð Þ
fgps

� �
� 100

where

fgps ¼ foreground pixels in the original image

fgpst ¼ foreground pixels in the skeleton image

Ideally, reduction rate should be 100%. Practically, it should be high as possible.
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4.1.2 Sensitivity Measurement (SM)

It is another qualitative metric that helps to determine whether the thinning algo-
rithm has selected the best thinned image from the available scale space. The total
number of cross-points present in an image can be used for the measurement of
sensitivity. It is expressed by the following mathematical equation:

SensitivityMeasurement SMð Þ ¼
Xn
i¼0

Xm
j¼0

S P i½ � j½ �ð Þ

where

S P i½ � j½ �ð Þ ¼ 1; if TransðP i½ � j½ �Þ[ 2
0; otherwise

�

Lower value of SM, indicates the skeleton image contains less artifacts,
redundant branches and lines caused by noise.

4.1.3 Thinness Measurement (TM)

The Thinness Measurement (TM) parameter measures the extent or degree to which
a pattern or handwritten word present in the scanned image is thinned.
Mathematically, TM can be calculated as:

ThinnessMeasurement TMð Þ ¼ 1� TM1

TM2

� �

where

TM1 ¼ Total triangle count in thinned image ¼
Xn
i¼0

Xm
j¼0

triangle count P i½ � j½ �ð Þ

TM2 ¼ 4� max height; widthð Þ � 1½ �2¼ 4� max m; nð Þ � 1½ �2

Its value range is of 0; 1½ �:TM ¼ 1 indicates that pattern or handwritten word is
completely unit-pixel wide.

4.2 Subjective Performance Metrics

The performance analysis of thinning algorithms is also definitive measure of the
quality of the skeleton image. The thinned image quality may be specified by Mean
Opinion Score (MoS), which is the result of the perception-based subjective
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evaluation. The 5-level grading scores of MoS (i.e., 5-excellent, 4-good,
3-acceptable, 2-poor quality and 1-unaccepable) have been considered for this work
too. In the following sections the simulation results have been represented for
various thinning algorithms based upon above performance metrics.

5 Results and Evaluation

5.1 Dataset Description and Preprocessing

Performance analysis of various thinning algorithms has been carried out on a
common set of HDW samples (15-word-classes) collected from hundreds of writers
as mentioned in [25–29] so as to check the suitability of the algorithms for the
same. The 15 word-classes taken for this work are namely, “आसनसोल”(Asansol),
“औरंगाबाद” (Aurangabad), “कांकीनाड़ा” (Kakinada), “कपूरथला” (Kapurthala),

“खजुराहो” (Khajuraho), “ ” (Rishikesh), “नैनीताल” (Nainital), “चौरंगी”

(Chowringhee), “ ” (Triveni), “वाराणसी” (Varanasi), “हुगली” (Hooghly),

“मैसूर” (Mysuru), “छपरा” (Chapra), “मेरठ” (Meerut), “ऊटी” (Ooty). For each word,
the quality of resultant thinned word image is evaluated using objective as well as
subjective performance metrics. Firsly, each HDW samples were collected using
A-4 sized paper, then scanned, normalized and thereafter, converted into binary
image using Ostu’s threshold selection method [22]. Results for two handwritten
word-classes namely, “कांकीनाड़ा” (Kakinada) and “ऊटी” (Ooty) are depicted
before and after applying Ostu’s threshold along with their histograms in the Figs. 4
and 5, respectively.

Corresponding binarized HDWs are further processed and various thinning
algorithms are applied on them as discussed in the following section.

Fig. 4 Handwritten Devanagri word `̀काकीनाडा'' (Kakinada) before and after applying Ostu’s
method along with its histogram
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5.2 Performance Analysis and Comparison

Before applying various thinning algorithms to Ostu’s thresholded handwritten
word samples (binarized image), the each samples of binary HDW are inverted
which shall turn white pixels into black and vice-versa. After that thinning algo-
rithms namely, [ZSu], [GHa] and [LKC] have been applied/implemented on a
common set of handwritten Devanagari word samples (15 word-classes) using
Scikit-learn library available in Python. Pictorial representation of two HDW
samples (2 word-classes) namely, “कांकीनाड़ा” (Kakinada) and “ऊटी” (Ooty) are
presented in the following Figs. 6 and 7 for reference.

To check the suitability of these algorithms to thin or skeleton offline-HDW,
various available objective performance metrics namely, reduction rate, sensitivity
measurement and thinness measurement are calculated for various HDW samples of
15 different word-classes. The average measurements of these performance metrics
are presented in the following Tables 1, 2 and 3, respectively.

Table 1 shows that [LKC] algorithm has achieved higher average reduction rate
as compared with [ZSu] and [GHa] algorithms for HDWs. Moreover, both [ZSu]
and [GHa] algorithms resulted nearby figures in terms of reduction rate. Graphical
representation of the same has been depicted in the following Fig. 8.This shows
ability of thinning algorithms to reduce the foreground pixels in original pattern/
word.

Table 2 shows that both [ZSu] and [GHa] algorithms has achieved lower average
sensitivity measurement as compared with [LKC] algorithm for HDWs.

Graphical Representation of Sensitivity Measurement (SM) has been depicted in
the below Fig. 9. Therefore, it can be summarized that resultant thinned image by
[LKC] algorithm may contain some artifacts, redundant branches and lines caused
by noise.

Table 3 shows that [LKC] and [GHa] algorithms has achieved higher average
thinness measurement as compared with [ZSu] algorithm for HDWs.

Fig. 5 Handwritten Devanagri word `̀ऊटी'' (Ooty) before and after applying Ostu’s method along
with its histogram
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Graphical representation of the thinning measurement for various thinning
algorithms has been depicted in the following Fig. 10. This shows ability of thin-
ning algorithms to produce unit-pixel wide skeleton of original pattern/word.

Above representation shows that Lee-Kashyab-Chu [LKC] thinning algorithm
perform slightly better thinning of collected HDW samples in terms of reduction
rate and sensitivity measurement as compared with Zhang-Sue [ZSu] and Guo-Hall
[GHa] algorithms. In terms of subjective performance metrics, i.e., MoS, skeletons
produced by Lee-Kashyab-Chu [LKC] algorithm achieved higher MoS grade-4
(good) as compared with other two thinning algorithms. Moreover, both Guo-Hall
[GHa] and Zhang-Suen [ZSu] algorithms achieved MoS grading score-3 (accept-
able) for the HDWs database considered for this work.

Fig. 6 Handwritten Devanagri word “कांकीनाड़ा”(Kakinada) and its resultant skeleton a after
Ostu’s threshold and inversion b after Zhang and Suen [5] c after Guo and Hall [6] d after Lee
et al. [7]

Fig. 7 Handwritten Devanagri word “ऊटी”(Ooty) and its resultant skeleton a after ostu’s
threshold and inversion b after Zhang and Suen [5] c after Guo and Hall [6] d after Lee et al. [7]
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6 Conclusions and Future Scope

In this work, performance analysis of thinning algorithms namely, Zhang-Suen
[ZSu], Guo-Hall [GHa] and Lee-Kashyab-Chu [LKC] has been carried out to check
their suitability to skeleton offline-handwritten Devanagari words. These algorithms
have been tested using a common dataset of offline-HDWs with 15-word-classes
written by hundreds of writers. Finally, conclusions are drawn on the basis of

Table 1 Reduction rate (RR)

HDWs Zhang-Sue [ZSu] Guo-Hall [GHa] Lee-Kashyab-Chu [LKC]

आसनसोल 72.21705426 72.80620155 73.30232558

औरंगाबाद 73.95287958 74.05104712 74.67277487

कांकीनाड़ा 73.01197421 73.28830212 73.62603623

कपूरथला 76.60914818 76.93782525 77.18433306

71.6117851 71.95840555 72.6169844

ऋषिकेश 76.45631068 76.69902913 77.21143474

नैनीताल 77.32476962 77.71572187 78.02289863

चौरंगी 77.30870712 77.54324245 78.39343301

79.24880128 79.43526905 79.70165157

वाराणसी 76.66281087 76.83632157 77.06766917

हुगली 69.76058932 70.68139963 71.12338858

मैसूर 74.53838678 74.99190152 75.5749919

छपरा 81.56970913 82.02106319 81.87061184

मेरठ 79.04389657 79.07396272 79.70535177

ऊटी 75.73721538 75.47592385 75.73721538

Average reduction rate 75.67026921 75.96770777 76.38740672

Fig. 8 Graphical representation of reduction rate (RR)
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various objective and subjective performance metrics. From this work, it has been
gathered that Lee-Kashyab-Chu [LKC] algorithm performed better than other two
mentioned algorithms in terms of Reduction Rate (RR), Thinness Measurement
(TM) and Mean Opinion Score (MoS). However, as this algorithm also achieved
slightly-higher value of Sensitivity Measurement (SM) as compared with other

Table 2 Sensitivity measurement (SM)

HDWs Zhang-Sue
[ZSu]

Guo-Hall
[GHa]

Lee-Kashyab-Chu
[LKC]

आसनसोल 0.441860465 0.453023256 0.463875969

औरंगाबाद 0.478075916 0.480039267 0.492473822

कांकीनाड़ा 0.45901136 0.464844949 0.471292601

कपूरथला 0.532456861 0.5393043 0.543960559

खजुराहो 0.432235702 0.43847487 0.451299827

0.526968716 0.531823085 0.54180151

नैनीताल 0.544540631 0.552080424 0.558503211

चौरंगी 0.54353562 0.548226327 0.565523307

0.581513053 0.585242408 0.590570059

वाराणसी 0.530075188 0.533545402 0.537883169

हुगली 0.39558011 0.413627993 0.422099448

मैसूर 0.488824101 0.498218335 0.509556203

छपरा 0.630892678 0.639919759 0.636910732

मेरठ 0.579374624 0.580276609 0.592603728

ऊटी 0.51399776 0.509145203 0.514371034

Average sensitivity
measure

0.511929519 0.517852813 0.526181679

Fig. 9 Graphical representation of sensitivity measurement (SM)
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mentioned algorithms. Thus, it also depicts that resultant thinned image of this
algorithm may contain some artifacts, redundant branches and lines caused by noise
as compared with others algorithms considered for this work. Thus, thinning
scheme could be used as a useful method of preprocessing of handwritten
Devanagari word recognition. In future, some other thinning algorithms along with
few more performance metrics may also be considered to test their performance on
offline-HDW samples.

Table 3 Thinness measurement (TM)

HDWs Zhang-Sue [ZSu] Guo-Hall [GHa] Lee-Kashyab-Chu [LKC]

आसनसोल 0.983855945 0.991927973 0.993790748

औरंगाबाद 0.982651391 0.988543372 0.993126023

कांकीनाड़ा 0.986797667 0.992938287 0.996315628

कपूरथला 0.988209487 0.993693447 0.996709624

0.984049931 0.990984743 0.995839112

ऋषिकेश 0.984889369 0.989206692 0.995412844

नैनीताल 0.989667691 0.990784697 0.996648981

चौरंगी 0.986788021 0.991779213 0.997651204

0.985348961 0.991742142 0.99786894

वाराणसी 0.986982933 0.990743419 0.997107318

हुगली 0.983539095 0.99251777 0.994014216

मैसूर 0.985026042 0.991861979 0.994791667

छपरा 0.990966123 0.995734003 0.99749059

मेरठ 0.990977444 0.993082707 0.99518797

ऊटी 0.99252895 0.996264475 0.99850579

Average
thinness measurement

0.986818603 0.992120328 0.99603071

Fig. 10 Graphical representation of thinness measurement (TM)
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Application of Digital Image Correlation
Technique to Study Strain Localization
in Fe–Ni–W Alloy

Kavita Tewari and Ramesh Kulkani

1 Introduction

Deterioration of engineering structures, such as bridges, roads, dams, tunnels, and
buildings, due to aging and corrosion, accidents, or overuses is one of the main
concerning issues. To avoid any catastrophic failure, these engineering structures are
kept under constant vigilance. Such monitoring provides valuable information that
helps in estimating the structural integrity, durability, and ensures that the structures
are in proper condition. This monitoring mechanism can also be used as a preventive
system where before any catastrophic failure, signals can be identified by focusing
on areas that are most likely to fail and identifying early signs of failures, like the
initiation of cracks. The most likely regions in these structural materials are the
points of the highest strain or stress triaxiality, initiating the formation of cracks
[1]. Therefore, to have an anticipatory accurate prediction of the life of a structural
component, many times, it becomes necessary to have prior knowledge of regions
of stress concentrations or distribution of the stress in the structural components.

In this regard, digital image correlation (DIC) techniques have tremendous scope
as these techniques could be used to identify the regions of stress concentrations
in a material undergoing deformation. For example, the deformation of a specimen
can be monitored by estimating displacements of pixels of digitally acquired images
of the surface. DIC technique was developed to measure the full-field displacement
(FFD) and displacement gradient of a specimen under load [2, 3]. Since then, the DIC
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method has been optimized and improved in terms of accuracy and computational
complexity by various researchers. DIC has been used to understand the behavior of
systems in biological materials [4, 5], metallic alloys [6], and polymers [7], to name
a few. DIC has also been used to understand the nonlinear behavior of materials
during the formation of slip bands [8] and crack tips [9].

Typically, by analyzing microscopic images prior to and subsequent to defor-
mation DIC can provide semi-quantitative to quantitative information in terms
of displacement and strain fields [10]. DIC technique, without any presumption,
provides accurate estimation of strain locally as well as globally and that too of a real
system. In addition, DIC being a non-contact technique is superior to other contact-
based techniques in providing more accurate estimate of full-field displacement
(FFD) and strain.

In current scanning electron microscope (SEM) with the capability of nanometer
resolution, it is possible to estimate deformation at submicron level. Application of
2D-DIC techniques on high spatial resolution images obtained under such SEMfinds
applications in broader areas [11]. In this paper, a 2-D DIC system that makes use of
an open-source MATLAB-based 2D DIC software, Ncorr, has been used to compute
the distribution of FFD as well as strain [12] in the samples which were subjected
to in situ deformation under an SEM. For this purpose, intermittently images were
recorded during deformation. In this study, microstructural features within samples
were utilized to study the deformation, and later on, the study was extended to
featureless samples to prove the wider application of the technique. In addition, a
brief description of the algorithm used to process the images has also been presented.

2 Methodology

2.1 Fundamentals of DIC

2D-DIC involves tracking of the image points on the digital images obtained prior
and subsequent to deformation. The DIC approach has two successive stages:

(1) First stage involves recording of the images of the same region of the specimen.
In order to have high accuracy, intermittently images of the same region of the
sample during deformation were recorded.

(2) In second stage, DIC software is applied to attain the required results as per the
desired analysis. The image taken prior to deformation is taken as reference and
images obtained after deformation are compared with respect to this reference
image to identify the displacements of pixels within a given region.

To implementDIC analysis, the undeformed image is divided into smaller portions
called subsets. It is assumed that within each subset, deformation is homogenous,
and the relationship between the reference and the deformed images is linear (Eq. 1).
It is also assumed that the transformation of the coordinate of the points of the
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undeformed image to the points of deformation uses a first-order shaping function
that involves translation and rotation only.

x ′
i = xi + u + Du + ux Dxi + uyDyi and

y′
i = yi + v + Dv + vx Dxi + vy Dyi (1)

where xi, yi are the coordinates of a pixel in the reference image which after
deformation become x’i and y’i in deformed images, u and v are the integer pixel
displacements, and �u and �v are subpixel displacements in the x and y directions,
respectively.

To find out deformation within a subset, the extrema of a correlation function
are established using DIC algorithm. To initiate the computation, a seed point is
located at an integer position. Similarity, between the reference and deformed subset
is compared through a pre-defined correlation criterion. This is achieved by DIC
algorithms by finding the extremum of a correlation cost function. The normalized
cross-correlation (NCC) [4, 10] could be expressed as:

CNCC =
M∑

i=−M

M∑

j=−M

[
f
(
xi , y j

)
g
(
x ′
i , y

′
i

)

f g
}
]

(2)

In this equation, f (xi, yi) and g(x’i, y’i) are the grayscale intensity functions of
the reference image and deformed image at a specified location (xi, yi), respectively,
and f , g are determined by using functions given in Eqs. 3 and 4:

f =
√√√√
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)]2
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g =
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)]2
(4)

Lagrangian strains can be obtained using the following equations [4, 12]:
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Strain contour maps computed by the DIC method were used to calculate local
true strain using the following equation:

εeng = −1 + √
2 × εLag + 1 (8)

εtrue = ln
(
1 + εeng

)
(9)

where subscripts “eng” stands for engineering, “Lag” stands for Lagrangian,
respectively.

To investigate relationships between displacements and between strains Pearson
correlation coefficient “r” was calculated using following relationship [13]:

r = 1

n − 1

∑ (
xi − X

)(
yi − Y

)

sx sy
(10)

where n represents number of samples, x and y represent variables, X and Y
represent theirmeanvalues, sx and sy represent their standard deviations, respectively.
The value of “r” attains values between+ 1 and−1. In the case, variables do not bear
any relationship, there will be no systematic pattern in

(
xi − X

)
and

(
yi − Y

)
and

summation of
(
xi − X

)(
yi − Y

)
would cancel each other, reducing r to a negligible

value. However, if the variables are positively associated, i.e., increment in one brings
increment in other, the positive values of

(
xi − X

)
will coincide with the positive

values of
(
yi − Y

)
and negative values of

(
xi − X

)
with negative values of

(
yi − Y

)

and summation of
(
xi − X

)(
yi − Y

)
will yield a positive value of r. In the case

variables are negatively associated, the summation of
(
xi − X

)(
yi − Y

)
will give

negative value of r.
When the distribution is not completely known, Pearson’s coefficient, r, does not

provide the proper relationship between the variables, in such cases, the Spearman
rank correlation coefficient test can be performed to cross-check the validity of corre-
lation between the two variables. The Spearman rank correlation can be expressed
as [13]:

rs = 1 − 6
∑ d2

N
(
N 2 − 1

) (11)

where N is the number of samples, and d is the difference in statistical rank of
corresponding variables (u and v). Because of the use of formulation ranks, compu-
tation of the Spearman rank correlation coefficient is easier in comparison to the
Pearson coefficient [13].
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2.2 Materials

In the present study, deformation in the Fe–Ni–W-based alloy was studied using the
DIC technique. The Fe–Ni–W alloy is generally used as a single-phase structural
material for high-temperature applications. Specimens of the alloys were ground
using successive grades of emery papers up to grade 2000. Finally, these samples
weremirror-polished using colloidal silica to reveal theirmicrostructures. Samples of
the Fe–Ni–W alloys were subjected to in situ deformation, and images were recorded
using the secondary electron detector. Images of the sample were intermittently
recorded to observe the progression of deformation in the sample. These images
were later subjected to DIC analysis to find out the displacements and distribution
of the stress in the material.

3 Results and Discussion

3.1 Computation of Strain and Statistical Analysis
in Fe–Ni–W Alloys

Images at successive deformations of the Fe–Ni–W alloy are shown in Fig. 1. From
these images, a bimodal distribution of grains with small grains (~1µm) and large
grains (~10µm) could be noticed. In this study, the region of the large grain was
selected, as coarse grains require lower stress for plastic yielding [14], and therefore,
the major portion of deformation is expected to confine mainly to this region. In
addition, the large grain regions surrounded by difficult to deform small grain regions,
deform under constrained rigid boundaries; because of which the displacement of
grains will not remain uniform. Due to this bimodal distribution of grain, as may
be noticed from Fig. 2, u and v displacements along x and y directions show band
structures. The relevant computed parameters and their ranges are tabulated in Table
1. By comparing images of samples (Fig. 2) deformed 10, 20, and 40%, a gradual
change in themicrostructure due to deformation could be noticed. The clear-cut bands
of displacements noticed in Fig 2a and b became relatively diffused in successive
deformation (compare Fig 2 a and b with Fig 2 a and f). It may be noticed from
the color chart representing the band of displacement that the band is effectively
increasing with deformation. It is worth mentioning here that these bands should not
be considered in the absolute sense. For example, in the case of a 10% deformed
sample, minimum value of u-displacement is -1.542 µm, and the maximum value is
55.06µm. In the case of vdisplacement,minimumandmaximumdisplacementswere
23.43 µm and 76.48 µm. The mean values of u and v displacements are 21.65 µm
and 52.34 µm, respectively and their standard deviations were computed as 11.12
and 7.75, respectively. In the case of the 40% deformation frame, the minimum and
maximum displacements of u-displacement became −4.63 µm and 158.46 µm, and
for v displacement, these values are −9.6 and 105.48, respectively. These values
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 )b( )a(

(c) (d) 

Undeformed 10% 

20% 40% 

Fig. 1 showing images of the same region under (a) undeformed, (b) 10% deformed, (c) 20%
deformed, and (d) 40% deformed

are summarized in Table 1. It can, therefore, can be inferred that with increasing
deformation, the range of displacements,means, and deviations are increasing,which
is consistent with the process of deformation. This analysis, therefore, shows that
DIC is providing consistent results.

This analysis has also shown that the v displacement is more pronounced as
compared to u-displacement which could be attributed to the orientation of boundary
of regions comprising smaller grains. In the images Fig 2 a and f representing u and
v displacements, it may be noticed that localization of large displacements visible
in both images indicating initiation of strain concentration regions. However, before
making comments, it is necessary to have a detailed statistical analysis to find out
the correlation between u and v displacements.

The scattered plots for 10 and 40% of the Pearson’s function are shown in Fig. 3.
By comparing Figs. 3 a and b, it can be seen that the relationship between the
displacements is nonlinear in nature and with increasing deformation, the correlation
between the two displacements becomes weaker. Equation 10 has used to compute
Pearson’s correlation coefficients which came out to be−0.44 and 0.182 for the case
of 10%deformation and 40%deformation, respectively. The value of−0.44 suggests
that if the value of one of the displacements increases, the value of the other reduces.
The magnitude of 0.44 suggests that the strength of the relationship is medium in
nature. Such correlation indicated that the displacements are not independent and
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(b)(a)

(c) (d)

(e) (f)

Fig. 2 showing images of the u-displacements (a) 10%, (c) 20%, (e) 40% deformed and v
displacements (b) 10%, (d) 20%, and (f) 40% deformed samples

Table 1 Values of displacements under successive deformation

Displacement Min
(in µm)

Median
(in µm)

Max
(in µm)

Mean
(in µm)

Standard
deviation (S)

Standard error
(Se)

U—Displacement
(10% deformation)

−1.54 21.65 55.07 23.19 11.12 1.31

V—Displacement
(10% deformation)

23.43 52.34 76.49 50.65 7.75 0.91

U—Displacement
(40% deformation)

−4.63 46.29 158.47 53.33 28.17 3.47

V—Displacement
(40% deformation)

−9.6 49.74 105.48 46.32 20.58 2.53
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Fig. 3 Pearson’s function between u and v displacements (a) 10% and (b) 40% deformed samples

due to the constraints imposed by the boundary, an increase in one displacement is
partially compensated by the reduction of the other. With increasing deformation,
the correlation becomes relatively weak which indicates that the restrictions imposed
by the boundaries have reduced considerably. However, detailed information could
only be extracted by converting these displacements into strains.

Using Eqs. 5–7, all the three components of the strains (Exx, Eyy, Exy) were
estimated. Figure 4 shows the computedExx,Exy, andEyy strains of samples deformed
by 10, 20 and 40%, respectively. In addition, detailed statistical analysis of values of
strains has also been carried out. The values of relevant parameters and their ranges
are tabulated in Table 2. It may be noted that all the components of strains increase
with increasing deformation. In all deformed samples,Exx ismainly positive in nature
(Fig. 4a, d and g; Table 2) means Exx strain is mainly tensile in nature. Exy remains
nearly insignificant as in most of the region its value is close to zero (Fig. 4 b, e, and
h). In contrast, Eyy is mainly negative in all the deformed samples (Fig. 4c, f, and i).
Such behavior arises due to the uniaxial deformation generating elongation on the
x-direction and as reactionary compressive stress is generated in the y-direction. It
may also be noted that with increasing deformation, localization of strain started and
regions with large positive strains are always having regions of large negative strains
in their vicinity. Up to 10% deformation, the stain was mainly confined to the region
of large grains, and the region of small grain remained more or less undeformed.
With deformation reaching 40%, the presence of strain in the region of small grains
could be noticed (Fig. 4g). Because of the transfer of strain into the regions of small
grains, fluctuations in the strain observed in 20% deformation get reduced (compare
Fig. 4 d and g). Detailed statistical analysis to find out the correlation between the
components of strains has been carried out and presented in Fig. 5, and the value of
the coefficient of Pearson correlation is given in Table 3.

As the bimodal distribution of the grain’s constraints the distribution of the strains
in the matrix, the elongation strains (Exx, Eyy) show a weak but positive correlation
with the shear strain (Exy) during early deformation (10%),whichmeans that increase
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(b)(a)

(c) (d)

(e) (f)

(g) (h)

(i)

Fig. 4 Strain distribution in the deformed samples. (a) Exx, (b) Exy, (c) Eyy in 10% deformed
sample, (d) Exx, (e) Exy, (f) Eyy in 20% deformed sample, and (g) Exx, (h) Exy, (i) Eyy in 40%
deformed sample
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Table 2 Values of strain under successive deformation

Deformation (%) Strain Min Median Max Mean
(N)

Standard
deviation (S)

Standard error
(Se)

10 Exx −0.466 0.07 0.97 0.06 0.05 0.00774

Exy −0.346 −0.006 0.50 −0.01 0.02 0.00322

Eyy −0.448 −0.068 0.27 −0.08 0.11 0.00609

20 Exx −0.494 0.104 0.49 0.09 0.06 0.00668

Exy −0.299 0.004 0.75 0.01 0.06 0.00756

Eyy −0.497 −0.112 2.72 −0.12 0.13 0.01611

40 Exx −0.50 0.1688 4.64 0.01 0.23 0.02941

Exy −1.675 0.019 1.59 −0.01 0.09 0.01143

Eyy −0.496 −0.187 1.5 −0.24 0.23 0.02921

in one helps in increasing the magnitude of the other. Due to restrictions imposed
by the small grain regions, the elongation in the region of large grain is associated
with the shear deformation (Exy). This conjecture is supported by the fact that the
correlation between the elongation strains (Exx,Eyy) isweakly negative,whichmeans
an increase in the magnitude of one reduces the others. In another word, any tensile
strain generated in one direction promotes compressive strain in another which is the
manifestation of the rigid body constrained condition.

With increasing strain (20% deformation), correlation between the elonga-
tion strains (Exx, Eyy) becomes more negative suggesting relatively more severe
constraints imposed by the system. In addition, the correlation between the Exx

and Exy also becomes negative. However, for elongation along with perpendicular
directions Eyy, Exy shows a medium correlation. It can be inferred that the rigid
body restriction imposed by small grains confined most of the deformation in the
y-direction. Between 20 and 40% deformation, the accumulated strain in the regions
of large grains induces deformation in the regions of small grains. This helps in
increasing the deformation. As a consequence of this induced deformation in the
region of small grains, the correlation between the shear strain (Exy) and elongation
strains (Exx, Eyy) becomes weak, but a moderate correlation between the elongation
strains is established.

4 Conclusion

In the present work, a single-phase Fe–Ni–W alloy was studied for microstruc-
tural changes imparted by deformation. Images under SEM were recorded when
the sample was deformed from 5–50%. Bimodal distribution of grains introduced
heterogeneity in the displacement and strains as shownby theDICof images obtained
before and after deformation. Detailed Pearson correlation analysis showed that the
displacements, u and v, determined using first-order shape functions, depending
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(a) (b)

(c)
(d)

(e) (f)

Fig. 5 Pearson correlation scattered graphs (a–c) Eyy for 10% deformed sample, (d–f) for 20%
deformed sample, and (g–i) for 40% deformed sample
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(g)
(h)

(i)

Fig. 5 (continued)

Table 3 Pearson correlation
coefficient of strains

Exx−Exy Exx−Eyy Eyy−Exy

10% 0.07 −0.01 0.029

20% −0.41 −0.44 0.29

40% −0.078 0.326 0.048

upon the amount of deformation showed medium to the weak correlation between
them. Similar correlations among various components of strains were changing with
the deformation. These changes were attributed to the heterogeneous distribution of
grains which led to forming two separate regions, one containing large grains and the
other with smaller grains. It has been shown that till the deformation is confined to
the region of large grains, the correlation between shear deformation and elongation
strains were existing, but as the deformation initiated in the regions of small grains
also, the correlation between the two became weak.
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Design and Construction of Analogue
Signal Processing System for Distributed
Fibre Optic Sensors

Kadambari Sharma , J. M. Nair, and P. P. Vaidya

1 Introduction

Technological advances in optoelectronics along with the development of optical
fibres with minimum attenuation losses and high sensitivity to variations in optical
properties of light propagating through it led to the emergence of fibre optic sensors
(FOSs). FOScanbeused tomeasure large number of physical parameters like temper-
ature, pressure, vibrations, humidity, chemical analysis, displacement and magnetic
fields. The optical fibre acts as a sensor to one such physical parameter, and any
change in its value causes variation in the properties of light propagating through it.
The deviations of light are measured by converting it into an electrical signal and
further processed for retrieving the information of the physical parameter. FOS is
subject of interest as they offer various advantages over conventional sensors like
high immunity to electromagnetic interference, easy implementation in hazardous
areas and lightweight.

The most important building blocks of the FOS system are the light source
(LASER, LASER diode), an optical fibre, a photodetector (photodiode, photo- multi-
pliers etc.) and an excellent signal processing system (Fig. 1). FOS system involves
various operating principles like modulation of intensity, wavelength, phase, polar-
isation and incorporating periodic variation in refractive index technique for the
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Fig. 1 Block diagram of fibre optic sensor (FOS) system

measurement of various physical parameters. One such principle employed for
measurement of temperature, vibrations and strain is based on sensing the backscat-
tered light from the fibre. The sensor is known as distributed fibre optic sensors
(DFOSs), and the technique is termed as distributed fibre optic sensing (DFS). In this
technique, the sensing can be done over the entire fibre length; parameter change that
occurs at any point of the fibre can be sensed and detected. It provides a continuous
measurement over the entire length.

DFOS is based on optical time domain reflectometer (OTDR) [1, 2] (Fig. 2) in
which the short- and high-peak power optical pulses are launched into the fibre of
known length. The propagating light loses its power due to the various attenuation
factors like absorption, bending, splices, connectors and scattering. The fraction
of the scattered light that falls within the angle of acceptance of the fibre in the
reverse direction is recaptured and guided back towards the launching end, called the
backscattered light. The backscattered light is a weak signal as it loses power through
attenuation whilst returning. At the launching end, the backscattered light is focussed
on the receiver, which is further electronically processed, digitised and displayed. [2,
3]. The amplitude of the backscattered signal is very weak and depends on the optical

Fig. 2 General block diagram of distributed fibre optic sensor (DFOS) system



Design and Construction of Analogue Signal … 471

power of the launched pulse. The pulse peak power cannot be increased beyond a
threshold as high power introduces undesired non-linearities in the fibre that results
in erroneous output. The backscattered signal after experiencing attenuation reaches
the receiver with an optical power which is much less than the launching power.

One of the important parameters of the DFOS system is the spatial resolution
which is defined as the smallest length of the fibre over which the parameter variation
can be sensed. This spatial resolution depends on the pulse width of the light pulses.
High spatial resolution requires narrow pulse width. Thus, the typical value of the
light pulse width is around 10 ns (ns) which gives a spatial resolution of 1 m. Special
computer-controlled light sources are designed for obtaining such narrow light pulses
[4].

The accuracy of the DFOS system depends on the performance of its detec-
tion circuit. The detector circuit should be such that it converts the whole of the
backscattered weak optical power pulse into electrical signal without any dispersion.

This paper describes the design of optical signal processing system that offers
adequate bandwidth for the detection of such high-speed and low-amplitude light
pulses.

2 Optical Signal Processing System

The captured weak backscattered light is focussed on the photodetectors which are
either photodiodes, photon counters or photomultiplier tubes. Many experiments
favour photomultiplier tubes as they offer large surface area and large gain.Avalanche
photodiodes are also employed as they offer high sensitivity. However, with recent
technological advancements in the field of photodiodes, it is possible to detect high-
speed, weak light signals with positive intrinsic negative (PIN) photodiodes which
are highly cost-effective. This paper describes signal processing using the PIN photo-
diode. However, the same system with slight modifications in the component values
can be utilised to detect signal from any type of photodetectors.

A photodetector in its proper operating mode along with an appropriate and
sensitive signal processing circuit constitutes an optical signal processing (OSP)
system.

The overall OSP system performance is governed by the proper selection, design
and construction of the photodetector and its associated circuitry. Thus, selection of
an appropriate detector is a very important step in the design of an OSP system. The
important criteria to be considered in its selection are high sensitivity at the operating
wavelength of the light source, high quantum efficiency, linear response to light, wide
bandwidth, fast response time, less-noise contribution and stability in operation [5].
The photodiode capacitance should be as small as possible to reduce the charging
time constant causing an increase in the bandwidth. Small active area and high shunt
resistance of the photodiode aids in the signal-to-noise ratio improvisation [6].

The photodiode (PD) generates photocurrent proportional to the incident light.
In order to attain the fastest response and widest of the bandwidth, the PD should
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be operated in the photoconductive mode. In this mode, an external reverse bias is
applied to the PD.

The PD, in photoconductive mode, converts the optical power to corresponding
current signal. The photodetectors require a front-end transimpedance amplifier
(TIA) to convert the weak current signal to a low-magnitude voltage signal which
can be further amplified using cascaded amplification stages to achieve the desired
output [7].

2.1 Transimpedance Amplifier Design Criteria

The TIA is the foremost and critical stage of the OSP system. This stage converts
input weak current to an amplified weak output voltage. It also helps in controlling
the overall system performance in terms of bandwidth and noise figure [8].

The basic parameters that characterise the TIA (Fig. 3) are the transimpedance
gain and the input impedance. The transimpedance gain of the amplifier is decided
by the feedback resistor R which implies that the gain is given by the feedback
impedance for sufficiently large values of the op-amp open loop gain.

Iin = 0 − Vout

R
(1)

Iin = −Vout

R
(2)

Vout = −RIin (3)

Designing a high-resolution detection circuit that incorporates photodiodes is a
challenging mission as the factors like gain, bandwidth and input-referred noise that
all needs to be considered together.

Fig. 3 Basic
transimpedance amplifier
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The performance of the TIA is affected by various factors like voltage noise,
current noise, input capacitance, bias current and finite bandwidth [9]. In general,
field effect transistors-based (FETs) operational amplifiers (op-amps) offer high input
impedance, low bias current that results in low DC error voltages and low noise due
to reduced input current noise [10, 11].

The input bias current affects the TIA circuit by summing together with the weak
PD current. Both the current flows through the feedback resistor to generate the
output voltage as given by Eq. 4

Vout = −R(Iin + IB−) (4)

where IB—is the op-amp bias current.
The magnitude of the input bias current limits the smallest value of the actual

current signal to be detected accurately. This is one of the most important considera-
tion in the DFOS systems as the amount of current generated by the sensitive detector
will be very small in magnitude in the range of picoamperes to nanoamperes. This
small value of current requires an op-amp having very low bias current in the range
of femtoamperes. This is due to the fact that if the signal value is less than the op-amp
bias current, then the signal would be left undetected as per Eq. 4. Thus, low-bias
current amplifiers are required.

In DFOS system, the light is sent in the form of pulses having a narrow width
of the order of few nanoseconds to few microseconds as per the spatial resolution
requirements. As mentioned, the typical value employed is 10 ns. All these narrow
light pulses should be processed by the OSP system without any degradation in their
rise and fall times so as to obtain the accurate information. Such short-duration pulse
detection requires a very high gain bandwidth amplifier, for example op-amps having
a Gega Hertz bandwidth.

In addition to this, the amplitude of the backscattered light is very small in the
range of pico- to nanoamperes. A single-stage TIA amplificationwould require a very
high gain to obtain a satisfactory analogue output. This would require a high-value
feedback resistor (example few hundreds of mega ohms).

This high-value resistor imposes a restriction on the desired wide bandwidth of
the TIA due to which it may lead to unsatisfactory results. Also, the large feedback
resistor increases its thermal noise, as the thermal noise voltage is given by Eq. 5

eout = √
4KT BR (5)

where eout is the noise voltage (Vrms), K the Boltzmann’s constant equal to 1.38
× 10−23 J, T the temperature in Kelvin, B the noise bandwidth in Hertz and R the
feedback resistor in ohms [6].

The signal-to-noise ratio improves by a factor of
√
R. Thus, there is a trade-off

between high gain, bandwidth and noise. Hence, there is a need to select an optimum
TIA gain that provides the required bandwidth. The overall gain of the system can
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then be further increased by utilising wide frequency range-cascaded amplification
stages.

In order to achieve better voltage noise and high-gain bandwidth products, decom-
pensated amplifiers are preferred [11]. Such op-amps are utilised for high-gain
applications.

Thus, proper choice of the operational amplifier is very critical in the OSP system
as it will optimise for the selected bandwidth, gain and signal-to-noise ratio. With
several cascaded stages, it is desirable to select the maximum gain at the earlier stage
that will minimise the noise contribution as it has the highest impact on signal-to-
noise ratio. But, the transimpedance gain should be such that it allows the required
optimum bandwidth. Thus, for the first stage that is the transimpedance stage, the
best op-amp that offers all the desired qualities of high bandwidth, less current and
voltage noise and best transimpedance gain possible for the needed frequency range
should be selected.

Considering all the above important criteria, we have selected the op-amp
LTC6268-10 for the OSP system designed for DFOS. It is FET input, decompensated
op-amp (gain of 10 stable). It has the required low bias current, low input capaci-
tance, low voltage noise and high-gain bandwidth. It can operate on a single supply
of 5 V which reduces the power consumption.

2.2 Circuit Design

Thedesign requirements of thisOSP systemare very highbandwidth (up to 400MHz)
and low supply voltage (≤5 V ). The input current to the receiver is very low (in the
range of pA-nA); the final signal at the receiver output is designed to be fewmillivolts
for this application.

The optical input signal to the PD is in the form of pulses having a duration not
less than 5 ns, amplitude in the range of pA-nA, and the frequency of these pulses is
decided depending on the required spatial resolution and on the fibre length.

The circuit was configured for the two different bandwidth requirements of 360
and 200 MHz, respectively. The photodiode employed was an OSI model FCI125G-
006HRL. The important parameters of the photodiode are mentioned in Table 1

Table 1 Photodiode
parameters

Sr. no Parameters Values

1 Reverse voltage 5 V

2 Dark current at 5 V 30 pA

3 Diode capacitance at 5 V 650 fF

4 Shunt resistance 166 Gohms

5 Rise time 35 picoseconds
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As the op-amp selected is LTC6268-10, the total input capacitance is 1.2pF; the
GBWP of the IC is 4 GHz. The equations needed to obtain the values of the feedback
resistor and the feedback capacitor for the TIA circuit are given by Eqs. 6 and 7 [12,
13]:

f−3db =
√

GBWP

2�RCin
(6)

CF >

√
CIN

�GBWPR
(7)

where f−3db is the desired bandwidth, GBWP is the gain bandwidth of the op-
amp, R is the feedback resistor, CIN is the total capacitance including the op-amp
capacitance and diode capacitance, CF is the feedback capacitor.

In high-speed circuits, the input stray capacitance (CIN) reduces the operating
bandwidth of the op-amp and introduces oscillations in the circuit. To increase the
stability of the op-amp, a feedback capacitor (CF ) is added in the circuit.

For the two required frequencies of 360 and 200 MHz, the optimal values of the
R and CF for the TIA circuit were obtained as shown in Table 2:

Also, Eq. 6 indicates that the −3 dB bandwidth of the TIA is inversely related to
the feedback resistor. Therefore, if the bandwidth is the crucial parameter, then the
best approach is to have a reasonable transimpedance gain stage followed by a broad-
band voltage gain stage. Thus, the TIA stage was cascaded with three noninverting
amplification stages each of gain 11 (Fig. 4).

Table 2 Value table Frequency f−3db R ohms CF

360 MHz 3.65 k 131fF

200 MHz 12.1 k 126fF

Fig. 4 Circuit diagram for OSP system
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(a) Receiver circuit Diagram(TIA + 3 am-
plifiers)

(b) TIA output

(c) 2nd Amplifier output (d) 3rd Amplifier output

Fig. 5 Simulation output for 360 MHz

2.3 Circuit Simulation

The circuit was simulated before the actual conception of the hardware since the
simulation helps in a better behavioural understanding of the circuit. The simula-
tion was carried out using LTSpice, the circuit diagram, and the output waveforms
obtained for the two bandwidth requirements are shown in Figs. 5 and 6.

The rise time of the output pulses obtained for 360 MHz and that of 200 MHz is
1.77 ns and 2.44 ns, respectively, and the amplitude of the pulses is 100 millivolts.
The rise time is of concern in this design as the input pulses are of very short duration
in the range of 5 ns or more, so a rise time of less than 5 ns confirms that the short-
duration pulses will never go undetected. Also, the small rise time confirms the wide
bandwidth offered by the circuit which is the requirement of the DFOS.

2.4 Hardware Design

Important Considerations for PCB Layout As the DFOS detection circuit deals
with small current values, the circuit layout needs to be prepared with great care.
The three most important factors to be considered whilst designing the layout are
the leakage currents, noise sources, and the stray capacitance. A good printed circuit
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(a) TIA output (b) 2nd Amplifier output

(c) 3rd Amplifier output

Fig. 6 Simulation output for 200 MHz

board design (PCB) should minimise these factors and obtain a balance between
optimal performance and product manufacturability [14].

Proper grounding is very crucial in this board. The bottom layer of the double-
sided PCB was made the ground plane. A ground plane acts as a common reference
voltage, provides shielding and reduces stray inductance. The stray inductance is
reduced by cancellation of the magnetic field between the conductor and the ground
plane [15]. This plane had breaks in PCB to avoid voltage drops due to residual
impedances. All these planes then were connected to a common ground point. This
single point is termed as the star ground.

Noise effects arising due to the power supply were reduced by connecting the
supply terminals of the op-amps with bypass capacitors. Typically, a 10µFarad
tantalumcapacitor in parallelwith 0.1µFarad ceramic capacitor is connected between
the supply line and the ground. This provides a low AC impedance path to ground
at the power supply pins for a wide range of frequencies, thus, preventing unwanted
noise from entering the op-amp. The capacitor ground was connected to the ground
plane with the shortest trace length and was placed near to the amplifier load to
minimise disturbances between the rails and ground [15]. As four op-amps were
connected to the same power supply lines, the supply lines were made short and
wide; also, each op-amp had its individual bypass capacitors.

Noise effects were further reduced by implementing surface-mount devices
(SMD); track length was minimised; ground plane was around the perimeter of
analogue section.

The active electronic component employed in the OSP systemwas the wide band-
width op-amp LT6268-10. To preserve the stability of the op-ampwithout sacrificing
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Fig. 7 Ground trace to
feedback resistor

on its bandwidth, certain techniques were implemented whilst preparing the board
layout.

At high frequencies, the impedance of the feedback resistor is decreased by its
own parasitic capacitance which limits the operating bandwidth. In order to increase
the bandwidth range, the parasitic capacitance needs to be reduced to a very low
value. This was achieved by providing a ground trace between the feedback resistor
pads near the TIA output end (Fig. 7).

This ground trace protects the output field from interactingwith the summing node
end of the resistor and bypasses the field to ground. The ground trace extended under
the resistor dielectric [9, 13]. This technique was used to obtain a wide operating
bandwidth.

The critical nodes in the TIA circuit are the amplifier’s inverting node and its
feedback elements. The accuracy of the circuit is dependent on the extent of leakage
current flowing through this node. Any unexpected sources like adjacent signal on
the PCB both on the same layer or different layers, other components on the signal
path, any type of board contamination and environmental factors may cause leakage
current in the circuit [13]. Several factors were considered in order to avoid leakage
currents from affecting the circuit.

The SOIC package of LTC6268-10 is best suited for low input bias currents [13].
The high-impedance signal path on the PCB was made as short as possible.

In addition to this, guard ringwas placed around the node. The concept of guarding
is to surround the high impedance conductor with another conductor called guard that
is driven to the same voltage potential [16]. Guards are important as they cancel the
input leakage currents because the high impedance conductor and the guard are at the
same potential. A guard ring is a structure used to implement the guarding technique
on the surface of the PCB. It is a filled copper shape that completely surrounds the
high impedance trace from the photodiode connection to the noninverting terminal.
It also extends around the passive components in the feedback path to ensure that
the entire high impedance node is surrounded by the guard [16].
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2.5 Hardware Results

The PCB layout was designed in Eagle, and the PCB was fabricated. The final board
layout is as shown in Fig. 8a, the fabricated PCB is shown in Fig. 8b. The board after
component assembly and for preliminary testing is as shown in Fig. 8c. The board
was tested using the same photodiode and for the same frequency requirements,
namely 360 and 200 MHz, and following results were obtained (Fig. 9).

The hardware results also confirm the rise time of the pulses as 2.013 nanoseconds
for 360 MHz requirement and 2.927 ns for 200 MHz requirement that are similar
to the simulation results. Thus, the hardware is successfully able to meet the design
criteria of the DFOS system.

  
(a) TIA Board Layout (b) TIA Board

(c) Testing Board

Fig. 8 PCB
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(a) TIA output for 360MHz requirement (b) Amplifier output for 360MHz require-
ment

(c) TIA output for 200MHz requirement (d) Amplifier output for 200MHz require-
ment

Fig. 9 Hardware results

3 Conclusion

The paper describes the design considerations for optical signal processing forDFOS.
The simulation and hardware results ascertain the design of OSP system utilising the
IC LTC6268-10 meet the stringent requirements of measurement of low-intensity
(carrying a current in the range of pA-nA) light pulses of duration as small as 5 ns.
The OSP system developed is very economical as compared to the systems available
in themarket. Initial testing of the hardwarewas done by using the double-layer PCB,
but the systemperformance canbe further enhancedby implementingmultilayer PCB
and associated modifications in the circuit layout.
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Design of Versatile Reconfigurable ADC
for Wide Range of Resolution
and Conversion Time

Jayamala Adsul, P. P. Vaidya, and J. M. Nair

1 Introduction

The different types of conventionalADCs (flash, pipeline, successive-approximation,
subranging, delta-sigma, etc.) have fixed resolution and fixed conversion time, so
these conventional ADCs won’t be useful for extensive range of applications [1–
4]. Also, researchers have designed different types of reconfigurable ADCs whose
resolution and operating speed can be varied, but its reconfigurability factor is small,
i.e. the range of application is narrow [5–10].

This reconfigurability factor can be improved by designing a single ADC [11] for
awide range of applications (high resolution, low speed,medium resolution,medium
speed, and low resolution high speed). Figure 1 shows many high-speed applications
(satellite communication, radar processing, video, IF sampling, software radio, etc.)
in the range of high hundreds MHz where flash ADC is useful and high-resolution
applications (data acquisition, measurement, instrumentation, etc.) in the range of 8–
20 bit where subranging and interpolation ADCs are useful. Generally, in this range
of resolution, successive-approximation (SAR), sigma-delta ADCs are useful. So to
achieve conversion for extensive range of applications (high speed low resolution–
high resolution low speed), a single ADC which is reconfigurable can be designed.
The flash ADC is a basic block in the subranging ADCs. This flash ADC consists of a
resistive string, comparators, and priority encoders, while subranging ADC consists
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Fig. 1 Application of flash and subranging ADC [1–4, 12, 13]

of flash ADCs, digital to analog converter (DACs), and residue amplifiers. The same
building blocks are configured in different ways to achieve the operation of flash
ADC, subranging ADC, and interpolation ADC.

2 A New Proposed Design

In this paper a new ADC architecture has been introduced that makes use of the
same hardware in a flash and subranging ADC to capably adapt the operation at the
architectural level, to obtain ADC with optimum resolution, and conversion time as
required for the specific application. The novel hybrid flash/subranging/interpolation
ADC is designed and simulated using NI Multisim 14.1, and results are presented.

A new ADC design has been conceptualized, which is shown in Fig. 2. This
would be useful for extensive range of applications as its resolution can be adjusted
as 4, 6, 8, 10, 12 and 16-bit with different conversion times. A single reconfigurable
ADC consists of basic components such as 16 comparators, 15 residue amplifiers
(gain 2), a 16-bit DAC, priority encoders, and a resistive string of 16 resistors. These
components could be arranged and interconnected to obtain the required resolution
and conversion time. This would behave as 4-bit flash ADC, 6-bit subranging ADC,
8-bit recirculating ADC, 10-bit subranging ADC, 12-bit interpolation ADC, 16-bit
subranging ADC, and 20-bit interpolation ADC.

Generally, conventional reconfigurable designs are implemented using discrete
components in hardware which are reconfigured manually to achieve the different
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Fig. 2 Reconfiguration of ADC

configurations of ADC. But in this proposed design, interconnection is done auto-
matically through programmable devices to achieve the different configurations of
ADC, as shown in Fig. 2.

2.1 Reconfiguration for 4-bit Flash ADC

This is an architectural reconfiguration of ADC. For 4-bit flash, ADC as shown
in Fig. 3, the components requirement generally are 24−1 comparators (15), 16
resistors, and priority encoder. So these components are interconnected, as shown in
Fig. 3, which converts the input signal with a 4-bit resolution and lower conversion
time. The resistive string is formed with 16 resistors to generate reference voltage
(ref1to ref15) for comparators (C1–C15). The output of each comparator (LSB1 to
LSB15) is given as an input to the priority encoder to obtain 4-bit (b0 to b3) digital
signal. So this is like a conventional flash ADC which provides low-resolution and
high-frequency conversion. The conversion time for this 4-bit resolution is T which
is nearly equal to comparator response time + priority encoder propagation delay.

2.2 Reconfiguration for 6-bit Subranging ADC

For 6-bit subranging ADC, the basic components mentioned in Fig. 2 are intercon-
nected as two 3-bit flash ADC as shown in Fig. 4. It consists of two 3-bit flash ADC,
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Fig. 3 4-bit flash ADC

Fig. 4 Two stage 6-bit subranging ADC

subtractor, residue amplifier, and a 16-bit DAC. So each 3-bit flash consists of a
resistive string of eight resistors, 23−1 comparators (7), and a priority encoder.

The resistive string is divided into two strings to generate reference voltage for
each 3-bit flash ADC comparator. In the first clock, Vin input signal is converted by
the first 3-bit flash ADC to obtain 3 MSB bits (b0 to b2), and this digital output is
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given as an input to a 16-bit DAC (MSB bits of DAC), while the remaining lower bits
of DAC are kept at 0 logic. This DAC output is subtracted from Vin input signal to
extract the remainder (residue) signal. This remainder signal is amplified by a gain
of 8. This gain of 8 is achieved by connecting three residue amplifiers (gain 2) in a
cascade. The residue has been amplified to obtain the residue signal in the full scale
range. Then, in the second clock, the remaining three LSB bits (b3–b5) are obtained
by converting the amplified residue signal by the second 3-bit flash ADC. So the
conversion is complete for the current sample, and again, this 6-bit subranging ADC
is ready to accept the new sample for conversion. The conversion time for this 6-bit
resolution is 2 T + 16-bit DAC settling time + 4opamps setting time.

2.3 Reconfiguration for 8-bit Recirculating Type ADC

For 8-bit recirculating type ADC, the basic components are interconnected as 4-bit
flash ADC followed by a 16-bit DAC and residue amplifiers, as shown in Fig. 5.
This 4-bit flash ADC internal circuit will be the same as the circuit shown in Fig. 3
with additional components, subtractor, latch and sample, and hold amplifier. In the
first clock, Vin input signal is converted by 4-bit flash ADC to obtain four MSB
bits (b0–b3), and it is latched. This digital output is given as an input to a 16-bit
DAC (MSB bits of DAC) while the remaining lower bits of DAC are kept at 0 logic.
This DAC output is subtracted from Vin input signal to extract the remainder signal.
This remainder signal is amplified by a gain of 16. This gain of 16 is achieved by
connecting four residue amplifiers (gain 2) in a cascade.

The residue has been amplified to obtain the residue signal in the full scale range.
Then, in the second clock, the remaining four LSB bits (b4–b7) are obtained by
converting the amplified residue signal by the same 4-bit flash ADC. Then, the
conversion is complete for the current sample, and again, this 8-bit recirculating type

Fig. 5 8-bit recirculating ADC
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ADC is ready to accept the new sample for conversion. The conversion time for this
8-bit resolution is 2 T + 16-bit DAC settling time + 5opamps setting time.

2.4 Reconfiguration for 10-bit Subranging ADC

For 10-bit subranging ADC, the basic components mentioned in Fig. 2 are inter-
connected as five 2-bit flash ADC as shown in Fig. 6. It consists of five 2-bit flash
ADC, subtractor, residue amplifier, and a 16-bit DAC. So each 2-bit flash consists of
a resistive string of four resistors, 22−1 comparators (3), and a priority encoder.

The resistive string is divided into five strings to generate reference voltage for
each 2-bit flash ADC comparator. In the first clock, Vin input signal is converted by
the first 2-bit flash ADC to obtain two MSB bits (b0–b1), and this digital output is
given as an input to a 16-bit DAC (MSB bits of DAC) while remaining lower bits
of DAC are kept at 0 logic. This DAC output is subtracted from Vin input signal to
extract the remainder signal. This remainder signal is amplified by a gain of 4. This
gain of 4 is achieved by connecting two residue amplifiers (gain 2) in a cascade.
The residue has been amplified to obtain the residue signal 1 in the full scale range.
Then, in the second clock, the next two bits (b2–b3) are obtained by converting the
amplified residue signal 1 by second 2-bit flash ADC, and this digital output is given
as an input to a 16-bit DAC (next 2bits of DAC) while remaining lower bits of DAC
are kept at 0 logic. This DAC output is subtracted from Vin input signal to extract
the remainder signal. This remainder signal is amplified by a gain of 16. This gain
of 16 is achieved by connecting four residue amplifiers (gain 2) in a cascade. The

Fig. 6 10-bit subranging ADC
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residue has been amplified to obtain the residue signal 2 in the full scale range. Then,
in the third clock, the next two bits (b4–b5) are obtained by converting the amplified
residue signal 2 by the third 2-bit flash ADC, and this digital output is given as an
input to a 16-bit DAC (next 2 bits of DAC) while remaining lower bits of DAC are
kept at 0 logic. This DAC output is subtracted from Vin input signal to extract the
remainder signal. This remainder signal is amplified by a gain of 64. This gain of 64
is achieved by connecting six residue amplifiers (gain 2) in a cascade. The residue
has been amplified to obtain the residue signal 3 in the full scale range.

Then, in the fourth clock, the next two bits (b6–b7) are obtained by converting
the amplified residue signal 3 by the fourth 2-bit flash ADC, and this digital output is
given as an input to 16-bit DAC (next 2 bits of DAC) while remaining lower bits of
DACare kept at 0 logic. ThisDACoutput is subtracted fromVin input signal to extract
the remainder signal. This remainder signal is amplified by a gain of 256. This gain
of 256 is achieved by connecting eight residue amplifiers (gain 2) in a cascade. The
residue has been amplified to obtain the residue signal 4 in the full scale range. Then,
in the fifth clock, the LSB 2 bits (b8–b9) are obtained by converting the amplified
residue signal 4 by the fifth 2-bit flash ADC. The conversion is complete for the
current sample, and again, this 10-bit subranging ADC is ready to accept the new
sample for conversion. The conversion time for this 10-bit resolution is 5 T+16-bit
DAC settling time + 9opamps setting time.

2.5 Reconfiguration for 12-bit Interpolation ADC

For 12-bit interpolation ADC, the subranging ADC, which has been designed for
10-bit resolution, is used to convert the signal with a 12-bit resolution by adding
circuits such as 12-bit DAC, analog adder, latches, counter, and a digital comparator.
Figure 7 shows the block diagram of extension of 10-bit resolution into 12-bit.

The 12-bit DAC output is incremented by LSB equivalent to 12-bit, i.e.2.44 mV,
and is addedwith an analog input (to be converted into 12-bit digital output). Then the
output of the adder is converted into 10-bit, which are MSBs of 12-bit(b0-b9), while

Fig. 7 12-bit interpolation ADC
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the 10-bit data, which was initially obtained with only analog input, was latched and
compared with the next samples and the counter which was initially loaded with 11
data, it starts counting down. If the next sampled 10-bits are greater than the latched
10-bits, then the counter stops counting, and the last count is the last 2LSB bits of
12-bit ADC. Here, MSB 10-bits are b0–b9, and LSB 2-bits are counter output (b10–
b11). This concept can be extended to more number of bits at the cost of speed of
operation. The conversion time for this 12-bit resolution is 5 T+ 16-bit DAC settling
time + 9opamps setting time + 12-bit DAC settling time + propagation delay of
digital comparators and 2-bit counter.

2.6 Reconfiguration for 16-bit Subranging ADC

For 16-bit subranging ADC, the basic components mentioned in Fig. 2 could be
interconnected as 16 1-bit flash ADC as shown in Fig. 8. It consists of 16 1-bit flash
ADC (1 comparator), subtractor, residue amplifier, and a 16-bit DAC. So each 1-bit
flash consists of 21–1 comparators(1). The resistive string is made of two resistors
to generate reference voltage for each 1-bit flash ADC comparator. The working
principle of this 16-bit ADC is the same as 10-bit ADC.

Here, in every clock, 1-bit is obtained, so it takes 16 clocks to obtain the 16-bit
digital output. This ADC does not require any priority encoder; the output of the
comparator itself is the digital output. The conversion time for this 16-bit resolution
is 16 comparators settling time + 16-bit DAC settling time + 17opamps setting
time. For 20-bit interpolation ADC, the subranging ADC, which has been designed
for 16-bit resolution, is used to convert the signal with the 20-bit resolution by adding
circuits such as 20-bit DAC, analog adder, 16-bit latch, 20-bit counter, 16-bit digital

Fig. 8 16-bit subranging ADC
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comparator, and 4-bit counter. The block diagram for 20-bit interpolationADCwould
be similar to 12-bit interpolation ADC, as shown in Fig. 7.

3 Design of the Switches to Configure Resistive String,
Input Signal, and Residue Signals

The reconfigurability of ADC is achieved automatically by configuring the intercon-
nection among the components through different switches. A reconfigurable ADC
has been designed and simulated using NI Multisim 14.1 for giving a resolution of
4, 6, 10 and 12-bit. So, in this section, configuration of switches for a resistive string
and an input signal for comparators (4, 6, and 10-bit resolution) is described.

3.1 Arrangement of Basic Components

Figure 9 shows the arrangement of 15 comparators and a resistive string of 16 resis-
tors (additional few resistors for reconfigurability) in five stages. Each stage (1–5)
includes three comparators and four resistors. Users can program the resolution and
conversion time of the proposed ADC by changing the control signals named as 4
or 6 bit, and EN mentioned in Table 1.

For 4-bit resolution, the user can give control signal 4 or 6 bit = 0 and EN = 0.
For 6-bit resolution, 4 or 6 bit = 1 and EN = 0. For 10-bit resolution, 4 or 6 bit = 0
and EN = 1. For 12-bit resolution, 4 or 6 bit = 1 and EN = 1.

3.2 Switches for Resistive String Configuration for 4-bit
Flash ADC

Figure 10 shows analog switches used to configure the connection of resistive string
for 4-bit flash ADC according to a conventional 4-bit flash ADC. So, according to
this conventional 4-bit flash ADC, these 16 resistors are connected to each other in
series to generate the reference voltages ref1 (LSB) to ref15 (MSB).

So, to obtain the connectivity of 16 resistors in series, Table 2 shows the
interconnection among the stages (1 to 5) through different switches (SW1 to SW6).

Now, all the resistors are connected in series through switches (SW1–SW6) to
provide the 15 reference voltages for all 15 comparators like conventional 4-bit flash
ADC.
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Fig. 9 Arrangement of comparators and resistive string in five stages
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Table 1 Selection of control
signal

EN 4 or 6 bit Resolution

0 0 4-bit

0 1 6-bit

1 0 10-bit

1 1 12-bit

Fig. 10 Control signals and switches for resistive string configuration for 4-bit flash ADC

Table 2 Interconnection of
different signals for 4-bit
flash ADC resistive string

Switch Control signal Signal1 Signal2

SW1 eninv ref12 of stage2 8bitgnd1 of stage1

SW2 eninv ref9 of stage3 8bitgnd2 of stage2

SW3 6bitbreak1 ref8 of stage3 6bitgnd1 of stage3

SW4 eninv ref6 of stage 4 8bitgnd3 of stage3

SW5 eninv ref3 of stage 5 8bitgnd4 of stage4

SW6 6bitbreak1 6bitgnd2 of stage5 ref1 of stage 5

3.3 Switches for Resistive String Configuration for 6-bit 2
Stage Subranging ADC

Figure 11 shows analog switches used to configure the connection of resistive string
for 6-bit two-stage subranging ADC similar to conventional 6-bit subranging ADC.
Each stage consists of 3-bit flash ADC. According to this conventional 6-bit two-
stage subranging ADC, these 16 resistors are divided into two strings (8 + 8) for
each 3-bit flash ADC.

So, to obtain the connectivity of (8+ 8) resistors in two stages, Table 3 shows the
interconnection among the stages (1–5) through different switches (SW7 to SW13)
where some of the switches are common (SW7,SW8,SW11, and SW12).
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Fig. 11 Switches for resistive string configuration for 6-bit two-stage subranging ADC

Table 3 Interconnection of
different signals for 6-bit
two-stage subranging ADC
resistive string

Switch Control signal Signal1 Signal2

SW7(SW1) eninv ref12 of
stage2

8bitgnd1 of
stage1

SW8(SW2) eninv ref9 of
stage3

8bitgnd2 of
stage2

SW9 4bitconnect ground 6bitgnd1 of
stage3

SW10 4bitconnect 6bitref1 of
stage3

ref8 of stage
3

SW11(SW4) eninv ref6 of stage
4

8bitgnd3 of
stage3

SW12(SW5) eninv ref3 of stage
5

8bitgnd4 of
stage4

SW13 4bitconnect ground 6bitgnd2 of
stage5

3.4 Switches for Resistive String Configuration for 10-bit 5
Stage Subranging ADC

Figure 12 shows analog switches used to configure the connection of resistive string
for 10-bit five stage subranging ADC similar to a conventional 10-bit subranging
ADC. Each stage consists of 2-bit flash ADC. According to this conventional 10-bit,
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Fig. 12 Switches for resistive string configuration for 10-bit 5 stage subranging ADC

five stage subranging ADC, these 16 resistors are divided into five strings (4 + 4 +
4 + 4 + 4) for each flash ADC.

So, to obtain the connectivity of (4 + 4 + 4 + 4 + 4) resistors in five stages,
Table 4 shows the interconnection among the stages (1–5) through different switches
(SW14 to SW23) where switch SW23 is common.

3.5 Switches for Comparator Input Signal Configuration
(4-bit Flash ADC)

Figure 13 shows switches (SW24 to SW 30) to apply the input for 4-bit flash ADC.
Table 5 shows the connection between input signals through switches (SW24 to

SW 30) for 4-bit flash ADC.

3.6 Switches for Comparator Input Signal Configuration
(6-bit Subranging ADC)

Figure 14 shows switches (SW31–SW36) to apply input for 6-bit two-stage
subranging ADC.
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Table 4 Interconnection of
different signals for 10-bit
five-stage subranging ADC
resistive string

Switch Control signal Signal1 Signal2

SW14 EN ground 8bitgnd1 of
stage1

SW15 EN 8bitref1(Ref
voltage)

ref12 of
stage2

SW16 EN ground 8bitgnd2 of
stage2

SW17 EN 8bitref2(Ref
voltage)

ref9 of stage
3

SW18 6bitbreak1 ref8 of stage 3 6bitgnd1 of
stage3

SW19 EN ground 8bitgnd3 of
stage3

SW20 EN 8bitref3 (Ref
voltage)

ref6 of
stage4

SW21 EN ground 8bitgnd4 of
stage4

SW22 EN 10bitref4 (ref
voltage)

ref3 of
stage5

SW23(SW6) 6bitbreak1 6bitgnd2 of
stage5

ref1 of
stage5

Fig. 13 Switches to configure input for comparators for 4-bit flash ADC

Table 5 Interconnection of different signals for 4-bit flash ADC comparators input signal

Switch Control signal Signal1 Signal2

SW24 4bvin stepvin(input signal) vin1(input to comparators of stage1)

SW25 4bvin stepvin(input signal) vin2(input to comparators of stage2)

SW26 4bvin stepvin(input signal) vin31(input to comparators of stage3)

SW27 4bvin stepvin(input signal) vin32(input to comparators of stage3)

SW28 4bvin stepvin(input signal) vin4 (input to comparators of stage4)

SW29 4bvin stepvin(input signal) vin51(input to comparators of stage5)

SW30 4bvin stepvin(input signal) vin52(input to comparators of stage5)
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Fig. 14 Switches to configure input for comparators for 6-bit two stage subranging ADC

Table 6 Interconnection of different signals for 6-bit two-stage subrangingADCcomparators input
signal

Switch Control signal Signal1 Signal2

SW31 6 and 10bvin vinhold (sampled input signal) vin1 (input to comparators of
stage1)

SW32 4bitconnect vinhold (sampled input signal) vin2 (input to comparators of
stage2)

SW33 4bitconnect vinhold (sampled input signal) vin31(input to comparators of
stage3)

SW34 4bitconnect stage2hold (residue signal) vin32 (input to comparators of
stage3)

SW35 4bitconnect stage2hold (residue signal)) vin4 (input to comparators of
stage4)

SW36 4bitconnect stage2hold (residue signal) vin51(input to comparators of
stage5)

Table 6 shows connections among different terminals through switches (SW31 to
SW 36) for 6-bit two-stage subranging ADC.

3.7 Switches for Comparator Input Signal Configuration
(10-bit Subranging ADC)

Figure 15 shows switches (SW 37 to SW 43) to apply input for 10-bit five-stage
subranging ADC.

Table 7 shows connection among different terminals through switches (SW37 to
SW43) for 10-bit five-stage subranging ADC.
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Fig. 15 Switches to configure input for comparators for 10-bit five-stage subranging ADC

Table 7 Interconnection of different signals for 10-bit five-stage subranging ADC comparators
input signal

Switch Control signal Signal1 Signal2

SW37 6 and 10bvin vinhold (sampled input signal) vin1 (input to comparators of
stage1)

SW38 EN stage2hold (residue signal) vin2 (input to comparators of
stage2)

SW39 EN stage3hold (residue signal) vin31 (input to comparators of
stage3)

SW40 EN stage3hold (residue signal) vin32 (input to comparators of
stage3)

SW41 EN stage4hold (residue signal)) vin4 (input to comparators of
stage4)

SW42 EN stage5hold (residue signal) vin51(input to comparators of
stage5)

SW43 EN stage5hold (residue signal) vin52(input to comparators of
stage5)

Similarly, the configuration of switches could be designed for the remaining reso-
lution (8, 16 and 20-bit) for awide range of applicationswhich has not been simulated
here.
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4 Timing Analysis of Reconfigurable ADC

Figure 16 shows timing analysis for the various resolution ofADCs such as 4, 6, 8, 10,
12 and 16-bit. It shows as resolution increases, the conversion time of reconfigurable
ADC also increases.

Table 8 shows the conversion time for each type of ADC.

Fig. 16 Timing analysis of reconfigurable ADC

Table 8 Resolution and conversion time of ADCs

Resolution Conversion time

4-bit comparator settling time + priority encoder propagation delay = T(<ns)

6-bit 2 T + 16-bit DAC settling time(T1) + 4 opamps settling time(4T2)

8-bit 2 T + T1 + 5T2

10-bit 5 T + T1 + 9T2

12-bit 5 T + T1 + 9T2 + 12-bit DAC settling time + propagation delay (digital
comparator and 2-bit counter)

16-bit 16 comparators settling time + T1 + 17 T2
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5 Validation

Tables 9, 10, 11 and 12 shows validation for 4-bit flash ADC, 6-bit two stage
subranging, 10-bit five-stage subranging ADC and 12-bit interpolation ADC for
different input signals with 1LSB error, respectively.

Table 9 Validation of 4-bit flash ADC (b0−b3)

b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 Vin (V)

0 0 0 1 0 0 0 0 0 0 0.625

0 0 1 0 0 0 0 0 0 0 1.25

0 0 1 1 0 0 0 0 0 0 1.88

0 1 0 0 0 0 0 0 0 0 2.5

1 0 0 0 0 0 0 0 0 0 5

1 0 0 1 0 0 0 0 0 0 6.25

Table 10 alidation of 6-bit two-stage subranging ADC (b0−b5)

b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 Vin(V)

0 0 0 0 0 1 0 0 0 0 0.15625

0 0 0 0 1 0 0 0 0 0 0.3125

0 0 0 0 1 1 0 0 0 0 0.46875

0 0 0 1 0 0 0 0 0 0 0.625

0 0 0 0 1 1 0 0 0 0 1.25

0 0 1 1 1 1 0 0 0 0 2.5

Table 11 Validation of 10-bit five-stage subranging ADC (b0−b9)

b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 Vin(V)

0 0 0 0 0 0 0 0 0 1 0.0097

0 0 0 0 0 0 0 0 1 0 0.0195

0 0 0 0 0 0 0 1 0 0 0.0293

0 0 1 0 0 0 0 0 0 0 1.25

0 0 1 0 0 0 0 0 0 1 1.26

0 0 1 0 0 0 0 0 0 1 1.27
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Table 12 Validation of 12-bit interpolation ADC (b0−b11)

b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 Vin(V)

0 0 0 0 0 0 0 0 1 0 1 0 25 m

0 0 0 0 0 0 0 1 0 1 1 0 55 m

0 0 0 0 1 1 0 0 1 1 1 1 0.508

0 0 0 1 1 0 0 1 1 1 0 1 1.01

1 0 0 0 0 0 0 0 0 0 0 0 5.00

1 0 0 0 0 0 0 0 0 0 0 1 5.003

6 Figure of Merit

Figure of merit of a reconfigurable ADC is defined in different ways by various
researchers depending upon the targeted applications. For example, some researchers
[9, 14] have defined FOM as:

FOM = PADC/2× BW× 2ENOB (1)

Their application is targeted towards optimization of power for achieving
reconfigurability.

Where PADC is the total power consumption, BW is the input signal bandwidth, and
ENOB is the effective number of bits of the ADC. Similarly, other researchers have
defined FOM [6] as:

FOM = 22N × (Data Rate)/Power. (2)

Also, according to researcher, the ADC flexibility can be measured by its wide
resolution, bandwidth, and it is defined as reconfigurability factor (RF) [15] which
is proposed here:

RF = (
2ENOB,max/2ENOB,min

)
/
(
fs,max/ fs,min

)
. (3)

In most of the reconfigurable ADC research papers, the power is optimized while
reconfiguring resolution and bandwidth by keeping unused stages in standby mode
and/or designing low power components used in ADCs. But in this proposed design,
the main objective is to reconfigure the resolution and conversion time to meet a
wide range of applications. So here, a new figure of merit is proposed:

FOM = (
fs,max × No. of Possible Resolutions

)
. (4)

Where f s, max—highest sampling rate.
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The f s, max can be as high as 100 MHz, lowest sampling rate can be as low as
DC, maximum resolution can be as large as 20-bit and min can be 1-bit. Also, in
this proposed design, PADC can be optimized while reconfiguring resolution and
bandwidth by keeping unused stages in the standby mode, then the FOM can be
defined as:

FOM = (
fs,max × No. of Possible Resolutions

)
/PADC. (5)

7 Conclusion and Future Scope

The new hybrid flash-subranging ADC combines features of the conventional 4-bit
flash ADC and the sub-ranging ADC topologies to achieve flexibility of operation
well suited to many high-speed and high-resolution applications. This design has
been simulated and validated in NI Multisim 14.1, which proves the functionality of
the proposed concept. This reconfigurable ADC utilizes all comparators to achieve
4, 6, 10 and 12-bit resolution instead of keeping those comparators in standby mode.
So hardware utilization while reconfiguring the parameters is optimum. But to meet
the specific high-speed and high-resolution applications, it is desirable to implement
in VLSI.
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Mini Interconnect IC Protocol
and Camera Command Set Controller
for Camera Communication in Mobile
Phones

Utsav Malviya, Gopal Kumar, Champalal Lalani, Sampad Barik,
and P. S. Shrivastava

1 Introduction

CSI-3 is a high-speed, low power serial communication protocol described in [1–4]
and [5]. CSI-3 used in mobile devices for real-time camera data transmission from
Camera controller to baseband processor inside SoC.CSI-3 also usesD-PHY(5Gbps)
[4] or faster version C-PHY (11.4Gbps) [2] for camera data communication. CSI-3
uses subset Camera Control Interface (CCI) [1] protocol for commands communi-
cation and control camera from SoC using fast mode I2C communication and 7-bit
slave address. Liu et al. [6] explain High-speed I2C bus interfacing using a single
I2C-master andmultiple I2C slaves and synchronization controls. Valdez and Becker
[7] describes I2C protocol controls, format, timing, frequency, current, voltage, and
power ratings. Lokapure et al. [8] implement the I2C module on FPGA and interface
Temperature, Pressure, and Humidity (TPH) sensors on NIOS-II soft-core processor
on FPGA/SoCBoard. SMIA camera command set [9] for less-featured single camera
device control. SMIA is not good for State-of-the-art multiple cameramobile phones.
MIPI developed a new Camera Command Set (CCS) [10] for multi-camera featured
modern mobile phones. [10] and [11] describe Camera Command Set (CCS) and
functionality in state-of-the-art multiple camera devices based on mobile phones.
Kushwaha and Kapse [11] define the Camera Control Interface (CCI) protocol using
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Basic I2C (400 kHz) for SMIA single-byte commands communication. All modules
of CSI IP design [4, 12, 13] before 2017 support the SMIA camera command register
set hence cannot be used in the State-of-the-art CCS camera command supported
modern mobile phones. CSI module design [14] supports the CCS command set
for modern mobile phones, [14] uses the I2C for CCI. [3, 4, 12, 13] uses a I2C
core module for CCI with 2.4 MHz operations, a 7-bit slave address, and an SMIA
command set [15]. I2C is a general-purpose protocol which can be used in many
applications.

1.1 Camera Serial Interface Protocol

MIPI Alliance defines mobile phone standards protocols for interfacing different
peripheral device controllers with mobile phone SoC. MIPI uses the Camera Serial
Interface (CSI-3) [12, 16] for communication between the SoC and camera shown
in Fig. 1. CSI-3 transmits very fast N-Lane encoded pixel data from the camera

Fig. 1 MIPI CSI layers and CCI signalling
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controller to the mobile phone SoC. The data on N-lanes are transmitted serially and
synchronized with the system clock. CSI-3 transmits pixel data from the camera to
the processor in one direction tomaintain very high speed and, for camera commands
communicationCSI-3 uses bidirectional relatively slow subset CCI protocol [12, 16].
CCI is developed on top of the I2C protocol. This work is a less area and high-speed
design named MI2C-slave and at Camera controller. MI2C-slave is fully compatible
with I2C.MI2C at camera controller communicates with I2C-master of SoC on SDA
and SCL lines.

1.2 Camera Command Register Set (CCS) Memory

State-of-the-art mobile phone’s camera device has different command registers
defined in CCS specification [17]. CCS memory stores the commands from the SoC
processor through I2C signals andCamera controller accesses theCCSmemory using
Advance High-speed Bus (AHB). Camera commands are used for controlling and
setting up the camera controller. The CCSCommand registers have different sizes, 8-
bit CCS registers are general setting registers, 16-bit CCS registers are frame-length,
exposure values registers, 32-bit CCS registers are high accuracy setting registers
and 64-bit CCS registers are multi-sensor setting and control registers.

1.3 Mini Interconnect IC Protocol (MI2C)

The data transfer in the MI2C protocol is the same as the I2C standard [17]. MI2C
has a 7-bit slave address. MI2C supports an 8-bit index or 16-bit index with 8-bit,
16-bit, 32 bit, or 64-bit command/status data.

Figure 2a shows single 8-bit command data write operation on the CCS register
from mobile phone SoC. In Fig. 2, ‘S’ is the start state, ‘P’ is the stop state, ‘A’
is a positive-acknowledgement from the receiver, Ã is a negative acknowledgement
from the receiver. After selection of camera controller using 7-bitMI2C slave address
(0111100b) followed by

(
R/W = 0

)
, the I2C-master sends three consecutive 8-bit

data to MI2C salve. The MI2C-slave first receives two data bytes (index address of
CCS), then each data bytes are camera commands for that index address of CCS.
After each successful byte transfer, PACK has to send on the 9th clock from the
receiver. Figure 2b shows multiple bytes write started from any random location.
Figure 2c and d shows the current location command write operation, in which index
addressing does not require.
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Fig. 2 Command datawrite operations from I2C-master atmobile SoC toMI2C slave in the camera
controller

2 Methodology

Process flow (A) is the Camera command transfer method used in available systems
[3, 4, 12–14]. Process flow (B) is the Camera command transfer method used in this
work. There are three modifications done (i) Replaced I2C-slave with MI2C-slave
(ii) A Camera Set Bridge (CSB) signal Set develop for the CCS controller interface
and (iii) FSM-based new CCS controller design for simultaneous interfacing with
Dual-Port RAM for CCS registers set.

SoC ↔
AHB

I2C
Master

↔
I2C

I2C
Slave

↔
APB

CCS
Controller

↔
AHB

Camera
Device Controller

(A)

SoC ↔
AHB

I2C
Master

↔
I2C

MI2C
Slave

↔
CSB

New CCS
Memory
Controller

↔
AHB

Camera
Device Controller

(B)

Figure 3 is the top RTL module of CCI in CSI-3, where core and its signal
interfacing at the top-level CCI Signals are as follows:

I2C-Master communicates with MI2C-slave using SDA and SCL signals only.
MI2C-slave must acknowledge the I2C-master after every time it receives the correct
index address of the command.MI2C-slave writes the camera commands inside CCS
on the index address. The MI2C slave module identifies the requirement of atomic
operation performs atomic operations accordingly. MI2C-slave also interfaces the
APB bus from the camera controller to update the slave registers. CCS controller
notifies the MI2C-slave for I2C stretching in SDA and SCL.
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Fig. 3 CCI IP Top module Interfacing

2.1 MI2C Module

I2C-master is an essential module in mobile phone SoC it interfaces with multiple
sensors like camera sensors [18], but the same fully fledged I2C module at the slave
side of the camera controller is not essential hence a mini version of I2C (MI2C) is
used on the Slave side [19]. Figure 4 shows all internal modules and control registers
of a fully fledged I2C module. CSI-3 uses the same fully fledged I2C module at
the mobile phone’s SoC and in-camera controller. Figure 5 shows the MI2C-slave
module used in proposed work instead of the fully fledged I2C of Fig. 4 used in
this work. This work is a mini design of I2C which kept only essential modules and
necessary control registers of I2C [20]. Proposed MI2C is an application-specific
design rather than a general-purpose design. MI2C excluded the DMA interfacing
module and DMA registers. MI2C does not need a multi-master mode of I2C hence
registers related to the master module are also excluded. AHB to APB and vice-versa
communication done using FPGA AMBA Subsystem (FAS) [2], FAS reduces FIFO
size in theMI2Cmodule. An 8-byte temporary register is used for atomic operations.
In atomic operationMI2C-slavemodule can send/receive different size (8, 16, 32 and
64 bytes) commands to/from mobile phone SoC’s I2C master with communication
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Fig. 4 I2C internal modules

break [20]. The configuration and control registers in the MI2C-salve module can
be configured from the camera controller using the APB bus. CCS module contains
CCS memory and CCS controllers. The slave module is also interfacing with the
CCS module using the proposed signals set named Camera set bridge (CSB).
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Fig. 5 MI2C internal modules

2.2 Camera Command Set (CCS) Module

This CCS module shown in Fig. 6 contains a CCS controller and two DPRAM’s of
16 kb each for storing Camera Commands. CCS module interface with MI2C using
new signal set developed in this work named Camera control bridge (CSB) explained
in Table 1.

Fig. 6 Camera command set module



512 U. Malviya et al.

Table 1 CSB Signals between MI2C slave and CCS module

Signal name Function

I/P: rx_drdy SDA = 1, SCL = 1 when the Camera controller writes status into CCS
via AHB

O/P: rx_push Write command from MI2C to the CCS

O/P: index_ls Store LSB of CCS index address

O/P: index_ms Store MSB of CCS index address

O/P: tx_pop Read command/Status from CCS to MI2C

I/P: tx_drdy SDA = 1, SCL = 1 when Camera controller read command from CCS
via AHB

O/P: rx_data_in(7:0) Command byte from MI2C to CCS

I/P: tx_data_out(7:0) Status/command byte from CCS to MI2C

2.2.1 CCS Controller

This FSM-based controller developed for interfacing the camera controller with CCS
memory using AHB. This controller also interfaces MI2C-slave with CCS memory
using CSB signal set. The multi-byte operation must be atomic to avoid wrong
command interpretation by the camera controller or wrong status interpretation at
SoC. The proposed work CCS controller has especially taken care of atomic oper-
ations by using additional control signals in CSB and re-timing rules. According to
the re-timingwhen aWrite operation, a specific set of register updatingmust suspend
until the last bit of multi-byte command received. CCS Controller gives high priority
to the camera controller operations, so when AHB interface with CCS, the CCS
controller must put hold (SCL = 1, SDA = 1) on the I2C bus. FSM performs the
following task:

(1) Synchronize MI2C data with I2C clock and Camera controller data with
System clock.

(2) I2C-master must hold I2C bus communication and buffer received data when
the Camera controller requires access to CCS.

(3) During writing from current location operation isolates 16-bit index address
from MI2C received data also increment index address by one after every
push.

(4) Write command on index address of CCS using push signal.
(5) Write command/status into CCS when the camera controller sends informa-

tion on the AHB bus.
(6) Read command/status from the index address of CCS using a pop signal.
(7) The camera controller reads commands from CCS when on the AHB bus.
(8) Identify the command more than one byte and buffer the same until all bytes

received. Avoid multi-byte corruption using the atomic cycle for reading or
write commands.
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(9) In AHB read generate AHB ready-out after generating I2C line stretching
signal.

(10) Deny write operation if index address from theI2C master received wrong.
(11) Generates start pulse by writing a command 0 × 02 on CCS address is 0 ×

0010.
(12) Generates stop pulse by writing a command 0 × 01 on CCS address is 0 ×

0010.

2.2.2 Camera Command Set Memory (CCS)

CCS register set (CCS memory) are two Dual-port RAM (DPRAM) IP of coarse-
grained Zynq-7000 FPGA [21] developed using Core-Generation. CCS holds the
command registers for the camera controller and status registers information for
mobile SoC. DPRAM can simultaneously read/write the data. DPRAM can interface
with the camera controller andMI2C slave at the same time. Two physically separate
memory allows memory banking for 16-bit parallel data access when required.

3 Results and Discussion

The individual is modules developed with combinational and behavioural modelling
with the system (AMBA) and I2C clock synchronization. RTL entries and synthesis
of the proposed work are done on the Xilinx Vivado 2018 EDA tool. This work
has tested on the System clock (AHB Clock) that equals 200 MHz and I2C high-
speed mode clock with 3.4 MHz speed. Transaction level model (TLM 2.0) testing
environment used to create a test suit for I2CMaster. A total of 76 possible test cases
have generated and verified successfully. Few test cases successfully simulated on
the Cadence NCsim simulator for the proposed work are below:

Test 1—I2C signal (SCL and SDA) states decoded correctly.
Test 2—MI2C slave module addressed correctly by the I2C-master.
Test 3—MI2C Message is properly isolated indexed address (16-bit) and
commands in:

(a) Single write on a random location. (b) Sequential write on a random loca-
tion. (c) Single write on current location. (d) Sequential write on current location
operations.
Test 4—MI2CMessage isolated indexed address (16-bit) and command/status in:

(a) Single read from random location operation. (b) Sequential read from a
random location. (c) Single read from the current location. (d) Sequential read
from current location operations.
Test 5—MI2C writes 1 byte, 2byte, 4 byte, and 8-byte commands at CCS with
the atomic operation.
Test 6—MI2C reads 1 byte, 2byte, 4 bytes, and 8-byte status/command register
from CCS with the atomic operation.
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Test 7—No read or write operation from MI2C slave when wrong index address
sends by the I2C-master.
Test 8—Correct single-byte and multi-byte status data write on CCS from AHB
Bus at the correct address.
Test 9—Correct single-byte and multi-byte command data read from the correct
index address of CCS on AHB Bus.

In Fig. 7, MI2CMessage properly isolated indexed address (16 bit) in and correct
interpretation of reading operation with repeated slave address in sequential read
operation from random CCS location operations. The 16-bit index address buffered
in the register and latched correctly in CCS. Also, the 4-byte Status data from the
CCS specified index address send from MI2C- slave to I2C-master and received
proper acknowledgement from I2C-master. In Fig. 8, MI2C correctly writes 4-byte
command on CCS with the atomic operation after the 16-bit address of CCS and
write operation selection by I2C mater.

Synthesizable RTL entries made for the design using the balance design goal. The
floor planning did for routing with reducing the path delay. Synthesis report shows
area utilization, time delay, and operating frequency obtained for the design. MI2C-
slave obtained from a synthesis report generated on the Vivado design suite. The
summaryof the synthesis report is shown inTable 2.Thedynamicpower consumption
obtained is 11mw forMI2C. The number of slices (area on-chip) is 160. The proposed

Fig. 7 CCS read operation from CCS to I2C via MI2C
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Fig. 8 CCS write operation from I2C to CCS via MI2C

Table 2 Device utilization
summary

MI2C-HDL synthesis report summary

Selected device Zynq 7000

Slices 160

Slice flip flops 133

4-input LUTs 299

bonded IOBs 90

GCLKs 2

Speed grade −5

Minimum period 6.397 ns

Maximum frequency: 156.333 MHz

Maximum combinational path
delay

7.066 ns

Power consumption X-power
analyzer

11 mw at 25 degrees
centigrade
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is compatible with high-speed I2C and AMBAv3 because the maximum operating
frequency for the design is 156.33 MHz.

Figure 9 shows the FPGA prototype experimental setup for the proposed design.
Figure 10 shows the Emulation environment created for testing. For implementation
and validation of the proposed work Zybo Z7(2 nos.), FPGA Development Boards
are used. I2C Master with TLM test environments are programmed on the first
FPGA Development Boards [21]. CCS module (CCS controller & CCS), Camera
controller AMBA (APB & AHB) bridge interface, MI2C-slave programmed on the
second FPGA development board. Both FPGA are connected with only two I2C
signal wires. Onboard oscillator clock of 3.4 MHz is used for SCL and 125 MHz
external clock connected on FPGA board K17 is used for a system clock (AHB
clock). RAM at the master FPGA board is used for testing commands and status.
MI2C-slave has CCS to store camera commands and status. Camera traffic emulator
RTL is also implemented for AMBA signals interfacing with the CCS controller and

Fig. 9 Experimental setups for validation of MI2C and CCS controller

Fig. 10 Emulation environment created for testing
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Table 3 Comparative analysis

Parameter Proposed design Kaushik and Singh
[3]

Xilinx inc. [14]

Design CCI slave using MI2C
and new CSB signal
set, new FSM based
CCS Controller

CCI slave using I2C
and SMIA interface
using APB

CCI slave using I2C
and CCS interface
using APB

Platform and deigning
style

35 nm 7th generation
Zynq-Z7 FPGA and
Semi-custom design

30 nm CMOS based
full-custom design

35 nm 7th generation
Vertex-7 FPGA based
Semi-custom design

Camera command
standard

CCS Standard SMIA Standard CCS Standard

Maximum frequency 156.33 MHz 125 MHz 153.21 MHz

Slices on FPGA 160 – 179

Time delay 6.397 ns 11.235 ns

MI2C. Chip-scope pro used to verify the results [21]. TLM software’s written in C
language is flashed on the ARM processor and created Zybo FPGA development
board to host Processor I2C IP.

Table 3 shows the comparative results. The proposed design has fewer slices and
better maximum frequency than other similar application designs. The MI2C-slave
communicate with 32 kb CCS camera command registers set controller. A CCS
command support itself makes the work better than [3, 4] where the old camera
command SMIA [15] was in use. MI2C-slave design has more area and speed
optimized than I2C-slave [3, 14].

4 Conclusion

This work designs an area and speed optimized application-specific MI2C-Slave for
CSI-3 protocol. An additional set of signals named CSB is developed for interfacing
CCS with MI2C-slave. A new FSM-based CCS controller is developed for atomic
operation and simultaneous interfacingwith the camera device usingAHB andMI2C
using CSB. Mix modelling style and VHDL language are used for RTL entries.
Simulations are done on Cadence NC-Sim. Synthesis and RTL entries on Xilinx
Vivado. Two Zynq-7000 FPGA Development Boards used for the testing. The chip
area for the MI2C module observed is less than the I2C module.
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Automatic Estimation of Multiplicity
in Partial Discharge Sources Using
Machine Learning Techniques

Lekshmi Kaimal and Ramesh Kulkarni

1 Introduction

Insulation breakdown is the foremost cause of malfunctions in high-voltage equip-
ment. Partial discharge (PD) is a major indicator of insulation failures. Partial dis-
charges are low-energy signals that develop at the most stressed of the insulator. It
does not cause any damage to the insulation immediately. However, it causes irre-
versible damage of physical, chemical, and dielectric and other electrical properties
in that stressed part of the insulator (ageing). This damage triggersmore such stressed
sites and in turn PD occurrence. With each PD, the insulating material deteriorates
further. This causes rapid degradation of insulation leading to electrical breakdown.

PD analysis is extensively used for the diagnosis of the health of the insulation
of HV components. PD analysis includes identification of the defect, its severity
assessment, and its localization. Partial discharge occurring in different insulation
materials had different characteristics depending upon the deterioration mechanism.
It is essential to recognize the cause of the discharge seen in high-voltage equipment
so that the appropriate maintenance measure can be taken to avoid further damage
to the insulation.

A lot of research has been undertaken in the field of automatic PD source classifi-
cation. In practical cases, more than one discharge source may be present and active
within the electrical equipment. These PD sources can be either of the same type or
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different discharge types, but at different sites and of varying dimensions. Hence,
for effective health diagnosis of in-service power assets, it is vital to first detect the
number of active PD phenomena and then recognize the corresponding sources. The
objective of this paper is to describe a tool that can accurately estimate the number
of active PD sources and separate the data into clusters for each source. The infor-
mation obtained from this tool can then be used with PD classification algorithms to
recognize the corresponding sources.

1.1 Literature Survey on PD Source Classification

Figure1 shows the typical PD spectroscopy workflow which forms an integral part
of condition monitoring system.

It consists of three major stages. Data acquisition and pre-processing is the first
step in which experimental PD pulse data is acquired using the digital PD detectors
and filtered. Then, in the next stage, an identification set or PDfingerprint data pattern
or feature vector is generated from the pulse data acquired from the experiments. This
is followed by a pattern recognition classification algorithm for defect separation and
classification, severity assessment, and localization.

The research on automatic PD source classification has been carried out overmany
years now [1–3]. There is correlation between the PD fault and their corresponding
phase resolved partial discharge (PRPD) patterns. This has been used along with
the pattern recognition algorithms to categorize according the PD sources. However,
these methods are effective in recognizing the defect if only one single source is
present and active at a time. However, in most of the practical scenarios, more than
one active PD source is seen in insulation. In such a case, PRPD patterns are often
seen to be partially overlapped [4]. The automatic PD classification system needs to
be enhanced such that the multi-source PDs can also be successfully classified. The
methodology adopted in the instance of multiple active sources is to first separate the
clusters associated with the different sources. A feature vector needs to be created
from the raw data acquired from the experiments or from any other analysis done on
the raw data so that the clustering is done accurately. Then, the cluster information
can be further analysed for PD classification and localization.

The first multi-source PD signals defect recognition method was developed using
the mixed Weibull distribution fit to the amplitude distribution (charge of the PD
vs. count plot) [5]. The pattern classification algorithm is implemented based on
the PRPD patterns of a multi-source system in [6]. A two-step logistic regression
(LR) algorithm is then performed. The single-source PRPD patterns data is used

Fig. 1 Block diagram of PD
source classification
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to train the two-step LR algorithm while the multi-source PRPD pattern sample
is used to test the algorithm. Finally, kernel support vector machine (KSVM) is
used for classification of new samples [6]. Other than PRPD patterns, PD pulse
waveform data can be used to identify the fault causing the discharges and also
to separate out noise sources. The features—power ratio (PR) maps [7] and three-
dimensions maps [8] can be used to filter the noise from the PD signal. Feature
vector based on signal processing of PD signals, like fast Fourier transform [7],
pulsewaveformcomparison [9, 10], power spectrumdensity[11], and time-frequency
analysis techniques [4], have also been used. The wavelet decomposition [8], S-
transform [12], and mathematical morphology [4] are the other approaches that
have been employed. Lately, novel characteristics such as the cumulative energy
function [13], bag of words (BoW) [12], entropy [14], a high-order cumulant called
bispectra [15] and separation algorithms like blind signal separation (BSS) [16, 17],
and improved density peak clustering (IDPC) [18] have also been employed. New
evaluation techniques like the employment of horizontal visibility graph spectral
analysis (HVGSA) have also been explored [19]. The linear prediction analysis (LPA)
algorithm generates a 12-dimensional feature vector from the raw data. Principal
component analysis (PCA) then reduces this feature vector to two dimensions. To
facilitate noise removal, an extra attribute called height score was added based on
the isolation forest (IF) algorithm. This universal separation methodology can be
utilized with the data acquired using different PD detection techniques [20].
In practical scenarios, multiple sources of PDs can be present and active. It is not
possible to guess the number of active sources. It is even more difficult to know the
associated PD types that could be seen in advance. Thus, identifying the number of
PD sources in data acquired from the field is an important step in the multi-source
PD classification. One such effort in this direction is done based on the BSS method
via eigenvalue decomposition. The excess kurtosis value is used for estimating the
number of sources [17]. Since the specific type of PD sources expected are not
known, unsupervised algorithms need to be used for separating the data based on the
source. Usually, most of these algorithms need to be provided with the exact number
of clusters anticipated.

The objective of this paper is to use an unsupervised clustering method that can
pick the number of active components automatically given the input regarding the
maximum limit on the number of sources. This technique will efficiently estimate the
multiplicity of sources in the data acquired from the field and separate them into
clusters. Each of these clusters can be then used with a PD source classification
algorithm to identify the corresponding source of each cluster. This can be followed
by subsequent analysis such as localization.

The paper is organized as follows: Sect. 2 presents the proposed methodology for
clustering. A brief description of the different clustering algorithms that can be used
on the data set is presented in Sect. 3. The data set of Weibull distribution PDHD is
generated for analysis, the details of which are discussed in Sect. 4. The proposed
method is applied to the data, and its effectiveness in estimating the number of
probable active PD phenomena is evaluated and further clustering is done. These
results are discussed in Sects. 5 followed by conclusion in Sect. 6.



522 L. Kaimal and R. Kulkarni

2 Proposed Methodology

In multiple, simultaneously activated PD source scenarios, it would be difficult to
categorize each data point into a particular label. This can affect the accuracy of
the PD classification algorithm. The different clusters corresponding to the various
PD sources needs to be first identified. Each of these clusters can be fed to the
PD classification model to categorize based on the PD sources accurately [20, 21].
However, the specific PD sources that could be present in unknown data acquired
from the field are not known in advance. Hence, unsupervised learning algorithms
need to be used to evaluate and categorize the unlabeled data sets.

Figure2 shows the proposed methodology for a multi-source system. An unsu-
pervised algorithm is implemented in two stages. In the first step, the characteristic
feature that can accurately categorize the different PD sources is identified. A cluster-
ing algorithm is employed to categorize the clusters based on the selected parameter
[22]. These separated clusters can then be applied to source classification algorithms
to identify the PD phenomenon associated with each cluster. This work is limited to
feature extraction and clustering phases of the workflow as explained in Fig. 2.

The PDs caused by different sources exhibit different PDHD patterns [5, 23].
The Weibull distribution which is widely used for lifetime distributions in reliability
engineering is applied to the PDHD patterns. The shape parameter of the Weibull
distribution is seen to be associated with the different PD sources. In the case of
overlapping PD sources, the mixed Weibull model can be used. A mixed Weibull
function can be applied to divide the PDHD pattern into sub-distributions relevant
to each PD source [23]. In this paper, Weibull distributed PD pulse height is chosen
as the characteristic feature for clustering.

In a practical case, it is difficult to predict the number of PD sources that would
be simultaneously active. However, most of the unsupervised clustering algorithms
ought to be provided with the exact number of clusters anticipated, whereas Bayesian
mixture modelling automatically chooses the suitable number of effective compo-
nents. The maximum number of sources anticipated is given as the prior information
to start with in the BM algorithm. The paper also compares the clustering results
obtained using the k-means, Gaussian mixture (GM), and Bayesian mixture (BM)
modelling. For the benefit of the interest of the researchers, a brief explanation of
the various clustering algorithms implemented in the paper is given in Sect. 3.

Fig. 2 Block diagram of PD multi-source classification—proposed methodology
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3 Clustering Algorithms for PD Sources Discrimination

Clustering analysis separates a set of data into meaningful groups, where there is
some similarity between the observations within each subset [24]. The clustering
algorithms can be of two types: model-based and model-free. A distance (or a sim-
ilarity measure) is used to cluster the data into labels in the model-free type of
approach. In cases where each cluster of the data set is seen to follow a probability
distribution, amodel-based clustering algorithm can be used tomodel the distribution
of each subset [24].

3.1 K-Means

K-means clustering is a model-free clustering technique where the data is divided
into ‘k’ clusters [25]. The objective is to find a centroid or centre of the cluster,
which can characterize all the points within a sub-population and need not be real
data points. The clusters are finalized based on the minimization of a well-defined
cost function.

Let D = {x1, x2, x3, . . . xN }, of N unlabelled data points consisting of k clusters,
where k is chosen by the user. The following cost function is minimized.

V =
k∑

i=1

∑

x j∈Ci

(xi − μi )
2 (1)

Here, Ci represents each of the k clusters and μi are the corresponding cluster
centroids. The algorithm randomly selects the k centroids initially and assign each
data point to the closest centroid. It then recalculates the cluster centre based on
the new allocations of the data points to the clusters iteratively and reassigns until
convergence.

3.2 Finite Mixture Model

The finite mixture model is being extensively being employed in various fields like
biology, medicine, finance, astronomy, where each of the data clusters follows a
particular distribution. This model facilitates identifying the individual distributions
and also theirmixing probability. Themixture of various distributions such as normal,
Weibull, Poisson, Gamma, and exponential can be fitted by a finite mixture model.
The determination of a correct number of sub-components in the data is a major task
in the implementation of mixture models [26].
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The description of a mixture of distributions is given by:

K∑

i=1

pi fi (x), where
K∑

i=1

pi = 1, k > 1 (2)

where fi is a mixture. In most cases, the fi ’s are from a parametric family, with
unknown parameter θi [27]. Thus, now the mixture is modelled as follows:

K∑

i=1

pi f (x |θi ) (3)

3.3 Gaussian Mixture Modelling

The major challenge of using the k-means clustering technique for finite mixture
models is that it does not account for variance. GM overcomes this limitation and
can be visualized as generalized k-means clustering which incorporates covariance
information of the data andmeans of the normal distribution. The k-means clustering
performshard classification, i.e. the information onwhich data point belongs towhich
cluster is provided. However, it does not provide the probability with which a given
data will belongs to each of the probable sub-population. Such a feature is essential in
cases of mixture distributions where there would be overlaps between the boundaries
of each distribution. This information is given by GM models which perform soft
classification [28].

Gaussian mixture clustering models the data set as a linear combination of mul-
tivariate Normal distributions. GM non-parametric method uses an expectation-
maximization algorithm, which maximizes a quality measure called log-likelihood
to find the distribution parameters.

Suppose, {x1, x2 . . . xN } are data samples made from k Gaussian distributions, i.e.
k distinct classes [28]. Every distribution is multiplied by a weight π . P(zi = k|Θ)

is the likelihood that the ith sample came from Gaussian k. Θ represents parameters
defining each distribution—mean, covariance, and weight, as given in (4). P(xi |zi =
k,Θ) is the likelihood of observing a data point that belongs to the distribution
number k. It is also given as,

P(xi |zi = k,Θ) = πk

where, Θ =μ1, μ2, . . . μK , T1, T2, . . . TK , π1, π2, . . . πK
(4)

To take into account all the different distributions, the likelihood of observing the
sample i is given by sumof likelihoods of observing the sample given that it belongs to
each of the probable distribution. It is given by

∑k
j=1 P(xi |zi = k,Θ)P(zi = k|Θ).
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In order to extend this to all N samples in the data set, the likelihood function is
given by,

L(Θ) = P(x |Θ) =
N∏

i=1

k∑

j=1

P(xi |zi = k,Θ)P(zi = k|Θ)

=
N∏

i=1

k∑

j=1

N (xi |μk, Tk)πk

(5)

log(P(x |Θ)) =
N∏

i=1

log(
k∑

j=1

N (xi |μk, Tk)πk) (6)

The major advantage of the GM algorithm is its speed of learning the mixture
models. However, since this algorithm involves the estimation of the covariance
matrices of each cluster, a large data set with sufficient data per mixture is required.
The GM algorithm requires precise information regarding the number of component
distributions are present in themixture since it uses all the components it has access to.

3.4 Bayesian Mixture Modelling

Bayesian mixture modelling is a soft clustering method and can also give the number
of components in each cluster [25]. Bayesian inference is based on Bayes’ theorem
[29]. Bayes’ theorem allows the use some knowledge that is already present (the
‘prior’) along with the learning from the observation (the ‘likelihood’) to estimate
the probability of an associated event, (the updated knowledge—the ‘posterior’) [29].

Assuming that the prior knowledge about the parameter Θ is known and that
prior is described by probability distribution p(Θ), i.e. how probable are each value
of the parameter before any observation. Then, when data x is observed, the prior
knowledge about this parameter can be updated using the Bayes theorem as follows

p(Θ|x) = p(x |Θ)p(Θ

p(x)
(7)

p(x |Θ) denotes the likelihood function, i.e. how probable are the observed data for
this parameter value while p(x) represents the probability of the evidence which is
constant, how probable is it to observe these particular data [30]. p(Θ|x) gives the
posterior distribution. It gives the updated knowledge of how probable are each value
of the parameter given the observed data. An inference about the number of active
components can also be made from the data.

The Bayesian model is an extension of the Gaussian model wherein prior knowl-
edge of the parameters—mixing coefficients (π ) and the parameters of the component
distributions (μ, T ), as well as over the number of components in the mixture—are
expressed in terms of probability distributions [26].
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3.4.1 Bayesian Mixture Algorithm

In BM, we also consider latent variables s which are discrete distributions of mixing
coefficientsπ .Maximum likelihoodmethod is used for obtaining the optimumvalues
of themixing coefficients π [26]. The joint distribution of the random variables given
the mixing coefficients is given by

p(x, π, T, s|π) = p(x |π, T, s)p(s|π)p(μ)p(T ) (8)

The advantage of this method is that the variational Bayesian mixture model
normally fixes some of the mixture weights close to zero. This helps the model to
select an appropriate number of sub-populations automatically. For this, the model
needs to be supplied with the maximum threshold to this number. However, the extra
inputs required by variational inference algorithm, make the inference model slower.

4 Data Set Generation Using Weibull Distribution

Having identified BM as the suitable clustering algorithms for estimating the multi-
plicity of PD sources, the efficiency of the algorithm can be verified by implementing
it on the data set of PDHD pattern from known number of sources. For this purpose,
we have generated a data set using Weibull distribution [23]. It has been noted that
Weibull distribution can also be used for identification of PD phenomena in practical
insulation systems such ac rotating machine stators, particularly in the presence of
simultaneously acting PD sources have been.

The PDHD pattern resulting from a single PD source can fit a singleWeibull func-
tion. The Weibull cumulative distribution function, F(q) is defined as [5, 16, 17].

F(q) = 1 − exp[−(
q

α
)β] (9)

Here, q is the charge of the PD pulses. The shape parameter β and α, the scale
parameter together characterizes the Weibull distribution.

In the presence of more than one active PD phenomena, a mixedWeibull distribu-
tion is applied. The cumulative n-parameter mixed Weibull distribution for n active
sources is given by,

F(q) =
n∑

i=1

pi Fi (q) =
n∑

i=1

pi (1 − exp[−(
q

αi
)βi ]) (10)

Here, Fi (q) gives the cumulative Weibull distribution of the sub-populations which
describes each PD source. pi is the probability of occurrence of the corresponding
sub-population Fi (q) with

∑n
i=1 pi = 1. Fi (q) is given by Eq.9. Thus, the model
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Table 1 Specimen generation using Weibull parameters as per [23]
Specimen Weibull model parameters

Name PD source p1 α1 β1 p2 α2 β2 p3 α3 β3

A1 PMMA sheet 1 50.51 1.63 – – – – – –

B1 Spherical void (2mm
dia) in 3.5mm thick
Ciba Geigy epoxy
resin

0.09 658.77 5.57 0.9 571.03 56.98 – – –

A1B1 A1 & B1 in parallel 0.05 658.76 5.00 0.37 570.99 68.05 0.58 50.06 1.62

A2 PMMA sheet 1 64.08 1.60 – – – – – –

B2 Spherical void
(1.5mm dia) in
3.5mm thick Ciba
Geigy epoxy resin

0.72 141.37 23.58 0.28 149.02 14.39 – – –

A2B2 A & B2 in parallel 0.15 140.71 23.52 0.12 149.69 11.98 0.72 60.99 1.65

for two simultaneously active PD sources is characterized by 5 parameters, i.e. α1,
β1, α2, β2 and p [5].

In this paper, Weibull distributed PD pulse height as in [23] is used for clustering.
In [23], experiments were conducted on samples of epoxy resin containingmore than
one internal void under varying test conditions. Tests were carried out on the two
specimens, one with a flat air gap and another with a spherical void, individually.
These two specimens were then connected in parallel and tested. Weibull parameters
were fitted into the amplitude distributions obtained from experiments for analysis
[23]. These parameters as mentioned in [23] (summarized in Table 1) were used to
generate the data required for analysis in this work. It is noted in [23] that theWeibull
fitting is implemented either on the positive discharges or on negative ones. Here, in
this work, the Weibull parameters are used to generate positive polarity discharges.

Specimen A consists of Cigre II with a polymethylmethacrylate (PMMA) sheet.
The second specimen is a cellwith an embedded spherical void in themiddle of aCiba
Geigy epoxy resin dielectric with a thickness of 3.5mm. This is named specimen
B. Two different versions of specimen B were used—B1 with a 2mm diameter
spherical cavity while B2 with a diameter of 1.5mm spherical cavity. Two samples
of specimen A were used in experiments, with each subversion- B1 and B2. The
Weibull parameters fitted to both of these samples had slight variations. Hence, here,
in this work, the samples of specimen A are taken to be A1 and A2. Each of the two
versions of B were connected in parallel with the A specimen samples and tested,
giving A1B1 and A2B2 groups, respectively.

Figure3 shows the scatter and the amplitude distribution plots of the specimens
used. Specimen A sees the lower amplitude pulses with values less than 200 pC. It is
seen that amplitude values in B1 (around 600 pC) are greater than those in B2 (around
200 pC). This difference is because of the variation in the diameter of the spherical
void in the two specimens. This causes the distributions of the two components in
A2B2 to be overlapped. This specimen will thus help in evaluating the efficiency of
the proposed design to separate overlapping distributions.
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(a) Specimen A - Scatter plot (b) Specimen A - histogram plot

(c) Specimen B1 - Scatter plot (d) Specimen B1 - histogram plot

(e) Specimen A1B1 - Scatter plot (f) Specimen A1B1 - histogram plot

(g) Specimen B2 - Scatter plot (h) Specimen B2 - histogram plot

Fig. 3 Scatter plot and histogram of the specimens
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(i) Specimen A2B2 - Scatter plot (j) Specimen A2B2 - histogram plot

Fig. 3 (continued)

5 Results and Discussion

The data set for each specimen generated is first applied toBM to estimate the number
of sub-components. This number is then used while clustering the data using three
different algorithms—k-means, GM, and BM models.

The GM model fits the mixture data by applying the expectation-maximization
(EM). It is noted that the clustering on the data set generated is more effective when
it is assumed that all the sub-populations have the same general covariance matrix.
The estimation algorithm used to implement BMmodel is variational inference. The
weights, the means, and the covariances are initialized randomly while the prior for
the weight’s distribution in the mixture model is assumed to follow the Dirichlet
process in this work for effective clustering. The BM also estimates the number of
components in each specimen. The upper bound of 10 components was given as an
input.

The BM model returns the weights related to each of the components. Table2
gives the active components as estimated by BM for each specimen and also the time
taken by the algorithm to arrive at the estimate. It can be seen that the number of
active components has been detected accurately. The weight of each component esti-

Table 2 Active components as per BM for each specimen

Specimen Weight of each
component Using BM

Active components Time taken (s)

B1 0.091, 0.909, 0, 0, 0, 0,
0, 0, 0, 0

2 24

A1B1 0.558, 0.369, 0.072, 0,
0, 0, 0, 0, 0, 0

3 77

B2 0.799, 0.201, 0, 0, 0, 0,
0, 0, 0, 0

2 21

A2B2 0.551, 0.281, 0.168, 0,
0, 0, 0, 0, 0, 0

3 60
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mated alsomatcheswith the probability of eachweibull sub-component (p1, p2, p3)
provided to generate the original data set (seen in Table1).

Figure4 gives the scatter plot of the specimens after clustering. It is seen that
in B2 and A1B1, the amplitudes values of two clusters are very close, and there
is no proper demarcation between the clusters while, in A2B2, all the three sub-
components are overlapping. Hence the best way to find if the clustering is proper is
to use the ‘number of datapoints in each cluster’ as the parameter. If the number of
data points seen under each label after clustering is same or close to the ones seen in
the input original data set, it can be said that the clustering is accurate.

The number of samples detected under each class is noted, when different clus-
tering algorithms were used. Table3 gives the expected number of samples under
each cluster and in the output after clustering. From this table, it is seen that in B1,
all three methods give good results, since there is no overlapping between clusters.
However, in the case of overlapping clusters—B2 and A1B1, the size of each cluster
as seen by BM is closest to the expected quantity of data points, while k-means and
GM give a decent accuracy. This can be seen from the scatter plot of Specimens
B2 and A1B1 (Fig. 4i, f, respectively). For the specimen A2B2, it can be seen from
Table 3 and Fig. 4j, k, l, that the k-means clustering fails to properly differentiate the
datapoints into correct cluster, while BM and GM are able to cluster with a better
accuracy, given by the amount of data points in each cluster.

Thus, it can be seen that BM applied to the amplitude distribution does a good
job of estimating the number of components active in the sample and also cluster
accurately, even in case of overlapping distributions.

6 Conclusion

The practical scenario mostly involves more than one simultaneously activated PD
source.Amethodhas beenproposed in this paper to accurately estimate the number of
active PD sources and separate the data into clusters for each source. This information
can then be used with PD classification algorithms to recognize the corresponding
sources. BM algorithm can estimate the number of clusters in the data set on its own,
which is unlike other clustering algorithms that need input regarding the number of
components in the sample. The PDs from different sources is seen to exhibit different
PD pulse height distribution (PDHD) patterns. The PDHD pattern associated with a
single PD phenomenon can fit a single Weibull function while in presence of more
than one active PD phenomenon, a mixed Weibull distribution can be used.

In this paper, Weibull distributed PD pulse height data set was generated for
different specimens. In the first step, the BM model estimates the weight of each
component in the data set of each specimen. The weights of each component are
estimated to match the probability of each Weibull sub-component provided to gen-
erate the original input data set. Then, the input data was subjected to three different
clustering algorithms—k-means, Gaussian mixture, and Bayesian mixture models.
In some specimens, the amplitudes values of two or more clusters are similar and the
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(a) Specimen B1: k-means (b) Specimen B1: GM (c) Specimen B1: BM

(d) Specimen A1B1:k-
means (e) Specimen A1B1: GM (f) Specimen A1B1: BM

(g) Specimen B2: k-means (h) Specimen B2: GM (i) Specimen B2: BM

(j) Specimen A2B2:k-
means

(k) Specimen A2B2: GM (l) Specimen A2B2: BM

Fig. 4 Scatter plot after clustering for all specimens
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Table 3 Output results for specimen
Specimen No. of data points in each cluster

Expected Using k-means Using GM Using BM

Clr 1 Clr 2 Clr 3 Clr 1 Clr 2 Clr 3 Clr 1 Clr 2 Clr 3 Clr 1 Clr 2 Clr 3

B1 1780 178 – 1800 180 – 1800 180 – 1800 180 –

A1B1 1160 740 100 1026 740 234 1100 740 160 1110 740 150

B2 1440 560 – 1382 618 – 1836 164 – 1439 561 –

A2B2 1425 249 238 871 574 535 1063 564 373 1116 564 320

distributions overlap. Hence, the number of data points seen under each label after
clustering is compared with the ones seen in the input original data set. This is used
to estimate the efficiency of the clustering. K-means clustering gives good accuracy
in the specimen where there is no overlapping in distribution, while in the case of
overlapping distributions, it fails to cluster accurately. The GM and BM clustering is
more efficient even in presence of overlapping distributions. The size of each cluster
as seen by BM is closest to the expected quantity of data points considering all the
specimens.

Thus, it can be seen that BM applied to the amplitude distribution can be used to
estimate the number of components active in the sample and also for divide the data
set into clusters associated with each PD source. Thus, the method described in this
paper will be a valuable tool to recognize the cause of the discharge seen in high-
voltage equipment, even in presence of the simultaneously activated PD phenomena.
This is crucial for scheduling the appropriate maintenance measure to be taken to
avoid further damage to the insulation and the electrical equipment.
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Comparison of Encryption Techniques
to Encrypt Private Parts of an Image

Nisha P. Shetty, Balachandra Muniyal, Rithish Reddy Kaithi,
and Sarath Chandra Reddy Yemma

1 Introduction

Alongwith everyday advances inmodern technology, the usage of image data among
the numerous amount of systems and devices has increased. Today, systems like
the IoTs, CCTVs, and drones having built-in imaging devices can obtain images of
public and automatically store and share them. Thus, increasing use of the Internet by
the public and the availability and sharing of public and private digital data have led
industry experts and researchers to give special attention to information security. And
there is a need to protect this private information from exponentially growing unau-
thorized access and attacks. Cryptography is about building, studying, and analyzing
protocols that prevent third parties or the public from accessing private informa-
tion. Main objective of cryptography techniques is to make the content of a message
incomprehensible to unauthorized people. Every enciphering/encryption and deci-
phering/decryption process have two main aspects: the scheme of algorithm and
the usage of keys for enciphering/encryption and deciphering/decryption. However,
the security of the cryptographic process is maintained by the key used to encrypt
and decrypt the information. There are two kinds of mechanisms in cryptography:
Symmetric key cryptographic mechanism, in which equal key is used to encode
and decode. In the asymmetric key cryptographic mechanism, two distinct keys are
used to encrypt and decrypt. The algorithm for symmetric key is much faster, easier
to implement, and requires less computing power compared to the asymmetric key
algorithm. Steganography techniques are supported by concealing the existence of
data by embedding the key message in another cover medium. A map displaying
some kind of chaotic behavior is a chaotic map. A chaotic map is a difference equa-
tion describing a chaotic dynamical system which is discreet. A chaotic map is
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normally a discrete map that has sensitive dependence on initial conditions. Due to
their appealing features like sensitivity to the initial conditions and random spreading
out behavior, chaotic maps are adopted for several applications to protect the data.
The primary target of this paper is to execute a picture encryption and decoding
utilizing both methods and compare the experimental results and security analysis.

2 Related Work

Amal Hafsa et al. [3] propose an encryption scheme that includes the “advanced
encryption standard (AES)” and “elliptic curve cryptography (ECC)” for encrypting
medical images, combining the advantages of symmetric AES for the acceleration
of encryption of data and asymmetric ECC for the secure exchange a symmetric
session key. The analysis results prove the efficiency, speed, and better security of
this algorithm. Arab et al. [4] propose a combination of both modified AES algo-
rithm and chaotic sequence to develop a novel image encryption algorithm.Modified
AES scheme is used to encrypt the original image using the encryption key, which is
generated with the help of Arnold chaos sequence, and chaotic sequence produced
round keys implementation. It is observed from the results from simulation that when
small changes are introduced into the original image and cipher key, it results in a
consequential change in the enciphered image making the original image inacces-
sible. Alsaffar et al. [5] compare “advanced encryption standard (AES)” and “Rivest-
Shamir-Adleman (RSA)” algorithms for image encryption. Results from tests reveal
that image encryption quality is better with AES algorithm, with uniform distribu-
tion of pixels in histogram. Moreover, coefficient of correlation is closer to 0 for
AES algorithm. The overall results of this study conclude that the AES algorithm
is a better algorithm than RSA algorithm for image encryption. Farah et al. [6], to
enhance the performance of encryption algorithms, proposed a novel hybrid chaotic
map and a distinctway of utilizing optimization technique. In the proposed algorithm,
S -boxes based on their respective nonlinearity score are generated accordingly using
chaotic Jaya optimization algorithm to carry out a new optimized S-box dependent
substitution phase. Results from security analysis reveal that the proposed encryption
scheme is resistant to various unauthorized attacks. Ping et al. [7] proposed discrete
Henon map, attaining a novel two-point diffusion techniques. The key stream for
substitution is generated and made based on the original image to obtain the greater
capability of showing resistance against chosen-plaintext attack or known-plaintext
attack. The results from security analysis reveal that this encryption scheme provides
a superior security, meanwhile, it is observed that faster encryption speed is achieved
compared to various image encryption schemes from the time complexity anal-
ysis. Shadangi et al. [8] propose a novel CBC-AES algorithm to encrypt images
based on Arnold scrambling having several encryption levels. In this method, at
first, the original image is shifted circularly and Arnold scrambled together with
a bit-wise shuffle operation, after which each bit is complemented. Finally, CBC
mode of AES encryption scheme was employed to attain the resulting cipher image.
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Furthermore, it is evident from the results of security analysis that this algorithm
has ability of resisting various attacks like differential attacks, statistical attacks, and
entropy attacks. Shaktawat et al. [9] propose a hybrid approach for image encryp-
tion by combining AES, a standard cryptography algorithm, along with splitting
and block permutation. Comparison of various parameters with and without block
permutation confirms the superiority of the proposed method with regard to better
results after using splitting and permutation functions. Wang et al. [10] proposed
chaotic encryption of image with a novel one-time pad design which is based upon
the multiple mixed combinations of hash functions mixed and cyclic-shift function.
By using both the data from the original image and the chaotic sequences, which
are calculated using hash algorithms such as SHA1 and MD5 hash, the initial value
is generated. The logistic map and the nonlinear equations generate the scrambling
sequences. Experimental results and security analysis prove better security provided
by this scheme and are protected fromcommon attacks.Hua et al. [11] present a “two-
dimensional (2D) logistic-sine-coupling map (LSCM)”. Furthermore, they propose
an algorithm to encrypt image based on 2D-LSCM (LSCM-IEA) to adopt classical
confusion-diffusion structure using the proposed 2D-LSCM.To interchange pixels of
image to various rows and columns, a permutation algorithm is devised and to impart
changes of original image to encrypted image, a diffusion algorithm is designed. The
results from analysis reveal that better security performance than various algorithms
is obtained by LSCM-IEA. Hua et al. [12] proposed an encryption scheme that uses
highly efficient scrambling to split adjoining pixels and employing substitution in
a random order to impart a small variation in the original image to each and every
pixel of the encrypted image. The security analysis reveals that security provided by
this encryption scheme is better than various modern image encryption algorithms.

3 Methods Used

3.1 Combination of AES, RSA, LSB

• In December 2001, The National Institute of Standards and Technology (NIST)
published “advanced encryption standard (AES)” as FIPS 197 (Federal Informa-
tion Processing Standard). AES is a symmetric block cipher. The algorithm was
developed by Joan Daemen and Vincent Rijmen, Belgian Researchers. The AES
algorithm is easy to implement and uses keys of different length (128, 192, or
256 bits) according to number of rounds (10, 12, or 14, respectively) used in the
implementation of the algorithm.

Each round of AES has 4 steps:

1. SubByte:
It uses the substitution box (s-box) to substitute the values of each byte.
Each byte is interpreted as 2 digit hexadecimal value.
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2. ShiftRows:
The permutation step of the method, each row of the matrix is shifted

cyclically to the left.
3. MixColumns:

Each column of the matrix is multiplied by a constant to transform it into a
new column.

4. AddRoundKey:
The step that uses the key, transforms each column by adding it to the key.

The process of encryption is done after the completing all the rounds (10 in our
case).

• RSA algorithm named after its publishers Ron Rivest, Adi Shamir, and Leonard
Adleman. It is a public key, asymmetric encryption algorithm where only the
receiver has the private key. Both sender and receiver have the value of “n”. The
public key is {e, n} which is used for encryption, and the private key is {d, n}
used for decryption.

Where
n = p∗q, (p and q are prime numbers which are selected and kept private).

e, chosen such that e,(p − 1) ∗ (q − 1) are co-primes
d = (e−1)mod ((p − 1) ∗ (q − 1))
Encryption of plaintext M:

C = Memod n (1)

Decryption of cipher text C:

M = Cdmod n (2)

• Steganography is a method of hiding information in the ordinary plain text or
image to avoid detection. LSB method is a steganography method in which the
message to be hidden replaces the least significant bit of the pixel values.

The combination of these methods is to cipher the 128 bit key, by which the
image is encrypted in AES encryption, using RSA algorithm and places the obtained
ciphertext into the image with LSB method.

3.1.1 Encryption

The values of the image are traversed pixel by pixel and in doing so it encrypts each
value and append them to the new data array (new_data). The method uses ciphertext
feedback (CFB)mode of operation. The key of length 16 bytes is produced randomly,
and the initialization vector (IV) of size 16 bytes is to be used.

• As each pixel contains r, g, b values are converted into bytes for the encryption.
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cfb_cipher = AES.new (key, AES.MODE_CFB, IV)
k = bytes (pixel [0], pixel [1], pixel [2]))
enc_data = cfb_cipher.encrypt(k)

The encrypted value is in bytes. So it is converted back into rgb values and places
in new_data.

Val = rgb (enc_data)
data_b[ind] = Val

Finally, a new encrypted image is formed from new_data.

• The key used is converted into hexadecimal and then ciphered and converted into
bits for LSB method. The values of n, e, d are declared ahead of implementing
the method.

num=key.hex().
X = (num[i] **e) %n; i = 0 to length of num.
Message = binary(X) (converting it into binary)

• A constant string is appended to the message to specify the end in decryption
process. Each bit of the message is placed in the least significant bit of the pixel
value of the encrypted image formed by AES method.

rgb = rgb[:-1]+ message[i] ,where i = 0 to length of message

, rgb is value of a pixel.
The success of LSBmethod does not show changes of the encrypted image, before

and after the implementation of the process, to the naked eye.

3.1.2 Decryption

The decryption process is similar to encryption process except we retrieve the key
from the encrypted image and use it to decrypt it to get original image. Same key
and initialization vector are to be used to get the original image.

• The below step is repeated until the constant string is encountered.

message += rgb[-1]

• Themessage is converted into hexadecimal for decipheringwith RSA. Converting
Y into bytes gives the key used to encrypt the image.

message = hex(message)
Y += (message[i] **d) %n; i = 0 to length of message.
Key = bytes(Y)

• Each r, g, b value of the pixel is converted into bytes and then decrypted to get
the original value at the pixel.

cfb_cipher = AES.new (key, AES.MODE_CFB, IV)
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k = bytes (pixel [0], pixel [1], pixel [2]))
enc_data = cfb_cipher.decrypt(k)

The encrypted value is in bytes. So it is converted back into rgb values and places
in new_data.

Val = rgb (enc_data)
data_b[ind]=Val

• Finally, the image formed by the new_data is the decrypted image.

3.2 Hash Function (Chaotic Method)

Any function that converts an input of variable length (generally a large value) into an
output of fixed small range value is called hash function. In thismethod of encryption,
we use SHA-2 (a 1D hash) algorithm to create a 2D mask. The SHA-2 operation can
be divided into two parts:

• Pre-processing:
It includes padding of the original message of length <2128 to make the length

a multiple of 1024 bits along with the length of original message. The padded
message is then decomposed into blocks of 1024 bits each. Initial values that are
used in hash generation are initialized.

• Hash computation:
The final message digest is formed after a number of rounds of hash value

that is produced using the padded message from the pre-processing step. It uses
functions, word logics, and other operations to get hash functions.

This method uses substitution-diffusion type hash-based image encryption.
This has four stages, two of which involve both substitution and diffusion while
the other two involves only the diffusion process. In the process substitution, each
pixel value is interpreted as hexadecimal value and is converted using s-box of
the AES encryption method.

In this algorithm, the image is divided into 4 subparts (Im.1, Im.2, Im.3, Im.4
each of 128 × 128) for both encryption and decryption processes. The idea is to
encrypt half on the image with the remaining half.

Description of the methods used in the algorithm:

I. Substitution of subpart Im.X using S-box of AES algorithm( sbox(Im.X))
II. XOR of columns of each row of subpart Im.X( XCR(Im.X)):

For a subpart, XOR all the r, g, b values with values corresponding to them
in the column in row i, where i = 1, 2... . , 127, 128. The result is a matrix of
size 128 × 1. The matrix is horizontally concatenated 128 times to create a
matrix of 128 × 128.

III. XOR of rows of each column of subpart Im.X( XRC (Im.X)):
For a subpart, XOR all the r, g, b values with values corresponding to them

in the row in column i, where i = 1, 2…., 127, 128. The result is a matrix
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of size 1 × 128. The matrix is vertically concatenated 128 times to create a
matrix of 128 × 128.

IV. Subparts hashing (Hash (Im.X, Im.Y)):
Subparts Im.X and Im.Y together create a matrix of size 128 × 256, say H.

Each row of H is then divided to form four arrays of size 124 bytes. To these
arrays, four keys of 1 byte each will be appended to form 128 byte array. For
each row, the 4 sub-arrays and keys that are appended are shown below:

SA1 = H[1 : 124] + Keys(1 to 4)

SA2 = H[51 : 174] + Keys(5 to 8)

SA3 = H[100 : 223] + Keys(9 to 12)

SA4 = H[132 : 255] + Keys(13 to 16)

The resultant of hash function is 64 bytes for each sub-array. These results
together, 256 bytes, are the output of hash function of each row. By the end of
all the rows, a new matrix of size 128 × 256 is created.

V. Substitution of subpart Im.X according to AES algorithm’s inverse sbox
(InvSbox (Im.X))

3.2.1 Encryption

The height and width of the image should be 256, else they are to be adjusted. In
this algorithm, 16 keys each of 8 bits are used. The image is divided into 4 subparts,
128 × 128 pixels each. In the method, lower half’s information is used to encrypt
the upper half and vice-versa.

Remarks In each step, Im.Xnew is considered as subpart that is a result obtained by
using Im.Xold. (Im.Xold is the subpart that is about to be used in present step, and
Im.Xnew is the result of the present step).

Step 1:

Choose the secret keys (total 16) to perform method IV. Substitute subparts Im.1 and
Im.2 according to sbox of AES. Calculate XRC (Im.3), XCR (Im.3), XRC(Im.4),
XCR (Im.4), and hash (Im.3 and Im.4). The results of the step are Im.1new, Im.2new.

Im.1new = sbox (Im.1old) ⊕ XRC (Im.3) ⊕ XCR (Im.3) ⊕ Hash (Im.3, Im.4).
(3)

Im.2new = sbox(Im.2old) ⊕ XRC (Im.4) ⊕ XCR (Im.4) ⊕ Hash(Im.3, Im.4). (4)

Remarks The result of the hash is 128 × 256, and the columns from 1 to 128 are
used in step (1) and from 129 to 256 are used in step (2).
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Step 2:

Substitute subparts Im.3 and Im.4 according to S-box of AES. Calculate XRC (Im.1),
XCR (Im.1), XRC (Im.2), XCR (Im.2), and hash (Im.1 and Im.2). The results of the
step are Im.3new, Im.4new.

Im.3new = sbox (Im.3old) ⊕ XRC (Im.1) ⊕ XCR (Im.1) ⊕ Hash (Im.1, Im.2).
(5)

Im.4new = sbox (Im.4old) ⊕ XRC (Im.2) ⊕ XCR (Im.2) ⊕ Hash (Im.1, Im.2).
(6)

Remarks The result of the hash is 128 × 256, and the columns from 1 to 128 are
used in step (1) and from 129 to 256 are used in step (2).

Step 3:

Calculate XRC (Im.2), XCR (Im.2), XRC (Im.4), XCR (Im.4). The results of the
step are Im.1new, Im.3new.

Im.1new = Im.1old ⊕ XRC (Im.2) ⊕ XCR (Im.4) (7)

Im.3new = Im.3old ⊕ XRC (Im.4) ⊕ XCR (Im.2) (8)

Step 4:

Calculate XRC (Im.1), XCR (Im.1), XRC (Im.3), XCR (Im.3). The results of the
step are Im.2new, Im.4new.

Im.2new = Im.2old ⊕ XRC (Im.1) ⊕ XCR (Im.3) (9)

Im.4new = Im.4old ⊕ XRC (Im.3) ⊕ XCR (Im.1) (10)

All the 4 subparts are then appended accordingly to form a 256 × 256 encrypted
image.

3.2.2 Decryption

The decryption process is similar to encryption process except the order is reversed,
and in place of S-box, we use InvSbox of AES algorithm. The encrypted image is
divided into 4 subparts.

Step 1: This step is same as the step 4 of encryption process.
Step 2: This step is same as the step 3 of encryption process.
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Step 3: Calculate XRC (Im.1), XCR (Im.1), XRC (Im.2), XCR (Im.2), and
hash(Im.1 and Im.2). The result of the step is Im.3new, Im.4new.

Im.3new = InvSbox (Im.3old ⊕ XRC (Im.1) ⊕ XCR (Im.1) ⊕ Hash (Im.1, Im.2))
(11)

Im.4new = InvSbox (Im.4old ⊕ XRC (Im.2) ⊕ XCR (Im.2) ⊕ Hash (Im.1, Im.2))
(12)

Remarks The result of the hash is 128 × 256, and the columns from 1 to 128 are
used in step (9) and from 129 to 256 are used in step (10).

Step 4:

Calculate XRC (Im.3), XCR (Im.3), XRC (Im.4), XCR (Im.4), and hash(Im.3 and
Im.4). The result of the step is Im.1new, Im.2new.

Im.1new = InvSbox (Im.1old ⊕ XRC (Im.3) ⊕ XCR (Im.3) ⊕ Hash (Im.3, Im.4)
(13)

Im.2new = InvSbox (Im.2old ⊕ XRC (Im.4) ⊕ XCR (Im.4) ⊕ Hash (Im.3, Im.4)
(14)

Remarks The result of the hash is 128 × 256, and the columns from 1 to 128 are
used in step (11) and from 129 to 256 are used in step (12).

All the 4 subparts are then appended accordingly to form a 256 × 256 decrypted
image.

Below figures show the encrypted images using both algorithms (Fig. 1):

4 Security Test and Comparative Study

4.1 Statistical Analysis

Statistical analysis based on the histograms of original and respective cipher images,
the correlationof adjacent pixels in the cipher images and the coefficient of correlation
for original images and their respective cipher images are taken into consideration
to examine the robustness of the image encryption algorithms.
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(a) (b) (c)

Fig. 1 a Plain original images b corresponding encrypted images using AES-RSA-LSB algorithm
c corresponding hash-encrypted images

4.1.1 Histogram Analysis

An image-histogram is a histogram that acts as a graphical illustration of image pixel
distribution in a digital image by indicating the no. of pixels at each tonal intensity
level.
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In Fig. 2, histogram of the original image 1(HorizonZero) of size 250 × 250
demonstrates that the histogram of original image has particular pattern of r, g, and
b components.

Figure 3 shows us the corresponding cipher image, encrypted using AES-RSA-
LSB method, and its respective histogram.

Figure 4 shows us the hash-encrypted image of original image HorizonZero and
its respective histogram.

Figure 5: The histogram of the original image 2 of size 250 × 250 demonstrates
that the histogram of original image has particular pattern of r, g, and b components.

Figure 6 shows us the corresponding cipher image, encrypted using AES-RSA-
LSB method, and its respective histogram.

Figure 7 shows us the hash-encrypted image of original image 2 and its respective
histogram.

(a) (b)

Fig. 2 a Original image HorizonZero, b histogram of original image HorizonZero

(a) (b)

Fig. 3 a Encrypted image of original image HorizonZero using AES-RSA-LSB method, b
histogram of (a)
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(a) (b)

Fig. 4 a Hash-encrypted image of original image HorizonZero, b histogram of Fig. 4a

(a) (b)

Fig. 5 a Original image 2, b histogram of original image 2

(a) (b)

Fig. 6 a Encrypted image of original image 2 usingAES-RSA-LSBmethod, b histogram of Fig. 6a
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(a) (b)

Fig. 7 a Hash-encrypted image of original image 2, b histogram of Fig. 7a

It should be noted that all pixels are uniformly distributed in the cipher image,
therefore making cryptanalysis more difficult. This test is conducted for both algo-
rithms using both images and more satisfactory results were obtained with the hash
algorithm.

4.1.2 Correlation Coefficient Analysis

Correlation is a process of determining the probability that there exists a linear
relation among two weighted values. Karl Pearson described the Pearson product-
moment coefficient of correlation, r, in 1895. In image processing, pattern recogni-
tion, and statistical analysis, the Pearson’s coefficient of correlation, r, was widely
used as a correlation measure. The Pearson’s coefficient of correlation for digital
images is defined as

rXY =
∑(

Xi − X
)(
Yi − Y

)

√
∑(

Xi − X
)2 ∑ (

Yi − Y
)2

(13)

It calculates the relation between two adjacent pixel values. If they are absolutely
identical, coefficient of correlation has the value r = 1. They are absolutely uncor-
related if r = 0 and are absolutely anti-correlated if the value of r = −1. Horizontal
correlation, vertical correlation, and diagonal correlation plotted between adjacent
pixels of both the original image HorizonZero and images encrypted with encryption
algorithm using AES-RSA-LSB, hash function are shown in the Fig. 8.

FromFig. 8a, it is clearly observable that there is a certain pattern in the correlation
plot of adjacent pixels in original image HorizonZero, but Fig. 8b and c show us that
there is uniform pixel distribution in encrypted images of both algorithms.

Horizontal correlation, vertical correlation, and diagonal correlation plotted
between adjacent pixels of both the original image 2 and images encrypted with
encryption algorithm using AES-RSA-LSB, hash function are shown in the Fig. 9.
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(a) 

(b) 

Fig. 8 a Distribution of pixels in original image HorizonZero, b distribution of pixels in encrypted
image using AES-RSA-LSB method, c distribution of pixels in hash-encrypted image



Comparison of Encryption Techniques to Encrypt … 549

(c) 

Fig. 8 (continued)

FromFig. 9a, it is clearly observable that there is a certain pattern in the correlation
plot of adjacent pixels in original image 2, but Fig. 9b and c show us that there is
uniform pixel distribution in encrypted images of both algorithms.

Tables 1 and 2 show us that the values of correlation coefficient of encrypted
images using both algorithms are closer to 0 than that of original images, but it is
notable that correlation coefficients of hash-encrypted image are more precise to 0.

4.2 Information Entropy Analysis

Entropy is often used for the calculation of the amount of information within an
image and the randomness that is indicated by the image’s texture and the amount
of information within an image. The entropy H(s) is defined as

H(S) = −
m∑

i=1

pi log2 pi (14)

wherepi stands for the probability ofmessage. The ideal value of information entropy,
when an image is encrypted, is considered to be 8, if the value is lower than this, then
there remains a definite degree of certainty that its security might be compromised
(Table 3).
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(a) 

(b) 

Fig. 9 a Distribution of pixels in original image 2, b distribution of pixels in encrypted image using
AES-RSA-LSB method, c distribution of pixels in hash-encrypted image
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(c) 

Fig. 9 (continued)

4.3 Encryption Quality–PSNR, NPCR, UACI Analysis

PSNR Analysis:
“Peak signal-to-noise ratio (PSNR)” can be defined as the ratio between the

original image and its respective cipher image (Table 4).

PSNR = 10 log10
(
MAX2

i
MSE

)

MSE = 1
mn

∑m−1
i=0

∑n−1
j=0 [I (i, j) − K (i, j)]2 (15)

MAXI = Maximum value of pixel in an original image
m = Total number of rows in an original image
n = Total number of columns in an original image.
The greater the value of PSNR, the more is the resemblance of cipher image and

the original. Normally, a greater PSNR value should be able to correlate to a better
quality image. Encryption scheme is considered good if the PSNR value is as low
as possible. Without the learning of secret key, lower PSNR values can reason the
challenge in obtaining the original image from the encrypted image.

NPCR and UACI analysis:
By analyzing both the NPCR and the UACI values for images encrypted with

the AES-RS-LSB method and hash function, the evaluation of ability to show resis-
tance against a chosen plain text attack (differential attack) was done. NPCR defines
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Table 3 Shows the entropy values for original image and cipher images

Image name Original image Entropy with algorithm 1 Entropy with algorithm 2

HorizonZero 7.4924423342698985 7.998747402442854 7.9990382671485065

2 6.599263778679899 7.998825871300561 6.786805859225379

Baboon 7.692590923186865 7.998818479848452 7.998972035956279

the variation rate of pixels between original image and cipher image, and UACI
defines the average change in intensity of the original image and the cipher image.
There will be better ability to prove resistance against a chosen plain text attack if
the original image is highly modified when compared to the cipher image. Even a
small modification created in original image results in observable change. Significant
correspondence between original image and cipher image can be found using this
method.

“Number of pixel change rate (NPCR)” is defined as

NCPR =

∑
i, j D(i, j)

M × N
× 100%. (16)

“Unified average change in intensity (UACI)” is defined as

UACI =
1

M × N

⎡

⎣
∑

i, j

[
[I (i, j) − K (i, j)]

255

]
⎤

⎦ × 100% (17)

D(i, j) =
{
0 if I (i, j) = K (i, j)
1 otherwise

.

If the NPCR value is more than 99%, then the analysis is positive. The greater the
values of NPCR and the UACI, the superior the proposed algorithm is (Table 5).

5 Conclusions

We introduced image encryption algorithms that are based on AES, RSA and LSB
methods, and hash function (SHA-2(512)). First algorithm uses RSA algorithm to
encrypt the generated keys, then conceals the encrypted key using LSB steganog-
raphy in image encrypted using AES algorithm. The second algorithm uses SHA-2,
a 1D hash algorithm, to create a 2D mask to encrypt the image. The method is a
substitution-diffusion type hash-based image encryption. Results from the conducted
experiments acknowledge that encrypted images using both the suggested methods
generate histogramswith uniformdistribution in pixel. The pixels aremore uniformly
distributed in the hash-encrypted images. Coefficient of correlation of adjacent pixels
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in enciphered images is decreased greatly when compared to original images. More-
over, values of correlation coefficient of encrypted images using both algorithms are
closer to 0 than that of original images, but it is notable that the coefficients of correla-
tion for hash-encrypted images are more precise to 0. The suggested algorithms have
proven that the encrypted pictures have information entropy of precise to 8, which
is ideal. Information entropy of hash-encrypted images HorizonZero and baboon is
closer to 8. These results prove robustness of both algorithms, also proving better
robustness of hash function. The PSNR values are less AES-RSA-LSB algorithm
compared to hash function. The NPCR analysis shows both algorithms give NPCR
values above 99%, although they are close AES-RSA-LSB algorithm gives a better
edge in results and UACI analysis yield better results in both the algorithms, but hash
function gives slightly better results, which conclude superior quality and security
of both the algorithms.
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Speaker Identification Using Multiple
Features and Models

A. Revathi, G. Gayathri, and C. Jeyalakshmi

1 Introduction

As we all know, speech is the best fastest way of interacting among humans. This
reality created a spark among researchers to consider speech signal as an effective
tool for interacting with computers. This creates the need for the machines to have a
complete knowledge about the humans and a pathway to utilize speech for different
accustoms. One such pathway is the speaker identification technology (SIT) where
human’s speech is used to unlock various technologies [1]. Speaker identification
is a “one on many mapping” technique in which “the speaker can be identified
by matching the unknown speaker’s speech with templates of all speakers”, called
as speaker identification or in other words, an utterance from unknown speaker is
analysed and compared with speech model of known speakers. Basically, speaker
identification is a pattern recognition problem.Widely, text-independent systems are
used for speaker identification process [2]. Text independent is nothing but the speech
given at training and testing are different as the ultimate goal is to identify the person
corresponding to the particular voice or speech andnot the context of the speech. Text-
independent system uses techniques such as acoustics and speech analysis. Acoustics
is a branch of physics that deals with the oscillation of matter in solid, liquid and
gases including terms such as vibration and sound. Speech analysis is the study of
speech sounds, or in other words, it is the analysis of voice tones corresponding to
the vocal folds. In speaker identification, predominantly speech analysis is used. The
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voice prints in this thesis is processed and stored using technologies such as vector
quantization [3] and neural networks [4]. Here, I have used the k-means algorithm as
classifier for VQ techniques and convolutional neural network for training the model
in neural networks technique. Speaker identification technology (SIT) uses the power
of voice in biometrics for authentication to recognize a speaker automatically and
with high accuracy based on their voice [5]. This technology is used in surveillance
for eavesdropping telephone conversations. Speaker identification is used in forensics
department for backtracking suspect’s voice during crimes. It is also used in online
banking services, monitoring elderly people’s health and helpful for people with
dementia to identify who’s speaking with them [6].

2 Speech an Overview

As we all know, speech is the best fastest way of interacting among humans. Speech
is the output of the vocal tract system excited by the vibration of vocal cords due
to quasi-periodic pulses of air for voiced speech or noise excitation for unvoiced
speech. In other words, speech is the output of the vocal tract system excited by the
vibration of vocal cords due to acoustic air pressure from the lungs. This acoustic
air pressure is a function of time. The speech signal can be normally segmented
into voiced segment and unvoiced segment. The source of excitation for the voiced
segment is a quasi-periodic pulse of air, whereas for the unvoiced segment, it is a
white noise signal. So, depending on how you shape your vocal tract different sounds
can be produced such as fricatives, semivowels, consonants, diphthongs, vowels.

2.1 Formalizing the Speech

The vocal tract frequency response convolved with the glottal pulse results in the
speech signal. This vocal tract frequency response acts as an impulse response. Let
the speech signal be x(t), glottal pulses represented as e(t), excitation signal produced
by the vocal tract system and h(t) be the vocal tract frequency response, i.e. impulse
response.

Speech, s(t) = e(t) ∗ h(t) (1)

Normally, the log spectrum resembles the speech, spectral envelope resembles the
vocal tract frequency response, and the spectral details resemble the glottal pulses.
In the spectral envelope, the formants carry the identity of sound.

In terms of digital signal processing, vocal tract acts as a filter, by filtering
the glottal pulses which consists of high-frequency noisy signals from the carrier
information about the pitch. The speech signal s(n) is given by
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s(n) = g(n) ∗ h(n) (2)

and
g(n) = excitation signal
v(n) = impulse response of vocal tract system.
Because of the digital processing of speech signals, before the extraction of

features from the audio signals, let us get to know how the speech signal should
be used for the analysis. First and foremost, the analogue speech signal has to be
digitized and pre-emphasized before it is being used for analysis. Later, spectral anal-
ysis techniques are carried out to extract the features from the audio speech signal.
It involves two steps. They are

1. Analogue speech signal from sound pressure wave is converted to digitized
form.

2. Significant frequency components are emphasized, i.e. digital filtering.

The role of digitization is to produce high signal-to-noise ratio (SNR) on the
sampled data of audio speech. After digitization comes the amplification process
which is done by a pre-emphasis filter that boosts the spectrum of the audio signal up
to 20 dB/decade since the natural voice signal has a negative slope of 20 dB/decade.
In pre-emphasis, voice signals at high frequencies are amplified due to the effect of
damping at higher frequencies. Here,

y(n) = x(n) − a ∗ x(n − 1) (3)

is our pre-emphasis filter, with filtering coefficient a = 0.95. In general, there are
two major concerns in any speech communication system.

1. Preservation of the information contained in the speech signal.
2. Representation of the speech signal in an easier manner so that modifications

can be done to the signal, without degrading the original information content
present in the speech signal.

Hence, these two major concerns have to be dealt with before further processing
of speech signals in any communication system.

2.2 Framing and Windowing

As the speech signal is not stationary for an infinite length, framing is done so that for
a short period, it remains stationary since the glottal system cannot vary at once. So,
framing is the splitting of the speech signal into smaller chunks. Before framing, the
speech signal is filtered first using a pre-emphasis filter. Framing is done as machines
cannot do computations with infinite data points, as the signal will be cut off at either
ends leading to information loss. In framing, the speech signal is divided into frames
of 8–16 ms length and shifted with overlapping of up to 50% so that the next frame
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contains information about the previous frames. The frames of the speech signal are
then multiplied with the window. Usually, windows enhance the performance of an
FFT to extract spectral data. The window which we preferred for multiplication with
frames of the speech signal is the Hamming window. The Hamming window is used
to reduce the ripple caused in the signal so that we can get a clear idea of the original
signal’s frequency spectrum. Hamming window w(n) is given by

w(n) = 0.54 − 0.46 cos(2πn/(N − 1)), 0 ≤ n ≤ N − 1 (4)

2.3 Understanding the Cepstrum

We know that the speech signal can be represented as follows:

Speech, s(t) = e(t) ∗ h(t) (5)

Taking Fourier Transform, s(w) = E(w) ∗ H(w) (6)

Taking log on both sides, log(s(w)) = log(E(w)) + log(H(w)) (7)

By using the log magnitude spectrum, we can separate the vocal tract information
and the glottal pulse information which could not be done by normal spectrum. After
which by taking IDFT of logmagnitude spectrum, cepstrum is obtained. The physical
separation of the information that is relative to the spectral envelope (vocal tract
frequency response) is in the lower end of the quefrency domain, and the information
relative to spectral details (glottal pulse excitation) is in the higher end. Thus, the
excitation e(t) can be removed after passing it through a low pass lifter.

Thus, after analysis of speech signals, it can be used to train the speaker models
by extracting the feature vectors of each specified emotion. Later, the emotion model
is constructed and test feature vectors are given to the classifier after which the
emotional state of the test feature is being tracked.

3 Feature Extraction

3.1 Mel-frequency Cepstral Coefficients (MFCC) [2]

Mel-frequency cepstrum is a short-time power spectrum representation of a speech
signal obtained after computation of discrete cosine transformation. The words
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Fig. 1 Block diagram of MFCC extraction

cepstrum, quefrency, liftering, and harmonic are just the wordplay of the word spec-
trum, frequency, filtering and harmonic, respectively. The former terms correspond
to the frequency domain, and the later terms correspond to time-domain representa-
tion. MFCC is based on the characteristics of the hearing perception of humans. It is
a fact that human ears use a nonlinear frequency unit to simulate the auditory system
of humans. Usually, human ears perceive frequency logarithmically. This, in turn,
necessitates an ideal audio feature that can be depicted in the time–frequency domain
and has a perceptually relevant amplitude and frequency representation. One such
audio feature is mel-frequency cepstral coefficients. Figure 1 describes the procedure
for MFCC extraction.

The speech waveform after undergoing pre-emphasis, frame blocking and
windowing, discrete Fourier transform of the signal is computed after which the
log amplitude spectrum is obtained. Then, mel-scaling is performed. Mel-scale is
a logarithmic scale. It is a perceptually relevant or perceptually informed scale for
pitch. It is a fact that equidistant on the scale has the same “perceptual” distance. In
the mel filter bank, the difference between the mel points is the same resulting in null
weight, whereas the difference between frequency points is not the same on a scale
of frequencies. After mel-scaling, the log amplitude spectrum undergoes discrete
cosine transform, and the cepstrum of the speech signal is obtained. The advantages
of MFCC are as follows:

1. MFCC describes the “large” structures of the spectrum, that is, it focuses on the
phonemes.

2. It ignores the fine spectral structures like pitch.
3. Works well in speech and music processing.

3.2 Gammatone Cepstral Coefficients (GTCC) [7–10]

During the hearing, the gammatone cepstral coefficients capture themovement of the
basilar membrane in the cochlea. GFCCs model the physical changes more closely
and accurately that occur within the ear during the hearing and are therefore more
representative of a human auditory system than mel-frequency cepstral coefficients.
Unlike mel filter bank, here, gammatone filter bank is used as it models the human
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Fig. 2 Block diagram of GTCC extraction

auditory system and thereby uses ERB scale. This gammatone filter bank is often
used in cochlea simulation’s front end, thereby transforming complex sounds into
multichannel activity as observed in the auditory nerve. The GFB is designed in
such a way that the centre frequency of the filter is distributed in proportion to their
bandwidth and is linearly spaced on the ERB scale. Generally, equivalent rectangular
bandwidth (ERB) scale gives an approximation to the filter bandwidths in human
hearing. That is, it models the filter either as rectangular bandpass or band-stop filters.
The gammatone filter is given by

g(t) = atn−1e−2πbtcos(2π fct + φ) (8)

where a is amplitude factor, t is time in seconds, n is filter order, f c is the centre
frequency, b is bandwidth and ϕ is phase factor. Figure 2 indicates the modules used
for GTCC extraction.

3.3 How Many MFCC and GTCC Coefficients?

Traditionally, the first 12–14 coefficients are computed for theMFCC analysis and 42
coefficients for the GTCC analysis, since they retain the information about formants
and the spectral envelope (vocal tract frequency response) which is the requirement
of the analysis, whereas the higher-order coefficients retain information about the
fast-changing spectral details (glottal pulse excitation).

3.4 Why Discrete Cosine Transform Instead of IDFT?

• As it is a simplified version of Fourier transform.
• By using discrete cosine transform, we will be able to get only the real-valued

coefficients, thereby neglecting the imaginary values, whereas in IDFT, both real
and imaginary valued coefficients will be computed.

• Discrete cosine transform decorrelates energy in different mel bands.
• It reduces the dimension to represent the spectrum.
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4 K-means Clustering [3]

K-means clustering belongs to the group of exclusive clustering where data points
belong exclusively to one group. K-means clustering is a vector quantizationmethod,
specifically from signal processing, that aims to partition k clusters to n observations
in which each observation belongs to the cluster that has the nearest mean (cluster
centres or cluster centroid), serving as the preliminary model of the cluster. We
use k-means clustering rather than hierarchical clustering because k-means works
on actual observations creating a single level of clusters rather than the variation
between every pair of observations leading to a multilevel hierarchy of clusters. The
variable K indicates the number of clusters. The algorithm then runs iteratively to
assign each data points to one of the k groups based on the features provided.K-means
works by evaluating the Euclidean distance between the data points and the centre
of the clusters, thereby assigning the data point to the nearest cluster. Based on the
extracted mel-frequency cepstral coefficients and gammatone cepstral coefficients
from the trained set of speakers, k-means clusters are formed. According to a k-
means algorithm, it iterates over again and again, unless and until the data points
within each cluster stop changing. At the end of each iteration, it keeps track of
these clusters and their total variance and repeats the same steps from scratch but
with a different starting point. The k-means algorithm can now compare the result
and select the best variance out. For finding the value of K, you have to use the Hit
and Trial method starting from K = 1. This K = 1 is the worst-case scenario as the
variations among the dataset are large. Each time when you increase the number of
clusters, the variation decreases. When the number of clusters is equal to the number
of data points, then in that case, variation will be zero. In this project, the optimal
k-value is found to be four as the variation is reduced and a further increase in the
number of clusters does not affect the variation much. That particular value of K is
termed to be elbow point. We have preferred k-means as a classifier rather than other
mentioned classifiers since it is very simple to carry out and also applies to large sets
of data like the Berlin database. It has the specialty of generalization to clusters of
any shape and size. Each cluster is assumed to be an emotion feature, and cluster
centroid is formed using a k-means algorithm, and finally, emotion data is classified.

5 Convolutional Neural Network [4, 11]

5.1 Why not Fully Connected Neural Network?

We know that in computers, the images are read in the form of pixels in 3D plane, i.e.
RBG plane. Say if an image has pixel values 28*28*3, then the number of weights in
the first hidden value of fully connected network will be 2352, whereas in real life,
images have larger pixel values 200*200*3, then in this case, the number of weights
in the first hidden value of fully connected network will be 1,20,000. So, we need
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to deal with huge number of parameters and thereby we require a greater number of
neurons which can eventually lead to overfitting. That is why we do not use fully
connected neural networks for image classification.

5.2 Why Convolutional Neural Network?

In CNN, a particular neuron is connected only to a small region of that layer unlike
connecting to the complete layer as it was in fully connected networks. Thereby,
CNN requires a smaller number of weights and a smaller number of neurons.

5.3 What is Convolutional Neural Network?

• Convolutional neural network is “a sort of feed-forward artificial neural network
within which the property pattern between its neurons is inspired by the
organization of animal visual area”.

• Visual cortex—“small regions of cells that are sensitive to specific regions of the
visual field”. In other words, “some individual neuronal cells in the brain responds
only in the edges of a certain orientation”. For example, some neurons respond
on exposing to vertical edges and some responds on exposing to horizontal or
diagonal edges.

5.4 How CNN Works?

CNN has four layers. They are:

• Convolution layer
• ReLU layer
• Pooling layer
• Fully connected layer

In this project, the spectrogramof 15 input speaker’s speech utterances is obtained.
Normally, the signal strength or loudness of a signal can be represented visually over
time at a range of frequencies called spectrogram. The spectrogram images of 15
input speakers are fed to the layers (Fig. 3).

Convolution Layer: In the convolution layer, the spectrogram images are piece
by piece compared with the predefined filter patches to get the convolved output.
Steps involved are:

• Feature and image patches are lined up
• Multiply each pixel of image with the corresponding feature pixel
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Fig. 3 Overview of convolutional neural network

• Add them
• Divide the feature by total number of pixels

ReLU Layer

• Every non-positive value from the filtered images is replaced with zeros.
• Done to prevent values from summing up to zero.
• ReLU stands for “rectified linear unit”. This transform function is used as a

criterion.

F(x) =
{
n, for n > 0
0, for n < 0

Pooling Layer: In this layer, the size of the image stack is reduced. Steps involved
are:

• Choose window size (two or three)
• Choose stride = 2
• Window is moved over filtered images
• Maximum value is taken from each window

Stacking up the Layers: The above layers are stacked up one more time to
minimize the size of the image stack.

Fully Connected Layers

• Actual classification takes place in this final layer.
• Here, our filtered and shrunk images are taken and lined up into a single sheet.

That is, the values are listed in the form of the vector.
• Here, the number of fully connected layers taken is 15.
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Fig. 4 Equal error rate

5.5 Test Phase

Certain frames of spectrograms (nearly 80%) are given as input to the convolu-
tion layer which contains the predefined filters. Apart from the frames of spectro-
gram given to train the model, remaining frames of each speaker’s spectrogram are
given as a test input for classification. And finally, classification is done. During the
classification, two rates have to be considered for accurate analysis. They are:

• False acceptance rate.
• False rejection rate.

When we accept a user whom we must actually have rejected, it is called false-
acceptance rate. This issue is also called a false positive. False rejection rate occurs
when we reject a user whom we should actually have accepted. As the false accep-
tances (FAR) decrease, the number of false rejections (FRR) increases and vice versa
(Fig. 4).

The point atwhich the lines intersect is known as the equal error rate (EER).At this
location, the percentage of false acceptances is equal to false rejections. Generally,
FAR and FRR are configured in system by adjusting proper criteria, such that they
are more or less strict.

6 Results and Discussions

6.1 Feature Extraction Results

A random utterance spoken by the speakers is tested against the trained cluster
models to predict the particular speaker. Such that the minimum distance obtained
from testing phase is used to determine the recognition rate, and further, we can
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develop a confusion matrix or average recognition rate table. The results obtained
from both the features are tabulated in Tables 1 and 2.

Table 1 MFCC confusion matrix using clustering

F1–F8 female speakers/M1–M7 male speakers

Table 2 GTCC confusion matrix using clustering

F1–F8 female speakers/M1–M7 male speakers
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Based on the observation from the confusion matrix, it is evident that the overall
speaker identification system’s accuracy computed by means of gammatone cepstral
coefficients (GTCC) is higher than that computed bymeans ofmel-frequency cepstral
coefficients (MFCC). It is observed that among the female andmale speakers consid-
ered for evaluation of better classification system, the overall female speakers’ accu-
racy is higher than that of overall male speakers’ accuracy in both the feature extrac-
tion techniques (MFCC and GTCC). Though the overall female speakers’ accuracy
is higher, in the confusion matrix, it can be observed that some individual female
speaker’s accuracy is less than that of individual male speaker’s accuracy. This can
be dealt quantitatively in two ways.

6.1.1 Quantitative Analysis

• Frequency Response Analysis

When the frequency response is plotted between two female speakers and two
male speakers, it is observed that over a range of frequencies, two female speakers’
frequencies tend to overlap each in most of the frequencies showing that there exists
similarity between the female speakers’ frequencies, whereas between two male
speakers, there exists difference in frequency content (Figs. 5 and 6).

• Correlation Coefficient Analysis

When correlation analysis is carried out between two female speakers’ speech
utterances, between two male speakers’ speech utterances and between a male
speaker speech utterance and a female speaker speech utterance, it is observed that
the correlation between two female speakers is higher than correlation between two
male speakers. And when correlation is taken between a male speaker and a female
speaker, it resulted in negative correlation coefficients which indicates that the overall
performance of the system is good (Table 3).

Fig. 5 Frequency response of two female speakers
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Fig. 6 Frequency response of two male speakers

Table 3 Correlation coefficient between speakers

(a) Female speakers (b) Male speakers (c) Male and Female

1.0000 0.0264 1.000 0.0072 1.000 −0.0038

0.0264 1.0000 0.0072 1.000 −0.0038 1.000

6.2 Convolution Neural Network Results

The testing accuracy or average recognition rate obtained after classification is shown
in Fig. 7.

Fig. 7 CNN testing accuracy
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So, in order to get accurate classification model, false acceptance rate (FAR) and
false rejection rate (FRR) must be taken into consideration while modelling.

6.2.1 Effect of FAR and FRR

• If the value of FAR is set to the lowest possible value, then FRR tends to increase
sharply. In other words, when the FAR is too low, the overall system will be more
secure, and it will be less user-friendly such that it may falsely reject the correct
users.

• If the value of FRR is set to the lowest possible value, then FAR tends to increase
sharply. In other words, when the FRR is too low, the overall system will be more
user-friendly and less secure, thereby enabling false users by mistake.

Therefore, it is our choice whether to give priority either to security or user
convenience. If both do not want to be compromised, then we can set both the
values to be the same, equal error rate.

7 Conclusions

In this paper, a speaker identification system is assessed by employing features such
as mel-frequency cepstral coefficients (MFCC) and gammatone cepstral coefficients
(GTCC), and VQ-based minimum distance classifier is used to classify the speakers
from the speech utterances spoken by speakers. Additionally, convolutional neural
network (CNN) was deployed to model a classification system for the speaker identi-
fication to enhance the accuracy furthermore. From the observations, it is evident that
the GTCC feature tracks the particular speaker precisely as compared to the MFCC
feature. Since the GTCC feature captures the movement of basilar membrane within
the cochlea to mimic the human auditory system during the hearing, a speaker is
accurately predicted compared to MFCC. The accuracy of the system using GFCC
is improvised than MFCC. GTCC provides better overall accuracy of 90.12% as
compared to MFCC whose overall accuracy is 77.79%. And, the accuracy obtained
from the CNN model is 98.71%. A combination of features can be considered for
improving the performance. This speaker identification system would find applica-
tions in the voice biometrics for authentication purpose, in surveillance for eavesdrop-
ping telephone conversations and in forensics department for backtracking suspect’s
voice during crimes. It is also used in Google’s speech recognition system so as to
unlock the gadgets with the speaker’s voice that is used as a password for privacy
protection.
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Performance Analysis on Flexible
Modified Koch Fractal Patch Antenna
for Wearable Healthcare Application

K. A. Malar and R. S. Ganesh

1 Introduction

For the past few decades, numerous progresses in the area of wearable devices and
sensors which is useful in monitoring vital signs such as health care monitoring,
military services, and sports. In recent years, smart watches have largely replaced
smart phones, as have a variety of medical applications. Smart fabrics can collect
vital signs from a human body, process them, and make decisions based on the
data to some extent. Because antennas for wearable applications must operate in
close proximity to people, their performance must be taken into account. The most
important constraints to address are versatility, adherence, battery life, dimensions,
and gravity. At the same time, such an adaptable wearable antenna must be simple
and compact [1]. Also, the specific absorption rate (SAR) value for the body-worn
antenna must be within the health and safety limits [2]. In the recent survey, different
design configurations have been studied for the flexible wearable antennas including
planar inverted F antenna (PIFA) [3], dipole, monopole, and patch antennas [4–
6]. However, these antennas are not particularly small, have a very low impedance
BW, and require flexible potting mediummaterials, which are critical for body-worn
applications. Polymer-based ferroelectrics have made a strong impression in recent
years for body-worn applications [7]. Considering the parameters like easy way of
synthesis, miniaturized size, ease of interconnection with the nervous system, and
good isolation between the human body and antenna, patch antennas are the best
choice for wearable devices [8]. In this paper, a flexible miniaturized fractal patch
antenna made of flexible textile material is presented for WBAN applications in the
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2.45 GHz ISM band. We use a Koch fractal with three iterations, which either allows
us to raise the electrical length of the antenna without raising its size, resulting in a
smaller antenna. The proposed antenna’s dimensions are 44.5× 40× 1.27 mm3, and
structural claim for damage polarity is demonstrated bymeasuring the antenna under
various bending conditions. As a result of the numerical simulations, the proposed
antenna appears to be the most suitable for wearable devices in terms of strength,
reliability, and adaptivity.

2 Antenna Design

The preliminary antenna design is a conventional equilateral triangle with a full
ground plane measuring 60 × 60 mm2. The preliminary antenna size is relatively
comparable to other documented antennas for 2.45 GHz ISM band (Fig. 1a). On
the patch, Koch fractal slot geometry is used to achieve miniaturization and high
throughput (Table 1).

The modified Koch fractal slot antenna’s settings progress is shown in Fig. 1. The
four steps to design the fractal antenna are as follows: (a) the traditional patch antenna

Fig. 1 Fractal topology configuration, a basic patch, b 1st iteration, c 2nd iteration, d 3rd iteration

Table 1 Optimized
measurement for the antenna

Parameter Value (mm)

Perpendicular height of triangle (Lp) 44

Base length of triangle (Lb) 40

Feed line length (Lf )
Feed line width (Wf )

10.15
3.19

Substrate height (h)
Substrate length (LS)
Substrate width (WS)

1.27
60
60
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Table 2 Dimensionality
comparison of proposed
antenna with existing antenna

References Dimension(L × W × H) mm3 Substrate type

[5] 39 × 39 × 0.508 Flexible

[7] 50 × 50 × 14.1 Rigid

[9]
[10]

60 × 60 × 3.25
50 × 50 × 4

Rigid
Flexible

This work 44.5 × 40 × 1.27 Flexible textile

in triangular shape, (b) the Koch fractal slot in its first incarnation (shown in Fig. 1b),
the fractal slot is obtained by replicating to second or third good enough condition
of iteration with a scaling factor of roughly half (shown in Fig. 1c and d). Table
2 compares our proposed antenna’s improved compressibility and effectiveness to
relevant existing work.

The final fractal geometry achieves high gain to work in specified frequency. The
top layer of the antenna is the flexible copper tapewith equilateral triangle ismodified
in to a Koch fractal form and makes it as a slot in the center of the patch. This Koch
fractal now acts as a basic unit; it is copied and scaled in to half and placed at the
corners of the patch and then repeatedly placed at the corners with scaling. Cutting
slots at the bottom of the patch increase capacitive coupling and modified triangle
up to third iteration with an overall size of 44.5 × 40 mm2. Additional iterations
may be used, but it is subjected to only three to make it as simple, and main aim of
this work to check flexibility, so only, bending analysis is preferred here. This fractal
patch is connected to inset feed line with 50 � impedance. The copper is placed at
the bottom layer in the antenna.

3 Results and Discussion

3.1 Evaluation of Return Loss

The designed antenna is simulated by using Ansoft HFSS software. The return loss
versus frequency plot of the designed antenna is shown in Fig. 2. From the diagram,
the resonating frequency of the antenna is found to be 2.45 GHz, and it covers ISM
band with good impedance match.

3.2 Structural Conformability Evaluation (SCE)

The SCE of the designed antenna, which demonstrates its capacity to withstand
some volume of SC, is a necessary prerequisite for wearable devices. The process
used to evaluate structural conformability is bending analysis. Bending analysis is
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Fig. 2 Return loss versus frequency plot of the designed antenna

Fig. 3 Bending structure of the antenna, a R = 75 mm, b R = 50 mm, c R = 25 mm

conducted and studied numerically in the HFSS simulation software with various
radius of curvature along the x-axis (Fig. 3).

3.3 Far Field Radiation Pattern

The study of radiation in the far-field region has been done using HFSS software.
The radiation pattern either with or without flexing is measured at the ISM band
center frequency of 2.45 GHz, as shown in Figs. 4, 5, and 6. From the radiation
pattern graph, maximum gain was found to be 6.5 dB, and the simulated radiation
patterns are almost omni-directional. It can be seen that the radiation characteristics
are almost same for all bending scenarios. Thus, the proposed antennas will work
very well for wearable applications.
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Fig. 4 Radiation pattern of antenna with and without the bend in, a E-plane and bH-plane at radius
curvature R = 75 mm

Fig. 5 Radiation pattern of antenna with and without the bend in, a E-plane and bH-plane at radius
curvature R = 50 mm

4 Analysis on SAR for Wearable Safety

In this section, SAR of the 2.4 GHz antenna on a flat body phantom has been
studied. Protection of human heart from the harmful radiation has been regularized
by the International Commission on Non-Ionizing Radiation Protection (ICNIRP).
The maximum SAR for ten gram of human phantom must not exceed 2.0 W/kg,
according to ICNIRP regulations. Further, the Federal Communications Commis-
sion (FCC) also recommended that for one gram of tissue the value of SAR be no
more than 1.6 W/kg [11]. To measure the effectiveness of a wearable antenna in an
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Fig. 6 Radiation pattern of antenna with and without the bend in, a E-plane and bH-plane at radius
curvature R = 25 mm

on-body case, a three-layer phantom modeled in HFSS v.19 with fat, muscle, and
skin layers was used. To save computational complexity, the human tissue model is
standardized with widths of 120 × 120 × 42 mm (skin layer = 1 mm, fat layer =
1 mm, and muscle layer = 40 mm) as shown in Fig. 7. Table 3 shows the electrical
properties at 2.45 and the depth of each tissue [12].

As shown in Fig. 7b, the antenna is placed 8 mm above the phantom to imitate
the thickness of clothes in different layers. The designed antenna achieves good
impedance matching and high gain in free space. However, due to the addition

Fig. 7 A Three-layer phantom model b Front view of three-layer phantom model

Table 3 Dielectric properties
of the tissue

Tissue ∈r σ (S/m)

Skin 38.5 1.45

Fat 5.29 0.10

Muscle 52.7 1.73
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of tissue, frequency detuning may occur after simply putting the antenna over the
phantom model. As a result, the antenna’s effectiveness must be calculated using the
phantom model with multiple tissue layers and distance.

The resonant frequency responsible for change whenever there is a gap has
increased to 12 mm, as shown in Fig. 9, yet the band was covered properly. At a
gap of 8–4 mm, good impedance matching is achieved. The calculated SAR values
in one gram and ten gram of body tissue at 2.45 GHz are shown in Fig. 8. According
to the IEEE/IEC 62704-1 standard [13, 14], the power input to an antenna was 0.5W.
The maximum SAR values for one gram and ten gram within tissues and organs at
2.45 GHz are shown in Table 4. 1 g body tissues absorbed significantly further elec-
trical radiation than 10 g body tissues, as shown in the table. The strongest SAR for
an average of 1 g body tissue is found to be 4.3400 W/kg. The simulation results
did not exactly match the standard regulations once the antenna was placed near the
human body. As a result, extra measures to reduce SAR must be chosen for safe
operation standard level.

Fig. 8 a Simulated SAR values for 1 g tissue in HFSS, b Simulated SAR values for 10 g tissue in
HFSS

Fig. 9 Simulated reflection coefficient on phantom model in HFSS
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Table 4 Antenna performance over three-layer phantom model

Distance (mm) SAR (Unit: W/Kg) Gain (dBi) η (%)

1 g 10 g

4 5.6758 4.21 6.2 27

8 4.3400 4.08 6.3 54

12 3.333 1.912 6.3 65

5 Conclusion

The flexible Koch-modified fractal antenna is designed and analyzed for wear-
able healthcare application. In this design, the effective gain improvement has been
achieved by usingKoch fractal slot with three iterations. Further, this compact design
has a gain improvement of 6.5 dB and radiation efficiency of 89%. Also, the perfor-
mance evaluation of the designed fractal antenna with its structural conformability
is evaluated under three distinct curvature radii, and SAR is measured. The results
clearly show this design is highly conformable for wearable applications.
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Intelligent ICH Detection Using
K-Nearest Neighbourhood, Support
Vector Machine, and a PCA Enhanced
Convolutional Neural Network

Shanu Nizarudeen and Ganesh R. Shunmugavel

1 Introduction

Stroke remains a leading cause of fatality with intracranial haemorrhage (ICH)
slightlymore problematic than ischaemic [9]. Hypertension and trauma are the domi-
nant causes of stroke [6], and the global lifetime risk of stroke has a higher proba-
bility of prevalence [7]. Based on the haemorrhage location, different types of ICH
include epidural haemorrhage (EPH), intraparenchymal haemorrhage (IPH), intra-
ventricular haemorrhage (IVH), subdural haemorrhage (SDH), and subarachnoid
haemorrhage (SAH). Severe headache and lack of consciousness are the common
symptoms, and misdiagnosis leads to mortality and morbidity [13]. Importantly,
non-contrast computed tomography (NCCT) scans confirm haemorrhage, and it is
observed thatNCCT is sensitive even in the initial six hours of headache [20]. Further,
additional burden on clinical management is imposed due to inadequate neuro-care
amidst COVID-19 lockdown restrictions [23] and risk for ICH in COVID-19 patients
[17]. Importantly, ICH is a crucial health problem with mortality or disability as its
outcome, and clinical management of ICH involves earlier detection and aggressive
treatment [24].

Intelligent detection algorithms applied various classifiers such as K-means [10],
artificial neural network (ANN) [28], K-nearest neighbour (KNN) [1], support vector
machine (SVM) [19], Bayesian, and decision tree [14]. The K-means algorithm clas-
sifies objects in the image as K-clusters. The distance from the cluster centroid deter-
mines the grouping criterion for a new object. Recently, artificial neural networks
are successfully applied in image classification tasks. They are complex layers of
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neurons with each layer receiving input from the previous layer. Another important
algorithm KNN depends on the distance from K-nearest neighbours for classifica-
tion. Recently, the SVM method provided accuracy in classification and regression
tasks. The method depends on orienting a hyperplane used to separate two classes
to increase the distance between the closest points in each class. Recently, an SVM-
based automatic haemorrhage classification and segmentation algorithm achieved
an accuracy of 92.46 and 94.13 for binary classification of IVH from normal. The
paper presented a multiclass classification accuracy of 96.15, 95.96, and 94.87 for
categorizing EDH, ICH, and SDH [27]. They applied feature extraction based on a
hierarchical classifier. The primary classifier detects whether the pixels are IVH or
normal, and the SVM-based second classifier identifies the subtype [27]. Further,
Bayesian is an extremely scalable probability-based classifier that minimizes the
classification error. The method is applied in muscle segmentation from clinical CT
[8] and soft segmentation of brain data [15]. Another group implemented a deci-
sion tree-based stroke and haemorrhage detection algorithm and achieved premium
performance [14]. However, the performance of these algorithms degrades in factors
such as dependence of initialization for K-means, large execution time (for large
data set) in SVM, black-box approach in ANN, a priori knowledge in Bayesian,
and the unstable nature of decision tree. Studies depicted that CNN is a dominant
method in image classification [2, 21, 25]. Moreover, studies demonstrated that CNN
significantly improved automated detection of ICH [29]. Further, accuracy improved
from 83.7 to 89.7%, and processing time reduced from 68 to 43 s using automated
approaches [29].

CNN aids in the diagnosis of different ICH types, and image thresholding
improves accuracy and performance [11]. Another group applied post-processing
to deep CNN and improved specificity to 98% [18]. Ko et al. considered a CNN-
LSTM network to assist radiologists in disease diagnosis [12]. Further, applying
attention maps and predictive bias, the team explained how the method mimics the
workflow of radiologists [16]. The algorithm achieved a specificity >92% and speci-
ficity 95% on two independent data sets [16]. A more recent work applied CNN
with bidirectional LSTM for ICH detection and subtype classification. This method
achieved performance comparable to a trained practitioner [3]. Thus, an increase in
performance is noted in a hybrid CNN-based automated approach with an accuracy,
sensitivity, and specificity of 97.5%, 98.3%, and 97.1%, respectively [4]. In this
method, to select the highest ranking region, the classifier draws a set of bounding
boxes of pre-defined shapes and sizes on the CT scan [4]. However, the method is
complex and required dedicated hardware preventing widespread implementation.
This paper outlines a simple and interesting CNN-based work applying feature selec-
tion using principal component analysis (PCA). We have implemented an intelligent
ICH detection system using KNN and SVM. Further, we have provided a multi-
channel visualization of layer-wise interpretation for a sample scan in the proposed
model. We believe that this implementation can be applied as a stand-alone unit to
assist radiologists especially in a clinical set-up with limited resources.

The methodology of the proposed algorithm is explained in Sect. 2. Here, we
have defined the three different algorithms in our experiment. Result analysis and
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discussions are presented in Sect. 3. Further, a brief explanation on the performance
metrics applied to analyse the algorithms is given. It is followed by multichannel
visualization of layer interpretations and finally conclusion in Sect. 4.

2 Methodology

2.1 Data Set and Preprocessing

The data set comprises publicly available non-contrast CT images (NCCT) from
https://www.kaggle.com/. The data set consists of 100 haemorrhage and 100 non-
haemorrhage NCCTs. The preprocessing steps applied include data augmentation
using intensity normalization, zoom (10%), height-width shift (10% each), and
horizontal flip. For improving the performance of the classifier, we applied feature
extraction using PCA. The PCA is an important dimensionality reduction tool that
helps in improving classification accuracy [22]. Moreover, the elimination of highly
correlated data using PCA reduces overfitting.

2.2 KNN-Based Classifier

The theme behind the KNN method is to classify samples based on their nearest
neighbours [5]. Figure 1 shows a two-class problem based on nearest neighbours.
The classification of q1 is simple as its four neighbours are in class O, while for q2,
three neighbours are from class X and one from class O. Assume that a new sample
q is to be classified. At first, the distance between q and each sample si is computed

Fig. 1 Two-class problem
based on four nearest
neighbours

https://www.kaggle.com/
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Fig. 2 Hyperplane (line) separates the two classes and SVM orients the hyperplane

using Eq. 1, where w f is the weight of each feature f in the feature space F .

d(q, si ) =
∑

f ∈F
w f δ

(
q f , sif

)
(1)

Finally, K-nearest neighbours are selected using this distance metric, and a
majority vote is applied to resolve the class of q. In our method, we applied the ball
tree algorithm to compute the nearest neighbours using twodifferent distancemetrics:
Minkowski and Wasserstein. We proposed to study the variations in performance
using the two metrics.

2.3 SVM-Based Classifier

SVM is a popular approach in classification and regression. In this method, a hyper-
plane is inserted between the classes, and its orientation is altered to increase the
separation between the nearest data points. Figure 2 shows the class separation using
a hyperplane (line) [26]. The hyperplane depends on the selection of a kernel func-
tion, and based on the complexity of the problem, these functions are modified for
decision-making. In our experiment, we analysed the classifier with three kernels:
SVM-linear, SVM-polynomial, and SVM-radial basis function (RBF).

2.4 CNN-Based Classifier

CNN models are employed in a variety of medical image classification tasks. Each
model applies multiple convolutional and pooling layers. The convolutional layers
slide a filter over the input image and learn better approximations of the image. In
a deep CNN, earlier layers learn simple features such as edges and deeper layers
learn more abstract features. Pooling layers provide robust translational invariance
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Fig. 3 Model architecture

and dropout layers prevent overfitting. The CNN architecture we implemented in our
experiment is depicted in Fig. 3.

We analysed the model using 2D convolutions with (3, 3) kernels. To study the
model’s performance on the input image size, we applied images of several sizes 100
× 100, 110 × 110, 120 × 120, 130 × 130, and 140 × 140 (Table 1).

Table 1 Type of layer, layer output, and the quantum of parameters in each layer of the proposed
model

Serial # Layer (type) Output shape Param #

1 conv2d_30 (Conv2D) (None, 126, 126, 32) 320

2 activation_50 (Activation) (None, 126, 126, 32) 0

3 max_pooling2d_30 (MaxPooling) (None, 63, 63, 32) 0

4 conv2d_31 (Conv2D) (None, 61, 61, 32) 9248

5 activation_51 (Activation) (None, 61, 61, 32) 0

6 max_pooling2d_31 (MaxPooling) (None, 30, 30, 32) 0

7 conv2d_32 (Conv2D) (None, 28, 28, 64) 18,496

8 activation_52 (Activation) (None, 28, 28, 64) 0

9 max_pooling2d_32 (MaxPooling) (None, 14, 14, 64) 0

10 flatten_10 (Flatten) (None, 12,544) 0

11 dense_20 (Dense) (None, 64) 802,880

12 activation_53 (Activation) (None, 64) 0

13 dropout_10 (Dropout) (None, 64) 0

14 dense_21 (Dense) (None, 1) 65

15 activation_54 (Activation) (None, 1) 0
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3 Results and Discussion

To evaluate our classifier, we first analyzed the average accuracy of KNN and SVM
models for image size variation from 100 × 100 to 140 × 140 with an increment
of ten pixels in either dimensions. In our method, KNN was benchmarked with
two distance metrics and SVMs with three kernel functions. The KNN-Minkowski
model outperformed the KNN-Wasserstein model with an average accuracy of 85%
and 77.5%, respectively. In the SVM-based approach, both SVM-polynomial and
SVM-RBF yielded an average accuracy of 87.5% (Table 2).

3.1 Performance Metrics

We computed sensitivity (S), specificity, and F1-score to estimate the classification
accuracy of our algorithm. Sensitivity is the model’s capability to recognize subjects
without the disease. It is defined as

Sensitivity = TP

TP + FN
(2)

where TN denotes true negatives and FP denotes false positives. Similarly,
specificity is model’s capability to recognize subjects with a disease.

Specificity = TN

TN + FP
(3)

where TP is the true positives and FN is the false negatives.
F1-score is the harmonic average of sensitivity and precision (P) [11]. It is the

measure of the algorithm’s accuracy on a data set. The F1-score is defined as

F1-score = 2
1
S + 1

P

(4)

Table 2 Benchmarking average accuracy in KNN and SVM models

Image
size

KNN-Wasserstein KNN-Minkowski SVM-linear SVM-polynomial SVM-RBF

100 60 70 77.5 80 60

110 77.5 85 80 87.5 87.5

120 55 65 67.5 72.5 70

130 77.5 72.5 77.5 75 85

140 75 77.5 65 75 75

The maximum value obtained is highlighted in bold font
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Table 3 Performance
metrics of CNN and
PCA-CNN

Sensitivity Specificity F1-score

CNN 1.0 0.91 0.95

PCA-CNN 1.0 1.0 1.0

Specificity and F1-score improved in PCA-CNN

Further, we noted that when PCA-extracted feature scans are applied to the CNN,
there is a 9% improvement in specificity and a 5% improvement in F1-score. An
F1-score of 1 shows absolute sensitivity and precision. The sensitivity was 100% in
both cases as indicated in Table 3.

3.2 Multichannel Visualization of Layer Interpretations

It is important to visualize and interpret representations learned by various layers
in the model for each channel (width, height, and depth). We tested the model with
a sample scan shown in Fig. 4a. The channel output of the first eight activation
maps is then visualized to understand how the sample scan is decomposed into the
convolutions of the network (Fig. 4b–i). We noted that the initial layers in Fig. 4b
of the model “learn” edges, and later layers learn more abstract structures of the
different tissues. The activations become sparse as we move from Fig. 4b to i.

3.3 Training and Validation Accuracy

To monitor the training accuracy of the model on unseen data, we have applied an
80:20 split. We further selected the validation data from the training set. We then
trained the model for 100 epochs in mini-batches of ten samples and plotted training
and validation accuracy in Fig. 5. Further, we plotted the training and validation
loss in Fig. 6. The validation accuracy curve indicates that the algorithm provides
excellent generalization. Also, training and validation loss decreased with every
epoch as shown in Fig. 6

4 Conclusion

We have implemented an intelligent ICH detection system using KNN and SVM.We
have analysed KNNwith two distance metrics and SVMwith three kernel functions.
Further, we have developed a simple and interesting CNN model applying feature
selection using principal component analysis. The sensitivity and F1-score improved
by 9% and 5%, respectively. Furthermore, we have presented a visualization of layer
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Fig. 4 Multichannel visualization of layer interpretations. a Sample scan, b–i visual interpretations
of layers 1–8
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Fig. 5 Training and validation accuracy

Fig. 6 Training and validation loss

representations for a sample scan to eliminate the black-box effect of the proposed
CNN. Importantly, we believe that our model can be implemented as an assistive
tool for the radiologist.
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Feature Selection and Diagnosis
Performance Evaluation of Breast
Cancer

Anu Babu and S. Albert Jerome

1 Introduction

An umbrella that blends correlated diseases is called cancer. It will lead to the uncon-
trolled growth of cells. Uncharacteristic developments in the breast like lump, shape
change, inverted nipple, fluid from the nipple, etc., can be symptoms of breast cancer.
Extreme care must be given to prevent and cure this disease because WHO 2020
survey reveals that among different cancers, breast cancer occupies the first position
[1].

It is not possible to avert any type of cancer. The early finding is the only measure
to increase the persistence rate [2]. It is a very awkward process to make an accurate
diagnosis into benign and malignant within a short period. This quandary can be
resolved by including amachine learningmodel in the diagnosis process as a reviewer
for physicians [3]. It is a model which identifies the pattern of disease from digital
images.

The premier intention of thiswork is to develop amachine learning framework that
will proficiently assort breast cancer-affected people and healthy ones. Supervised
learning algorithms such as SVM, K-NN, NB, DT and RF are used for the recogni-
tion of affected ones. For classifier performance refinement, the Lasso feature selec-
tion method has been used. Performance of model with and without feature selec-
tion is evaluated by computing metrices like accuracy, misclassification, sensitivity,
specificity, F1 score, MCC and J.
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2 Related Work

Various techniques have been used for the classification of breast cancer. [4] obtained
96% sensitivity, 93% specificity and 92% accuracy by employing grasshopper opti-
mization algorithm over SVM classifier on Mammographic Image Analysis Society
(MIAS) and Digital Database for ScreeningMammography (DDSM). [5] introduced
an integrated method for breast cancer detection employing minimal redundancy
maximal relevance and chi-square algorithmwith SVM, and an accuracy of 99.71% is
achieved from minimal redundancy maximal relevance SVM. Ten cross-validations
were proposed in [6] for the development of the nested ensemble technique for
automated diagnosis. An accuracy of 98.07% was scored in both Naive Bayes and
BayesNet algorithms.

3 Background

3.1 Data set

The experiments are carried out by retrieving fine needle aspiration of breast cancer
images from the Breast Cancer Wisconsin Diagnostic data set [7]. The data set
consists of 569 instances out of which 357 benign and 212 malignant cases. In
this work, malignant is identified as a negative class with zero value, and benign is
identified as a positive class with value one. For the prediction of cancer, the ten
features which describe the characteristics of cell nuclei are being used.

3.2 Data Set Pre-processing

The pre-processing of the data set will aid in the precise diagnosis of cancer. The steps
involved in this process are removal of missing value, standard scalar and correlation
checking.

3.3 Feature Selection Algorithm: Least Absolute Shrinkage
Selection Operator

Feature selection is a crucial step in classification which selects the most suitable
features for predictive system. Lasso feature selection technique is used in this paper.
The absolute coefficient feature values are amended for feature selection in Lasso.
The selection process is performed by shrinking the coefficient values. The features
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with zero coefficient values are removed from feature set. It will create a new subset
of features which include only relevant features [8].

3.4 Support Vector Machine

SVM is a ML algorithm which is mainly used for classification. The finest clas-
sification function is computed by constructing a hyperplane which separates the
positive and negative cases in feature space. The finest function is the one which
inflates the margin between two classes. The shortest distance between the closest
datapoint to the point on the hyperplane is called margin. The key benefit of SVM is
the reservation of free space for classification of future process [9].

3.5 K-Nearest Neighbour

Predictive analysis is largely supported byK-NN classifier. It will make an evaluation
between test data and train data that are closer. The training data which are quantified
by n traits are stored in n dimensional metric space. K-NN searches for K training
data which have similar traits of new data in metric space during the arrival of new
data [9]. Minkowshi distance is used to compute the closeness of data.

3.6 Naive Bayes

Among allmachine learning algorithms, simplest and easiest classifier isNaiveBayes
which is based on Bayes theorem. Naive Bayes will generate a rule which can assign
future objects to a class using given feature vectors of variables alone from a set of
objects with known class and known feature vectors of variables. It is also called as
idot’s Bayes since no skill is needed to perform this operation [9].

3.7 Decision Tree

Supervised learning algorithm that can be used to resolve both classification and
regression issues is called DT. DT is a tree-like structure with root starting point,
internal node of tree as test, branch as test outcome and class label as leaf. Primary
function of algorithm is to make decisions, and best decision is the choice with
maximum information or with minimum entropy [10].
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3.8 Random Forest

RF is a machine learning technique that employs ensemble learning for solving
complex issues. It will generate many decisions trees called forest which is trained
by bagging. The ultimate verdict is based on average of output from various trees.
The precision of outcome can be improved by having greater number of trees [10].

3.9 Evaluation Measures

Classifier performance has been evaluated by calculating performance metrics such
as accuracy, misclassification, sensitivity, specificity, F1 score, Mathew’s correlation
coefficient (MCC) and Youden’s index (J). Performance measuring parameters used
here are true positive (TP), true negative (TN), false positive (FP) and false negative
(FN). Accuracy is the proportion of samples properly classified into total samples.
Equation (1) is used to calculate accuracy of machine model.

Accuracy = TP + TN

TP + TN + FP + FN
(1)

Misclassification gives the amount of incorrectly classified samples. The lower
the value, better the MLmodel. Equation (2) is applied to compute misclassification.

Misclassification = FP + FN

TP + TN + FP + FN
(2)

Sensitivity is the probability that result of a ML model belongs to positive class
given that sample presents cancer. Equation (3) gives sensitivity of a model.

Sensitivity = TP

TP + FN
(3)

Specificity is the probability that result of a ML belongs to negative class given
that samples not having cancer. Equation (4) is used to compute specificity.

Specificity = TN

TN + FP
(4)

Harmonic mean between sensitivity and specificity gives F1 score. The perfect
value of F1 score is unity, and a value close to unity indicates a model with low FP
and FN. Equation (4) is used to calculate F1 score.

F1 Score = 2*Sensitivity*Specificity

Sensitivity + Specificity
(5)
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Mathew’s correlation coefficient is a quantity used to measure quality of a ML
model. The range of MCC value is between −1 and +1. MCC will produce a score
near to unity only if prediction of all four categories (TP, TN, FP and FN) has good
result. Equation (6) is used to calculate MCC.

MCC = (TP*TN) − (FP*FN)√
(TP + FN)(TP + FP)(TN + FP)(TN + FN)

(6)

The evaluation metric that summarizes the performance of a ML model is
Youden’s index. Its value lies between zero and one. The larger the value, the better
the performance. Equation (7) is used to compute J.

J = Sensitivity + Specificity − 1 (7)

4 Proposed Methodology

The pre-processed data set has undergone the Lasso feature selection method
for choosing significant features for precise breast cancer diagnosis. The features
selected by Lasso for diagnosis are mean concavity, mean concave point, area error,
compactness error, worst texture, worst area, worst smoothness, worst concave points
andworst symmetry. Then performance checking of different classifiers is carried out
on the full feature set and feature subset. Various performance assessment metrices
were used for evaluation purposes.

5 Results and Discussion

Classifiers performance on entire feature set and subset selected byLasso algorithm is
evaluated in the succeeding section. Primarily, the SVM classifier is considered, and
its performance is evaluated in terms of accuracy, misclassification, sensitivity, speci-
ficity, F1 score, MCC and J on non-selected and selected feature set. The outcome of
the evaluation process is shown in Fig. 1. The performance of the SVM classifier in
terms of all evaluation metrices improved in a significant manner. The accuracy of
the whole feature was 94% improved to 96% on selected features. Similarly, misclas-
sification reduced from 6 to 4%. The value of detecting a healthy person remains the
same as 98%which is a good value and declares 84 to 91% improvement in detection
of a person with cancer. F1 score, MCC and J values also show increased value on
feature subset.

Features selected by Lasso were classified using K-NN, and the performance was
evaluated by computing assessment parameters. According to the graphical result
shown in Fig. 2, K-NN achieved very good performance after using Lasso feature
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Fig. 1 SVM classifier
performance with and
without Lasso feature
selection

Fig. 2 K-NN classifier
performance with and
without Lasso feature
selection

selection. The values attained by classifier before applying feature selection are of
94% accuracy, 6%misclassification, 92% sensitivity, 97% specificity, F1 score 95%,
87% MCC and 89% J. Lasso feature selection results in increased value of 97%
accuracy, 3%misclassification, 97% sensitivity, 97% specificity, F1 score 97%, 93%
MCC and 94% J. The 97% sensitivity and specificity show that K-NN is the very
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Fig. 3 NB classifier
performance with and
without Lasso feature
selection

best algorithm for diagnosing healthy and cancer-affected people. This algorithm
also can detect all categories of disease which is proved by 93% MCC and 94% J.

The pursuance of the NB classifier is assessed by computing various performance
metrices for with and without feature selection. The results of the calculation are
graphically demonstrated in Fig. 3. The results of NB with Lasso feature selection
are high compared to that of without selection. The accuracy of NB on the full feature
was 95% and is increased to 97% after Lasso feature selection. Misclassification
reduced to 3 from 5%. This classifier has also shown improvement in the ability to
diagnose healthy and cancerous patients with sensitivity and specificity values of
97% along with MCC 93% and F1 score 97%.

DT is the classifier that shows superior performance in identifying affected
patients without feature selection with 97% accuracy, 3% misclassification, 97%
sensitivity and specificity, 97%F1 score, 93%MCCand94%J. Inclusion of theLasso
model results in even more enhanced detection rate with accuracy 98%, misclassi-
fication 2%, 100% sensitivity, 94% specificity, 97% F1 score, 95% MCC and 94%
Youden’s index. The performance evaluation of the DT classifier with and without
feature selection is shown in Fig. 4.

The graphical view of RF classifier outcome with and without Lasso feature
selection is shown in Fig. 5. The results show that the application of the Lasso
feature subset results in the degradation of classifier performance in all metrices.
With full features, the RF classifier achieved 94% accuracy which reduced to 93%,
misclassification increased from 6 to 7%, sensitivity and specificity decreased from
94 to 92%, and 94% F1 score became 93% along with MCC reduction from 86
to 84%. The entire performance factor J is also diminished from 88 to 86%. The
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Fig. 4 DT classifier
performance with and
without Lasso feature
selection

Fig. 5 RF classifier
performance with and
without Lasso feature
selection

analysis shows that the RF classifier with Lasso feature selection is not suitable for
breast cancer detection.
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6 Conclusion

In this paper, a feature selection method that is appropriate for different machine
learning classifiers is suggested. To motif, a breast cancer diagnostic model, classi-
fiers like SVM, K-NN, NB, DT and RF have been used. The consummation of the
classifier will be drastically affected by the redundant features. To overcome this,
a feature selection method called least absolute shrinkage and selection operator is
introduced. The SVM and K-NN classifiers with Lasso have shown the best perfor-
mance in terms of all performance metrices which indicates the best breast cancer
diagnostic. NB with Lasso also resulted in outstanding achievement in diagnosing
healthy and cancerous patients. DT achieved 100% sensitivity with Lasso features
along with very good improvement in other features. Lasso feature selection with
RF classifier results proclaims that RF with Lasso features is not suitable for breast
cancer diagnosis. The results culminate that Lasso feature selection with machine
learning classifiers will aid in a superior breast cancer diagnosis system.
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Grading and Classification of Retinal
Images for Detecting Diabetic
Retinopathy Using Convolutional Neural
Network

Neetha Merin Thomas and S. Albert Jerome

1 Introduction

Diabetic retinopathy (DR) is a typical diabetes difficulty that happens when the
retina’s veins are harmed because of high glucose levels, bringing about expanding
and leakage of blood vessels. It is a progressive disease which damages blood vessels
and results in irreversible vision loss [1]. The early stage of diabetic eye disease is
known as non-proliferative diabetic retinopathy, andmost of the peoplewith diabetics
for more than 16 years have this stage. In this stage, tiny blood vessels in the retina
get weaker and cause leaks and swelling in the retina. If new abnormal blood vessels
are grown on the surface of the retina, then it is proliferative diabetic retinopathy
stage. This is an advanced stage of retinopathy, which leads to permanent vision
loss [2]. The studies show that by 2030 people with DR will increase to 191 million
and among these 56.3 million will lose their vision due to DR [3]. DR has no initial
symptoms and as the stages of DR gets advanced symptoms like blurred vision, poor
night vision and dark spots will develop. Research shows that, with frequent and
proper monitoring and treatment, at least 90% of the new cases might be reduced
[4, 5].

The previous work in the detection of DR stages was based on feature extraction
and classification of characteristics by the use of different machine learning tech-
niques. However, high accuracy can be accomplished utilizing these techniques yet
diagnosing retinopathy dependent on feature extraction is a complex procedure [6].
With the introduction of deep learning inmedical image processing, the classification
of images becomes an easy task. Convolutional neural network (CNN) is a division
of deep learning algorithm used for pattern recognition and image classification [7].
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In this work, a CNN model is developed to classify the retinal fundus image
into different classes based on the severity of DR like mild, moderate, severe, and
proliferative DR. Deep learning (DL) was used extensively in the detection and
classification of DR recently. Even if the images collected are heterogeneous in
nature, DL can learn the features of input images correctly.

In [8], a method for classification of retinal images into DR or non-DR using CNN
proposed. Nearly 1000 good images were taken from Kaggle dataset and perform
some translations on images to increase the size of the dataset and obtained an accu-
racy of 94.5%. The work [9] developed a weighted path CNN (WP-CNN) model for
the detection of DR. Sixty thousand images were collected from different datasets
then augmented and resized it and finally labeled it as referable or non-referable DR.
The WP-CNN with 105 layers gave an accuracy of 94.23%. According to [10], a
system is presented which extracts features of image and is classified using CNN
model. The images taken from Kaggle dataset was preprocessed and extract features
like blood vessels and microaneurysms. The extracted features were given to CNN
pretrained VGG16 architecture for multi-label classification and got an accuracy
of 95.41%. The work [11] used AlexNet, VggNet, GoogleNet, and ResNet for the
classification of DR. The features are initially extracted and given to the pretrained
network. The accuracy of VggNet is better in this work compared to other pretrained
network. The accuracy of VggNet is 95.8%. In [12], an algorithm for detecting
DR based on red lesion feature using two CNN models proposed. A custom-made
CNN and a pretrained VGG16 model were used for training the images taken from
different dataset to classify the lesions as red lesions or not and obtained a sensitivity
of 0.94. The work [13] developed a CNN architecture for detecting DR and diabetic
macular edema (DME). In this paper, two publicly available datasets Messidor-2
and eyepacs-1 were used to test the model and obtained a sensitivity of 96.1% and
97.5%, respectively, for multi-class classification. The work [14] proposed an auto-
matedmodel for diagnosing DR using CNN. In this study, DR is categorized into five
different stages by developing a CNN model with 10 convolutional layers, 8 max-
pooling layer, and 3 fully connected layer. The images from Kaggle dataset were
used for evaluation and obtained an accuracy of 75%, sensitivity of 95%, and speci-
ficity of 30%. According to [15], the paper compared the performance of some CNN
pertained architectures like VGG16, AlexNet, InceptionNet-V3 using retinal images
from Kaggle dataset. Only 166 images are selected for comparing the performance
and obtained an accuracy of 50.03%, 37.43%, and 63.23% for VGG16, AlexNet,
and InceptionNet-V3, respectively. According to [16], an automated system for the
detection of DR using CNN was developed. It consists of different stages: prepro-
cessing, extract blood vessels using CNN, exudates with fuzzy C-means, and texture
features of blood vessels, and exudates are extracted and finally classify the images
using support vector machine (SVM). In [17], a computer-aided method for the clas-
sification of DR using two networks was presented. One is a coarse network which
performs binary classification, and a fine network is employed to classify the DR
into four stages based on the severity grade [18].
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2 Methodology

The images for this work were collected from Kaggle dataset. The images from the
dataset are categorized into five classes such as No_DR, mild, moderate, severe, and
proliferative DR (PDR) based on lesions like microaneurysms, hemorrhages, and
exudates.

2.1 Dataset

In thiswork, images are taken fromAPTOS2019 dataset, it was a blindness, detection
competition was conducted by Kaggle for DR detection. This dataset contains 3662
images, and these were separated into five different classes based on the severity
such as No_DR, mild, moderate, severe, proliferative DR.

2.2 Preprocessing

The images obtained from Kaggle dataset are heterogeneous in nature since it is
taken with different fundus camera and has various illumination effects. In order to
standardize the images, preprocessing is required. In this stage, the noise from the
image is removed, resize the image into 256 × 256. Initially, the image is cropped
to fit the image, the unwanted black broader is removed from the image. Gaussian
filtering technique is applied to suppress the unwanted artifacts from the raw image,
and these filtering techniques remove the noise as well as blur the image. Then the
gaussian filtered image is resized into a smaller size as shown in Fig. 1 in order to
reduce the computational complexity.

Fig. 1 Original image and cropped resized image
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2.3 Convolutional Neural Network Architecture (CNN)

Deep learning (DL) is a sub-division of artificial intelligence which imitates the
behavior of human brain; it processes the data and gives out decision based on the
information. Over the past few decades, deep learningmethod becomesmore popular
in many fields like object identification, translating languages, and medical image
analysis. DL can distinguish precisely from the input information for characterization
or division of classes and outperforms all conventional image analysis method [19].

ADLstrategy does not have to separate the handcrafted highlightswhile it requires
broad information for training the model. Conversely, AI methods require extrac-
tion of the handmade highlights; however, they do not require broad information
for preparing the model [20]. CNN architecture mainly consists of three layers: a
convolutional layer, a pooling layer, and a fully connected layer. Number of layers,
the number of neurons in each layer, and number of filters required are determined
based on the image to be classified [21].

The input image is given as whole to the CNN architecture. The proposed CNN
consists mainly of three layers: first one is convolutional layer, where the features
are extracted from image by convolving the images with different filters. The output
of convolutional layer is known as feature map. Next these feature maps are given to
pooling layer where the size of the feature map gets reduced as well as computational
complexity. Then rectified linear unit (ReLU) activation followed by batch normal-
ization is done on feature maps. Eight such layers are modeled in this proposed work
in order to improve the accuracy of grading of the images into five classes. Finally,
the extracted features are flattened before given to the fully connected layer.

The final set of layers comprises of one fully connected layer with 32 nodes,
one dropout layer with 0.15 ratio, and finally another fully connected layer with
five nodes with softmax activation, which provides the binary classification output
(Fig. 2).

Fig. 2 Convolutional neural network architecture
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3 Results and Discussion

The entire image set was divided into train, test, and validation set. 15% of the
entire image is separated for testing purpose, 15% for validation purpose and the
model is trained with the remaining 70% of images. The hyperparameters that were
used in this model are given in Table 1. The model is first trained with 70% of the
images that were divided into 32 batches. Adam optimizer is used in this work which
helps to train the model efficiently. The loss function which defined here is binary
cross-entropy which computes the cross-entropy loss between the true labels and the
predicted labels. The loss function is calculated for each epoch.

The model is evaluated by finding the accuracy, precision, and recall using test
dataset. For multi-class classification, the accuracy obtained is 85%. The accuracy
is reduced because some of the mild DR images are misclassified as moderate DR.
For a binary class classification, the accuracy of the model is 95.3%. If handcrafted
features were included along with CNN classification model, the accuracy of multi-
class classification can be improved. Table 2 shows the confusion matrix which
explains the performance of the model with the validation dataset.

The accuracy, precision, and recall were calculated using Eqs. (1)–(3):

Accuracy = TP+ TN/(TP+ TN+ FP+ FN) (1)

Precision = TP/(TP+ FP) (2)

Recall = TP/(TP+ FN) (3)

Table 1 Hyperparameters of
the Proposed Model

Hyperparameters Values

Optimizer Adam

Loss function Binary cross entropy

Batch size 32

Epoch 40

Learning rate 0.00001

Table 2 Confusion matrix

Actual/predicted class No DR Mild Moderate Severe PDR

No DR 268 3 0 0 0

Mild 4 28 24 0 0

Moderate 2 2 141 4 1

Severe 0 0 18 8 3

PDR 0 0 15 6 23
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Table 3 Performance of
evaluation of multiclass
classification

Grade Precision Recall

No DR 0.97 0.98

Mild 0.84 0.50

Moderate 0.71 0.94

Severe 0.44 0.27

PDR 0.85 0.52

Macro-average 0.76 0.64

Weighted average 0.84 0.85

Table 4 Performance of
evaluation of binary class
classification

Grade Precision Recall

DR 0.94 0.95

No DR 0.95 0.94

Macro-average 0.94 0.94

Weighted average 0.94 0.94

Precision and recall as shown in Table 3 give a clear idea about how much our
model correctly classifies the input images. Precision is defined as out of the exam-
ples that the learning algorithm marks as positive, how many are correctly positive.
The precision for severe case is less compared to other cases, severe cases are not
accurately identified by the model. Recall gives an idea about how many of the posi-
tive samples the learning algorithm retrieves as positive. Recall is less for mild and
severe in this proposed work. The mild cases are wrongly identified as moderate DR,
and thus the model fails to classify mild DR accurately.

The images are also classified into binary class such as DR or No DR using the
same model and obtained an improved accuracy than the multiclass classification.
The precision and recall for binary classification are shown in Table 4. The loss and
accuracy curve for multiclass and binary class is shown in Figs 3 and 4, respectively.

4 Conclusion

Diabetic retinopathy can be detected early, which can greatly improve the chances
of a successful recovery. However, clinical diagnosis is both expensive and time-
consuming. The analysis of medical images in computer vision has a high processing
speed and can provide improved prediction accuracy. In this research work, diabetic
retinopathy images are taken from Kaggle dataset and are preprocessed to remove
the artifacts and to improve the clarity by cropping, resizing, and filtering before
classification purpose. Convolutional neural network is used for classification of
images into five classes based on severity and obtained an accuracy of 85% as shown
in Fig. 3 and obtained an accuracy of 95.3% for binary classification as shown in
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Fig. 3 Loss and accuracy curve of training and testing of the model for multiclass classification

Fig. 4 Loss and accuracy curve of training and testing of the model for binary class classification

Fig. 4. The accuracy of multi-class classification can be improved by incorporating
handcrafted features along with CNN classification.
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Ensured Configuration Security
of FPGAs against CAD Attacks

Daliya A. John and M. Nirmala Devi

1 Introduction

A field programmable gate array (FPGA) is a system which is programmed after
manufacturing to perform in specific applications. FPGAs are useful in high-
performance computing, lower cost for prototyping, and shorter time to market.
Since they have so many advantages, their application ranges from consumer prod-
ucts to military systems. There comes the need for FPGA security in applications.
To create a design in FPGA, we can write HDL files, and HDL is synthesized to a
bit file to configure the FPGA.

Weaim to consider the attacks that can be injected from infectedFPGACAD tools,
as these attacks are come from the infected software, that mount above the original
design suite for SRAM FPGAs. Hardware Trojans can be inserted in the design flow
at several stages without changing the actual design hardware description language
(HDL) file.

• Proposed method is the implementation of an FPGA-oriented defense, by using
the moving target defense principles that will create an unpredictable system for
an attacker who is going to insert the hardware Trojans.

• FPGA-oriented defense consists of two defense lines. The first defense line is
the method of changing the position of a part of design to a different area of
FPGA. Second defense line is the random selection of one of the design replicas
at runtime.
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• We are analyzing the reduction in Trojan hit rates and the overheads in power,
delay, and utilizations with FPGA.

2 Overview

There are several categories of papers are existing on protecting the FPGA. Among
that one is the common FPGA mechanisms. In common FPGA security paper [1],
the basic security features to all the threats and its applications are explained. The
ways of achieving security features like information assurance and anti-tampering
are well explained. A survey and an identification of relevant issues related to the
security of FPGA are mentioned in [2]. Security of bitstream is explained in [3–5].
The IPs used in FPGA are coming from multiple vendors and are passed through
several processes like design house, users, etc.

In [6], adding dummy logics to the unused resources will improve the security
of the FPGA system and creating the IP for the FPGA. The detailed assessment of
the power and delay overheads is included. In [7], the need for a secured hardware
in IoT is discussed and mentioned that security of software alone is not enough
in IoT technologies. Bogdanov et al. [8] proposed an authenticated encryption for
protecting the bitstreams in FPGA, and it will prevent the attacks on bitstream in
field. This also analyzed the protection against side channel attacks. In Mutarch
paper [9], using physical and logical configuration keys making devices different
in architecture. In [10], proposed a dynamic obfuscation method based on LUT
to prevent the tampering in designs. A TRNG is designed in [11] which uses low
power and generates random numbers using physical phenomenon. The paper [12]
proposed a Trojan detection approach at the hardware level in decryption algorithm.
Self-authentication [13] structure is implemented that will protect the bitstream from
tampering attacks. Paper [14] implemented a security measure that focusses on the
attacks from FPGA CAD tool. Data protection schemes in some of the wireless
networks are also explained in some of the available papers [15].

In the existing papers, they are focusing only on some stages of the design flow. So,
if we are not considering the other stages of design flow, the FPGA is still vulnerable
to attacks. In our work, addressing the FPGA configuration flow.

3 Proposed Method

3.1 Threat Model

The non-trusted phase we are focusing is on the FPGA configuration flow which
includes mapping, place and route, and bitstream generation stages as shown in
Fig. 1. In this phase, we are considering two types of attacks. First:—The attacker
does not have any idea about the design. According to his experience, placing the
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Fig. 1 Possible attack regions in the design flow of FPGA

Trojan in the most commonly using area in the FPGA die. Second:—The adversary
can find the design position and function. We can inject the Trojans directly into the
device for the analysis through the FPGA editor or by editing the .ncd file.

3.2 FPGA-oriented Defense

Moving target defense (MTD) is a method of making the adversary difficult to make
an attack by varying the attack surface over time. By incorporating theMTD concept
into the FPGA, we can develop an FPGA-oriented defense which create two types
of uncertainties through two defense lines.

Defense Line 1: Selection of Slices

While using the default settings of FPGA for placement, that will make the design
positions predictable for the attacker to insert the Trojans through the CAD tools. To
prevent those situations, defense line 1 (DF1) is the changing of default settings in
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the tool by editing the user constraints file (UCF). As shown in Fig. 2, mapping the
design to a different location in the FPGA grid. We are assuming that the attacker
does not have access to the UCF file.

Defense Line 2: Selection of Replica

Defense line 2 (DFL2) is a method of replicating the design multiple times. Making
one replica active and the remaining replicas inactive at that time as shown in Fig. 3.
The selection of replica is done with the help of a pseudorandom selector. We can
use any user-defined logic and some external inputs for pseudorandomly selecting
the replica.

Fig. 2 Defense line 1 [14]

Fig. 3 Defense line 2 [14]
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Estimation of Rate of FPGA Trojan Hit

Reference design (baseline) is the original design before protection. Consider the
baseline occupies α slices and the entire FPGA contains β slices. Then, the Trojan
hit rate T is the probability of a randomly selected slice is certainly one of the slices
used in the design. For a blind attack, hardware Trojan hit rate,

T = α
/
β (1)

The Trojan hit rate analysis will differ in defense line 1 and defense line 2 based
on the attack and the exploration space on the FPGA.

4 Experimental Analysis

The design suite used in the project is Xilinx ISE 14.7 for synthesis, place, and
route and generating the bitstreams. We used ISCAS 85 and ISCAS 89 benchmark
circuits for analysis. These circuits are configured on a Spartan 6 FPGA board. The
implemented design runs on an Intel 1.60 GHz quad core CPU with 8 GB RAM
system. The attacks are created directly in the FPGA editor tool by altering the
configuration of FPGA slice without disturbing the logic netlist. After implementing
the defense lines, we can analyze the hardware Trojan hit rates and the utilization of
slices and power and delay overheads.

4.1 Defense Line 1 Results

Here, we are mapping the design to a different location in FPGA by specifying slice
positions with the help of UCF file. The output of DFL1 in ISCAS benchmark circuit
c1355 is shown in Fig. 4. Figure 4a shows the design with default settings in the tool.
Figure 4b shows the design after changing the default settings, that is, we specified the
slice locations for LUT configurations. From Table 1, we can arrive at a conclusion
that on an average of 50% of the LUT positions are placed to new positions on the
FPGA die for each benchmark circuits.

4.2 Defense Line 2 Results

Here, we are duplicating our design and selecting one of the replicas during runtime.
Unlike first type of attacks, second type of attacks know the exact slice positions
occupied by the design. This DFL2 will activate one complete design replica with
the help of pseudorandom selectorwhichwill improve unpredictability of the system.
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Fig. 4 Placement of design C432 by, a default settings from Xilinx ISE tool, b after the
implementation of DFL1

Table. 1 Change in LUT to new positions in DFL1 for some benchmark circuits

Circuit LUTs Slices Rate of change in LUT positions

C432 Original 58 18 0.50

Modified 58 42

C1355 Original 62 30 0.51

Modified 62 48

C1908 Original 58 65 0.49

Modified 58 80

C6288 Original 530 185 0.50

Modified 530 204

S444 Original 33 13 0.48

Modified 33 28

S1488 Original 117 51 0.49

Modified 117 75

S13207 Original 180 81 0.43

Modified 180 105

This can further reduce hardware Trojan hit rates. Figure 5 shows the placement of
design in FPGA editor after implementing DFL2.
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Fig.5 Routed NCD files of c432, a before and b after implementing DFL2

4.3 Trojan Hit Rate Assessment in DFL1 and DFL2

Here, we are implemented the FPGA-oriented defense mechanism in ISCAS 85 and
89 benchmark circuits. This complete assessment will give a detailed understanding
of Trojan hit reduction by our method with the baseline as shown in Fig. 6. For

Fig.6 Trojan hit rate for baseline vs DFL1 vs DFL2
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Table. 2 Power consumption and worst-case delay by different methods

Circuits Power(W) Worst-case delay(ns) Utilization (number of
LUTs)

Baseline DFL1 DFL2 Baseline DFL1 DFL2 Baseline DFL1 DFL2

C432 0.014 0.014 0.015 5.659 5.667 6.164 58 58 158

C1355 0.016 0.016 0.016 4.677 4.678 5.249 62 62 156

C1908 0.018 0.018 0.020 5.241 5.282 5.702 58 58 178

C6288 0.021 0.021 0.023 10.181 10.234 10.612 530 530 1123

S444 0.014 0.014 0.015 1.431 1.322 1.578 33 33 67

S1488 0.015 0.015 0.017 4.105 4.051 4.699 117 117 261

S13207 0.020 0.020 0.025 3.328 3.372 3.900 180 180 421

baseline designwithout anyprotection,we assume theTrojan hit rate as 1.A reduction
of about 40% we can achieve through the FPGA-oriented defense.

4.4 Power, Delay, and Utilization Variations with Defense
Method

After synthesizing the Verilog codes of benchmark circuits in the Xilinx ISE tool,
we will get power and delay details. There is a little variation in these metrics after
implementing the FPGA-oriented defense. There is not much variation in power
and delay for DFL1 implemented circuits. But these will show a variation in DFL2
implemented circuits as shown in the Table 2. DFL2 has a little increase in power,
delay, and utilization of FPGA LUTs.

5 Conclusion

Many papers exist that explained the threats like bitstream tampering, reverse engi-
neering, etc., in the design and provided security for that separately. But there are
limited papers are available that explains the attacks from CAD tools for FPGA
configuration. We implemented the FPGA-oriented defense using the principles of
moving target defense in Xilinx ISE 14.7 design suite. This method creates two
types of unpredictability toward an attacker by the implementation of two defense
lines. This is a generalized approach of preventing attacks, and this is suitable for
SRAM-based FPGAs. The defense line 1 can change about 50% of the LUT to a new
position. The two defense lines together can reduce the Trojan hit rate up to 40%
when compared to the baseline design. Power, delay, and utilization of FPGA LUTs
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are increasing in our method, and it will be a trade-off for achieving two types of
unpredictability.
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Configuration Security of FPGA in IoT
Using Logic Resource Protection

S. Meenakshi and M. Nirmala Devi

1 Introduction

Field-programmable gate array (FPGA) iswidely used due to the flexible and scalable
solutions it provides to interface with the different devices easily for Internet of
Things (IoT) requirements. Themain challenges in IoT are the security, unauthorized
access, malicious control, and privacy, and hence, it is challenging to enhance the IoT
security. The reconfigurable computing ability of FPGA has enabled more flexibility
to modify some parts of the hardware; moreover, the increased logic in the FPGA
has provided more complex designs and algorithms to be programmed on to the
FPGA. To ensure the security of the hardware is not easy due to the increased cost
and complexity in the designing, fabrication, and the deployment of the integrated
circuit (IC), and hence, the outsourcing is necessary. The offshore foundries may
introduce slight modifications in the design functionality that tends it to exhibit
undesired behavior due to the malicious Hardware Trojans (HT).

The inserted Trojans can serve different purposes like reducing the reliability of
the system or to function incorrectly. Re-fabrication at a different foundry would be
time consuming and complicated, and this scenario is increasing due to the untrusted
foundries. Hence, ensuring the security of the FPGA is an important concern at
different phases of the manufacturing flow of the IC.

The Hardware Trojan is a malicious change made in a FPGA that is intended to
change the original functionality or trustworthiness of a system. The Trojans target
the design causing an undesirable behavior. A Trojan that is well designedmay be not
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visible directly as it can be inactive and inert within the design until some activation
signal is received. This has been the reason for the need to prevent the Trojan insertion
to make the FPGA reliable.

This work focusses on the prevention of the Trojans on the application space
of the FPGA in order to reduce the chances of the abuse of the logic resources.
In the proposed scheme, configuration security of FPGA is ensured by occupying
the unutilized logic resources which is followed. Prevention of Trojan insertion is
ensured by utilizing the unused spaces by shift registers to fill up the flip flops that
are the sequential part and a chain of gates in order to fill up the lookup tables (LUT).
The method is efficient in terms of protection of the FPGA as it does not leave any
configurable logic resources. The scheme does not introduce any functional design
alteration as the structure added to the functional design works independently.

2 Overview

There are different Hardware Trojan detection and prevention schemes for ensuring
the security of FPGA. In [1], the influence on the security of FPGA due to different
types of attacks is discussed. The attacks such as cloning, overbuilding, reverse engi-
neering, and spoofing and the security measures to defend the threats are analyzed.
The paper focusses on distinct types of FPGA and the FPGA design cycle high-
lighting on the unique aspects of FPGA security. It discusses two important security
domains like information assurance and anti-tamper.

There are different schemes to protect the bitstreams like obfuscation methods
used in [2–5] or by using adapted triple modular redundancy approach as in [6,
7]. In [2], in order to make less vulnerable to attacks like intellectual piracy and
targeted malicious modification, an architecture that is liable to change for an FPGA
is proposed. The architectural configuration is based on key, and the architecture
will logically change over time. In [6], Trojan detection technique by a combination
of side-channel analysis and logic testing called as adapted triple modular redun-
dancy approach is attempted. The paper discusses the different Trojan attacks that is
based on payload and activation characteristics. Compared to the conventional TMR
approach, the proposed scheme introduces reduced power overhead without compro-
mising on the security and performance. In order to reinforce the security of IoT, the
Trojan infected design on the FPGA has to be identified. A random number generator
using linear feedback shift register is used for creating randomness in cryptographic
applications [7].

In [8], the ring oscillator-based free running Trojan is used to modify the configu-
ration bitstreamfile. Someof the prevention/detectionmechanisms are recommended
like the unutilized pins grounding, filling up the unutilized spaces, and to check the
CRC status, a dedicated hardware architecture can be used. In [9], the unutilized area
in the ASIC is filled up with an authentication structure, and functional cells will
spot out the malicious modification, if any. The proposed method does not cause the
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functional design parameters to change, but there is no mechanism for the detection
of Trojan.

In [10], the malicious hardware functionality is recognized using ring oscillators
which fills a part of FPGA that detects HTHs when enabled near the ring oscillator.
The proposed method does not provide a prevention method, instead it is only used
for the detection of Trojan. In [11], the work utilizes all the usable empty spaces by
filling using shift registers and gates in ASIC. The signals havingmore slack are used
to identify the empty spaces which are critical. The original design parameters like
power, area, and performance are not affected, and there is strong detection whether
any malicious modification occurs.

In [12], the unutilized space is filled up using dummy logic for distinct resources
by adding to the Xilinx Design Language (XDL) file, and the original design is
not modified. This scheme does not detect whether an attack has occurred or not. In
[13], the approach is based on FPGAbitstream protection that providesmore security
compared to the encryption with much lower overhead. The unutilized resources also
called as FPGA dark silicon, within the configurable logic blocks, are exploited in
this technique to enhance the security. Additional complexity in design verification
is not introduced, and performance is not degraded.

3 Proposed Methodology

The following steps involved in proposed protection scheme are depicted in Fig. 1.

Step 1: Synthesize and implementation of the functional design.

Fig. 1 Flow diagrams of the proposed protection scheme
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Fig. 2 Added chain structure [14]

Using the write-checkpoint instruction in the Tool Command Language (TCL)
section of Vivado, the place and route of the current functional design are saved.

Step 2: Create checkpoints from the implemented design.

The critical path of the functional design and the specifications are saved by creating
the checkpoints using the TCL instruction. A checkpoint file contains the current
netlist, including the optimizations that is made during the implementation and
the design constraints at any specific point of the design flow. After the functional
design is implemented, the utilization report that shows the number of logic resources
utilized is obtained and analyzed.

Step 3: Filling up the unused logic resources.

Once the implementation is complete and utilization rate is obtained, the remaining
logic resources like the LUTs and FFs are filled up using shift registers and a chain
of gates as shown in Fig. 2. The added structure is integrated to the functional design
by adding hardware description language (HDL) code to the main design.

The flip flops of the device are filled up using shift registers, and the lookup tables
are filled by using a structure of connected gates. The number of shift registers and
chain of gates depends on the number of unused lookup tables and the flip flops.
The filling up of LUTs is sufficient as the programmable part is implemented on the
LUTs. To secure the FPGA against reverse engineering and to provide more security,
we fill up the flip flops also using a shift register. The flip flops are used to implement
the shift register logic, and a structure similar to the ring oscillator consisting of LUTs
and FFs is used to build the added structure. The chain of gates can have different
types of gates or only NOT gates such that it produces an output with feedbacks from
the chain.

Step 4: Synthesize and implement the protected design.

The utilization of all the logic resources is followed, synthesizing and implementing
the protected design saving the checkpoint as the constraint.
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Step 5: Generate bitstream and configure the FPGA.

The bitstream file is generated from the final implemented design, and the FPGA is
programmed with the new design to verify the protection scheme. The prevention
method mentioned above does not introduce any changes in the functional design
as the main design and added structure work independently. This is ensured by two
modes in the proposed work. In the normal mode, the original design works, and in
the test mode, the added chain structure works.

4 Experimental Analysis

4.1 Experimental Setup

The proposed scheme is implemented using Vivado 2017.4 design suite. The IWLS
benchmarks [15] and ISCAS 89 benchmarks are used to implement the proposed
scheme and fill up the unutilized resources such as the LUT and flip flops in order
to validate that the security is enhanced. The proposed scheme is implemented on a
Basys3 (xc7a35tcpg236-1) FPGA board, and the results are validated. The experi-
ments were run on a PC as shown in Fig. 3 with Intel Core i5 3.10 GHz Processor
and 8 GB RAM operating on Windows 10.

Fig. 3 Experimental setups for logic resource protection
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Fig. 4 a Implemented design of I2C before protection, b implemented design of I2C partial filling,
c implemented design of I2C after protection

4.2 Results and Analysis

Figure 4a shows the implemented design of inter-integrated circuit (I2C) design
before protection, and Fig. 4b, c shows the rate of resource utilization by partially
filling and completely filling the unutilized resources for protection. The exper-
imental results proved the FPGA protection before and after filling the unused
resources by comparing the resource utilization report. The checkpoint is saved as a
constraint, and hence, adding the shift register and the chain with the gates does not
alter the power consumed and the critical path.

The utilization rate of the LUTs and FFs after the protection is obtained as 100%
as given in Table 1. The power consumption of the original design is not affected
due to the two modes of operation.

Different time constraints are used so that the functional design and the extra
added structure do not work simultaneously. The power in the normal mode is same
as the power of the functional design as given in Table 2. It shows that our scheme
does not impose any performance overhead to the functional design. The critical path
delay before and after protection for the design remains the same.

The FPGA static power is a constant irrespective of the fact that whether the
resource is utilized or not. The dynamic power in the test mode is about 20 times the
power in the normal mode due to the added structure, and the static power remains
the same in both the modes.
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Table 1 Comparison of utilization of resources of proposed scheme with unprotected design

Benchmark Unprotected design Protected design

I/O utilization
(in %)

LUT
utilization (in
%)

Used flip flop
(in %)

LUT
utilization (in
%)

Used flip flop
(in %)

I2C 11.00 0.22 0.09 100 100

SPI 30.00 0.75 0.18 100 100

TV80 15.33 1.89 0.28 100 100

Mem-ctrl 89.00 1.76 0.78 100 100

s298 3.67 0.02 0.01 100 100

s13207 44.00 0.24 0.19 100 100

s15850 33.33 0.15 0.10 100 100

s38417 45.33 1.97 1.22 100 100

Table 2 Comparison of power and performance of protected and unprotected design

Benchmark Unprotected design Protected design

Power
(in W)

Critical path
(in ns)

Power in normal mode
(in W)

Power in test mode
(in W)

Critical path
(in ns)

I2C 0.081 8.415 0.081 0.457 8.415

SPI 0.167 9.867 0.167 0.713 9.867

TV80 0.108 15.76 0.108 0.672 15.76

Mem_ctrl 0.134 12.75 0.134 0.863 12.75

s298 0.081 4.228 0.081 0.317 4.228

s13207 0.117 3.743 0.117 0.709 3.743

s15850 0.137 6.812 0.137 0.915 6.812

s38417 0.124 7.140 0.124 0.727 7.140

5 Conclusion

The field-programmable gate arrays (FPGA) used in most of the applications is at
risk due to the Hardware Trojan Horse (HTH) insertion. The reconfiguration prop-
erty, however, makes it vulnerable to design alteration as compared with application
specific integrated circuits (ASIC) even after implementation of the design. The
FPGA used to meet the IoT requirements is to be protected against the Hardware
Trojan attacks in the current scenario. Until the hardware for the IoT device, which
is the FPGA not protected, it is not possible to reinforce the IoT security. The FPGA
is vulnerable to various threats like cloning, reverse engineering, overbuilding, etc.
Hence, the security of the FPGA that depends on the hardware and software and
the data that is handled is of importance. The proposed scheme aims at providing
configuration security of FPGA by occupying the unutilized logic resources. The
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prevention of Trojan insertion is ensured by utilizing the unused spaces by shift
registers to fill up the flip flops that are the sequential part and a chain of gates in
order to fill up the lookup tables (LUT). The prevention method utilizes all the logic
resources that are at risk of application space attacks. Themethod is efficient in terms
of protection of the FPGA as it does not leave any configurable logic resources. The
scheme does not introduce any functional design alteration as the structure added
to the functional design works independently. Hence, the proposed scheme does not
increase the power overhead of the functional design and ensures 100% utilization
of the logic resources.
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A Novel Construction of Multiband
Compact Microstrip Patch Antenna
and Its Applications in WiMAX,
HiPERLAN

Pritam Singha Roy and Moumita Guha

1 Introduction

In many wireless broad band communication systems, application of the multiband
frequencies are very commonly used. Hence, the multiband antennas have more
requirement in telecommunication system. The most common and suitable antenna
for wireless communication and broad band system is microstrip patch antenna and
very flexible sophisticated devices due to its low profile structure, it is a most suitable
structure forwireless broad band communication. Themicrostrip antenna is themajor
choice to operate in wireless communication because the size of communication
device depends on this antenna. Therefore, one of the best methods to minimize
the dimension of the communication system is by reducing the antenna. The most
common way of them is by proper adjustment of ground plane and patch dimension
[1–10]. The suitable method of patch adjustment is cutting the slots in proper sizes.
[1, 2] obtained the minimized size antenna by 50% and obtained 400MHz resonance
frequency range. [3] reported that designed structure has been minimized by 84%.
Multi-range frequencies are used in parallel polarization planes and by reduction
of antenna size. The performance of the antenna depends on the thickness of the
textile substrate material [4]. In [5, 6], the miniaturized antenna was fabricated with
resonant frequency of 3.5 GHz for WiMAX application. [7] reported rectangular
slits at two sides of the patch. Compared with the conventional rectangular patch
antenna, this antenna can improve reduction in patch size up to 71%. The proposed
antenna designed by us also represents the compact multiband frequency of antenna
is obtained by cutting the double rectangular slots with different dimensions on
radiating surface edges of the microstrip patch material. We designed a compact
microstrip patch antenna, and it operates in multiband frequency range by properly
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adjusting the radiating slots and ground plan. Due to the presence of slots in the
radiating patch, the multiple band of resonance frequencies found and dimension of
the microstrip patch antenna has been minimized. The proposed designed compact
antenna is better than rectangular plane or ground plane structure [1, 2].The unequal
rectangular-shaped compact multi-frequency microstrip patch antenna proposed by
us should be applied in many telecommunication systems because of its compact
profile structure and overall excellent working features.

2 Basic Structure Geometry

Basic parameters of conventional patch antenna are calculated by the conventional
mathematical equations [8–10]. The dimension of the antenna is find by using gener-
alized equations and found as L = 16 mm and W = 12 mm at the center operating
resonance frequency at 5.6 GHz. Here, the conductive height is 1.567 mm, and
selected dielectric material FR4 is 4.4. The conventional unslotted patch antenna
geometry structure shown in Fig. 1 having L1 = 13 mm and W1 = 17 mm using
Coaxial probe feed with probe radius is 0.5 mm has been positioned at a location
(X = 2 mm, Y = 0 mm) w.r.t the origin of the unslotted conventional antenna. The
structure of proposed slotted rectangular microstrip antenna is shown is Fig. 2. Here,
one pair of unequal rectangular slots are placed at the both opposite sides of the
patch antenna. Thus, minimized the size of the antenna and increases the band of
frequencies from the designed antenna. Similarly, coaxial probe feeding used at the
location X = 1.6 mm in conventional unslotted rectangular antenna. The optimized
data of the proposed antenna dimension are: W1 = 17 mm, L1 = 13 mm, W2 =
2.5 mm, W3 = 2.5 mm L3 = 6.5 mm, L2 = 5.5 mm, W4 = 1.5 mm, W5 = 1.5 mm,

Fig. 1 Structure of unslotted
conventional antenna
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Fig. 2 Proposed slotted
patch antenna

Fig. 3 Fabricated unslotted rectangular conventional antenna, a top view and, b bottom view

and X = 1.6 mm. The fabricated designed conventional antenna and proposed slotted
antenna are shown in Figs. 3 and Fig. 4, respectively.

3 Parameter Analysis of Proposed Compact Antenna

The variation of antenna parameters with the variation of different values of dimen-
sions of the slotted microstrip antenna have beenmeasured byMoM-based simulator
[11, 12]. For a single rectangular-slotted antenna given in Fig. 5 exhibits two different
band of resonance frequencies are 6.2 GHz and 7.51 GHzwith optimum value of slot
dimension asW2 = 3.5 mm and L1 = 5 mm having below−10 dB level of reflection
coefficient. For proposed bi-rectangular slotted microstrip antenna with dimension
W3 = 3 mm and L3 = 6 mm shown in Fig. 6. Because of the dual slot, the resonant
frequencies are shifted and obtained at 5.42, 6.72, and 8.36 GHz below of −10 dB
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Fig. 4 a Top and, b bottom fabricated structure of designed antenna

Fig. 5 Reflection coefficient
of single-slotted antenna

Fig. 6 View of reflection
coefficient and frequency
characteristics
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Fig. 7 Variation of ref.
coefficient with dimension

Table 1 Variation of simulation data with different dimension

Slot dimensions (mm) Resonance frequency (GHz) Reflection coefficient (dB)

W2 = 1.5 L2 = 3.5, W3 = 1.5, L3
= 2.5

5.55, 6.84 −14, −27.6

W2 = 2.5 L2 = 4.5, W3 = 2.5, L3
= 3.5

5.40, 6.74, 8.31 −15, −12, −11

W2 = 3.5 L2 = 5.5, W3 = 3.5, L3
= 4.5

3.42, 5.42, 6.72, 8.36 −13.86, −14.85, −14.30, −22.80

(ref. coefficient). The variation characteristics of ref. coefficients for different slot
dimensions for a fixed interval of deviation is shown in Fig. 7 referred to the Table 1.
From the simulated results, it is found that for any variations of dimension of slotted
antenna, the resonance frequency may be varied. Thus, the antenna will not fulfill
the properties of compactness.

4 Conventional Versus Design Proposed Antenna

Here, we discussed the variation of current distribution of conventional and proposed
slotted antenna. With the use of surface current distribution, the working principle of
proposed and conventional antenna is analyzed. For different resonant frequencies,
current distribution of the unslotted conventional antenna and proposed antenna is
shown inFig. 8a–e.Here, current density has been increasedwith increases the cutting
slots Fig. 8b–e. Figure 8a–e shows that the current density characteristics are different
for both conventional and proposed antenna because of their double cutting slots.
Fig. 8b–e shows the maximum surface current density than conventional antenna in
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Fig. 8 Current distribution of conventional antenna at, a 5.55 GHz and proposed slotted antenna
at, b 3.42 GHz, c 5.42 GHz, d 6.72 GHz, e 8.36 GHz

Fig. 8a. The number of resonance frequencies can be increased by introducing the
open-ended slot at the patch surface edges without any disturbance of the surface
current and smoothly distributed the electric and magnetic fields.
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5 Antenna Results and Discussion

At first, the simulated results of reflection coefficients of slotted compact antenna and
conventional antenna were measured and studied using IE3D simulation software.
Most common analyzer Agilent E5071B is used to measure the value of reflec-
tion coefficient of proposed compact antenna. The simulated and measured results
of conventional antenna and proposed slotted antenna are shown in Figs. 9 and
10, respectively. In both cases, the obtained frequency is 5.55 GHz with reflec-
tion coefficient of about −36 and −24 dB, respectively. Due to the introduction
of the cutting slots in proposed antenna, the multi-resonance frequencies found
at 3.42 GHz, 5.42 GHz, 6.72 GHz, and 8.36 GHz with reflection coefficients are
about −19.85, −14.86, −14.30, and −22.80 dB, respectively. Here, the simulated
result is verified according to the change of the measured value and resonates at

Fig. 9 Ref. coefficient
versus frequency of
conventional antenna

Fig. 10 Ref. coefficient
versus frequency of design
antenna
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3.42 GHz, 5.42 GHz, 6.1 GHz, 6.72 GHz, and 8.36 GHz having reflection coefficient
of about−17,−14,−18,−14, and−12 dB, respectively. There is a little variation of
response due to the improper soldering of SMA connector to the patch. Figures 11a–f
show that the E-field radiation pattern for both conventional and proposed designed
antenna.Here, conventional antenna shows the radiation pattern at 5.55GHz,whereas
proposed antenna shows the different resonant frequencies at (3.42, 5.42, 6.1, 6.72,
and 8.36 GHz). Electric field radiation pattern shows in Figs. 11a–f, unidirectional
pattern for all different frequencies. The maximum radiation is obtained along 0°.

Fig. 11 E plane radiation pattern of conventional antenna at, a 5.55 GHz and proposed antenna at,
b 3.42 GHz, c 5.42 GHz, d 6.1 GHz, e 6.72 GHz, f 8.36 GHz at 90°
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Also, found a stable response throughout different operating frequencies. Figs. 12a–
e shows that the H-field radiation for both conventional and proposed antenna in
azimuth direction 900. The both side radiation pattern occurs for proposed compact
slotted antenna due the different dimension of slots. It can be observed that the
maximum and minimum radiations found along 0° and 180° (3.42 GHz), respec-
tively. In proposed antenna, the radiation likes figure “eight” at 5.55 GHz toward
90° and 270°. For reduction of antenna size (due to introducing slots) by shifting its
resonant frequency, it can be applied as DGS.

Fig. 12 H plane radiation pattern of designed antenna at, a 3.42 GHz, b 5.42 GHz, c 6.1 GHz, d
6.72 GHz, e 8.36 GHz 90°
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Table 2 Measured results of the conventional and proposed slotted compact antenna

Type of
antenna

Resonance
Freq (GHz)

Reflection
coefficient
(dB)

10 dB BW
(MHz)

Frequency
ratio

Gain
(dBi)

3 dB beam
width (°)

Conventional
antenna

5.55 −24 152 5.3 67

Proposed
slotted
compact
antenna

f 1 = 3.42 −17 62 f 2/f 1 = 1.58 4.2 66

f 2 = 5.42 −14 122 f 3/f 1 = 1.78 5.3 67

f 3 = 6.22 −17 264 f 4/f 1 = 1.86 5.2 73

f 4 = 6.62 −14 52 f 5/f 1 = 2.44 4.7 71

f 5 = 8.36 −12 92 3.0 69

Fig. 13 Variation of
reflection coefficient with L2
(Proposed antenna)

Another things that bidirectional radiation patterns of proposed slotted antenna
are obtained at 6.1 GHz, 6.72, and 8.36 Hz but not concentrated perfectly along 0°
and 180°. Whereas, the radiation patterns at 6.72 and 8.36 GHz are exactly identical.
The measured results of both conventional and proposed slotted antenna are given
in Table 2. Figure 13 shows the equivalent circuit of slotted antenna. It consists of
four series RLC circuit connected in parallel with different values of R, L, and C.

Due to the introduction of cutting slots, the resonance frequency has been shifted
toward lower side of the antenna. The variation of length for fixed with the resonance
frequency has been shifted shows in Fig. 13. This method of antenna design is very
useful for modern communications system.

6 Conclusion

Our proposed compact slotted antenna with multiple slots at the sides edges on the
patch antenna; the size has beenminimized, andmore than 68% has been introduced.
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This proposed compact antenna exhibits more suitable radiationwith proper gain and
bandwidth. In radiation pattern of the proposed compact antenna, the 3dBbeamwidth
varies in within 67° to 73° which is very practical achievement of patch antenna.
Experimental results show that the antenna resonates at 3.42, 5.42, 6.1, 6.72, and
8.36 GHz covering WiMAX (802.16d) bands. The frequencies commonly used are
3.5 and 5.8 GHz for 802.16d and 2.3, 2.5, and 3.5 GHz for 802.16e which depends
upon the use of different countries. HiPERLAN is a European family of standards
High Performance European Radio LAN communication in the 5.15–5.3 GHz range.
Finally, the proposed slotted compact patch antenna should be promising for various
advanced communication system standards like WiMAX, WLAN, and HiPERLAN
frequency band.
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Integrated Smart Alert System
for Industrial Applications using
Transceiver Module Analysis

Vaithiyanathan Dhandapani , Joel Jacob Thomas, and Y. Durga Sravanthi

1 Introduction

In our day-to-day lives, we always solicit to get notified of anything and everything,
be it an alarm to wake up, a reminder to accomplish tasks or to know where our
spectacles or keys are lying. In such a world of hustle-bustle, we are in desperate
need of an alerting system that can also monitor every detail of our lifestyle keenly.
We are talking small scale, so it is imaginable how important it is for industries.

In a more practical scenario, every year, thousands of medical samples are prone
to get discarded from the laboratories due to a lack of maintenance of the required
atmospheric factors. In the case of vaccines (say, for COVID-19), high heat may
cause degradation in the quality, and freezing may end up losing its ability. One of
the recent incidents that shocked the nation was when five frontline workers fell
victim to a major fire in Serum Institute of India (SII) in Pune, an institute dedicated
to the world’s vaccination run against COVID-19, due to an unnoticed anomaly [1].
Even in other industries, we have seen accidents causing tremendous loss due to
the hike in temperature of the storage facility, or increased exposure to light for
plantations, and this insists for an integrated solution in keen monitoring that can
alert us of any such anomaly possibility and analyze the situation well beforehand.

Hence, we study the development of a secure, continuously integrated, and smart
alert system with minimal hardware, maximum efficiency, user-friendliness, and
portability using considerable attributes. We enhance the system with a prediction
model to get a broader picture of how and when the system is probable to fall witness
to a deviation in the attributes from the standard range, using polynomial regression
in machine learning. One key risk with transforming the earlier heavy hardware to

V. Dhandapani (B) · J. J. Thomas · Y. D. Sravanthi
Department of Electronics and Communication Engineering, National Institute of Technology,
Delhi, New Delhi 110036, India
e-mail: dvaithiyanathan@nitdelhi.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
T. Sengodan et al. (eds.), Advances in Electrical and Computer Technologies,
Lecture Notes in Electrical Engineering 881,
https://doi.org/10.1007/978-981-19-1111-8_49

647

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1111-8_49&domain=pdf
http://orcid.org/0000-0001-5235-2620
mailto:dvaithiyanathan@nitdelhi.ac.in
https://doi.org/10.1007/978-981-19-1111-8_49


648 V. Dhandapani et al.

nanotech with the use of Internet is that the device always is connected to some or the
other cloud. Eavesdropping into one of the devices or its environment can grant access
to the entire service, and this is a high-potential risk [2]. Vulnerability of IoT devices
at the end of gateway is high. This gives rise to the research on how conventional
methods to enhance security can be automated for each time the system is accessed
[3]. TheMirai attack of 2006 that enslaved the poorly secured routers and devices into
self-spreading in US is a perfect reason to block bots from accessing any system [4].
Therefore, to validate secure access, a double-level authentication is implemented to
grant access only to authorized personnel. Given the recent advances in technology, it
is plausible to integrate IR with a system that senses the environment in real-time for
overall diagnosis [5]; alongwith securing the software implementation of the system,
the hardware implementation is also secured using motion sensors to analyze any
intrusion in the premises of observation.

2 Literature Review

The past few years have experienced a driven expansion and advancement in tech-
nology that constantly improve our lifestyle now. The demand for more has only
been on the rise ever since. An annual growth of 42% until 2023 is expected for the
global sensor market, and it is not just for healthcare, according to [6]. With such a
pivotal role, it is justified to claim that COVID-19 has been a catalyst for IoT. The
key to sustained utilization is efficient and result-driven developments, so that the
providers as well as consumers are advancing in harmony in the years to come.

Several pieces of work have been demonstrated in the domain, which includes
sensing as well as alerting broadly. Although these efforts have made a change to the
thought process of the industry, a lot of shortcomings have pulled them back with
time, and these inabilities have not let them deliver a positive and powerful impact.
A research from Hubei University on temperature and humidity systems in hospitals
makes use of a proportional-integral-derivative controller for observing key temper-
ature and depicting humidity from it using a consequent algorithm, which concludes
that the factors under observation can be correlated [7]. An experimental study on
real-time monitoring of industrial machines with SMS has turned out successful and
deploys an alert for every change in peak traditionally [8]. This introduces the alerting
capabilities of a machine, although the heavy hardware usage could cause a secu-
rity breach. Enhancing this with a seamless prediction is an event triggered by this
study. A group of six contributed the attribute-based control with authorized search
in cloud storage, which provides a trap door for outlying attributes and changes its
access using its hybrid algorithms [9]. This became beneficial for the defense sectors
as data are protected in real-time. The data manipulation possibilities had to be over-
come as it became prey to decryption. There arises the need for the safe storage of
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data. A study from computer science majors has established the use of probability-
based methods and ANN techniques for data fusion [10]. This provides a structured
and mathematical implementation of pour-and-store data. Another study in artifi-
cial intelligence for cloud-assisted smart factories suggests AI for network layers of
application, cloud, and device levels, giving an efficient technique for handling data
in individual layers [11]. It can be ideally expanded to cross-disciplinary data on
further study, which is what this research has caught upon.

The challenge is to develop an integrated system to alert a user based on the
continuously collected data of factors affecting the observational environment (like
temperature, light) and its variations in an atmosphere and also can perform various
data analytics techniques to get insights into the collected data. An aggregation
of sensors with an infrastructure-less connection is what forms a wireless sensor
network (WSN), enabling components to build a social network of things in itself,
like Fig. 1.

A WSN is good as long as the information it puts on table is good [12]. Thus,
securing the system is integral. Table 1 acts as a guide to the various abbreviations
and acronyms used in the paper. Goals aimed through the research are to automate
processes, to increase efficiency, to reduce costs, better storage, better collaboration,
and eventually reduce the ecological footprint, to join hands in sustainability.

Fig. 1 Social network of
things
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Table 1 Table defining the
nomenclature used in the
paper

S. No Short form Definition

1 IC Integrated circuit

2 ADC Analog to digital converter

3 LDR Light dependent resistor

4 PIR Passive infrared sensor

5 GPIO General purpose input/output pin

6 CPU Central processing unit

7 LED Light emitting diode

8 OS Operating system

9 VM Virtual machine

10 API Application programming interface

11 ML Machine learning

12 UI User interface (front-end design)

13 GUI Graphical user interface

14 Bot short for “robot”

15 2FA Two-factor authentication

16 P2P Point to point

17 IoT Internet of things

18 ANN Artificial neural network

3 System Overview

3.1 System Components

The heavily integrated and smart system are introduced to the user in a secure and
consistent environment, be it small-scale or large-scale. The base model for integra-
tion is adapted from Azure as in Fig. 2. Users shall be able to access a hosted data
server to extract the latest sensor values out of the temperature sensor IC, or the LDR
light sensor, from respective terminals. There is an optional field provisioned to set
up a threshold. Then, we analyze the data extracted from the server of the ambiance
under observation. Different data visualization techniques are a prerequisite to study
the sensed values in this system. Moreover, a predicted set of values is also displayed
to the user to plan his/her next move concerning the asset. By his/her, we intend
humans alone, and to decline access to any hacker/cracker/bot, the development of a
strictly smart login feature with two-factor authentication comes into play. In addi-
tion to this, to ensure the system hardware and its ambiance are safe, the passive
IR motion sensor is integrated to attract any movement within the premises of the
system.

ESP8266 is the transceiver module that can enable itself as aWi-Fi adapter to any
microcontroller with any communication interface and possesses a multitude of pins,
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Fig. 2 Diagram showing the base IoT integration model the system adapts

shown in Fig. 3. With the capabilities of a microcontroller and Wi-Fi networking, it
is a standalone device with high compatibility.

LM35 is a precision temperature IC that gives an easy interfacewith anymicrocon-
troller that has an ADC function. Every increase in degree temperature is accounted
for an increase of 10 mV, and the input voltage is received as temperature as below:

Fig. 3 Schematic of the Wi-Fi module ESP8266-12S IC
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Vout = 10mV/◦C × T (1)

where Vout is the output voltage, and T is the temperature in °C.
Light dependent resistor (LDR), otherwise known as photo-resistor, enables

photoconductivity. DC multi-meter measures the voltage across LDR. The connec-
tion of LDR with the module is as depicted in Fig. 4. Light closer to the resistor
decreases the resistance value of LDR and results in a proportional decrease in
voltage drop.

PIRHC-SR501 is a passive infrared sensor with two operatingmodes (H and L) to
detect the presence/motion of beings and has pins as shown in Fig. 5. Typically used
at 5 V voltage (extendable), it needs to be calibrated well before direct use due to its
high sensitivity (for around 2 min). It has promising use in extracting information
on human motion, abstracting other irrelevant information [13].

The tactile switch is another passive component that is used for tactile input
received from the user and allows easy interfacing with the board. The pressed

Fig. 4 LDR connection
diagram with terminals

Fig. 5 Schematic of the PIR
HC-SR501 sensor (upper
and lower side views)
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button makes the switch ON, and the released button makes the switch OFF. The
tactile response is consequently defined by the perception of touch on this switch.

Hard Indications: Certain LEDs are used to debug the system board and diagnose:
Blue LED tells us about the status of Wi-Fi and green LED about the cloud connec-
tivity. The blue LED has 4 states. If both the LEDs are stable, the module is ready
for further hardware connections. Orange LED is set up with intensities in the range
(0–1024) to alert the user of real-time deviations. Piezoelectric buzzer rings with set
intensities in the range (0–255), also to alert the user.

Soft Indications: Seamless integration with real-time SMS services through Twilio,
personal email services throughMailgun API, and collateral alerts through Telegram
channel using BotFather to create our bot are the focused alerts in our scope.

3.2 Software Initialization

Before we begin to run the system, we need to initialize it with a set of prerequisites.
They include installing Python and certain site packages required, setting up a Web
control app using a VPL [14], defining workflow and train model on Azure machine
learning, and linking APIs to communicate, to integrate the software and hardware.

Python Installation: Python is a high-level programming language first developed
by Rossum. Its simplicity allows developers to implement several machine learning
algorithms, and it has a multitude of inbuilt packages. The smart system makes use
of PyCharm IDE for Python up to v3.10.Pip (Python packaging index) is a package
manager which installs and handles software packages that are written in Python.
Modules used: json, requests, math, statistics, time, configuration.

Run in console: Python -m pip install-upgrade pip.

Microsoft Azure: The cloud services API is linked to the system, and activation is
done through basemodel of Azure IoT. AzureML,meanwhile, helps us to stream and
save data, preprocess data, enhance predictive modeling, and publish the predictive
model. Azure portal enables all services for cloud training, to set:

• Compute Instance: VM type: CPU, VM size: Standard_DS11_v2.
• Compute Cluster: VM type: CPU; VM size: Standard_DS11_v2; VM priority:

Dedicated; min, max number of nodes: 0, 2; idle seconds prior to minimization:
120.

Training pipelines for the respective observed datasets can be generated in Azure
ML Studio for predictive modeling of the system.

Control App (Web): Bubble.io is a robust VPL platform supporting no-code archi-
tecture that enables users to create innovative Web applications and enables to build
of powerful GUI to control output devices connected. Refer Fig. 6. Steps to create
control app: Log in and scroll down to “create new” → Name it and start with a
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Fig. 6 Example of workflow devised in Bubble.io for controlling

blank page → Add the IoT plug-in and install it → Open the page and design the
UI → Assign action to each element in workflow → Preview and publish the app
as live. This enables the authorized user to control the system remotely, basic as in
Fig. 7.

Fig. 7 Control app–base UI for our system
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4 System Flow

4.1 Login Analysis

Although a rule of thumb for passwords is that it should not be common and known
only to the user, humans tend to set the same passwords for multiple platforms and
moreover have weaker memory. This paves way for the risks of malicious logins.
Security properties to be kept in mind while developing include confidentiality,
integrity, authentication, authorization, availability, and non-repudiation [15]. 2FA
accounts itself as a second-level login authentication, wherein the next move/activity
of the user gets clearance. Primarily, we focus on the sensing layer as it is where an
attack initiates and that is where this tactile switch 2FA comes into play. Steps to
interface system with tactile switch and its response:

• Two factors the login authorizes on: login credentials (configurable) and tactile
switch response.

• If credentials are invalid: second chance to login pops up.
• If the given credentials are valid, then a function is called which takes input from

the tactile switch (2nd authentication). If the user presses the tactile switch: circuit
completes, the value becomes zero and login will be successful.

• If the login is unsuccessful after 2 attempts, (suspicious login): there the buzzer
buzzes with a high volume to alert admin and triggers software alerts, whichever
assigned. It will accessible for user to login after a certain time which will be
assigned (10 s, here).

4.2 Ambience Analysis

This system breaks down the problem and integrates the alarming capability with
enhanced prediction on parameters such as temperature and light for now (as these
are the main factors on which the quality of any specimen in an industry depends on;
extendable on large scale).As per [16], by using this analysis in capturing information
from even humans of their internal attribute values, we can speed up the COVID-19
detection process due to the instant temperature samples we can take and so on.

Temperature Sensing: Configuring this faction requires consideration of factors like
probe, thermal buffer, constant measurement, data storage, and alarming capacity.
LM35 establishes this requirement in our system.

Light Sensing: The change in resistance of sensor which is then converted to change
in voltage is factored upon intensity of light falling. LDR establishes this smoothly
and outputs analog voltage proportional to the light receptive of it.

Z-Score: In our system, this analysis lets us study the deviation from sensed values,
and when input to our algorithm gives us a better accurate prediction of probable
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data. This is called feature scaling. The standard score for z-score is calculated as
below:

z = X − μ

σ
(2)

where μ is the mean, X is the score, and σ is the standard deviation.

Regression: Regression analysis helps develop a connection between the target and
predictor variables using independent variables. Under-fitting and over-fitting can
be a running problem when taking all data points into consideration, wherein the
training dataset may fit the algorithm developed but not the test dataset or vice versa,
respectively. We ought to avoid this and observe considerable number of data points
to study. Polynomial regression is used in a linear model with non-linear dataset,
hence deriving the equation from a linear regression model as below:

Y = b0 + b1x + b2x
2 + · · · + bnx

n (3)

where Y is the dependent output, b0 . . . bn are the regression coefficients, and x is the
independent input. Polynomial regression is performed on the data values implied
through the GPIO inputs of the sensors which is trained by following Fig. 8, and
prediction is made based on its z-score.

• Let the sensors calibrate with the ambience under observation for a few minutes
• As and when the system is up, the sensors record all deviations
• The collected data are analyzed and further divided into two factions: trigger and

predict. The trigger is alarmed when the deviation is observed, and the prediction
is a result of all the values taken into consideration for the given ambience.

The extracted excerpt from the big observed data of the experimented setup with
the base sensors of temperature and light, enhanced with 2FA, is as shown in Table
2. This data give the notion that accesses to the sensors and its values for further use
can be granted only for authenticated and successful logins, and this explains how
correlated the attributes are with each other.

Fig. 8 Predictive model training methodology
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Table 2 Observed training data excerpt taken at a point of analysis

Time_stamp Temp value Light value Login success (1/0)

18/02/2021 10:46 105 465 1

18/02/2021 10:51 100 421 1

18/02/2021 10:54 98 216 1

18/02/2021 10:55 97 204 1

18/02/2021 10:57 96 221 1

18/02/2021 10:58 96 211 1

18/02/2021 11:03 4 192 1

18/02/2021 11:03 3 195 1

18/02/2021 11:04 354 1024 1

18/02/2021 11:06 358 1024 1

18/02/2021 11:07 358 1024 1

18/02/2021 11:12 208 1024 1

18/02/2021 11:14 182 521 1

18/02/2021 11:22 146 173 1

18/02/2021 11:27 327 1024 1

18/02/2021 11:27 332 1024 1

18/02/2021 11:31 178 301 1

18/02/2021 11:33 164 322 1

18/02/2021 11:33 161 385 1

4.3 Intrusion Analysis

“With great power, comes great responsibility.” Although we have developed a user-
specific continuous system, securing the system within the premises is the next vital
task as discussed. Steps to initiate the analysis:

• Let the sensor takes a minute or two to stabilize (settling time 20–120 s)
• Keep the IR sensor white hemisphere facing up
• Due to very high sensitivity, the sensor demands motionless atmosphere to

correctly detect and report any movement in premises
• If the login is unsuccessful after two attempts (suspicious login): buzzer buzzes

with high volume for admin and triggers software alerts, whichever assigned.
• Hence, leave the sensor connected and run the code, the respective results are

output and based on those, alert is triggered.
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5 Results

5.1 Prototype

As the integrated prototype is setup and deployed, the live feed is continuously
streamed in cloud and controlled using our control app. The login analysis is under-
gone through a 2FA. Given below is an instance of the same (Figs. 9 and 10), with the
authentic credentials as username = “smart@nitdelhi.ac.in” and password = 1212.
This is configurable in the backend of any system.

Successful login is defined by matched validation of credentials entered by the
user as well as positive tactile response from the tactile switch at user’s end.

Unsuccessful login is defined by unmatched validation of credentials entered by
the user, or the negative tactile response from the tactile switch at user’s end. This
triggers all indications and holds the user back for 10 s straight until authorized
person is notified of the attempt.

Given below is a demonstrative instance of the hard indications when it is placed
under low-temperature and low-light conditions (Figs. 11 and 12). When the temper-
ature is raised a little, the orange LED and buzzer trigger and simultaneously notify
the user with various alerts described above, even when the lighting condition stays
the same. This is how smart the system can be to notify the user of all kinds of
deviation in any of the observational parameters anywhere across the globe.

Fig. 9 Code output of the 2FA for success by second attempt
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Fig. 10 Code output of the 2FA for unsuccessful login even by second attempt

Fig. 11 Ambience analysis resulting in safe indication

Figures 13 and 14 show the intrusion analysis resulting in an unsafe alert through
soft yet instant indications like Email and Telegram, where the automated messages
are timely sent P2P for user-specific reception.
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Fig. 12 Ambience analysis resulting in unsafe, alert indication

Fig. 13 Mailgun API alerting the user through email upon intrusion

Fig. 14 Bot administered for Telegram channel alerting the user upon intrusion

5.2 Visualization

The streamed data can be visualized using various techniques. Although there are
stepped graphs and multiple graphs, they need multiple parameters because they are
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Fig. 15 Line visualization of obtained data from LM35. Blue line = Initial observed data

Fig. 16 Line visualization of predicted data from LM35. Blue line = Initial observed data. Red
line = Prediction possibility history. Orange line = Final predicted data

Fig. 17 Line visualization of obtained data from LDR. Blue line = Initial observed data

basically graphs used for comparison; line graph is best used for sensed values. Given
in Figs. 15, 16, 17, and 18 are the line visualizations of output from the tempera-
ture and light sensors, respectively, at a given period of analysis. The prediction
considering a data frame of 9 data points is obtained from the recorded data.

Furthermore, the intrusion analysis cannot necessarily have a relation among its
parameters by nature, but the experimental intrusion that leads to an alert can be
analyzed using Table 3, wherein the stability time delineates the calibration it takes.

The experimental results prove that the integrated network of sensors can do
wonders in safe and real-time data extraction from the environment. An efficiency
of 92% (as measured by an instance of predicted to actual value of temperature) is
achieved. This establishes the accuracy that the data points are trained and tested
with.

Fig. 18 Line visualization of predicted data from LDR. Blue line = Initial observed data. Red line
= Prediction possibility history. Orange line = Final predicted data
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Table 3 PIR observation
excerpt for three instances

Time_stamp Stability time (s) Distance (m) Trigger

20/04/2021 11:56 94 ± 20 No

20/04/2021 12:45 55 ± 5 Yes

21/04/2021 09:32 46 ± 10 Yes

6 Conclusion

To summarize, a smart, highly integrated, predictive, and automated alert systemhave
been devised and studied, which proposes the analysis of modernWSN components,
to meet all kinds of communication needs tailored to all industries. The proposed
system has taken into consideration all related constraints and improved the existent
shortcomings. The analysis technique model has resulted in efficient data handling
that is upfront for effective decisions on a large scale.

The use of this system provides automated data capture, which can save orga-
nizations considerable time and labor costs. Effective sensing can lead to effective
prediction and thus save top industries the headache of spontaneous maintenance.
Alerting media can be extended, with a few lines of code to ensure their connection
throughout the globe. This research paves way for Industry 5.0, the next revolution
to smarter handling of data, as it is a promising hand to ensure the interaction and
collaboration between mankind and machine.
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Analyzing Beamforming for Secure
Transmission of MIMO-NOMA-Based
CRN using Power Allocation Based
on Second-Order Perturbation

L. Thulasimani and A. Hylis Sharon Magdalene

1 Introduction to MIMO-NOMA Model

Consider MIMO-NOMA uplink-downlink communicating [1, 2] premises in which
the BS transmits information to the many users simultaneaously. The BS is provided
with M antennas, and an individual user is specified with N antennas, respectively.
Also consider the assumption N > M

2 in order that the conception of signal alignment
is implemented, a scenariowhich ismore common than the implementation suggested
by Peng et al. [3]. This scenario is relevant to several communication assumptions,
for instance limited cells in 5G cloud radio access networks (C-RANs) (ChinaMobile
Research Institute 2011) and heterogeneous networks [3], in which the low-cost BS
is distributed with larger density. The users are consistently distributed in a disc D,
which contains D1 and D2, respectively. Therefore, the cell is restricted by the BS.
The inner part of the disc is D1, and the radius is ri . Then, D2 is the outer part of
the disc, and the BS is fixed at the middle of the disc, and ro is the radius of the disc
(Fig. 1).

Many existing examinations onNOMA[4, 5] are suggested to decrease the system
load by pairing of two users in NOMA implementation [6] and have established that
it is idealistic to match users who have the distinct channel conditions [7]. Depending
upon the view, the disc is classified into two parts and is represented in Fig. 1.12. The
first part having minor disc and is referred as D1, with radius ri (ri < ro) and the BS
settle at its source. The second part is like a ring and is represented as D2, making
from D by get rid of D1. Consider that the U pairs of users are chosen, which may
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Fig. 1 Representative of the
considered system model

1D

2D

1

2

D
D

be one SU, that are randomly situated in D1 and are paired with another PU, which
is also randomly situated in D2. This approach manipulates the data of the channel
users, and so it is applicable nevertheless the distance from the SU to the BS is larger
than or equal to that of the PU to the BS. The user which has the more sophisticated
user pairing system can promote better performance in the MIMO-NOMA systems.

Consider a complex channel model with large scale path loss and semi-static
Rayleigh fading. Specifically, the channel matrix from the BS to the user u is Hu =

Gu√
L(du)

, where Gu represents a Rayleigh fading channel gains with N × M matrix,
and the distance from the BS to the user is indicated as du . The consequential path
loss is described as follows:

L(du) =
{
dυ
u , if du > ro
rυ
o , otherwise

. (1)

The path loss exponent is indicated as υ and r0 annuls a uniqueness, where the
distance is limited. Assume that, r1 ≥ r0 and r1 are applied to modify the analytic
results. For notational simplicity, the channel matrix from the BS to the user u is
constituted as HH

u . This global CSI is considered to be usable in the BS and the
users. The downlink and uplinkMIMO-NOMA systems are depicted in the adopting
two subdivisions, respectively [8].

In this paper, the secrecy rate has been calculated according to the one that must
recognize the eavesdropper’s CSI. Such information is not preferable to be avail-
able in many assumptions, especially those involving solely passive eavesdroppers.
Assumption of the transmitter has more number of antennas than the intended recip-
ient so that the consistent channel has a non-trivial null space. One of the approaches
is to broadcast an artificial interference in this null space, and such interference has
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no impact on the receiver. So the interference model was developed. The high-SNR
performance of the instance in the technique was expressed to be almost optimal,
and the optimal power distribution among the data and the interference is analyzed.
As a result, a different approach has been taken in which the transmitter minimizes
the transmit power required to ensure the identified QoS at the desired receiver.

When the only distribution of the eavesdropper’s channel is recognized, then
focusing on the situation where the transmitter has access the eavesdropper’s instan-
taneous CSI. An algorithm is developed that optimally use the information in the
case where the eavesdropper’s CSI is recognized. The key consideration is the accu-
racy of the available CSI. Thus, the impact of the imperfect CSI on the secrecy rate
of the single-antenna wiretap channel has been investigated. So the technique that
depends on the knowledge of the eavesdropper’s channel in the multiple antenna is
very sensitive to little perturbations in the CSI. If CSI is not accounted for the primary
channel then the cause of interference to the desired receipient will be more. This
results significant degradation in the desired user’s performance.

The block diagram of applying a novel second-order perturbation beamforming
scheme in the beamforming system is shown in Fig. 2.

The robust schemes are developed that are restricted to the CSI errors, and trans-
mission of a single data stream is performed by using a beamforming scheme [9].
Then, the novel second-order perturbation technique is proposed to minimize the
transmit power that is required for the desired receiver to achieve the target QoS
in the presence of the CSI errors. In turn, this maximizes the power availability to
transmit a jamming signal that disrupts the ability of the eavesdroppers to recover the
desired signal. The robust the novel second-order perturbation technique is proposed
based on the knowledge of the statistics of the CSI errors. Hence, the algorithms
provide the following gain: (1) minimize the impact of the jamming interference at
the desired receiver when the CSI errors are presented, (2) it requires less transmit
power to achieve the error free CSI, (3) then maximizes the power usability for

Fig. 2 Block diagram of initializing a novel second-order perturbation technique in the beam-
forming system
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degrading the eavesdropper channel. The simulation results demonstrate that the
resulting secrecy capacity is significantly improved.

2 Methodology

2.1 A Novel Second-Order Perturbation Approach
for the Secure Beamforming in MIMO-NOMA-Based
CRN

The cascaded transmission methods used in the MIMO-NOMA framework are
applied for the secure communication in themulti-cell model. The intruders will have
an attempt to wiretap the channel information. The BS does not allow the intruders
to restrict the data by applying a receiving beamforming technique. A novel second-
order perturbation beamforming technique is implemented at the BS for the better
finding of a data outflow between the cells. The received signal of the lth cluster in
cell A for the PU and the SU is expressed as [10],

Rl,A
su = Gl,A

su

L∑
m=1

sl,Ar + wl,A
su (2)

Rl,A
pu = Gl,A

pu

L∑
m=1

sl,Ar + Hl,A
pu

L∑
m=1

sl,Br + wl,A
pu (3)

Let the M × 1 superposition signal vector be vl,A for the lth cluster of cell A
that holds the novel second-order perturbation technique of vector, sl,Ar ∈ C

M×1

is implemented for the novel second-order perturbation schemes and the AWGN
process be wl,A

pu and wl,A
su . It is found in the PU and the SU in the receiver position of

the lth cluster of cell A. Then, l ∈ Ldef{1, 2, . . . , L}.
Then, the secrecy rate of the SU and a PU is calculated as

Srl,Asu def

[
log2

(
1 + ψ

∣∣Gl,A
su sl,Ar

∣∣2)− max
m,m �=l

log2
(
1 + ψ

∣∣Gm,A
su sm,A

r

∣∣2)]+
(4)

Srl,Apu def

[
log2

(
1 + ψ

∣∣∣Gl,A
pu s

l,A
r

∣∣∣2
)

− X9 − X10

]+
(5)

where the SNR transmission at the BS is ψ . The estimation [e]+

is set as max(0, e). Then, X9def max
m,m �=l

log2

(
1 + ψ

∣∣∣Gm,A
pu sm,A

r

∣∣∣2
)

and
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X10defmax
m

log2

(
1 + ψ

∣∣∣Hm,A
pu sm,B

r

∣∣∣2
)
. The information leakage is assumed in

the second term RHS of the above two equations in the same cell. For the neigh-
boring cell, the data outflow is found in the third term RHS in the [11] equation.
The information leakage will be prevented by employing a novel second-order
perturbation technique in the BS, in which the BS has a CSI for all the users. The
CSI is assessed at the receiving end, and renders response to the BS by the feedback
channel.

The novel second-order perturbation technique is applied in theBSwhich depends
upon the power allotment, and an adaptation-based rule to meet the SU security
needs. Then make sure that the essential information range requisites for the PUs are
satisfied. In particular, the power allocation constants are designed throughout the
multiple access phase and the channel approximations in such a manner which will
enlarge the operation of the legal users and reduce the functioning of an eavesdroppers
[4]. The total difficulties in the interference are reduced through the novel second-
order perturbation technique which executes effectively than all other methods.

The detailed steps of the novel second-order perturbation technique for the secure
communication in MIMO-NOMA-based CRN system are given in Algorithm 1.

Algorithm1 Anovel second-order perturbation beamforming scheme formitigating
the interference in the system model.

Step I: Initialize the beamforming input Su , ∀u ∈ {1, 2, .., M}, for all the clusters,
and initialize the PA coefficients αu,v∀u ∈ {PU,SU} with the data symbols v of PU,
SU data bits while keeping the MIMO-NOMA PA constraints.

Step II: The PA coefficient established for all the users is given in Eqs. (13) and
(15).

Step III: A novel second-order perturbation beamforming scheme is applied for
the computation of the interference covariance matrix in the cluster m of a cell A is
expressed as

Sl,Ar = span

{
ωc,A
u t Hn G

H
(
GPrG

H + σ 2
w I
)−1

Gtn

}
(6)

Anovel second-order perturbation schemehas a transmit covariance Pr and anoise
covariance σ 2

w, and the transmitting beamformer is denoted as t of N ×1 dimensions.
The transmit covariance of the beamformer Pr is calculated using Eq. (13).

Step IV: The power constraints matrix is T of N beams is calculated in [4] as

T =
⎡
⎢⎣

√
t1 0 0

0
. . . 0

0 0
√
tn

⎤
⎥⎦ (7)

A novel second-order perturbation power allocation coefficient for the N beams
is calculated using Eq. (15). The transmit covariance of the beamformer restricts the
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power usage using Eq. (13), and the constraints take place according to the N beams
formed during the transmissions in T .

Step V: The interference covariance matrix calculated for the neighboring cell Y A
r

using the novel second-order perturbation scheme in accordant with the Eq. (11) that
minimizes the interference leakage as possible.

Step VI: Compute the beamforming matrices using step 4 for the cell A and cell
B, where the power constraints have been even more limited in the users using the
novel second-order perturbation technique.

Step VII: Then, initializing the interference covariance matrices by the values
obtained in the step 5 and replace the beamformingmatrices as the error freematrices
in the systems.

Step VIII: Distribute the transceiver filters using the novel second-order pertur-
bation scheme with limited power constraints for both the users in the data
communications.

2.2 Secure the Downlink MIMO-NOMA Framework
by using a Novel Second-Order Perturbation Technique

Let the M × 1 superposition signal vector be sm,A for the lth cluster of cell A that
has a novel second-order perturbation vector of, sl,Ar ∈ C

M×1. A novel second-order
perturbation technique is applied for the secure communication among the cluster
users in the same and the nearer cells and is used at the BS. A novel second-order
perturbation scheme sl,Ar in [1] has non-trivial solutions. The cell A of a cth cluster
in the novel second-order perturbation technique is indicated as sl,Ar = Y ASl,Ar and
Sc,Ar ∈ C

V×1 where Y A ∈ C
M×V is the alignment matrix. Then, the alignment matrix

Y A is separated into Y A
5 Y

A
r , where the transmitting novel second-order perturbation

beamforming vector is Y A
r for the neighboring cell to prevent the outflow, and the

nearby cell alignment to cancel the interference in the channel matrix is Y A
5 . A novel

second-order perturbation vector Y A
r for the nearby cell is derived as follows:

[
G1,A

pu G1,A
su . . .Gl−1,A

pu Gl−1,A
su Gl+1,A

pu Gl+1,A
su . . .GL ,A

pu GL ,A
su

]H
sl,Ar = 0 (8)

[
G1,A

pu Y AG1,A
su Y A . . .Gl−1,A

pu Y AGl−1,A
su Y AGl+1,A

pu Y A

Gl+1,A
su Y A . . .GL ,A

pu Y AGL ,A
su Y A

]G
Sl,Ar = 0 (9)

[
H 1,B

pu Y A
5 H 2,B

pu Y A
5 . . . HL ,B

pu Y A
5

]T
Y A
r = 0 (10)
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where HL ,B
pu Y ASl,Ar ∈ span

(
HL ,B

pu

)
∀Y ASl,Ar . A novel second-order perturbation

scheme is expressed as

Y A
r = span

{
ωc,A
u Qt Hn H

H
(
HPr H

H + σ 2
w I
)−1

Htn

}
(11)

A non-trivial solution is assessed as follows Sl,Ar in (7.5). Then, the solution for
the novel second-order perturbation scheme is determined as

Sl,Ar = span

{
ωc,A
u t Hn G

H
(
GPrG

H + σ 2
w I
)−1

Gtn

}
(12)

Anovel second-order perturbation beamforming schemehas a transmit covariance
Pr and a noise covariance σ 2

w is found, and the transmitting beamformer is denoted
by t , which is used for the information signal of N × 1 dimensions. The transmit
covariance of the beamformer Pr is derived as

Pr =
(
1 − ωl,A

u

)
Q

N − 1
T T H (13)

where the power allocation coefficient is ω, the power constraints matrix is T , and
the total power transmitted to N beams is determined as

T =
⎡
⎢⎣

√
t1 0 0

0
. . . 0

0 0
√
tn

⎤
⎥⎦ (14)

where the power transmitted to the jth beam is
∑N

j=1 t j = Q, and the novel second-
order perturbation power allocation coefficient for the N beams is calculated as

ωl,A
pu,su = min

(
ωc,A
pu ,

σ 2
wψ

t Hn G
H
tnG

)
(15)

The transmit covariance of the beamformer already restricts the power usage in
(13), and the constraints take place according to the N beams formed during the
transmissions in (14).

A novel second-order perturbation power constraints in (15) restricts the power
usage of the PU and the SU, and hence, the interference will not be caused in both
the users transmission [9]. The power level will be restricted according to the users
transmission view point. Thus, the interference user has different data rate and power
level to be transmitted, and hence, the real transmission will take place according
to the power level in (15) which is oriented to the users resources. Then, the signal
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vector sl,Ar has the solution that is applied at the BS for the better validation of the
technique.

2.3 Performance Metrics and Analysis

2.3.1 Secrecy Rate of the System and Its Analysis

The secrecy rate [12] of the novel second-order perturbation scheme is determined
as

Srl,Asu def log2
(
1 + ψωl,A

su

∣∣Gc,A
su sl,Ar

∣∣2) (16)

Srl,Apu def log2

(
1 + ψωl,A

pu

∣∣∣Gc,A
pu sl,Ar

∣∣∣2
)

(17)

For a cluster, the total secrecy rate is given by

Srl,Atotal = Srl,Apu + Srl,Asu (18)

Equations (16) and (17) convert the total secrecy rate of the cluster to the total
throughput of the cluster.

The secrecy rate of the system through the novel second-order perturbation scheme
is represented in Fig. 3.

From Fig. 4 it can be observed that the secrecy rate achieved by the novel second-
order perturbation technique for the PU and the SU for the 15 dB SNR is 6.8024 and

Fig. 3 Secrecy rate of the
system through the novel
second-order perturbation
method
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Fig. 4 Secrecy rate analysis
of the system through the
novel second-order
perturbation technique for
the PU and the SU for 15 dB
and 40 dB SNR

3.5214, respectively. Then, for the values for the 40 dB SNR is 9.1669 and 8.078,
respectively.

2.3.2 Throughput of the System and Its Analysis

The throughput of the PU and the SU of a channel is calculated as

T tu(pu,su) = ψωl,A
u

[∣∣Gl,A
u sl,Ar

∣∣]2 (19)

Then, the throughput of the system for the novel second-order perturbation
beamforming strategy is represented in Fig. 5.

Fig. 5 Throughput of the
system through the novel
second-order perturbation
method



674 L. Thulasimani and A. Hylis Sharon Magdalene

Fig. 6 Throughput analysis of the system through the novel second-order perturbation technique
for the PU and the SU for 15 dB and 40 dB SNR

The throughput of the system is increased though the novel second-order pertur-
bation scheme. It can be observed for the 15 and 40 dB SNR and is shown in Fig. 6.
The throughput achieved for the 15 dB SNR for the PU and the SU is 0.5468 and
0.5102 and for the 40 dB SNR for the PU and the SU is 6.0 and 5.9.

2.3.3 BER of the System and Its Analysis

The BER calculation for the PU and the SU is expressed as

BERu(pu,su) = 1

2
ψωl,A

u Q

(
2 ∗ E

[∣∣sl,Ar

∣∣]2
w

l,A
u

)
(20)

And the Gaussian Q-function is Q(.) and er = 2∗E[|sl,Ar |]2
w

l,A
u

which is defined as

Q(er) = 1
2π

∫∞
er e− z2

2 dz. The BER of the system through the novel second-order
perturbation scheme is shown in Fig. 7.

In Fig. 8, it can be observed that the BER is very much reduced in 15 dB SNR
and has the value of 0.001 for the PU and 0.0013 for the SU. For the 40 dB SNR,
the value for the PU is 0.0004 and for the SU is 0.0006.

2.3.4 Capacity of the System and Its Analysis

The channel capacity of the PU and the SU is increased by this method and is
expressed as follows

Cu(pu,su) = ChB ∗ ψωl,A
u log2

(
1 + sl,Ar

w
l,A
u ChB

)
(21)

The channel bandwidth ChB is defined as 1 MHz. The capacity of the system
through a novel second-order perturbation scheme is represented in Fig. 9.
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Fig. 7 BER of the system through the novel second-order perturbation technique

Fig. 8 BER analysis of the
system through the novel
second-order perturbation
technique for the PU and the
SU for 15 dB and 40 dB SNR

The capacity of the system is increased though the novel second-order perturbation
scheme. It can be observed for the 15 dB and 40 dB SNR and is shown in Fig. 10. The
capacity achieved for the 15 dB SNR for the PU and the SU is 0.6524 and 0.2753,
and the capacity achieved for the 40 dB SNR for the PU and the SU is 2.9578 and
2.4132.

2.3.5 SOP of the System and Its Analysis

The SOP for the PU and the SU is expressed as follows:
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Fig. 9 Capacity of the
system through the novel
second-order perturbation
technique

Fig. 10 Capacity analysis of
the system through the novel
second-order perturbation
technique for the PU and the
SU for 15 and 40 dB SNR

SOPl,Apu def Pr

[
log2

(
1 + ψ

∣∣∣Gl,A
pu s

l,A
r

∣∣∣2
)]

(22)

SOPl,Asu def Pr
[
log2

(
1 + ψ

∣∣Gl,A
su sl,Ar

∣∣2)] (23)

Then, the SOP of the system through the novel second-order perturbation scheme
is shown in Fig. 11 respectively.

In Fig. 12 it is seen that the SOP is greatly reduced in PU in 15 dB and 40 dB
SNR through the novel second-order perturbation scheme. The decreased values of
the PU in 15 dB SNR are 0.6303, and the decreased values of the PU and the SU in
40 dB SNR are 0.002 and 0.0247, respectively.
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Fig. 11 SOP of the system
through the novel
second-order perturbation
technique

Fig. 12 SOP analysis of the
system through the novel
second-order perturbation
technique for the PU and the
SU for 15 and 40 dB SNR

2.3.6 Ergodic Secrecy Capacity of the System and Its Analysis
by Applying the Novel Second-Order Perturbation Technique

The ergodic secrecy capacity is determined by the mean of the secrecy rate for the
fading effect in the channel. This is defined as the assumption in which the precise
CSI is not found at the transmitters. The power of every element in Hl,c

pu is recognized
and follows exponential distribution of the mean σ l,c

pu . The beamforming vector sm,A

has a novel second-order perturbation scheme vector as sl,Ar in [1] and can be written
as

sl,Ar = I −
(
Gl,A

pu

)H
Y A
5 Gl,A

pu Y
A
t∣∣∣Gl,A

pu

∣∣∣2
(24)
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Let the unary matrix be H and is separated into HψH and the diagonal matrix
be ψ . A non-zero element of N (V − 1) in diagonal matrix is 1. The distribution of
GHpu is same as the Gpu. In accordance with the projection matrix impotency,

⎛
⎜⎝I −

(
Gl,A

pu

)H
Y A
5 Gl,A

pu Y
A
t∣∣∣Gl,A

pu

∣∣∣2
⎞
⎟⎠

2

= I −
(
Gl,A

pu

)H
Y A
5 Gl,A

pu Y
A
t∣∣∣Gl,A

pu

∣∣∣2
(25)

Let Gl,A
pu

(
sm,A

)H
sm,A
t

(
Gl,A

pu

)H = Gl,A
pu ψ

(
Gl,A

pu

)H = z9 which follows

Gamma
(
N (V − 1), σ l,c

pu

)
, i.e.,

∣∣∣Gl,A
pu s

l,A
r

∣∣∣2 ∼ Gamma
(
N (V − 1), σ l,c

pu

)
. The value

of α is similar to the number of antennas at the PU and the SU. Then, the ergodic
secrecy capacity of the PU and the SU is calculated as follows

Er
L ,c
pu = 1

σ
l,c
pu α

∞∫
0
log2(1 + ψωz9)z

α−1
9 e

− z9
σ
l,c
pu dz9

= log2
(
1 + ψωσ L ,c

pu

)
+ (log2 e)

( α

′α

)
(26)

Er
L ,c
su = 1

σ
l,c
su α

∞∫
0
log2(1 + ψωz10)z

α−1
10 e

− z10
σ
l,c
su dz10

= log2
(
1 + ψωσ l,c

su

)+ (log2 e)
( α

′α

)
(27)

where z9 ∼ Gamma
(
α, σ l,c

pu

)
, z10 ∼ Gamma

(
α, σ l,c

su

)
and α = N (S − 1).

α = ∞∫
0
zα−1
9 e−z9dz9 (28)

And ′α = dα
dα , where

′α converges uniformly as 1 < α < ∞. Let α be the
justification of differentiation and the derivation of the total ergodic secrecy capacity

C
L ,c
CRN is expressed as

Er
L ,c
CRN = λ

∞∫
0

∞∫
0
log2(1 + ψωz9 + ψωz10 + ψωz9z10)

× (z9z10)
α−1e

−
(

z9
σ
l,c
pu

+ z10
σ
l,c
su

)
dz9dz10 = log2

(
1 + ψωσ l,c

pu

)

+ log2
(
1 + ψωσ l,c

su

)+ (2 log2 e)
( α

′α

)
(29)
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whereλ = 1
σ
l,c
pu σ

l,c
su

(α)2. The analytical calculations are examined as z9, z10 � 1which

involves log2(1 + z9) ≈ log2 z9 and log2(1 + z10) ≈ log2 z10. Then, the simulation
and the analytical evaluations of the ergodic secrecy capacity of the system for the
PU and the SU through the novel second-order perturbation technique are shown in
Figs. 13 and 14, respectively.

In Fig. 15 the simulation and analytical values of the 15 dB SNR for the ergodic
secrecy capacity with the 12 user and BS antennas for the PU are 5.1184 and 4.9145
and for the SU is 4.5184 and 4.3514. Then, the simulation and analytical values of
the ergodic secrecy capacity for the 6 BS and user antennas with the 15 dB SNR for
the PU are 4.7664 and 4.5214. For the SU, the value has 4.1528 and 3.4314. It can be

Fig. 13 Ergodic secrecy
capacity of the system for the
PU (Primary User) through
the novel second-order
perturbation technique

Fig. 14 Ergodic secrecy
capacity of the system for the
SU (Secondary User)
through the novel
second-order perturbation
technique
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Fig. 15 Ergodic secrecy
capacity analysis of the
system for the PU and the
SU with 15 dB SNR through
the novel second-order
perturbation technique

Fig. 16 Ergodic secrecy capacity analysis of the system for the PU and the SU with 40 dB SNR
through the novel second-order perturbation technique

seen that the ergodic secrecy capacity of the PU in 15 dB and 40 dB SNR is greater
than the ergodic secrecy capacity of the SU.

In Fig. 16, the simulation and analytical values of the 40 dB SNR for the ergodic
secrecy capacity with the 12 user and BS antennas for the PU are 9.2782 and 9.2001
and for the SU is 8.6782 and 8.5027. Then, the simulation and analytical values of
the ergodic secrecy capacity of the system for the 6 BS and user antennas with the
40 dB SNR for the PU are 9.178 and 9.0734. For the SU, the value has 8.3164 and
8.078. It can be observed that the ergodic secrecy capacity of the PU in both 15 and
40 dB SNR is greater than the ergodic secrecy capacity of the SU.

3 Results and Discussion

The simulation parameters of the novel second-order perturbation schemewere found
in figures shown above. The performance analysis of the secrecy rate, SOP, BER,
throughput, and the channel capacity of the system is obtained by using the simulation
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parameters for different SNR rate were analyzed. The performance analysis of the
ergodic secrecy capacity is simulated for different SNR rate.

The resulting values of the novel second-order perturbation scheme for the eval-
uation of the secrecy rate, secrecy outage probability, throughput, capacity, and the
BER for the 15 dB SNR and the 40 dB SNR of the PU and the SUs are represented
in figures, respectively.

The resulting values of the novel second-order perturbation scheme for the eval-
uation of the ergodic secrecy capacity for the 15 dB and the 40 dB SNR of the PU
and the SUs are shown in figures.

4 Conclusion

A novel second-order perturbation-based beamforming approaches are presented to
improve the secure transmission of data in the wireless communications with multi-
antenna nodes. The proposed technique allocates a novel second-order perturbation
transmit power technique to the channel in order to achieve better SNR for the desired
user. The remaining power is available as broadcast artificial noise to interrupt the
interception of the signal by a passive eavesdropper. The novel second-order pertur-
bation approaches rely on the availability of accurate CSI, and their performance
can be quite sensitive to imprecise channel estimates. The simulations results were
presented to demonstrate the validity of the analysis and to illustrate the sensitivity of
the algorithms that depend on the precise CSI. To reduce the impact of the CSI errors,
the robust beamforming schemes are novel second-order perturbation to efficiently
recover from the channel estimation errors. The proposed techniques performed well
for moderate CSI errors, and the channel mismatch can be eliminated by applying
this technique.
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A High Merit Factor Preamble Sequence
for Better Synchronization in WiMAX

Suma Sekhar, Sakuntala S. Pillai, and S. Santhoshkumar

1 Introduction

As the impact of data-intensive mobile applications and services is increasing, the
requirements for reliable high-rate communication are also shooting up. Physical
layer specifications of WiMAX rely on orthogonal frequency division multiplexing
(OFDM) considering its ability for high-bandwidth data transfer without beingmuch
affected by frequency selective fading [1, 2]. To improve the communication rate and
quality of data, OFDM is combined with multiple input multiple output (MIMO)
systems, where multiple antennas are employed at both the transmitter and receiver
[3–5]. Mobile WiMAX uses MIMO OFDM to avail reliable high-rate data transfer
with enhanced spectral efficiency [6]. But when propagated through an impaired
channel with severe distortions, the advantages of OFDM can be maintained only
if the OFDM subcarriers are orthogonal. The synchronization errors in the form of
carrier frequency offset (CFO) and time offset (TO) may pull down the orthogonality
between the subcarriers and introduce intersymbol interference (ISI) and intercarrier
interference (ICI) [7–9]. As the number of antennas increases, the deleterious effects
produced by synchronization errors become more severe in MIMO OFDM. So, the
accurate estimation and correction of the frequency and time offsets are imperative
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in MIMO OFDM-based communication systems. Like any other MIMO OFDM-
based communication system, the realization of precise synchronization algorithms
is one of the major challenges in WiMAX. As the OFDM system can put up with
offsets of the order of subcarrier spacing only, the precise acquisition of symbol
timing and CFO is crucial to avoid performance degradation [10, 11]. Even though
different algorithms are available, data-aided synchronization method using a stan-
dard preamble sequence embedded in the OFDM header is followed in WiMAX
standards to track down the synchronization errors. Preamble-based synchroniza-
tion facilitates faster and more reliable estimation of frequency and timing offsets
compared to blind synchronization methods.

The effectiveness of data-aided synchronization schemes in MIMO OFDM
depends on the quality of sequences embedded in the preamble structure of the
OFDM frame. Simulation results reveal that the proposed new preamble based on
the constant amplitude zero autocorrelation (CAZAC) sequence attains improved
accuracy in the time estimation procedure.

The rest of the paper is arranged as follows. In Sect. 2, the mathematical models of
transmitted and received basebandOFDMsignals are presented. Section 3 introduces
the system model used for estimating frequency and time offsets from the preamble
sequence. In Sect. 4, the parameters that are highly desired for the preamble sequence
are discussed. Section 5 is devoted to a new preamble based on the CAZAC sequence.
To demonstrate the superior performance of the proposed preamble, corresponding
results and analysis are provided in Sect. 6, and finally, the paper is concluded in
Sect. 7.

2 Signal Model for Transmitted and Received OFDM

In the WiMAX transmitter, the input data bits are initially randomized to improve
coding performance, channel encoded, reordered by an interleaver, and mapped to
constellation points through digital modulation schemes like quadrature amplitude
modulation or quadrature phase-shift keying. The complex data symbols are further
modulated on N parallel and orthogonal subcarriers using inverse fast Fourier trans-
form (IFFT) operation, and the samples of the resulting OFDM symbol can be
mathematically modeled as

dl[n] = 1

N

N−1∑

k=0

Dl(k)e
j2πkn
N (1)

Here, Dl(k), l, k, andN represent the complex data symbol, OFDM symbol index,
subcarrier index, and the number of IFFT points.

At the receiver, OFDMdemodulation is easily implemented through a fast Fourier
transform (FFT) processor. A received baseband signal in the presence of carrier
frequency offset β and timing offset λ can be expressed as
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rl[n] = 1

N

N−1∑

k=0

Hl(k)Dl(k)e
j2π (k+β)(n+λ)

N (2)

The timing offset causes the FFT window to be improperly placed as delayed
or before time to the actual zero index, resulting in incorrect demodulation of the
OFDM signal.

3 System Model for Estimating Frequency and Time
Offsets

A preamble incorporated with selected sequences in a well-designed structure is
prefixed to the data frame before transmission. The frequency and timing offsets
corrupting the transmitted signal can be measured by making use of the preamble
sequences extracted from the OFDM frame as shown in Fig. 1. The fundamental
processing performed in the synchronization unit of the receiver is the correlation
operation between either two identical repeated sequences or received preamble
sequence and its reference copy set aside the synchronization unit.

The OFDM signal collected by the receiver is modeled by Eq. 2. The signal
corrupted by time and frequency offsets is processed by the receiver analog front
end, analog to digital converter, and offset error compensator before extracting the
transmitted data. The preamble part excerpted from the OFDM frame is processed
through correlation operation to estimate offset errors.

The standard structure of the WiMAX preamble [12] can be mathematically
modeled as

PW = [C PWS PWS PWS PWS C PWL PWL] (3)

In Eq. 3, C represents cyclic prefix and PWS and PWL represent a short sequence
with 64 samples and a long sequence with 128 samples that can be generated from

OFDM 
Trasmitter

Multipath Channel 
with Rayleigh 

Fading

RF 
Front end

Apply offset 
corrections to the 
received OFDM 

symbol

OFDM 
demodulation

Extract Preamble 
sequences

Time Offset 
estimation

Frequency 
Offset 

estimation

Fig. 1 System model for frequency and time offset estimation
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the sequence PW as shown in Eqs. 4, 5, and 6.

PW[i] =
{±1 ± j, i = −100, . . . − 1, 1, . . . + 100
0, otherwise

(4)

PWS[i] =
{
2P∗

W(i), i mod 4 = 0
0, i mod 4 �= 0

(5)

PWL[i] =
{√

2P∗
W(i), i mod 2 = 0

0, i mod 2 �= 0
(6)

The timing synchronization errors can be quantitatively measured by correlating
the preamble sequence extracted from the received OFDM frame with the replica
copy stock up on the receiver. The number of samples by which the correlation peak
is shifted from zero index provides an indication of time offset which can be directly
computed by identifying the index corresponding to shifted peak.

4 Desired Parameters for Preamble Sequences

The accurate detection of offset errors demands sequences with excellent correlation
properties and low peak to average power ratio (PAPR). If the sequence used in
a preamble provides peaks at zero shift of autocorrelation and zero values for the
off-peak autocorrelations, then the preamble is said to have excellent correlation
properties. So, the quality of autocorrelation property of a sequence can be evaluated
using the parameters [13] peak sidelobe level (PSL), integrated sidelobe level (ISL),
and merit factor (MF).

Aperiodic autocorrelation function of the sequence b = [b1, b2 . . . bN ]T can be
represented by Eq. 7 as

A[k] =
N−k∑

n=1

bnb
∗
n+k (7)

The parameters PSL, ISL, and MF are defined by Eqs. 8, 9, and 10 as

PSL = max{A[k]}N−1
k=1 (8)

ISL =
M−1∑

k=1

|A[k]|2 (9)
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MF = |A[0]|2
∑N−1

k = −(N − 1)
k �= 0

|A[k]|2 (10)

PAPR of the sequence b[n] is defined by Eq. 11 as

PAPR = max[bn]2

E[bn]2
(11)

Sequences with low PAPR (ideally unity or zero dB) help to get rid of nonlinear
distortions frompower amplifiers, zero autocorrelation property enhances correlation
properties, and diminished sidelobes improve estimation accuracy [14, 15]. Careful
selection and design of mathematical sequence inserted in the preamble structure are
essential in the design of synchronization circuits in the receiver block.

5 CAZAC-Based Preamble

ACAZAC sequence is a complex sequence with excellent correlation properties and
constant amplitude. A CAZAC sequence of odd length M can be defined by Eq. 12
as

CZ(m) = e
−jπm(m+1)

M , m = 1, . . . M (12)

Its defining property of providing zero autocorrelation with its shifted versions
makes it attractive in time localization applications and, hence, in time synchroniza-
tion. The constant amplitude of theCAZACsequence assures transmission efficiency.
As the autocorrelation sidelobes are considerably low in the CAZAC sequence, it
holds the desirable properties of low ISL value and high MF compared to other
commonly used sequences for synchronization. Considering the attractive values for
the desired parameters, a new CAZAC-based preamble is proposed for WiMAX by
redefining Eq. 4 by Eq. 12. After replacing PW[i] by the CAZAC sequence, the short
and long CAZAC sequences PCS and PLS are generated as per Eqs. 5 and 6.

6 Results

As the sequences with reduced autocorrelation sidelobes improve synchronization
accuracy, the values of the parameters PSL, ISL,MF, andPAPRof different sequences
of length 256 are compared through simulations and summarized in Table 1. As the
CAZAC sequence gives better values for the parameters PSL, ISL, PAPR, and MF,
it is further compared with the standard WiMAX sequence and is verified that it
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Table 1 Comparison of CAZAC sequence with other synchronization sequences based on the
parameters PAPR, PSL, ISL, and MF

Sequence Parameters

PAPR PSL ISL MF

PN sequence 2.44 142 12.31e+05 0.0532

Gold 4.13 87 22.94e+04 0.2857

Kasami 3.55 85 38.52e+04 0.1701

Golay 0 33 21.7e+03 3.01

CAZAC 9.64e−16 7.69 25.97e+02 25.24

WiMAX sequence 7.09 74 8.53e+05 0.3072

possesses superior parameter values than WiMAX preamble. The frequency spec-
trum of both the WiMAX and CAZAC preambles is plotted and given in Fig. 2.
The results show that CAZAC sequence is giving a spectrum with high flatness than
WiMAXpreamble. The spectrumwith constant amplitude enhances the transmission
efficiency.

Fig. 2 Comparison of spectrums of WiMAX and CAZAC preambles
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To avoid time synchronization errors, the FFT window must be correctly placed
over the received signal. The time offset error is mathematically modeled as the
number of samples by which the received signal samples are shifted. The meticulous
detection and compensation of this delay before demodulating the signal is very
important. To compare the performance in delay estimation, two different preambles
composed ofCAZACand standardWiMAXsequences are simulated and transmitted
over a multipath Rayleigh faded channel with three paths under both the medium-
and severe-distorted conditions. The synchronization unit in the receiver computes
the correlation between the preamble extracted from the received OFDM frame and
a local copy of the same sequence stored at the receiver. The time offset is obtained
from the sample delay which is estimated from the index of the sample with largest
correlation magnitude.

When the delays are estimated from a medium-distorted channel using a stan-
dard WiMAX preamble, the error percentage was less than 5% for 34 observations,
between 5 and 10% for 15 observations, and greater than 40% for one observation as
shown in Fig. 3.When a preamble based on the CAZAC sequence was used, the error
percentage was less than 5% for 49 observations and between 5 and 10% for only one
observation out of 50 trials as shown in Fig. 3. The experiment was repeated with a
severely distorted channel for 50 observations using both sequences and comparison
shown in Fig. 4.

It was noted that corresponding to a WiMAX sequence, the estimation error was
less than 10% for 7 observations, between 10 and 20% for 16 observations, between
20 and 40% for 22 observations, and greater than 40% for 5 observations. When a
CAZAC sequence is used for delay estimation, the error percentage was less than
10% for 30 observations, between 10 and 20% for 14 observations, between 20 and
40% for 5 observations, and greater than 40% for 1 observation. The percentage error
is plotted corresponding to delays of 100–150 samples in Fig. 5 for some medium-
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Fig. 5 Comparison of percentage error corresponding to delays of 100–150 samples in a medium-
distorted channel

distorted channels and in Fig. 6 for a severely distorted channel. It is clear that error
is less as well as error percentage is more stable when a CAZAC-based preamble is
used.

The frequency offset is then estimated by computing the angle of correlation
between two identical long preamble sequences. Frequency offsets estimated using
WiMAX and CAZAC sequences are mathematically modeled by Eqs. 13 and 14.
LWL and LCL represent the length of WiMAX and CAZAC-based preambles which
are taken as 128.
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Fig. 6 Comparison of percentage error corresponding to delays of 100–150 samples in a severe-
distorted channel

βW

∧

= ∠
{∑LWL−1

i=0 PWL(i)PWL(i + LWL)

2π

}
(13)

βC

∧

= ∠
{∑LCL−1

i=0 PCL(i)PCL(i + LCL)

2π

}
(14)

The mean square error (MSE) in FO estimation using both preambles is plotted
in Fig. 7.

As the results show the reduced errors for CAZAC-based preamble in frequency
offset estimation, it can be considered as a better option for improving synchroniza-
tion in WiMAX.

7 Conclusion

WiMAX adopted the OFDM-based physical layer considering its high-data rate
transmission efficiency in a frequency selective fading channel. But the time synchro-
nization errors result in the sampling of the OFDM symbols at incorrect instants and
frequency synchronization errors introduce phase distortions in the received signal.
Unless detected meticulously and compensated properly, these errors give rise to
ISI, ICI, and degradation in system performance. A new CAZAC-based preamble
with reduced integrated sidelobe levels and improved MF is proposed. The results of
simulated experiments show that both the time and frequency synchronization errors
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Fig. 7 Comparison of MSE in frequency offset estimation using both the WiMAX and CAZAC
sequences

can be more accurately detected using the new preamble when compared with the
existing standard WiMAX preambles.
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Deep Learning Technique-Based
Pulmonary Embolism (PE) Diagnosis

S. Vijayachitra, K. Prabhu, M. Abarana, A. Deepa, and L. Loga Priya

1 Introduction

Pulmonary embolism (PE) can be considered as a health issue that influences nearly
700,000 patients per annum. It is actually an impasse in one of the pulmonary arteries
in lungs. In many persons, it is identified as a blood clot that travels to the lungs by
deep veins in various parts of human body. Diagnosis of PE can be complicated to
do, and for which, more number of imaging techniques have been done to assist in
this process. PE can be identified in 2% of contrast-enhanced CT scans taken for
various reasons other than for the detection of PE.

In most of the cases, the root cause for the pulmonary embolism is due to artery
blockage happened in the lungs. The main reason for such artery blockage is blood
clot/lump that developed in a deep vein in legs, and it further travels to the lungs,
and lastly, there will be blockage in a smaller lung artery. All the blood clots are the
reason for pulmonary embolism, which are further introduced in the veins of deep
leg.

A pulmonary embolism will be the reason for a lack of blood flow that will
further leads to lung tissue damage. It can provide low blood oxygen levels that can
be harmful for the other organs in the body also. As per the medical practitioner’s
statement after analysis of the causes and reasons, PE can be a blood clot that will
induce very serious life-threatening problems, and even death can be the final.

The major symptoms of pulmonary embolism include the following:

• Severe chest pain
• Pain while breathing
• Heartbeat increase

S. Vijayachitra (B) · K. Prabhu ·M. Abarana · A. Deepa · L. Loga Priya
Department of Electronics and Instrumentation Engineering, Kongu Engineering College,
Perundurai, Tamil Nadu 638060, India
e-mail: dr.svijayachitra@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
T. Sengodan et al. (eds.), Advances in Electrical and Computer Technologies,
Lecture Notes in Electrical Engineering 881,
https://doi.org/10.1007/978-981-19-1111-8_52

695

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-1111-8_52&domain=pdf
mailto:dr.svijayachitra@gmail.com
https://doi.org/10.1007/978-981-19-1111-8_52


696 S. Vijayachitra et al.

• Fast and rapid breathing and continuous cough.

To perform the diagnosis and management of PE, it is relied on the imaging tech-
niques. Currently, computed tomography pulmonary angiography is the preferred
system to provide an accurate diagnosis quickly. It is well known that CT can also
provide certain information on causes of acute chest pain felt by the person [1].
Chest radiograph (CR) is a technique with limited utility which will provide various
findings about the PE. Another methodology called ventilation-perfusion (VP) scan
provides ventilation-perfusion mismatches in the patients and demonstrates different
classification categories ranging from normal to high levels. CT scanning is more
preferable method which will provide X-rays to develop cross-sectional representa-
tions of testing person, and in particular, CTPA, also said to be a study of pulmonary
embolism, will develop three-dimensional pictures that can show various defects
represented as PE inside the deep arteries in lungs.

2 Deep Learning Technique

Deep learning technique is considered as a branch of an artificial intelligence func-
tion that mimics the behavior of brain in terms of handing out the data to utilize
for detecting different matters, languages translation, speech recognition, and also
for decision-making purposes. With the proposed deep learning, it is convenient
to identify/learn without the need of any supervision by human, representing from
information that is of any kind like unstructured or unlabeled type.

In deep learning technique, a convolutional neural network is preferably employed
for analyzing any image. These networks can take in any type of input image; based
on the importance, it is assigned the learnable weights and biases in the image. It is
possible to distinguish different images based on the weights/biases added [2, 3].

Convolutional neural network is said to be deep network since it is based on the
number of layers it contains. In general, in any artificial neural network (ANN),
various signals travel between nodes, and weights have been assigned to the corre-
sponding nodes. A heavier weighted node will have more effect on the next layer of
nodes than the nodes which have less weight. The last layer of the architecture will
provide an output by compiling the weighted input nodes.

Requirement of a suitable hardware for a deep learning system is essential because
it needs to process large amounts of data which will further involve various math-
ematical calculations. The structure of the network is somewhat similar to that of
human brain, particularly the way in which the neurons have connected in it. In our
brain system, every neuron can react to stimuli only in certain specific field of recep-
tion, and a collection of that fields can overlie in order to envelop the overall area of
visualization.
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3 Pulmonary Embolism Detection

A pulmonary embolism will be the reason for a lack of blood flow that will further
leads to lung tissue damage [4]. It can provide low blood oxygen levels that can be
harmful for the other organs in the body also. The symptoms of pulmonary embolism
will be different based on involvement of lungs, previous heart/lung disease, and the
size of the clots diagnosed from the patients.

CT scan images obtained from the patients have to be trained with the deep
learning neural network, and as per the desired conditions given to the network,
various decisions such as LEFT-sided PE, RIGHT-sided PE, and normal (without
any PE) will be made. Depending on the number of images given for training the
neural network, the perfect decisions can be obtained [5].

Here, for obtaining the images from patients, CT pulmonary angiography is
preferred. CT scanning is more preferable method which will provide X-rays to
develop cross-sectional representations of testing person, and in particular, CTPA,
also said to be a study of pulmonary embolism, will develop three-dimensional
pictures that can show various defects represented as PE inside the deep arteries in
lungs.

From which, it is observed that the data have been combined from several X-rays
to produce a detailed image of structures inside the body. Normally, CT scans can
able to produce 2D images of various sections of the body, and the data can also be
used to construct 3D images as a result. CT scans consist of hundreds of images in
the format of DCM (DICOM images) that needs a detailed review to identify the
position of clots within the pulmonary arteries.

In CTA images, the dark spots have been identified as regions of PE among the
bright regions of blood arteries. The radiologist will do injection of the contrast
material, and then, the developed images can be recorded in with respect to time
period. During this time, both the PE regions and veins will have same kind of
gray levels in the obtained image, and then, it will be differentiated from the vein
with respect to its high contrast. Hence, a computer-aided system is essential to do
effective diagnosis of pulmonary embolism.

The complete blockdiagram for the purpose of diagnosis of PEusingdeep learning
is shown in Fig. 1.

After gaining the advantage of using this technology, there is progression in the
utilization of this kind of assistance for PE diagnosis.

Based on the number of images, the convolutional neural network will be effec-
tively trained well. The DICOM medical file of a single patient consists of multiple
numbers of images, which are of high resolution due towhich the file size can be quite
large. These files further need large storage for processing of images. To simplify the
view of any file of DICOM type, it is easy for the user to know the entire details of
the image. When DICOM files are read and processed by a user-generated program
wise, it is compulsory to know various parts of the standard.

As per the classification stated in Fig. 1, the various categories identified from the
testing images given to the deep neural network, the decisions for different kinds are
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Fig. 1 Block diagram of the diagnosis of PE using deep learning technique

made [6]. Figures 2, 3 and 4 show the samples obtained from various patients which
are further used for training the neural network.

If the person is not affected with pulmonary embolism, it refers to the normal (NO
pulmonary embolism) (Fig. 2).

If the left side of the heart is unable to pump sufficient amount of blood, the blood
pressure of that person will be dropped. It is termed as LEFT-sided PE. This will
further lead to death in a short period after the pulmonary embolism occurs (Fig. 3).

The blockage found in the right side of the lungs or heart that has moved from
deep veins in the legs to other parts of the body through the bloodstream. It is then
called as RIGHT-sided PE (Fig. 4).

Fig. 2 CT images obtained from Patient-1 and diagnosed as normal
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Fig. 3 CT images obtained from Patient-2 and diagnosed as LEFT-sided PE

4 Results of Pulmonary Embolism Diagnosis

This model gets trained by feeding both input image files as DICOM images and
output as its specified category as normal, LEFT-sided PE, and RIGHT-sided PE. By
the application of deep learning neural network and training the network with more
number ofCT scan images obtained frommore number of persons and fed as different
slices, the neural network can provide best learning [7]. From this advantage, it is
further tested the neural network with testing slices obtained from various persons,
the appropriate classification decision was obtained.

If it is given the DICOM images to the neural network model, the network will
process the input and gives the output in the format for better human understanding.
As a sample of results, Fig. 5 shows the decision made as LEFT-sided PE, and Fig. 6
shows the decision made as RIGHT-sided PE.
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Fig. 4 CT images obtained from Patient-3 and diagnosed as RIGHT-sided PE

Table 1 shows the results of classification of PE diagnosis in terms of normal,
LEFT-sided PE, and RIGHT-sided PE.

By this technique, it can be assured that the medical practitioner, or even the lab
technicians, can easily identify the results of PE and from which the patients can get
their treatment faster. It reduces the time delay for diagnosing the disease and gives
effective classification.

5 Conclusion

There is a deep learning neural network-based PE diagnosis was observed effectively.
By the application of this method, it is classified the pulmonary embolism as normal,
LEFT-sided PE, and RIGHT-sided PE from various input test images fed to the
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Fig. 5 LEFT-sided PE

Fig. 6 RIGHT-sided PE

Table 1 Classification results of PE diagnosis

Patient Id No. of patients’
images trained

No. of normal
(NO PE)

No. of LEFT-sided
images classified

No. of
RIGHT-sided
images classified

75d23269adbd 15 0 12 3

291c07d4a7c0 15 1 10 4

396cdd37b9bf 18 1 14 3
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neural network. From the results, it is assured that by implementing this technique,
the medical practitioner, even the lab technicians, can obtain faster and accurate
results from pulmonary embolism CT scans. It further reduces the human errors and
time consumption for diagnosing the PE. Faster diagnosis of PE will further helps
to start the treatment faster and reduces the death rate happening due to delay in
diagnosing.
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Analysis of Daubechies 2 Wavelet
in WPM System for Adhoc Network

M. B. Chakole and S. S. Dorle

1 Introduction

The introduction of wavelet is not very old. It has gained the popularity within the
short duration of time and wavelet theory developed by leaps and bound amongst
the researchers. Researchers are attracted to carry the research in wavelets looking
towards its improved features and improved characteristics as compared to other
multi-carrier modulation (MCM) techniques [1]. Nowadays, a large number of
researchers are using the wavelet theory concept in the field of wireless commu-
nication to get the improved performance in the system. Also, several books and
research publications related to wavelet theory are easily available for researchers
for carrying out their research work. Major feature of the wavelet transform is its
working capability in time domain and frequency domain and provides both the
time–frequency information of the signal simultaneously [2]. In MCM, data stream
is divided to obtain the bit streams. Bit streams in MCM can be modulated with
the use of multiple narrow bandwidth carriers. The orthogonality of the signal is
maintained in MCM by adjusting the signal pulses in the frequency and time plane.
For any of the application, there are chances of losing the orthogonality of the signal
during the travel through the wireless channel. This is due to intersymbol (ISI) and
interchannel (ICI) interferences which disturb the signal at receiver [3].

Wavelet packet modulation (WPM) is a multi-carrier modulation technique based
on wavelets. The greatest motivation to follow WPM system is the flexibility
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and modulation functionality. The WPM system consists of compactly supported
wavelets which is an advantage for designing decomposition and reconstruction
filters used for the implementation of filter banks. During the simulation of wavelet
packet decomposition phase, the given signal is divided into two components, i.e. the
low-frequency component and high-frequency components. In software design for
simulation by fixing the frequency resolution at desired level packet decomposition
can be done. By using Daubechies (dB2) wavelet, design for two band filter banks
implementation is achieved. By making use of filter banks, adhoc network can be
established for smooth communication [4].

Adhoc network is consisting of the mobile and immobile nodes that are generally
referred as the self-organizing networks. They are called as self-organizing networks
because the topologyof the adhocnetwork is dynamic in nature [5, 6]. Self-organizing
networks also have the feature of self-recovering in many of the applications. Any
of the adhoc network application requires the fast communication of data amongst
the nodes in an autonomous mode. Autonomous nodes of the adhoc networks may
have the feature of flexibility within the network so as to implement in large number
of applications like defence activity and big farms/gardens. At the same time, threats
may arise due to the flexibility. Resolving the threat due to flexibility secure routing
needs to implement within an adhoc network.

In an adhoc network, routing is the emergent issue. It deals with the problems like
mobility of the nodes and limited bandwidth. In this research work, an attempt is
successfullymade to improve theWPMsystem for efficient routing amongst nodes of
the adhoc network. Further out of large number of availablewavelets, suitablewavelet
is identified for theWPM system. The proposedWPM system is experimented under
various channels (AWGN, Rayleigh and Rician) using different modulation schemes
(BPSK, QPSK and 16-PSK) related to the required adhoc network parameters like
energy consumed, BER and throughput.

2 Related Work

Wavelet packet modulation (WPM) with the advantage of flexibility and high band-
width efficiency is a perfect multi-carrier modulation technique. This advantage is
useful in the wavelets for the next generation wireless communication systems. Gao,
Li et al. in their research work explained the WIMAX system-based WPM system
for optimizing the bit error rate (BER). BER performance is improved by applying
the WPM technique in WIMAX system [7]. But the performance in BER results due
to the consumption of high bandwidth.

In one of the research works, authors compared the performance of WPSE/WPM
systems with systems having fast Fourier transform (FFT) and orthogonal frequency
division multiplexing (OFDM). The results of their research indicate improved
performance of WPSE/WPM system as compared to traditionally used FFT/OFDM
system for the bit-error-rate (BER) [8] parameter.
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Researchers also studied the distortions induced in the channel during the MCM.
For the same, researchers proposed a time-domain equalizer for suppressing the
distortions generated due to the MCM technique. Time domain equalizers are
designed with the help of wavelet filters, and disadvantage is that for getting the
improved performance of equalizer within the system, large number of equalizer
taps to be implemented which ultimately results in more number of filters [9].

Researchers proposed a new algorithm used in fast wavelet packet transform
to save computational period. The designed algorithm improves the demodulation
and modulation of signal by increasing the used frequency band. As a result, the
ISI available within the channel gets reduced and the performance of the system
is improved. Here the system performance is slightly improved by increasing the
bandwidth [10].

3 Wavelet Packet Modulation

WPM having orthogonal wavelet packet bases is derived from a multi-resolution
analysis. Multiresolution analysis is the technique of transmitting the data within the
channel to generate parallel data sub-streams by the division of the input signal.
Within the channel, the signal is modulated and multiplexed at different carrier
frequencies. At the beginning of the process, a pair of quadrature mirror filter (QMF)
is considered to derive the orthogonal bases. QMF consists of a half-band high-pass
and low-pass filter (impulse responses p[m] and q[m], respectively) of length l. These
filters share a tight relationship given as [11]:

q[l − 1 − n] = (−1)np[n] (1)

The adjoints or duals of Eq. 1 are the complex conjugate time variants given by
Eq. 2: These complex conjugate time variants are reversed in nature.

p′[n] = p ∗ [−n]
q ′[n] = q ∗ [−n] (2)

The pair {p′[n], q′[n]} is the analysis filter pair for generating the modulation
of data at the transmitter side through wavelet packet carriers. The opposite side of
transmitter is the receiver side where the reverse procedure is followed as compared
to transmitter side. In receiver side, the synthesis filter pair derives the wavelet packet
carriers exact dual for demodulation process.

P ∗ (w + π)P ′(w) + Q ∗ (w + π)Q′(w) = 0 (3)
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Fig. 1 WPM system functional block diagram

where P(w), Q(w), P ′(w) and Q′(w) denote the magnitude of the four filters
mentioned in the above equations in the frequency domain. represents the perfect
reconstruction condition.

The quadrature modulated frequency filters as shown in Eqs. 1 and 2 develop
wavelet packet bases

{
γ k
l

}
. The final version of WPM modulation signal x[n] is

generated due to the combination of the wavelet packet bases
{
γ k
l

}
weighted with

complex data symbolsau,k of various parallel streams k and data index l is represented
by Eq. 4:

x(n) =
∑

u

M−1∑

k=0

au,kγ
k
l (n − uM) (4)

The synthesis filter pair {p[n], q[n]} at the receiver demodulates the data through
a process mentioned above equations. Figure 1 shows the functional block diagram
of WPM system.

The inverse discrete wavelet packet transform (IDWPT) is available on the trans-
mitter side. It is designed with the synthesis tree by dividing the single signal into
various parallel streams. The discrete wavelet packet transform (DWPT) available at
receiver side divides the signal received from the transmitter with the help of wavelet
packet analysis tree.

4 Simulation Results

Adhoc network is designed in theMATLAB platform for the proposedWPM system.
Table 1 shows the proposed simulation parameters of the system. During the simu-
lation, the distance amongst the adjacent neighbouring nodes of adhoc network is
assumed as 100 m. For evaluating, the major performance parameters like energy
consumption, BER and throughput of the adhoc network Daubechies (db2) wavelet
are used. To measure the performance of the system, most widely used modulation
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Table 1 Proposed
parameters for WPM system

Modulation BPSK, QPSK, 16-PSK

Sub-carriers 64 bits

Code length 1000 bits

Number of levels 4

Distance amongst neighbouring
nodes

100 m

Channels AWGN, Rayleigh, Rician

Wavelet Daubechies (db2)

SNR range 20–40 dB

schemes (BPSK, QPSK and 16-PSK) were considered over various channel condi-
tions (AWGN, Rayleigh and Rician). Sub-carriers 64 bits have been considered for
the modulation scheme, and the adhoc network was iterated for the code length of
1000 bits.

Working of Daubechies (db2) Wavelet for Adhoc Network

The proposed WPM system for adhoc network is efficient if Daubechies (db2)
wavelet is used under different channel conditions. The working of db2 wavelet
for each of the modulation scheme was verified.

4.1 BPSK Modulation Using Daubechies (Db2) Wavelet

The working of Daubechies (db2) wavelet within BPSK modulation scheme for an
adhoc network parameters BER, throughput and energy consumed in three channel
conditions (AWGN, Rayleigh and Rician) is shown, respectively, in Figs. 2, 3 and 4.

From Figs. 2, 3 and 4, it is clear that, as compared to Rayleigh and Rician channel
condition, under AWGN channel condition the working of Daubechies (db2) wavelet
in BPSK modulation scheme is good.

4.2 Working of Daubechies (Db2) Wavelet for QPSK
Modulation

The working of Daubechies (db2) wavelet within QPSK modulation scheme for an
adhoc network parameters BER, throughput and energy consumed in three channel
conditions (AWGN, Rayleigh and Rician) is shown, respectively, in Figs. 5, 6 and 7.

From Figs. 5, 6 and 7, it is clear that, as compared to Rayleigh and Rician channel
condition, under AWGN channel condition the working of Daubechies (db2) wavelet
in QPSK modulation scheme is good.
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Fig. 2 Plot of db2 for BER in BPSK modulation scheme

20 22 24 26 28 30 32 34 36 38 40
0

2

4

6

8

10

12

14
x 10

5

SNR

T
hr

ou
gh

pu
t 

(b
its

/s
ec

on
d)

Throughput for DB2

awgn

rayleigh
rician

Fig. 3 Plot of db2 for throughput in BPSK modulation scheme



Analysis of Daubechies 2 Wavelet in WPM System for Adhoc Network 709

20 22 24 26 28 30 32 34 36 38 40
0

0.2

0.4

0.6

0.8

1

1.2

1.4

SNR

E
ne

rg
y 

(J
ou

le
s)

Energy consumed for DB2

awgn

rayleigh
rician

Fig. 4 Plot of db2 for energy consumed in BPSK modulation scheme
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Fig. 6 Plot of db2 for throughput in QPSK modulation scheme
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Fig. 8 Plot of db2 for BER in 16-PSK modulation scheme

4.3 Working of Daubechies (Db2) Wavelet for 16-PSK
Modulation

The working of Daubechies (db2) wavelet within 16-PSK modulation scheme for an
adhoc network parameters BER, throughput and energy consumed in three channel
conditions (AWGN, Rayleigh and Rician) is shown, respectively, in Figs. 8, 9 and
10.

From Figs. 8, 9 and 10 it is clear that, as compared to Rayleigh and Rician channel
condition, under AWGN channel condition the working of Daubechies (db2) wavelet
in BPSK modulation scheme is good.

FromFigs. 2, 3, 4, 5, 6, 7, 8, 9 and 10, the discussions clearly indicates theworking
of Daubechies (db2) wavelet is satisfactory. Amongst three channel conditions the
working of db2 wavelet is found good in AWGN channel (Tables 2 and 3).

After comparison of all three channel conditions (Rayleigh, AWGN and Rician),
under AWGN channel condition, it was observed that db2 almost work equally
suitable for all the modulation schemes. But the average performance of db2 under
AWGN channel condition for QPSK modulation scheme is good as compared to the
BPSK and 16-PSK modulation schemes.
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Table 2 Analysis of db2 wavelet in WPM system using three different modulation schemes for
adhoc network

Modulation schemes Channels Parameters

BER Throughput (bits/s) Energy (J)

BPSK AWGN 0.000493 1,074,230 0.18433

Rayleigh 0.000496 418,138 0.4771

Rician 0.000497 411,777 0.5104

QPSK AWGN 0.000493 1,075,506 0.18232

Rayleigh 0.000496 420,750 0.48932

Rician 0.000505 410,838 0.46855

16-PSK AWGN 0.000495 1,073,633 0.18524

Rayleigh 0.000503 418,279 0.49121

Rician 0.000504 414,639 0.58649

Table 3 Evaluation of db2 wavelet in WPM system using three different modulation schemes over
AWGN channel for adhoc network

Parameters SNR range Average value
BPSK

Average value
QPSK

Average value
16-PSK

BER 20–40 dB 0.000493 0.000493 0.000495

Throughput (bits/s) 1,074,230 1,075,506 1,073,633

Energy (J) 0.18433 0.18232 0.18524

5 Conclusion and Future Scope

The WPM system is tested for the use in adhoc network. For adhoc network, three
important parameters of the network like BER, throughput and energy consumed
were analysed usingWPMsystem. By usingDaubechies (db2)wavelet with different
channel conditions like Rayleigh, AWGN and Rician channels separately in sepa-
rate three different modulation schemes BPSK, QPSK and 16-PSK, efficient WPM
system for adhoc network will be obtained.

Finally, it is concluded that the WPM system by using Daubechies (db2) wavelet
with QPSK modulation over AWGN channel condition gives a better performance
of BER, throughput and energy consumption within an adhoc network.

The research carried out in this work leaves an ample scope for extension and
applications of wavelet packet modulation system for wireless communication like
mobile adhoc network (MANET), wireless fidelity (Wi-Fi).

It can be concluded that thework under investigation of the design ofWPMsystem
for adhoc network (communication purposes) can be extended towards multifold
applications in the area of transportation systems. The practical development of
improved WPM system is one of the major potential research directions in future.
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Adiabatic Multiplexer and Delay
Flip-Flop

Y. Syamala and K. Srilakshmi

1 Introduction

In recent years, as the transistor density is increasing on a single silicon chip, which
improves the performance in most of the electronic circuits by significant orders
of magnitude. Unfortunately, the increased dissipation of power and energy of the
systems also depends on enhancement of the performance. In such cases, the reduc-
tion in reliability and increase in cost due to expensive packaging and cooling. In
present scenario, minimization of power is one of the main considerations of the
system due to so many reasons like improving the battery life of smart devices,
reliability of the system and packaging [1]. Researchers are concentrating as the
requirements of low power in micro-electronics systems at different levels like tech-
nology, circuit, and gate level for the reduction of energy dissipation by an electronic
circuit. In VLSI circuits using CMOS, the most dominant source of power is the
switching power due to charging and discharging of CL. In order to minimize such
power, an alternative method is introduced as an adiabatic switching [2]. In this tech-
nique, the load capacitance charging and discharging carried out as the small amount
of energy loosed and recovery of energy stored in capacitors is achieved. Adiabatic
logic is one technology which reduces the power dissipation. Power clock signal
generator and digital core are the two main parts in an adiabatic system. Adiabatic
families used here are positive feedback adiabatic logic (PFAL) and 2N-2N2P [3].
Both logics operate with a four-phase power clock supply and a main section of
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cross-coupled inverters. Logic blocks in PFAL are connected from clock to output
nodes and from output to ground in 2N-2N2P [4–6].

In this paper, different sections are organized as basic information about adia-
batic logic is given in Sect. 2. In Sect. 3, design of multiplexer using CMOS and
adiabatic logics is presented. In Sect. 4, the D flip-flop circuit using both logics is
depicted alongwith the results of simulationwaveforms. Analysis and comparison of
various performance parameters of designed circuits using both logics are explained
in Sect. 5. Finally, conclusion is given in Sect. 6.

2 Adiabatic Logic

Due to switching activity of input patterns, power dissipation that takes place from
circuit is converted into heat which is ultimately released to the environment like
globalwarming. Tominimize dissipation of power circuit, designers either can reduce
supply voltage, node capacitance, or lowering number of switching events. To achieve
energy dissipation below this lower limit ofCLVDD

2, a novel technique is used which
is termed as an adiabatic logic [7]. The researchers introduced a circuit-level approach
called adiabatic which is possible to realize ultra-low-power computing applications
without reducing VDD. An adiabatic logic refers to the thermodynamic processes
that exchange no heat with the environment. This leads to a minimization of power
dissipation at the cost of slower performance of operation. In the literature, adiabatic
switching has been identified as well suited for ultra-low-power applications. An
adiabatic logic is used in ultra-low-power applications where conventional energy is
minimal and performance is not an issue such as bio-medical, robotics, IoT, space,
and deep sea [8–11]. To achieve energy efficiency, the adiabatic gate has to follow two
basic rules. (i) Transistor will never get completely ONwhere the voltage is between
drain and source. (ii) Transistor is never completely turned off where current is
present in it. The basic topology of an adiabatic gate is given in Fig. 1.

Fig. 1 Topology of an
adiabatic gate
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2N2N-2P Logic

2N2N-2P logic mainly derived from 2N2P and efficient charge recovery logic
(ECRL) to reduce coupling effectwhich belongs to the partially adiabatic logic family
shown in Fig. 2. Its main problem over 2N2P is cross-coupled nature of N-MOSFET
switches which results into non-floating outputs for the recovery phase. The latest
version of 2N2P is 2N2N-2P with only difference that it has extra two NMOS tran-
sistors which are connected in series with PMOSFETs where cross-coupled PMOS
transistors common to both logics [12]. This logic structure is similar to static RAM
which has a cross-coupled inverters.

Positive Feedback Adiabatic Logic (PFAL)

The topology of a PFAL gate is given in Fig. 3. To realize the logic functions, two
NMOS networks are used to generate both true and complementary outputs. The
input NMOS network is connected in parallel to the PMOS transistors. In a PFAL
gate, as the output is not floating therefore all outputs have full logic swing. Finally,

Fig. 2 Structure of
2N2N-2P logic

Fig. 3 Structure of PFAL
gate
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PFAL shows the best performance in terms of energy consumption, useful frequency
range, and robustness against technology variations.

3 Design of 4 × 1 Multiplexer

A multiplexer is an electronic component which is a type of digital switch, or it can
also be termed as data selector. This is circuit has “n” selection lines, 2n input data
lines, and a single data output line.

4 * 1 Multiplexer Using CMOS Logic

Based on the functionality of logic expression, circuit is designed using CMOS logic.
In which, the pull-up network consists of four sets of three PMOS transistors

each in series and connects them in parallel, and the pull-down network has a similar
inversely connected circuit; the output is then connected to an inverter to obtain the
final output is presented in Fig. 4. The general logic diagram and expressions are
given in [12]. The functionality has been verified using CAD tool, and simulation

Fig. 4 CMOS transistor level diagram of 4 * 1 multiplexer
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Fig. 5 Functional verification of 4 * 1 data selector using CMOS

waveform is shown in Fig. 5. For S0S1 = “11,” output produces the data which are
available at D3 to the output Y.

4 * 1 Multiplexer Using Adiabatic Logic

The adiabatic technique incorporated in the design of 4 * 1multiplexer here is positive
feedback adiabatic logic (PFAL) shown in Fig. 6. This is a form of dual rail circuit
with partial recovery logic. The circuit mainly consists of a pair of cross-coupled
inverters that avoids logic-level degradation on the output; on either sides, a couple
of NMOS transistors are connectedwhich forms n-tree sections which are left-side n-
tree consists of three NMOS transistors connected in series, and four similar sets are
connected together in parallel. Right-side n-tree consists of three NMOS transistors
connected in parallel, and four such sections are connected in series. The coupled
inverter and both n-trees are connected via a power clock to provide power supply;
both true and complementary outputs are generated by this topology.

The operation performed by 4 * 1 multiplexer with four selection lines s0 and s1
and their inverse, so it is to be used to select between input lines d0, d1, d2, d3, and
provide the same via a common output lines out and out_bar shown in Fig. 7.

4 Delay Flip-Flop

The delay flip-flop is an edge-triggered device which transfers input data to Q on
clock rising or falling edge. Data latches are level-sensitive devices such as data and
transparent latch.
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Fig. 6 Schematic diagram for 4 * 1 multiplexer using adiabatic logic

Fig. 7 Simulation waveform for 4 * 1 multiplexer using adiabatic CMOS logic

D Flip-Flop Using CMOS Logic

The D flip-flop circuit can be explained by dividing the complete design into three
sections connected with a common power supply VDD and ground. The first section
consists of a PMOS transistor and two NMOS transistors connected in series with
PMOS transistor at the top followed by NMOS transistors; a common input D is
given to PMOS and bottom NMOS, and a clock input is given to the center NMOS
transistor.
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Second section consists of a PMOS transistor and NMOS transistor connected
in series with PMOS transistor receiving its input from the combination of PMOS
and middle NMOS from first section, and the NMOS receives it input from the
combination from of two NMOS circuits from first section; this produces an output
Q as shown in Fig. 8. Third section is an inverter circuit with input Q, so it produces
the final output Q.

The D flip-flop will store and output, whatever logic level is applied to its data
terminal, so long as the clock, input is HIGH. Once clock input goes LOW, the set
and reset inputs of the flip-flop are both held at logic level “1” is given in Fig. 9.

Fig. 8 Schematic diagram for D flip-flop using CMOS logic

Fig. 9 Simulation waveform for D flip-flop using CMOS logic
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Fig. 10 Schematic diagram for D flip-flop using adiabatic logic

D Flip-Flop Using Adiabatic Logic

The adiabatic technique incorporated in the design of D flip-flop here is 2N-2N2P.
This technique reduces the coupling effects. The circuit mainly uses a cross-coupled
latch of twoPMOSFETs and twoNMOSFETswith a power clock at the top to provide
power supply, and on either sides, a couple of NMOS transistors are connected which
forms n-tree sections. The left-side n-tree is called functional block and consists of
two NMOS transistor coupled and provided with its respective inputs. The right-side
n-tree is called functional bar block and consists of two NMOS transistors connected
in series, and a NMOS transistor is connected in parallel to the two NMOS set; the
output from the two NMOS set is provided as input to the third NMOS in series, and
by providing its respective inputs, the circuit is designed. The schematic usingCMOS
and functional verification of D flip-flop is given in Figs. 10 and 11, respectively.

An adiabatic D flip-flop has two inputs d, dbar and a clock as another input, finally
provides output via q and qbar.

5 Power Consumption Analysis and Comparison

The functional verification of designed adiabatic multiplexer andD flip-flop has been
done with different supply voltages of 1.8, 3.3, and 5 V. The power dissipation of the
designed circuits is determined at 180 nm technology node with W = 2 µm and L
= 0.18 µm. The area in terms of number of devices is also calculated and compared
with conventional CMOS logic.
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Fig. 11 Simulation waveform for D flip-flop using adiabatic CMOS logic

4:1 Multiplexer

The variation of power dissipation for the designed PFAL and CMOS multiplexers
with different supply voltages is shown in Fig. 12. From the simulation results, it was
observed that an average percentage of power dissipation improvement in adiabatic
multiplexer is 33.08% as compared with conventional CMOS design.

D Flip-Flop

Similarly, for the D flip-flop, the power dissipation curves are shown in Fig. 13.
Average percentage of power dissipation improvement in 2N2N-2P D flip-flop in
comparison with conventional CMOS is 78.48% observed from the results.

Fig. 12 Comparison plot for designed multiplexer circuits
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Fig. 13 Power plot comparison for delay flip-flop

Table 1 Performance parameters of designed circuits

Performance parameters 4 × 1 multiplexer Delay flip-flop

CMOS Adiabatic CMOS Adiabatic

Transistor count 26 28 07 09

Area (µm2) 9.36 10.08 2.52 3.24

Total power dissipation (µW) at a supply voltage of
1.8 V

530 358.8 180 37.8

The performance comparison of multiplexer and D flip-flop using CMOS and
adiabatic logic is presented in Table 1.

6 Conclusion

In this work, mainly concentrated onminimization of the power dissipation and APP.
The digital logic circuits ofmultiplexer andDflip-flop are designed and implemented
using CMOS and adiabatic logic. The circuits are synthesized using CAD tools, and
the results observed that the adiabatic designed circuits have lesser power dissipation
than CMOS logic. Adiabatic logic circuits were designed using 180 nm technology
at three different DC supply voltages which are 1.8, 3.3, and 5 V on LTspice tool. On
comparison with conventional CMOS designs, an average of 33.08% energy saving
in the design of PFAL adiabatic multiplexer and an average of 78.48% energy saving
in the design of D flip-flop are observed which designed using 2N-2N2P adiabatic
logicwas. The proposed adiabatic designsmay have certain applications in the design
of high-end circuits and will be felt useful in area which require better performance
with less power dissipation.
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AMobileNet-V2 COVID-19: Multi-class
Classification of the COVID-19 by Using
CT/CXR Images

N. Mahendran and S. Kavitha

1 Introduction

COVID-19 is a spherical or pleomorphic, and it has the envelop particles consisting
of mono-stranded RNA which are incorporated with a nucleoprotein. The capsid
is located inside the nucleoprotein which is comprised of matrices of proteins [1].
COVID-19 is one of the most dangerous virus and has emerged from China and
spread to the worldwide in short period of time. The World Health Organization
has announced this COVID as worldwide pandemic. Many countries have been
introduced the lock down to reduce the further spread of COVID. Among the world,
many of the countries followed this lock down to control the pandemic. In India,
the government and people have more issues those are related to the economic,
agricultural, social, educational, political, psychological, etc.

In the May month of 2020, WHO have registered positive COVID cases of
3,759,967 and the amount of death had increased to 259,474 throughout the world.
Due to this severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infec-
tion, there are totally 212 countries have affected. In India, the first COVID case had
been registered in the state of Kerala on 30th Jan, 2020. Drastically, the number of
cases are increased. On 8th May of 2020, the Indian Council of Medical Research
(ICMR) collects 1,437,788 samples to the National Institute of Virology (NIV),
Pune. As of Aug 12th, 2021, totally 32,077,706 positive cases registered in the India
among that 429,669 deaths are occurred. Hence, the death rate is increased to 1.34%
compared to 2020. The clinical symptoms have totally varied from minor infection
in lungs to major level infections like MERS and SARS-CoV, COVID-19 symptoms
are fatigue, cough, fever and shortness of breath. Among these, diarrhea also one
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of the symptoms in COVID-19 infection and approximately 20–25% are intestinal
symptoms [2, 3].

The evaluation of the radiological treatments andCT scans is widely utilized in the
part of COVID diagnosis [4, 5]. On the other hand, the slice of chest CT scans have
vital proof for appropriate COVID-19 findings [6]. The 100% prospective and confi-
dence findings of the COVID-19 disease in Thoracic-CT (T-CT) scans are acquired
with the help of air bronchograms, amalgamation, perilobular pattern, inverse halo
and ground-glass opacity (GGO) ± crazy-paving [7]. Hence, the coronavirus have
changed their protein layer rapidly and available in multiple versions such as delta
and delta+. The main goal of the paper is to deal with the deep learning approaches
to carry over each level processing of the COVID-19 detection.

2 Literature Survey

In the twenty-first century, COVID-19 is themost dangerous virus stated by [8]which
is diagnosed with the help of variety of testing approaches such as CXR images, RT-
PCR testing, and CT scans. The present-day COVID database has not the ability to
build such triage system because COVID cases tended toward more severe as well
as heterogeneous in nature. Hybridized deep learning architecture was developed
by [9] in which the unsupervised anomaly detection has been clearly solved for
multiple spatiotemporal data. Dong [10] reviewed the computing and characteristic
imaging models that had been processed in the COVID-19 management. CT scans,
RT-PCR, MRI, and lung ultrasound images are used for detect, treat, and follow-
up of the COVID-19. These computing models are explored with the aid of AI
techniques. Horry [11] demonstrated the deep learning (DL) and transfer learning
(TL) algorithms to find the COVID using X-rays, CT scans, and ultrasound images.
The authors identified an appropriate CNN model which is utilized with VGG19
model to explore the scarcity and challenging issues in the COVID-19. Jiang et al.
[12] presented a synthesis approach for CT images which is based on the generative
adversarial network (GAN) which effectively creates the great quality and optimistic
CT images for imaging tasks.

Liu et al. [13] introduced a matrix profile technique for detecting the anomaly
of CT image in two levels. Here, the DenseNet was trained by using the anomaly
weighted CT images to variate the COVID-19 and non-COVID-19 CT images. Yan
[14] tried to explore the novel DCNN for segmenting the chest CT images to find
out the COVID-19 infections. The COVID-19 infection had been segmented by
feature variation block which adaptively adjusts the global characteristics of the
features. The feature fusion was done by multiple scaling of the Progressive Atrous
Spatial Pyramid Pooling which is useful for handling the convenient infected area
with different shapes and appearances. Hu [15] presented the weakly supervised DL
algorithm to identify and classify the COVID-19 cases from input CT image datasets.
Rahaman et al. [16] have employed deep transfer learning algorithms in which the
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authors have carefully examined the 15 pre-trained CNN models to come out with
appropriate network to perform the classification task.

Taresh et al. [17] aimed to evaluate the effectiveness of the pre-trained CNN
for automatic diagnosis of the COVID-19 from the chest X-ray image dataset. The
method was explored by AI effectiveness and detailed discovery of COVID from
input X-ray image dataset. Kusakunniran et al. [18] presented a solution to detect
the COVID-19 automatically from the CX-ray images. The system adapted with
ResNet-101 as a main architecture along with 44 million of parameter set. Sarkar
et al. [19] have used the VisionPro Deep Learning™ and COGNEX’s deep learning
software to separate the Chest X-rays images from the COVIDx dataset. Ahmed
et al. [20] presented an automated model for classifying the COVID-19 by utilizing
available dataset of COVID and non-COVID X-ray images. The feature extraction
process was performed by high-resolution network (HRNet). Narin et al. [21] have
implemented variety of three binary classifications along with four classes criteria
(bacterial pneumonia, viral pneumonia, COVID-19, and healthy) by using the five-
fold cross-validation. ResNet101, Inception-ResNetV2, InceptionV3, ResNet50, and
ResNet152 are pre-trained NN models to detect the coronavirus from the infected
X-ray radiograph reports.

Swapnarekha et al. [22] presented VGG16 to make the use of RMSprop and
ADAM optimizers for autonomous finding of the COVID-19. Zoabi et al. [23] estab-
lished a trained machine learning algorithm to extract the eight sets of features such
as known-infected contact, age, sex, and five initial symptoms (cough, shortness of
breath, etc.). Pandit et al. [24] andmade use of theDLmodel to automatically classify
the COVID-19 using chest X-rays. The pre-trained deep learning VGG-16 was used
to take the charge of classification task. The fine-tuned transfer learning (TL) was
used to train the network effectively with less number of chest radiographs. Hence,
deep learning and CNN approaches were used by the many of the authors [25–27]
for detecting the COVID cases.

Fig. 1 Denoising of CT images using DnCNN
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3 Deep Learning Algorithm for COVID-19 Detection

3.1 DnCNN Algorithm for Denoising of CT Images

The DnCNN architecture for denoising the input CT images is shown in Fig. 1 [28].
The noised image in the proposed DnCNN denoising algorithm is termed as y =
x + v. The mapping function F(y) is learned by discriminative denoising models
like cascade of shrinkage fields (CSF) and multilayer perceptron (MLP). Residual
learning formulation is adapted to train the R(y) ≈ v residual mapping, and it can be
rewritten as R(y) = y − x. Initially, the average mean square error (MSE) between
the expected residual image and noisy image can be considered as the loss function.
The 8 trainable parameter is learnt with the help of this loss function in DnCNN.
For N noisy trained images, the pair {(yi, xi)}iN = 1 is assumed to be unity. The
following steps are used for summarizing the process involved to denoising the input
CT images.

Step 1: The noisy image feature ‘Y ’ is analyzed by active convolution layer and
covariate offset, and it can be selected by batch normalization.

Step 2: The selected features are extracted with the help of nonlinear mapping.

Step 3: The final residual image is calculated with batch normalization active
convolution.

3.2 Feature Extraction of COVID CT Images

Conventional ML algorithms require huge man power to detect and extract the
features. Some of the manually extracted features are Haar cascades, scale-invariant
feature transform, features from accelerated segment test (FAST), histogram of
oriented gradient (HOG), speeded up robust feature, and min eigenfeatures.

In DL algorithms, the image features are automatically extracted from the input
medical images. The network learns the importance of the extracted features on the
output end by introducing the weights. The raw input CT images are first passed
through the network layers, and it is identified the image patterns to make the feature
sets. The neural network comprises of both feature extractor and classifier unit which
are trained under end-to-end approach. This mannerism of the NN model is totally
contrasted to the conventional ML model which holds the hand crafted features.
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3.3 Classification of COVID-19 Images by MobileNet

The traditionalML algorithm needs the basic information about the source and target
data. The feature set is extracted from the initial source data and used in the training
phase to classify the target data. The previous version ofMobileNet-V1was intended
through orientation to the conventional VGG structure that is used to construct the
networkmodel bymounding convolution layers (CL) in order to increase the accuracy
rate.

Compared to the MobileNet-V1, the major development of MobileNet-V2 has
two points, the initial point is the implementation of the linear bottleneck and the
second point is complemented residual block. The MobileNet-V2 has main building
block of depth separable convolution block and linear bottleneckwith complemented
residuals. Table 1 shows the characteristic implementation of the MobileNet-V2 in
which the factorsN toM represents the channels,E and S denote the expansion factor
and stride, respectively. The linear restricted access sums the 1 × 1 convolutional
layer to the depth-wise convolutional layer, and also, it uses the activation in linear
nature rather than the nonlinear. The point-based convolutional layer, performs the
down-sampling to set the s parameter in the depth-wise convolutional layer. Table 2
shows the whole architecture of the MobileNet-V2, whereas the standard convolu-
tional layer is denoted as conv-2d, the average pooling is termed as avg pool, number
of output channels is indicated by term Oc, and it is recurrent in N r times. There are

Table 1 MobileNet-V2’s
bottleneck

Input Layer-wise operator Output

X × Y × N 1 × 1 conv-2d, RLU6 X × Y × tN

X × Y × Nt 3 × 3 dwise s = s, RLU6 X/s × Y /s × Nt

X/s × Y /s × Nt Linear 1 × 1 conv-2d X/s × Y /s × M

Table 2 Network configuration of MobileNet-V2 [29]

Shape of the input Operation E Oc N r S

224 × 224 × 3 Conv-2d – 32 1 2

112 × 112 × 32 Bottleneck 1 16 1 1

112 × 112 × 16 Bottleneck 6 24 2 2

56 × 56 × 24 Bottleneck 6 32 3 2

28 × 28 × 32 Bottleneck 6 64 4 2

14 × 14 × 64 Bottleneck 6 96 3 1

14 × 14 × 96 Bottleneck 6 160 3 2

7 × 7 × 160 Bottleneck 6 320 1 1

7 × 7 × 320 conv2d 1 × 1 – 1280 1 1

7 × 7 × 1280 Avg pool – – 1 –

1 × 1 × 1280 conv2d – k – –
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totally 19 layers associated with this network; the intermediate layers are mainly
placed to excerpt the features. The final layer is mainly employed for classification
purpose.

In transfer learning algorithms, theMobileNet-V2 is previously trained by promi-
nent ImageNet which is considered to be a standard feature extractor. The training
process is done in the two added layers and then fine-tuning is performed by locating
the few of the layer instead of training of all layers.

4 Implementation Results

4.1 Experimental Dataset

The authorized COVID dataset is collected from [30, 31]. The dataset contains
the different medical images such as severe pneumonia cases, lung segmented
images, COVID-19 subjects, and non-COVID-19 images. This dataset simultane-
ously processed in DnCNN denoising algorithm and deep learning classifier models.
This section deals the performance of each level of medical image processing
algorithms. The sample images in the dataset are shown in Figs. 2, 3, and 4.

Figure 2a–h illustrates the disease-affected CT images, and healthy CT images
are represented in Fig. 3a–h. The presented MobileNet-V2 not only focused on the
CT images but also took the same concern on the processing of X-ray images for
identifying the COVID-19. Figure 4a–h represents the diseased X-ray image sets.

Fig. 2 a–h Diseased input CT images
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Fig. 3 a–h Healthy input CT images

Fig. 4 a–h Diseased X-ray images

4.2 DnCNN-Based Denoising of Medical Dataset

The input CT/X-ray input dataset is initially passed through the DnCNN denoising
algorithm in which the denoised image got from the residual images. The quality
of the denoising algorithm is validated by measuring the PSNR and SSIM values.
Table 3 shows the PSNR and SSIMvalues of the noised and denoisedmedical images
while considering the Gaussian noise.
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Table 3 Denoising of CT/X-ray images using DnCNN algorithm

Images Noised PSNR Denoised PSNR Noised SSIM Denoised SSIM

CT-1 22.1011 27.0405 0.2276 0.3724

CT-2 21.8832 26.8667 0.2497 0.3983

CT-3 22.5037 28.1314 0.1035 0.2816

CT-4 22.0751 27.1368 0.2480 0.3945

CT-5 22.0510 27.0324 0.2623 0.4079

X-ray-1 20.2270 32.6682 0.1726 0.7938

X-ray-2 20.3437 32.4030 0.1389 0.7381

X-ray-3 20.0949 34.3288 0.1283 0.8353

X-ray-4 20.8911 29.9641 0.2650 0.8152

X-ray-5 20.4414 34.2872 0.1303 0.8317

4.3 Classification of COVID-19 Cases by Deep Learning
Models

In conventional image processing algorithm, the feature extraction is performed after
the denoising process. Here, some of the features are manually extracted with the
help of speeded up robust features (SURF), features from accelerated segment test
(FAST), andmin eigenfeature extractors. Each feature extractor exhibits thematching
points between the original and distorted medical images. Hence, Figs. 5a–d, 6a–d,
and 7a–d illustrate the matching points of the SURF, FAST, and min eigenfeatures of
the CT images. Similarly, Figs. 5e–h, 6e–h, and 7e–h illustrate the matching points
of the SURF, FAST, and min eigenfeatures of the X-ray image sets.

The pre-trained MobileNet-V2 model is employed in the deep learning classifier.
In classifier stage, the process is carried in the twomain phases: the first training phase

Fig. 5 a–h Matching points extraction from SURF feature extractor
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Fig. 6 a–h Matching points extraction from FAST feature extractor

Fig. 7 a–h Matching points extraction from min eigenfeature extractor

trains the classifier with whole dataset and the second testing phase classifies the
input image based on the training phase. Here, the MobileNet-V2 is fully pre-trained
with entire training images. Table 4 represents the characteristics of the proposed
classifier.

During the testing phase, each input medical image in the dataset is processed
in variety of processing stages and finally classify the images. Table 5 illustrates
the type of the image, entropy, and accuracy rate. Different machine learning and
optimization techniques are used to improve the performance [32–34].
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Table 4 Characteristics of
the proposed classifier

Specification Used

Deep learning model MobileNet-V2

Number of layers 155

Number of connections 164

Size of the input 224 × 224 × 3

Number of classes 4

Table 5 Classification of
COVID-19

Images Type Entropy Accuracy (%)

I1 Pneumonia/COV-19 3.91492 85.4

I2 Pneumonia 7.70163 81.7

I3 Pneumonia 2.87851 79.4

I4 Pneumonia 4.03344 827

I5 Pneumonia/COV-19 4.1544 76.4

I6 Pneumonia/COV-19 4.24487 86.4

I7 Pneumonia/SARS 6.87146 87.9

I8 Non-COV-19 7.15035 83.7

I9 Pneumonia 7.16573 79.8

I10 Non-COV-19 7.61714 81.7

5 Conclusion

In this paper, a DL MobileNet-V2-based COVID-19 classification is done by
processing the CT/CXR images. In the earlier stage, the medical images are prepro-
cessed by DnCNN algorithm to remove the artifacts that are presented in the medical
images. The preprocessing stage is validated by measuring the SNR and SSIM
values of the noised and denoised medical images. Next to the preprocessing stage,
feature extraction is used to detect and extract the important features in the denoised
images. Finally, the training phase of the classifier is done to train the classifier
with COVID-19 datasets. The testing phase is followed next to the training phase.
In this testing phase, the presented classifier finds the non-COVID-19, pneumonia,
pneumonia/SARS, COVID-19 and shows the 85% of accuracy rate. In the future,
the presented approach will be further developed by taking the variety of COVID-19
types such as delta and delta+ variants.
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A Novel Method to Improve the
Resolution of FLASH ADC for
High-Resolution and High-Speed
Applications

Asma Parveen I. Siddavatam, J. M. Nair, and P. P. Vaidya

1 Introduction

Analog to digital converters are the heart of many devices in electronic instruments
such as oscilloscopes, physical parameter measuring devices, etc., and find use in
many fields such as communication systems (optical fiber communication, radar
communication, wireless networks, etc.), IoT, embedded systems, spectroscopy sys-
tems, instrumentation for data acquisition.

ADC plays a very important role in the processing of all real-world signals such
as video, sound, images, sonar, radar, and physical signals like temperature, pressure,
etc. A large variety of signals have led to the development of ADC for applications in
such diverse fields. The accuracy of analog to digital conversion decides the accuracy
of the signal measured.

ADCs are implemented using different types of architectures, but the perfor-
mance parameters such as sampling rate, resolution, power consumption, etc., that
make them suitable for use in various applications. There is also a trade-off between
different parameters that depend on the type of architecture and the technology used
in fabrication of ICs.

Most commonly sigma-delta, dual slope, and single slope type of ADCs are used
in applicationswhere high resolution and the low sampling rate are adequate. Pipeline
and SAR type of ADCs are preferred in applications where low tomedium resolution
and medium to high conversion rate is required [1–4].
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Flash ADCs are the fastest and simplest converters and are used as building blocks
in other ADC architectures and are preferred in high-speed applications [5].

2 Literature Survey

In the last couple of years, the need for digitization in various applications has led
to extensive research in analog converters such as ADCs and DACs. The growth in
wireless surveillance systems such as healthcare monitoring systems, agriculture,
etc., that has led to research of low power, low-resolution flash ADC as battery life in
such systems is very important. In surveillance applications, audio and video signals
are processed that demand the need of 4–6 bits of ADC resolution [6].

In the past few decades, flash ADCs are commonly used in all three ultrawideband
(UWB) frequency ranges. For low data rate applications such as UWB (lower band
of UWB) receivers, wireless sensor networks, and RFID, low-resolution flash ADCs
are used with a sampling rate of a few hundred MHz [7].

In wireless and mobile applications, variable resolution and variable power flash
ADCs are preferred the most as the resolution of the ADC can be varied as per the
need that controls power dissipation [8].

In optical, magnetic storage systems, and satellite receivers, low-resolution high-
speed analog to digital conversion requires sampling frequency from few hundreds
of MHz to a few GHz [12].

The development of new technologies such as driverless automobiles, augmented
reality, the Internet of Things, and virtual reality has put a demand on high-speed
data transmission and communication that works in the upper band of UWB (24–29
GHz) [7, 11]. The requirement of ADC with high bandwidth, high resolution, and
high speed has increased drastically. The cost of special integrated ADCs used in
IF/RF/5G mm wave applications is very high [13–21].

At sampling rates greater than approximately 2MS/s to a few GS/s, the resolution
decreases by 1 bit every time sampling rate doubles [11]. The biggest challenge in
the design of ADCs for such high-frequency applications greater than 500MHz is
power consumption. To overcome the problem of power dissipation, various ADC
architectures and IC technologies are proposed and implemented [6–14].

Many versions of flash ADC architectures such as combinations of flash-SAR,
time-interleaved flash-SAR, time-interleaved flash ADCs, etc. ADCs and improve-
ment in IC technology have resulted in fulfilling the need for UWB applications [3,
12–21].

Flash ADCs are very useful because of their high conversion rate.With increase in
the resolution of flash ADC, the number of components gets doubled for improving
the resolution by 1 bit that in turn increases the complexity of the circuit and power
dissipation [15].

In flash ADC, analog components like comparators and resistors are the major
components. The traditional versions of high-speed flash ADCs are half flash or
semihalf flash, two-step,multistep flash converters, and pipelineADCs. The principal
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power dissipating elements are resistors, comparators, and the interstage amplifier
[5, 11]. However, the reduction of power dissipation in conventional analog to digital
converters is achieved by doing modifications to traditional implementation methods
and technology.

3 Proposed Method to Improve Resolution of ADC

The increase in resolution of flash ADC from 8 bits to 12 bits requires a total of
4096 comparators, 4096 resistors, etc., which increases the power dissipation and is
difficult to fabricate using IC technology.

Normally, flash ADCs up to 8–10 bits maximum are available commercially.
To improve the resolution of flash ADC, a proposed method does not double the
requirement of the number of comparators and other components for every increase
in resolution by 1 bit as that of conventional flash ADC.

The new proposed method to improve the resolution of ADC is based on the
estimation method described in the literature [22].

The new method requires a 2M number of comparators, an equal number of
resistors, analog switches, and buffers for increasing the resolution by M-bits. Thus
to improve the resolution of flash ADC from 8–12 bits, this method will require an
additional 16 resistors, 16 comparators, 16 buffers as compared to that of conventional
flash ADC that otherwise requires an extra 3840 number of comparators and an equal
number of other components. Hence , new method does not add to the complexity
of the circuit and power dissipation as that of traditional flash ADC. However, in a
new method, the conversion time is slightly increased depending upon the response
time of comparators, analog switches, and an amplifier.

A proposed block diagram of the scheme for improvement in resolution of con-
ventional ADC using the proposed method is shown in Fig. 1. The structure of the
proposed method is similar to that of flash ADC. For improving the resolution
by M-bits, most significant bits (MSBs) of the ADC are decided externally by the
proposed method, and the rest of the least significant bits (LSBs) of ADC can be
generated by any commercially available flash ADC.

The proposed method consists of a resistor string, and the number of resistors in
a resistor string decides the M number of MSB bits. The number of resistors in a
resistor string is given by 2M .

One end of the resistor string is connected with the input voltage, Va, and the
other end of the resistor string is connected with the difference between input and
the reference voltage, Va − Vref as shown in Fig. 1. In this technique, the input is
tracked continuously because the 2M resistors of a string act functionally as if 2M

DACs are working simultaneously.
The voltage level at successive resistor taps is equal to Va-LSB, Va-2LSB, and

so on as given in Table 1. By connecting the two ends of the string with Va and
Va − Vref, the voltage at successive resistor tap is equal to input voltage subtracted
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Fig. 1 Block diagram of proposed method to improve the resolution of flash ADC

Fig. 2 Diagram to show voltage at resistor taps

by DC voltage equivalent to LSB, 2LSB, and so on, respectively, corresponding to
the quantization levels as shown in Fig. 2.

The voltage at successive resistor tap with respect to the input voltage is shown
in Fig. 2. The voltage obtained at successive resistor tap is applied to the associated
buffer, comparator, and digital logic circuit for selection of voltage from proper
resistor tap. The voltage obtained is always less than 1 LSB. It is selected by the
corresponding comparator connected to the respective resistor tap. For this purpose,
other inputs of the comparator which are not connected to resistor taps are grounded,
because of which zero crossover comparator is used.
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Table 1 Voltage level at each resistor tap

Tap no. Voltage at each resistor
tap, when (Va − Vr is
grounded)

Voltage at each resistor
tap, when (Va is grounded)

Voltage at each resistor
tap, with (Va − Vr ) and
(Va) connected

1 Va /8 7/8* (Va − Vr ) Va-(7/8) *Vr
2 Va /4 3/4* (Va − Vr ) Va-(3/4) *Vr
3 3/8* Va 5/8* (Va − Vr ) Va-(5/8) *Vr
4 Va /2 (Va − Vr )/2 (Va) − (Vr )/2

5 5/8* Va 3/8* (Va − Vr ) Va-(3/8) *Vr
6 3/4*Va (Va − Vr )/4 (Va) − (Vr )/4

7 7/8* Va (Va − Vr )/8 (Va) − (Vr )/8

The selected voltage is amplified by an interstage amplifier so that it satisfies the
full-scale range of the flash ADC. The amplified voltage is finally given to flash ADC
for further digitization to get LSBs.

3.1 Design Considerations

Important components of the proposed system are resistors, comparators, analog
switches, amplifiers, etc.

Selection of components is a very important step in circuit design cycle. The
minimum, maximum, and absolute ratings of various parameters of the components
selected have to be studied thoroughly.

Basic tolerance and matching of the resistors decide the error associated with
A–D conversion and the temperature drift. Hence, low-temperature coefficient metal
film resistors are selected.

To get a resolution of 11 bits, 3 bits are decided by the proposed method and rest
of the 8 bits by conventional flash ADC. The reference voltage for both the resistor
string and conventional ADC can be same or different, but correct relationship has
to be maintained.

3.1.1 Selection of Resistors

Since the equivalent resistance is different at each tap, voltage drop due to bias current
is different at each tap that adds to static error. This error should be less than ±1/2
LSB of the overall resolution. In most of the applications, analog to digital converters
with DNL and INL errors of ±1/2 LSB are adequate.
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In the proposed method, resistors in a resistor string are selected with 0.1% tol-
erance. The value of least significant bit with 11-bit resolution is 4.88mV as given
by Eq. 1.

LSB = Vref

2M
(1)

Themaximum tolerable error is±1/2LSB, and for 11-bit resolution, it is 4.88mV.
For a reference voltage Vref of 10 V and N equal to 3 that is with eight resistors in
a resistor string, the value of 3rd bit using Eq. 1 gives 1.25 V. 0 .1% of 1/8th full-
scale voltage is equal to 1.25 mV. Therefore, resistors in a resistor string with 0.1%
tolerance will give a tolerable error of 1.25 mV, which is less than the maximum
tolerable error of 4.88 mV that is less by a factor of 42.9%.

The selection of resistors in a resistor string depends on the factors like power
dissipation, switching time, and bias current of an operational amplifier used as a
buffer connected to each resistor tap. The value of the resistor, “R”, is selected in such
a way that it should take care of all the three parameters mentioned. The minimum
value of the resistor in a string resistor is dependent on the maximum source current
available from the output of high-speed operational amplifier. The maximum source
current for most of the high-speed operational amplifiers is in the range of 100mA.

The minimum value of the resistor, Rmin, in a resistor string comprising of eight
resistors with a reference voltage of 10 V is 12.5 �. The value of the resistor is
maximum at the center tap of the resistor string. There is no upper limit on the
value of the resistor with respect to the source current of an operational amplifier.
The intrinsic capacitance associated with resistors decides the speed up to which the
value of resistors can be used. This problem is addressed by selecting sufficiently
low values of resistors which results in a smaller RC time constant, thus improving
the speed of operation.

The value of equivalent resistance is maximum at the center tap of resistor string
and which is equal to 2R. The small amount of parasitic capacitance in picofarad and
large value of the resistor in few k� make switching time too large and low power
dissipation, and on the other hand, small value of the resistor in few ohms results in
large power dissipation and small switching time of few nanoseconds. For a value of
resistor equal to 25 � and parasitic capacitance of 10 pF, switching time is 2.5 ns.

3.1.2 Selection of Comparators and Amplifier

Comparators with low response time and low bias current are used. The analog
switches with low on–off time and amplifiers with low settling time is required.

The additional conversion time for the modified ADC is decided by the switching
time of resistors, propagation time of comparators, combinational circuits, and inter-
stage amplifier. Using presently available high-speed components, the total increase
in the conversion time can be limited to 10 ns. The resolution of modified ADC
increases by 3 bits at the cost of the increase in conversion time by few nanoseconds.
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3.1.3 Gain of Interstage Amplifier

The gain requirement of an interstage amplifier depends on the reference voltage of
the resistor string and conventional flash ADC.

The interstage gain is given by Eq. 2.

G = Vr1

Vr
2M (2)

where,M represents number of bits decided by resistors in a string.Vr be the reference
voltage of resistor string. Vr1 be the reference voltage of conventional flash ADC.

This method can be used with any ADC architecture to increase the overall reso-
lution without much increase in conversion time.

4 Results of Simulation

The circuit is designed to achieve a resolution of 11 bits, 3 MSBs are given by exter-
nal peripheral estimation circuit and remaining 8 LSBs by conventional flash ADC.
As shown in Fig. 3, it is a resistor string applied with input voltage of 1 V and differ-
ence between input voltage and reference voltage of 5 V. To prove the concept, the
circuit diagram is simulated using Multisim 14.0. Figures 4, 5, and 6 show buffer,
zero crossover comparator, logic gates, and analog multiplexers used for selection
of proper voltage from one of the resistor taps. Only one set of buffer, compara-
tor, and logic gates is shown for simplicity. Figure 7 shows interstage amplifier for
amplification of residual voltage selected from one of the resistor taps. The obtained
amplified residual output after amplifying by a factor of 4 is given to 8-bit ADC for
further digitization to get the desired resolution of 11 bits without much increase in
the number of components. Figures 9 and 10 show 8-bit ADC and priority encoder
for obtaining digital output (Fig. 8). Table 2 shows the results obtained for input
voltage of 1 and 2 V peak to peak amplitude, but the circuit is designed only for
positive voltages. The reference voltages for resistor string and ADC are 5 V and
±5 V, respectively.

Fig. 3 Resistor string connected with voltage, Va and Va-Vr
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Fig. 4 Buffer, comparator, and logic gates

Fig. 5 Circuit for proper voltage selection

The increase in resolution from 8-bit to 11-bit of conventional flash ADC requires
additional of 1792 comparators and other equal number of logic gates, whereas the
new proposed method requires only 8 comparators and other equal number of logic
gates. The requirement of number of comparators/other logic gates is reduced by
a factor of 224. Hence, almost by the same factor, there is a reduction in power
dissipation, chip area, cost, and complexity. The sub-ranging and pipeline type of
ADC rely on ADC–DAC and subtractor for residual voltage generation adding to
the conversion time, whereas the new proposed method can be used for residual
voltage generation without much increase in the conversion time as it depends on
the settling time of RC time constant of resistors in a resistor string, analog switches,
priority encoder, etc. The new proposed method increases the conversion time by
few nanoseconds by increasing the resolution by 2M .
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Fig. 6 Circuit for proper voltage selection

5 Conclusion and Future Scope

An improvement in resolution byM-bits does not increase exponentially the number
of components, decreasing the complexity and power dissipation as compared to
traditional flash ADC. There is a reduction in the number of comparators, and other
components by a factor of 224 if 8 bit of flash ADC are modified to 11 bit using the
proposed method. It eliminates the use of multiple DACs. It does not add up signifi-
cantly to the conversion time as it is not dependent on DAC for residue generation;
hence, it can be used in sub-ranging and pipeline type of ADC for residue generation.
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Fig. 7 Interstage amplifier

Fig. 8 8-bit ADC and priority encoder
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Fig. 9 Residual voltage, amplified voltage, and digital output for 1 Vp-p input

Fig. 10 Residual voltage, amplified voltage, and digital output for 2 Vp-p input
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Table 2 Summary of Figs. 9 and 10

S. no. Input voltage
(Vpp) in volts

Residual
voltage, volts

Amplified
residual voltage
(input to flash
ADC), volts

MSBs LSBs

1 1 V 122.467 mV 476.404 mV 1 h 80 h

2 2 V 344.650 mV 1.364 V 3 h 7E h

This new method can be used as interleaved flash ADC and interleaved flash-SAR
ADC. The proposed method along with time-interleaved flash ADCs helps to get
high resolution and speed from medium to high frequency of UWB to be used in
high speed and high-resolution applications. With the advancement in VLSI tech-
nology, it is possible to fabricate 2M comparators, resistors, and analog switches in
a single chip for high values of M, and if the value of M is increased to eight, then
the overall resolution of modified flash ADC will be 16 bit.
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FPGA Implementation of Radix-2
Pipelined FFT Algorithm
for High-throughput Applications

Rajasekhar Turaka, S. Ravi Chand, Tavanam Venkata Rao,
and V. Kumara Swamy

1 Introduction

Discrete Fourier Transform (DFT) converts a finite length sequence of regularly
spaced samples of a function into a same length sequence of equally-spaced samples
of the discrete time Fourier transform, which is a complex valued function of
frequency. Fourier transform is commonly used for filtering. The multiply opera-
tion can be performed by multiplying the x[n] and h[n] and take inverse Fourier
transform of product which can also be used for correlation by reversing one of
the sequences. We require N*N operations to calculate Fourier transform by direct
evaluation of DFT formula. FFT algorithm has the advantage of reducing number of
operations to N log N due to its symmetry properties [1]. Discrete transform tech-
nique plays a vital role in digital signal processing (DSP) applications particularly in
many advanced digital communication systems. The real-time computation of DFT
is very important for applications like orthogonal frequency division multiplexing
(OFDM), long-term evolution (LTE), digital video and audio broadcasting systems
(DVB) and (DAB), digital subscriber line (DSL), asymmetric DSL, and very high-
speed DSL [2]. There are two well-known architectures, namely memory-based and
pipelined are used to design the FFT algorithm efficiently on hardware. Low area
and low power are the two major advantages of memory-based architecture, but it
suffers from the memory conflicts and long latency [3]. In order to overcome this
long latency, a number of pipelined architectures were proposed, as pipelined archi-
tectures have a high-throughput rate [4]. Parallelism is a main thing that offers the
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solution to the VLSI DSP architectures. It can be applicable in different stages of the
implementation of DSP architectures [5].

In this paper, a high-throughput pipeline-based single delay feedback fast Fourier
transform (SDF FFT) architecture is proposed. FPGA implementation of SDF is
made very clear interpretation. The SDF FFT core not only reduces the critical path
but also reduces the hardware usage when the core is mapped to two different Xilinx
FPGA families [6]. This architecture consists of a sequence of blocks where each
block process one sample per every clock cycle. Each block in the core has a butterfly
unit and a rotator. The butterfly unit computes additions and multiplications whereas
the rotator allocates the rotations in the plane by the use of twiddle factors [7]. The
proposed design is very flexible and generic. The proposed design is implemented
for vertex-4, Spartan 3A DSP, Artix-7 low oltage, and Zynq boards. For both area
efficient and high throughput, the vertex-4 and Spartan 3A DSP devices can be used.

The organization of the paper is divided into following sections. Section 2 deals
with brief description of the FFT algorithm. Basic structure of pipelined FFT archi-
tecture is discussed in Sect. 3. Section 4 deals with the proposed pipelined FFT
architectures. Results and discussion are discussed in Sect. 5, and finally, Sect. 6
concludes the paper.

2 Overview of FFT Algorithm

The N-point discrete time signal x[n] can be represented in the frequency domain as

X (k) =
N−1∑

n=0

x(n)Wnk
N , 0 ≤ k ≤ N − 1

whereWN = e− j2π/N is called the twiddle factor. Here, X(K) and x(n) are called the
output data and input data, respectively.

It is known that by the use recursive factorization DFT, the radix-2 FFT can be
derived. To compute the N-point DFT of a sequence, it requires O(N2) number
of complex multiplications, and for the same sequence, FFT algorithm requires
O(N log N) multiplications. The decimation-in-time (DIT) radix-2 FFT butterfly
architecture is shown in Fig. 1.

To overcome the difficulty of calculation of the DFT, it is known to utilize the
properties of the twiddle factor. By the usage of the FFT algorithm, we can subse-
quently lessen the computational complexity from order (N * N) to order (N log N).
This regularity of the FFT algorithm is the main reason for the vast implementation
in VLSI. It is also well known to be able to be used in the OFDM systems. The major
difference between the DIT and decimation-in-frequency (DIF) would be the order
of input and output data. In the case of DIT, the input data entered in bit reverse order,
and the output data are in regular order whereas for the DIF works opposite to DIT.
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Fig. 1 DIT radix-2 FFT butterfly

2.1 High-radix FFT

The main reason for the existence of the high-radix FFT algorithm is to decrease
the computational complexity of the algorithm. It will serve in the way of reducing
the amount of data and multiply and add operations. It can be able to perform the
reverse of the regular conventional pipelined implementation. In the figure, the input
sequence is in bit reverse order. The radix-4 implementation of the DFT can greatly
reduce the number of multiplications from N * N to N(log N − 1) that is even
lesser than that of the radix-2 FFT. But the main drawback that is within it is that the
complexity of the architecture is greatly increased.

2.2 Split Radix FFT

The split radix has the main advantage in terms of the complex multiplications for
N-point DFT. The split radix works in a way that it is divided into different radix
that can be radix-4 or radix-8. So as a result of this their shape gets irregular and due
to this main reason, it would be very hard to design the pipelined architecture. The
split radix contains lesser number of multipliers and adders compared to that to the
other radix. Spilt radix algorithm is good for low-power FFT processor applications
[8]. A 16- point DIT FFT butterfly architecture is shown in Fig. 2.
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Fig. 2 16-point radix-2 DIT FFT butterfly architecture

3 Pipelined FFT Architectures

Due to the tremendous growth in the modern digital communications and television
broadcasting systems, there is a need of high-performance dedicated FFT processor
[9]. The pipeline FFT processor is an effective architecture that can satisfy the real-
time spectral analysis requirements of many sonar and radar systems. The method
of operation of the FFT can be interpreted using the basic mathematical operations
[10]. They also have their own pros and cons, respectively.

To meet the various performance requirements, the processors are highly
pipelined. In order to have the high throughput, pipelined architectures consumes
more area. So that, the hardware cost is increased. The each stage of the architecture
consists of butterfly element, delay element, and the complex multiplier as shown in
Fig. 3.

Fig. 3 Basic framework of pipelined FFT
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Fig. 4 Working modes of
radix-2 PE

3.1 Processing Element

The processing element (PE) is the main part of the FFT architecture, and the main
data processing is done in this stage. It is also known as the butterfly element. The
computation of the PE is shown in Fig. 4. The PE works in two modes of operation,
one is the operation mode, and the second is commutator mode. When the outputs of
an adder are directly passed to multiplexers, then PE works in operation mode, and
when the inputs are directly given to the multiplexers, then it operates in commutator
mode, and the mode of operation is decided by the control signal.

In the operation mode, the real processing of data takes place that can be mainly
the addition or subtraction. Whereas in the commutator mode, it only passes the data
from inputs to the outputs.

4 Proposed Pipelined FFT Architectures

In proposed FFT architecture, we have used booth multiplier for performing the
multiplication operations instead of complex multiplier which is shown in Fig. 5.

The multiplication operations are done by the booth multiplier, whereas the addi-
tion operations are performed by the adders. Carry look-ahead adder is being used
in the proposed method for the better results. The processing element is replaced by
a carry look-ahead adder with MUX and shifting operations then forwarded to the
complex multiplier for further operations.

Fig. 5 Modified framework of pipelined FFT
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Fig. 6 Modified working modes for a radix-2 PE

Figure 6 shows the implementation of the carry look-ahead adder in radix-2
processing element. Thus, the change of the adder and multiplier adds an advantage
to the processing element with high throughput.

5 Results and Discussion

In this, Table 1 makes a clear interpretation of the proposed architecture and its
complete functionality when there are different types of devices used. The proposed
model was modeled in the Verilog module and its primary functional verification,
and synthesis was done by using the Xilinx software, i.e., Xilinx ISE 14.5 suite
by considering different FPGA boards such as Virtex-4 XC4VFX12, Spartan-3A
XC3SD1800A, Artix-7 low voltage XC7A100TL, and Zynq XC7Z010 devices. The
simulation results of proposed architecture are shown in Fig. 7.

FromTable 1,we canmakenote that the proposedmodel outperformed the existing
model in terms of both the time delay and also the area of utilization of the device. In

Table 1 Comparison of existed and proposed architectures

Device name Architecture Slice LUTs Delay (ns) Frequency (MHz)

Virtex-4 Existed 296 out of 5472 21.745 45.98

Proposed 178 out of 5472 17.114 58.43

Spartan 3A DSP Existed 300 out of 16,640 36.822 27.15

Proposed 179 out of 16,640 33.691 29.68

Artix-7 low voltage Existed 1331 out of 63,400 18.017 55.50

Proposed 1715 out of 63,400 15.827 63.18

Zynq Existed 1331 out of 17,600 12.067 82.87

Proposed 1715 out of 17,600 10.552 94.76
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Fig. 7 Simulation results for proposed pipelined FFT architecture

the FPGA implementation, frequency improved of 27% for Virtex-4, 9% for Spartan-
3A, 13% for Artix-7, and 14% for Zynq devices as compared with the existing
architecture. To check the compatibility and applications, the proposed model is
simulated in different Xilinx FPGA boards.

6 Conclusion

In this, new configurable radix-2 single path delay feedback pipelined architecture
was proposed. The proposed architecture gives the best performance in terms of
throughput. This is obtained by making the use of adders and multipliers that can
have the lesser time delay than the existing conventional model. As such that it can
be widely applicable in the high-throughput applications. But the main drawback
observed is the higher consumption of the area in some cases.
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Design of High Speed Approximate
Carry Select Adders Using RCPFA

T. Phaneendra, A. Anitha, and Rajasekhar Turaka

1 Introduction

Adders are the key blocks in any electronics devices and circuits. Adders are used
for several applications like ALU, microprocessors, design of filters in DSP appli-
cations, etc. In case of precise results, cannot compromise on the design parameters
like delay and power. Due to these difficulties in the delay and power requirements,
sometimes have to compromise in the summation for unreliable results. It may lead to
approximate results. This type of approximation is called approximate computation
[1]. Approximate computing is also used in several applications like deep learning,
image and DSP applications. This technique is used in adders to approximate either
sum or carry to improve the performance of the adder according to the design param-
eters. Approximate adders were designed with mixing of several cells or gates for
efficient outputs. By using approximate computing, reverse carry propagation full
adder (RCPFA) is one method to improve the characteristics of the approximate
adders. Based on improvements in different parameters and errors, these RCPFAs
are used to design approximate carry select adders for high speed applications.
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2 Prior Approximate Adders

In RCPFA, carry propagation is opposite direction to normal propagation and errors
that occurred by approximation are reduced. Based on the approximation, RCPFA
adders are three models (RCPFA-I, II and III). AOI and OAI gates are used to
construct the RCPFA adders for reduced count of transistors. RCPFA adders have
additional forecasting signal (F) which is used to decide the output sum and carry in
some states of the three RCPFA adders proposed. Truth tables, logic implementations
of RCPFA adders and error comparison of error analysis, design parameters to prior
approximate adders are shown in [2]. In this work, several existing adders are used
as approximate computing to approximate either sum or carry to reduce the logical
level or gate level implementation. In Error Tolerant Adder (ETA), carry was ignored
in lower part of the summation [3]. In Lower part OR Adder (LOA) lower part of
the adder blocks were replaced with OR gates to approximate the summation [4].
In Approximate Mirror Adder (AMA), approximation was achieved by removing
the selective adder for reducing the gate count [5]. In Approximate XOR/XNOR-
based Adder (AXA), XOR or XNOR logic was used to perform the summation
operation [6]. In Transmission Gate Adder (TGA), transmission gates are used for
logic implementation for approximate summation [7]. In Inexact Adder (InXA),
approximation was done by either in carry or sum based on the summation [8].
In Speculative Adder, carry was predicted by prediction circuits to gain the carry
propagation delay [9]. In Generic Accuracy Configurable Adder (GeAr), an error
detection and correction units are placed with adder blocks for accurate results [10].
All these approximate adders are composite adders to upgrade results in terms of
structural, error weight and probability. In that RCPFA is new logical implementation
based on weightage of the inputs and outputs which results in reduced gate count.
Different types of errors that occurred in approximate adders and comparison of
those errors were discussed in [2–10]. Power, propagation delay, transistor count
and power delay product are the key characteristics of the approximate adders to
describe the efficiency and performance of adders.

3 Conventional CSLA with 28Transistor Full Adder

Carry select adder (CSLA) is one of the high speed adders compared to other exact
adders. In CSLA structure output carry and sums are calculated with two Ripple
Carry Adder (RCA) blocks with carry input as 0 and carry input as 1. Multiplexer is
used to select these results either 0 s result or 1 s result based on the selection line of
themultiplexer. This selection line is the output carry of the previous block. Therefore
output carry of the previous block will decide the outputs (Sums and carry) of the
current block. Based on the 1-bit adder delay and multiplexer delay (From Table 1),
number of selection blocks of the CSLA will be decided. For 8-bit CSLA, 4 blocks
are required with 2-bit RCA at initial block. Each block performs 2-bit addition. The
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Table 1 Delays of 1-bit
adders and multiplexer

Cells Delay (ps)

1-bit 28 T Full adder 45

1-bit RCPFA-I 76

1-bit RCPFA-II 33

1-bit RCPFA-III 50

Multiplexer 14.5

block diagram of 2-bit carry select block of CSLA is shown in Fig. 1. The 8-bit carry
select adder is depicted in Fig. 2. Equation for finding the number of blocks in CSLA
is given by

Fig. 1 a Conventional and b proposed (with RCPFA) 2-bit carry select blocks of CSLA

Fig. 2 8-bit Carry select adder (CSLA)
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B =
√
nT1
T2

(1)

where B is the number of selection blocks. n is the size of the adder. T 1 is the delay
of 1-bit adder block. T 2 is the delay of multiplexer (Fig. 2).

4 Approximate Carry Select Adders

Reverse carry propagate full adder (RCPFA) is an approximate adder where the carry
propagation happens in reverse direction. RCPFA introduces the forecasting signal
F. RCPFA cell generates output forecasting signal (Fi+1) based on the inputs (A
and B) which is input forecasting signal (Fi) for next adder cell. The input Fi used
to generate the output sum and carry of current block. Propagation of forecasting
signal is normal (LSB to MSB) and output forecasting signal is taken from either
of the two RCA blocks because both adders (RCPFA) have same inputs. Reverse
carry propagation is used for reduction of the errors in approximate adders as well as
reduction in some of the design parameters compared to the exact 1-bit adder. From
Table 1, delays of the 1-bit adder cells and multiplexer are shown. The selection
blocks of the conventional and proposed carry select adders are decided based on
the delays of 1-bit adder cell and multiplexer. The proposed 2-bit selection blocks of
CSLA with RCPFA. In that structure, two RCA with RCPFA blocks are used. One
of the two RCA blocks operate with carry input as 0 and another RCA block operate
with carry input as 1. Output carry of previous blocks ([i + 2] block) is given as
selection line to the multiplexer.

4.1 Carry Select Adder with RCPFA-I

Using RCPFA adder cell instead of exact 1-bit full adder cell, direction of carry
propagation is reverse. Carry select adder with RCPFA-I which is shown in Fig. 3
need 6 selection blocks based on the delays fromTable 1. Selection blocks are divided

Fig. 3 8-bit CSLA with RCPFA-I
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Fig. 4 8-bit CSLA with RCPFA-II

into three 1-bit selection blocks and two 2-bit selection blocks. At most significant
part, 1-bit RCPFA-I placed. Because of the reverse carry propagation, input carry of
most significant bit adder is taken as input of the A as per the operation of RCPFA-I
adder. This is propagated from A7 to S0 (critical path) and Cout is ignored because
there are no further blocks to perform addition.

4.2 Carry Select Adder with RCPFA-II

Carry select adder with RCPFA-II shown Fig. 4 needs 4 selection blocks based on the
delays from Table 1. Selection blocks are divided as three 2-bit selection blocks and
a 2-bit RCA block with RCPFA-I adder. Because of the reverse carry propagation,
input carry of most significant bit adder is taken as output forecasting signal (F8).
F8 is AND function of input A7 and B7 as per the operation of RCPFA-II adder. The
output forecasting signal F8 is propagated to S0 (critical path).

4.3 Carry Select Adder with RCPFA-III

Carry select adder with RCPFA-III shown in Fig. 5, the selection blocks are 4 based
on the delays from the Table 1. Selection blocks are divided as three 2-bit selection
blocks and2-bitRCAwithRCPFA-II adder.Because of the reverse carry propagation,

Fig. 5 8-bit CSLA with RCPFA-III
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input carry of most significant bit adder is taken as output forecasting signal (F8).
F8 is OR function of input A7 and B7 as per the operation of RCPFA-III adder. The
output forecasting signal F8 is propagated to S0 (critical path) and Cout is ignored
because there are no further blocks to perform addition.

5 Results and Discussion

Some of the parameters that define the performance of the adder are compared to
8-bit conventional and proposed CSLA adders. From Table 1 delays of 1-bit adder
cells and multiplexer are discussed. The delay of RCPFA-II adder cell is reduced by
26% of delay compared to conventional FA and delay of the RCPFA-III is almost
equal to conventional adder. But RCPFA-I has more delay compared to conventional
one because of the critical path of the carry propagation. Whenever the delay of
adder cell is closer to multiplexer delay then, more efficient carry select adder can be
designed. RCPFA-II is twice the delay of the multiplexer delay where conventional
is thrice the delay of the multiplexer delay. So, 8-bit CSLA adders are designed for
high speed operations.

From Table 2, it can be observe that proposed 8-bit CSLA with RCPFA-I and
RCPFA-II are improvement of 18 and 36% in delay compared to conventional 8-bit
CSLA. Total power of proposed adder cells are high compared to 8-bit conventional
CSLA because twice of the adder cells are required to design to improve delay. 8-bit
CSLA with RCPFA-I has closer value of power compared to conventional. Power
delay product specifies the efficiency of the adder and in 8-bit CSLA with RCPFA-I
give power delay product with 12% improvement when compared to that of 8-bit

Table 2 Font sizes of headings

Average
transient
power (uW)

Average DC
power (uW)

Total power
(uW)

Delay Power delay
product

Average
transient
power (uW)

8-bit CSLA 0.325 0.88 1.2 211 2.5 446

8-bit CSLA
with
RCPFA-I

0.81 0.46 1.27 172 2.18 464

8-bit CSLA
with
RCPFA-II

135.1 0.35 135.45 135 182 336

8-bit CSLA
with
RCPFA-III

17.64 0.26 71.9 250 44 336

Table captions should always be positioned above the tables comparison table of 8-bit conventional
and proposed CSLA
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CSLA. Transistor count is reduced to 24% in 8-bit CSLA with RCPFA-II and III
when compared to that of conventional 8-bit CSLA.

Comparison graphs of 8-bit proposed adders and conventional adder with the
parameters mentioned in Table 2 are shown in Fig. 6b. Observation from Fig. 6 is 8-
bit approximate reverse carry select adders had better delay performance compared
to the conventional CSLA. From Fig. 6c, 8-bit CSLA with RCPFA-I has better
efficiency in terms of power delay product when compared to that of conventional
CSLA.

6 Conclusion

Performance of 8-bit CSLA with RCPFA approximate adders is tested and the simu-
lation results were showed in this work. For high speed applications CSLA with
RCPFA-I and CSLA with RCPFA-II can be used. For better energy CSLA with
RCPFA-I is used. CSLA with RCPFA-II and CSLA with RCPFA-III adders can be
used for small area applications because of less transistor count. These inexact adders
can be used in several applications like deep neural networks, image processing and
DSP applications.
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Fig. 6 Comparison graphs of parameters, a total power, b delay and c power delay product of 8-bit
conventional and proposed CSLA
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Data Driven Approach to Achieve
Coordinated Charging Among Electric
Vehicles

Venkata Nikitha Machineni, Korada Sri Vardhana,
and Vaithiyanathan Dhandapani

1 Introduction

The global EV market is estimated to grow from approximately 80 lakhs in 2019 to
5 crores by 2025 and nearly 14 crore EVs by 2030, equivalent to an annual average
growth rate close to 30%. Because of this continuous increase, it is predicted that EVs
will account for as good as 7% of the global vehicle fleet by 2030. EVs will reach
more or less 1.4 crore in 2025 and 2.5 crore vehicles in 2030, constituting 10% and
16% of all road vehicle sales [1]. Hence, it is really important to protect the power
grid and its components by charging EVs coordinately. Currently in the practice of
EVs uncoordinated charging, the user is given a choice of fast charging or regular
charging. This process of allowing users to choose without appropriate check for
potentially harmful consequences can lead to damage of power grid and transformer
overloads. The presently available solutions for the coordinatedEVcharging are stan-
dard optimization methods, such as dynamic programming and quadratic program-
ming. But the high computational resources required and the complex mathematical
formulation necessary in these techniques possess many practical challenges.

Some of the solutions like wireless dynamic charging, turning street lamps into
EVs charging stations are available but they have their own set of problems.Wireless
dynamic charging is a popular solution due to its ability to charge the vehicles but the
infrastructure required to set up the wireless charging is proven to be very costly [2].
Even in the case of the above said public lighting system usage, a costly infrastructure
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modification, in the form of converting street lamps into electric vehicle charging
stations is required [3]. Considering the above said problems, a data driven approach
in the form of machine learning is proposed in our paper. The key advantage of
this process, it does not require much computational power. Also, it has an added
advantage of limited human intervention, thus allowing for amuchmore agile process
in total. The random forest (RF) and K-nearest neighbors (KNN) are the machine
learning techniques used in this paper to analyze the power usage in anygiven location
and suggest the best mode of charging electric vehicles.

In the upcoming sections, Sect. 2 determines what data driven approach is, Sect. 3
describes the machine learning techniques used in this paper and their background.
Section 4 presents the dataset used to construct the models in this paper. Section 5
discusses the results obtained for both models. Section 6 presents the conclusion of
the paper.

2 Data Driven Approach

There were many studies conducted on the topic of coordinated charging of electric
vehicles. Considering the Bi-Level theory of programming, Yao et al. [4] proposed
a coordinated approach to charging and discharging procedures. In comparison,
Jian et al. [5] used quadratic programming as the primary optimization approach
to optimize and minimize the variation in load. The downside of this model is its
assumptions taken for simplifying the optimization process.

There are three main viewpoints when charging EVs is under consideration. They
are the customer’s point of view, operator’s point of view and their combinatorial
viewpoint. Rawat and Niazi [6] compared these viewpoints. From the customer’s
point of view, the outcome depicted that the charging cost was reduced, and the load
curve was improvised in the case of slow charging, whereas the undesirable effects
were shown in the load curve in the case of fast charging.But from the operator’s point
of view, the outcome depicted a scenario that levels the load curve and circumvents
power losses is preferred. The game theory for coordination of charging EVs is
explored by Li et al. [7]. To establish the Nash equilibrium in the constructed game
model, a Newton-type algorithm was presented in this study. On the other hand,
Wang et al. [8], researched ways for maximizing the accommodation capacity of
distributed energy. His model tries to determine the best place for charging electric
vehicles considering them as mobile loads.

Almost all of these studies used quadratic programming or dynamic program-
ming algorithms for achieving coordinated charging. These conventional optimiza-
tion techniques require complex problem formulation and solving methodologies.
The use of machine learning is less complicated since the only need is a proper
dataset. The consideration of optimization constraints and problem formulation is
not required in the case of machine learning.
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3 Background of Machine Learning Techniques Used

Machine learning provides the ability to computer systems to learn from past expe-
riences without the explicit need of programming [9]. This provides the chance for
the systems to be agile without much effort. The models are constructed and trained
using historical data. If any of the parameters are changed then the model can be
simply retrained with the new data. Machine learning algorithms are categorized into
supervised and unsupervised learning models. Another category of categorization is
dependent on the type of the variable to be predicted using the algorithms. This
variable is termed as a response variable, if it is continuous, then it is a regression
problem. Alternatively, if the response variable is categorical then it is a classification
problem.

In supervised learning techniques, we use labeled data. This means the training set
includes the inputs and correct output, which will help the model to learn and predict
the correct result for the new data. These techniques recursively learn the mappings
between input variables and the response variable. In the context of electric vehicle
charging,we could train themodel using the dataset containing the area name, density
of electric vehicles in the area at a given time and the amount of power they used
for charging over a period of time, the mode of charging they used. The mode of
charging can be the response variable. Using the training data, the model will map
the mode of charging with other input variables and test data can be used to test the
accuracy. KNN, Random Forests, support vector machines (SVM), decision trees
(DT), linear regression. KNN and random forest algorithms which are used in this
paper are discussed below.

3.1 KNN

K-nearest neighbor (KNN) is one of the supervised machine learning techniques that
can be used for both regression and classification. The K-nearest neighbor algorithm
compares the similitude among the test data or new data and training data and cate-
gorizes the test data into the category which is likely to the categories formed from
training data. The KNN algorithm is mostly used in classification but is also capable
of performing regression. Being a lazy learner algorithm, it only learns when the test
cases are being executed against the model. Since it does not take any assumptions
about the dataset, it can be categorized as a non-parametric algorithm. In the training
phase it just stores the dataset and when it gets new data, then it classifies that data
into a category that is much similar to the new data. The KNN [10] algorithm is easy
to implement and is tolerant to noisy training data. It will be efficacious if the dataset
is huge but the computation costs will be significantly higher (Fig. 1).
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Fig. 1 Illustration of KNN algorithm prediction

3.2 Random Forest

Random forest is a popularmachine learning algorithmwhich is a supervised learning
technique. It can be used for solving both classification and regression problems.
The concept of ensemble learning is used here which means multiple classifiers are
combined to solve a complex problem, thus improving the performance of themodel.
The dataset under consideration is broken into many subsets, and a decision tree is
constructed on each subset. The decision from all the above said decision trees is
averaged out to make sure the best possible accuracy is achieved. The averaging out
is done through the voting procedure, where the outcome of all trees is divided into
weighted categories. The category with the highest number of votes is decided to
be the category of the entire random forest. The random forest’s main advantage is
that as the number of decision trees constructed increases, the accuracy goes higher
and higher without the issue of overfitting. It is capable of handling large datasets
with high dimensionality and enhances the accuracy of the model, preventing the
overfitting issue. It first selects N random data points from the training set and builds
the decision trees associated with the selected data points. It then chooses the number
of decision trees to be built [11]. For each new data set, it runs the decision tree
algorithm for each of the decision trees built and then assigns the category based on
the above results (Fig. 2).

4 Model Used

The electric vehicle charging station’s power rating (PR) is the dependent variable
for the model proposed in this paper. It can be obtained from the power usage data
of the locality under consideration. The model uses historical load data to predict
the PR. The date and the time of day are the independent variables used. Table 1
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Fig. 2 Illustration of random tree algorithm working

Table 1 Dataset’s attributes
and their ranges

S. No. Attribute name Data type Data range

1 Day Numeric 1–31

2 Month Numeric 1–12

3 Hour Numeric 0–23

4 Minute Numeric 0–50 (multiples of
10)

5 Total power usage Numeric >0, dependent

6 Power rating (PR) Categorical High, normal, low

summarizes various parameters and their ranges used in the model. The dataset [12]
used, is the collection of power usage from a local household society in the USA.
It has 52,560 records with each record having 201 attributes. The power usage is
collected for every 10 min. Due to the absence of historical EVs charging data, the
model in this paper utilizes normal load data from that locality. From this dataset, a
new dataset containing five attributes such as power, month, day, hour and minute is
derived. Comma Separated Values (CSV) file is used to store the above derived data
and is fed to the model. The model is constructed in python, with the help of scikit
library. The matplotlib library is used to plot the accuracy graphs comparing actual
results of test data and the predicted result. The model would be able to anticipate
three classes such as high, normal and low of EV charging, based on the month, day,
hour and minute. Hence, if the power rating is low, the slow charging method is used,
and if the power rating is high, the fast charging method is used, else conventional
method will be used.
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5 Results

Metrics like accuracy, precession, recall, f1-score can be used to evaluate the results
of test data fed to any machine learning model. Accuracy gives us the proportion
between the number of data points that were labeled correctly and the total number
of data points given to the model.

Accuracy can be determined by using the below formula

Accuracy = TP+ TN

TP+ TN+ FP+ FN

Precision is the ratio of correctly predicted positive observations to the total
predicted positive observations for each category. Recall is the ratio of correctly
predicted positive observations to all observations in that category.

Precision and recall are determined using below formulae.

Precision = TP

TP+ FP

Recall = TP

TP+ FN

F1-score is the weighted average of precision and recall. Hence, this score takes
both false positives and false negatives into account which is a better metric than
accuracy in this case because of uneven distribution. In all the above formulae, TP=
True positive, TN= True negatives, FP= False positives and FN= False negatives.

The random forest model got an accuracy of 86.84%, with 5 decision trees while
when using 10 decision trees we got an accuracy of 88.67%. The high category has
a precision of 92%, low category has a precision of 82% and the normal category
has a precision of 80% when 5 decision trees are used in the random forest model
(Figs. 3 and 4).

Fig. 3 Classification report of random forest model with 5 decision trees
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Fig. 4 Classification report of random forest model with 10 decision trees

TheKNNmodel got an accuracy of 82.07%,with aKvalue of 5. The high category
has a precision of 88%, low category has a precision of 75% and the normal category
has a precision of 73% when K value is 5. With a K value of 10 we got an accuracy
of 82.36%.

Figure 7 illustrates the accuracy variation as the no. of decision trees used in the
random forest algorithm increases. It can be clearly seen that as the no. of decision
trees increases, the accuracy increases. Figure 8 illustrates the accuracy variation
versus the K value increases. The maximum accuracy is obtained when the K value
is 13. As the K value increases, the boundary between the three categories becomes
smoother but as evident from the following graph, error rate is minimum when K =
13 (Figs. 5 and 6).

Fig. 5 Classification report of K-NN model with K = 5
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Fig. 6 Classification report of K-NN model with K = 10

Fig. 7 Testing accuracy versus no. of decision trees used in the RF model

Fig. 8 Graph illustrating the testing accuracy versus the K value
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6 Conclusion

This model provides a way for choosing the most power grid friendly method for
charging Electric Vehicles. Hence, it provides solutions to many problems faced due
to implementation of EVCS like grid overloading and power outages. The model
thus helps in protecting the power grid from sudden power surges and consequently
all the components of the power grid like transformers and extends their life period,
reducing the need for frequent maintenance. From the results, we can conclude that
the random forest model with an accuracy of 89.64% can be used for choosing the
charging mode of EVs. Since this is not a computationally intensive task, we can
deploy them with comparatively small costs.
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A 4-element Dual Band MIMO Antenna
with L-Shaped Decoupling Stub for 5G
Applications

R. Seetharaman , B. Varsha Poorani, Kavya Santha Kumar, M. Tharun,
S. S. Sreeja Mole, and K. Anandan

1 Introduction

In Mobile phones which are mandatory part of well-being and it consists of an
antennawhich aid communication.Other devices inwhich antenna plays a significant
role are wireless communication, Radars, GPS devices, WIMAX, MIMO, laptops,
transceivers, space vehicle navigation, airplanes and many other devices. With the
advent of 5 g, antenna development for such cases seeks extensive attention majorly
MIMO antennas. It will be able to provide wireless connectivity for a wide range of
applications like smart homes, traffic protection and control, critical infrastructure
and industry applications and for very high-speed data delivery. It can be able to
provide up to 10 Gbps data rate (10–100 times the speed improvement over 4G and
4.5G networks) and about 1-ms latency.

Also, Miniaturization and multi-cell array antennas offer the possibility of high-
speed data transmission. Also, here the use of dual band is considered to be more
advantageous over the single band, it is unique in its ability to provide a strong, stable
wireless connection in often difficult to reach locations. A dual band antenna can use
both frequencies at once or switch between the two frequencies depending on which
option provides a stronger connection in the given area. The dual band also provides
us an alternative to avoid signal interference among different devices operating in
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the similar frequency range and therefore dual band antennas are a stable, easy way
to connect between our day-to-day things.

An “8-element Dual band MIMO Antenna with Decoupling Stub for 5G Smart-
phone Applications” operating over two desired range of frequencies (3.3–4.2 GHz)
and 5 GHz band (4.8–5.0 GHz) is proposed with much lesser ECC value [1]. Next
a “Multi-Band 10-Antenna Array for Sub-6 GHz MIMO Applications in 5G Smart-
phones”works at the sub-6GHz spectrum is proposedwith desiredECCand Isolation
value and study of User Hand Effects in case of Multiple antennas [2]. “A 4-Port
2-ElementMIMOAntenna for 5G Portable Applications” for small portable devices,
IOT and cellular applications as a MIMO antenna is proposed [3].

Themetal frame is the mandatory component for a smartphone also it would leave
negative impact on the antenna radiation performance. For addressing this problem
several techniques like etching open slot on the metal frame is proposed [4, 5].
In addition, for the purpose of reducing coupling various techniques are employed
like introducing parasitic elements, slots etc., but an evident and promising tech-
nique which is the using of frequency selective surface technique is proposed for the
purpose of reducing coupling between antennas in mm-waveMIMO [6, 7]. Envelope
Correlation Coefficient serves as the major parameter for evaluating Multiple Input
and Multiple Output (MIMO) systems.

2 Materials and Methods

The advantages of the MIMO systems are the higher capacity, increased data rates,
reduced multi-path fading effects, more link reliability, and wider coverage area. Use
of reactive loading is a very popular technique for obtaining a dual band behavior is to
introduce a reactive loading to a single patch. The easiest method is connecting a stub
to one radiating edge, so as to introduce an additional resonant length that is facilitate
the second operating frequency. As per the above method, the height of the mobile
phone is only 5 mm. The antenna elements have the same structure and dimensions.
The side frames are orthogonal to the system ground plane, and the width and length
of each antenna on the side frames is 3.9 mm and 17 mm, respectively, length and
width of substrate is selected to have a size of 130 mm and 74 mm, respectively.
Both the side-edge frame and the system circuit board are fabricated using 0.8 mm
thick and FR4 substrate of relative permittivity 4.4 and loss tangent 0.02 [8]. The
antenna is composed of two structures the monopole and L-shaped stub. Monopole
which is bent normally for miniaturization is employed along with the L-shaped
short circuit stub for the purpose of achieving dual band operation. After designing
of single antennas, it is just replicated and placed along the two longer edges of the
side substrates.
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2.1 MIMO Considerations

Good diversity performance between two antennas depends on several factors:

1. The antennas which are placed in larger number should have independent
directivity that must be captained.

2. Minimum coupling is one of the criteria.
3. Multiple antennas shouldmore or lessmatchwith the gain of individual antenna.
4. Miniaturization reduce interaction between antennas considerably.
5. The multiple antennas should possess well matched terminations.

Coupling is themajor issue inMIMO.Antenna coupling occurs when two ormore
antennas are placed in such close physical proximity to one another so there occurs a
necessity to take care about spacing between antennas also which is generally greater
than one half wavelength. So, in order to avoid coupling, spacing is the criteria that
takes the lead. Also, there are lots of techniques used for achieving dual frequency
bands like use of orthogonal mode, multiple patches and reactive loading. But here
reactive loading concept is employed. The design parameters are given as follows,

1. The single antenna designed can be operated at the bands of; 3.3–3.6 GHz and
4.8–5.0 GHz.

2. The system circuit board is selected to have an length and width of 130 mm and
74 mm, respectively.

3. The substrate used here is FR-4 lossy with a thickness of only 0.8 mm (loss
tangent 0.02).

4. The ground plane and the radiating structure (MIMO antenna and L-shaped
short circuit stub) is copper annealed.

5. The height of the edge frame is kept 5 mm.
6. The area of the side frames is 3.9 mm × 17 mm.

The equivalent flowchart of the design is shown in Fig 1. The initial step is creating
a ground plane and then substrate with the suitable substrate and ground material
with optimisable dimensions. Construct side substrates which depict the one similar
to the edge of a mobile phone. Along the longer sides, place four antennas in such
a way that each longer side occupies a pair of antenna with sufficient spacing. After
the design is over, assign discrete port to each individual antenna and verify design
model, parameters then followed by simulating it using time domain solvers and
obtain results and plot it.

2.2 Antenna Setup

The single antenna has a pair of radiating elements monopole and stub. The single
antenna is designed and can be operated over the frequency range of 3.3–3.6 GHz
and 4.8–5.0 GHz, the four antennas are constructed on the side substrates created
[9].
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Fig. 1 Flow chart of the
design

Figure 2 is the antenna setup which is to be placed on four extreme corners with
appropriate spacing. Figure 3 is the 3-D view of antenna. Figure 4 is the side view
of antenna. The monopole is the long bent structure, and the coupling capacitance
generated by the L-shaped branch which acts as a stub cancelling the reactance part
by making the antenna to operate in the desired frequency by ensuring of matching
the impedance of the low frequency band and four antennas are constructed along
the two longer edge substrates and once the antenna design is over, coaxial feed is
given and discrete port is assigned for the four antennas and finally the design is
simulated for the evaluation of the parameters as proposed.
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Fig. 2 Antenna setup

Fig. 3 3-D view

3 Results and Discussion

3.1 Reflection Coefficient

The reflection coefficients (S11, S22, S33, S44) of four antennas are less than−6 dB
in the desired frequency range of 3.3–3.6 GHz and 4.8–5.0 GHz inferred from Figs. 5
and 6, respectively, indicating that suitable impedance matching for our application
is obtained [10].
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Fig. 4 Side view

Fig. 5 Reflection coefficient in 3.3–3.6 GHz

Fig. 6 Reflection coefficient in 4.8–5.0 GHz band
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3.2 Transmission Coefficient

In this work, the dip was achieved at 3.45 GHz for (3.3–3.6 GHZ band) and 4.99 GHz
for (4.8–5 GHZ) below−6 dB. The transmission coefficients for all the four MIMO
antennas are achieved below−15 dB inferred from Figs. 7 and 8, respectively. Also,
from the transmission coefficients, we can arrive at the isolation between the antennas
which is possiblymeasured usingVectorNetworkAnalyzer (VNA). From thefigures,
it is evident that all the transmission coefficients are below−15 dB. So, the isolation
is also less than −15 dB. For MIMO applications there should be the sufficient

Fig. 7 Transmission coefficient in 3.3–3.6 GHz band

Fig. 8 Transmission coefficient in 4.8–5.0 GHz band
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Fig. 9 ECC in 3.3–3.6 GHz band

isolation between the antennas in order to avoid mutual coupling. Normally, the
mutual coupling of MIMO antenna should be less than 20 dB.

3.3 Envelope Correlation Coefficient

From the above observed results, it is inferred that the ECC for the band 3.3–3.6 GHz
in Fig. 9 is found to be less than 0.01, when ECC is calculated for MIMO antennas
by checking the effect of port 1–2, 2–3, 3–4 and 1–4. From Fig. 10, it is inferred
that the ECC value for the band 4.8–5 GHz is also less than 0.01 which satisfies the
condition for MIMO operation as mentioned in paper which is to be less than 0.1. In
general, ECC is calculated from far field components. Here, it is calculated from S
parameters.

3.4 Efficiency

Efficiency is measured in the two frequency bands (3.3–3.6 GHz) and (4.8–5 GHz) at
each center frequencies 3.45 GHz and 4.99 GHz (Fig. 11), the efficiency was found
to be 81.33% and 31.06%, respectively. It is the most efficient for Lower Bands, but
the Higher Band efficiency can be improved by simple design changes following the
6 × 6 antenna design.



A 4-element Dual Band MIMO Antenna … 789

Fig. 10 ECC in 4.8–5 GHz band

Fig. 11 Efficiency

4 Conclusion

The antenna is located on the side frame, to create a full screen smartphone antenna
design. The work outcomes are ECC less than 0.1, isolation less than 12 dB, the
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reflection coefficients less than −6 dB and antenna efficiency of 81.33% in lower
band (3300–3600MHz) and 31.06% for higher band (4800–5000MHz) are obtained.
Its ECCoffers the best results. The outcomes are ECC less than 0.1, isolation less than
12 dB, the reflection coefficients less than−6 dB and antenna efficiency of 81.33%in
lower band (3300–3600 MHz) and 31.06% for higher band (4800–5000 MHz) are
obtained. Its ECC offers the best results.

5 Future Work

The antenna design is the most efficient for Lower Bands, but the Higher Band
efficiency can be improved by simple design changes following the 6 × 6 antenna
design. And also further more higher designs like 8 * 8, 10 * 10, etc., But the thing is
that we should compensate for User hand effects while considering opting for higher
array designs. To achieve a relatively high isolation, the antenna size is relatively
small, novel for today’s ultra-thin smartphone applications. Future work relies on
antenna efficiency which in high band is low so our moto is to increase it in higher
band. By working on tri band, quad band and also focus on increasing the antenna
number and decreasing size more it is possible to improve efficiency of antenna
further in higher bands.
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An Efficient Hybrid Genetic Algorithm
and Whale Optimization Algorithm
for Benefit Maximization of Optimal
Sitting and Sizing Problem of DG
in Distribution Systems

K. Banumalar and B. V. Manikandan

1 Introduction

The worldwide development of various methodologies in the integration of
distributed generation (DG) has several environmental and economic benefits, and
they enforce some operational problems. These may comprise, not limited to,
problems of voltage drop and power losses. Most of research works carried out
on optimal placement of DG-based optimization method and objective functions
enhance voltage profile, reduce loss, and short circuit [1].

Later, numerous optimization algorithms like PSO [2], CSA [3], and LOA [4]
had been proposed to solve optimal placement problem in distribution networks.
Combined GA-fuzzy method [5] and PBIL-PSO algorithm [6] had been proposed
for solving optimal placement problem.

To this direction, this paper presents a hybrid genetic algorithm and whale opti-
mization algorithm for the optimum size and placement of DG based on minimum
system losses, voltage magnitude, stability and costs of operation. The perfor-
mance of proposed hybrid genetic algorithm and whale optimization algorithm is
compared with GA and WOA based on fitness value and convergence rate. This
work is organized as follows: Sect. 2 discusses the problem formulation. Section 3
presents algorithm implementation. Sections 4 and 5 elaborate simulations results
and conclusions.
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2 Problem Formulation

2.1 Objective Function

The aim is to real power loss minimization, and it is given in Eq. (1).

Minimization of PLoss (1)

PLoss =
n∑

i=1

I 2i Ri (2)

where n is the number of branch, I i and Ri are current and resistance of ith branch.
Subjected to the following constraints.

With DG subject to real power constraints given by:

N∑

k=1

PDG = PD + PLoss (3)

The inequality constraints on Vi of DG are given by:

Vi,min ≤ Vi ≤ Vi,max (4)

The inequality constraints on PDG of DG are given by:

PDG,min ≤ PDG ≤ PDG,max (5)

2.2 Optimal Location of DG

The proper setting of DG units diminishes the losses and increases voltage profile.
The steps for optimum location of DG are:

1. Run system line flow.
2. Estimate the index vector (IV) [7] using Eq. (6).

Index[n] = 1

V 2
n

+ Iq [k]

Ip[k]
+ Qeff[n]

total Q
(6)

where V [n] and Qeff[n] are voltage and effective load at nth bus. Ip[k] and Iq[k]
are real and imaginary kth branch current.

3. Arrange index vector in descending order.
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4. Voltage normalization by V (i)/0.95.
5. Bus normalized value below 1.01 appropriate for sizing DG.
6. Now place the DG and perform load flow. The DG with minimum loss selected

as optimal size.

2.3 Economic Analysis

The yearly energy loss cost [8] calculated by Eqs. (7 and 8)

CL = (TRL) ∗ (kd + ke + Ls ∗ 8760) (7)

Ls = k ∗ L f + (1 − k) ∗ L2
f (8)

where Ls and TRL are loss factor and real power losses; kd and ke are yearly demand
power and energy loss cost.

Real and reactive power of DG is calculated by Eqs. (9–11).

C(PDG) = aP2
DG + bPDG + c $/MWh (9)

C(QDG) =
[
Cost(Sg max) − Cost

(√
Sg

2
max−Qg2

)]
∗ k (10)

where

Sgmax = Pgmax

cos�
(11)

3 Optimal Location and Sizing of Distribution Generation

Here obtained hybrid GA/WOA for optimal location problem result is compared
separately with WOA and GA.

3.1 Genetic Algorithm

Figure 1 shows the flowchart for implementation of proposed problem using GA.
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Start

Evaluate the objective function Equation (1).
Load flow analysis & compute fitness  function

Perform  Crossover and mutation to
produce new solution

Load flow analysis is done & compute fitness
function for  new solution

Best solution

Meeting end
of criterion?

Stop

Yes

  No

InputSysten data and set GA parameters
Generate random number of initial population

Fig. 1 Proposed problem using GA

3.2 Whale Optimization Algorithm

Whale optimization algorithm (WOA) [9] has been proposed by Mirjalili in 2016.
Mathematical model of WOA is as follows.

• Encircling prey

Prey position modeled by the following equations:

�D =
∣∣∣ �C . �X∗(t) − �X(t)

∣∣∣ (12)

�X(t + 1) = �X∗ − �A. �D (13)

�A = 2�a. �r − �a (14)

�C = 2. �r (15)

where X∗ and X are optimal solution and vector position, t is status of run, A and C
are adjustment factor, a [2–0] and r [0, 1].
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• Bubble net hunting method

Spiral actions of whales are as follows:

�X(t + 1) = �D′ .ebl . cos(2πl) + �X∗(t) (16)

�X(t + 1) =
{ �X∗(t) − �A . �D if p < 0.5

�D . ebl . cos(2πl) + �X∗ if p ≥ 0.5
(17)

D′ = �X∗ − �X(t) (18)

where D′ is the whale and prey distance, b [−1, 1], p [0, 1], and l [−1, 1] are used.

• Search for prey

Mathematical model is to obtain the global solution as follows.

�D =
∣∣∣ �C . �X rand − �X

∣∣∣ (19)

�X(t + 1) = �X rand − �A . �D (20)

Figure 2 shows the flowchart of optimization of DG using WOA.

3.3 Proposed Methodology

The proposed problem resolved by using novel hybrid GA/WOA. This problem is
divided into twoworks. Optimal location of DG result is decimal decides the suitable
bus for DG installation and solved using GA. The result was attained through GA
then performed by WOA for DG sizing. Figure 3 shows the flowchart of proposed
hybrid GA/WOA.

4 Simulations and Results

To represent the efficiency of proposed hybrid GA/WOA algorithm, it is tested on
IEEE 15, 33, 69, and 85 bus systems [10] using MATLAB software and determine
the optimal location of DG unit. Table 1 shows the optimum DG position, sizes,
energy loss cost, PDG, and QDG cost. From Table 1, Vmin is more and losses is low
in case of type III DG at 0.9 pf as compared to DG operating at unity power factor
in all the test system, and Figs. 4, 5, 6, and 7 represent voltage profile of all the test
systems.
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Fig. 2 Proposed problem using WOA
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4.1 Performance Analysis

The performance analysis is done based on the solution quality and computational
efficiency for all the test system. At the same time, initial random population for
all the three (GA, WOA, and hybrid GA/WOA) techniques is kept the same during
comparison analysis, and its performances are given in Figs. 8, 9, 10, and 11.
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5 Conclusion

In this paper, a hybrid genetic algorithm and whale optimization algorithm are
proposed to determine the optimal location and size of DGs and implemented on
IEEE 15, 33, 69, and 85 bus systems. From the simulation results and considering
objective function, active power losses, and reactive power, it can be concluded that
the proposed hybrid algorithm has more probability in finding optimum solutions.
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The Tensor of Conductivity
with the External Fields in Rectangular
QuantumWire for the Case
of Electrons—Acoustic Phonon
Scattering

Hoang Van Ngoc

1 Introduction

Low-dimensional materials have been interested in researchers for a long time, but
research on low-dimensional materials is still a research direction that brings many
applications inmodern science and technology today [1–3]. Application in themanu-
facture of electronic components brings great achievements. Application in science
and technology creates products with scientific value and reduces the cost of the
product, making the product smaller, lighter, and more efficient [4–6].

Low-dimensional semiconductor limits themotion of the carriers in the directions.
Quantum wires are one-way semiconductors in which electrons are confined in two
directions, thin films, superlattices, quantumwells in which electrons are confined in
one direction and quantum dots. This work studies rectangular quantum wire, a kind
of wire that is quite popular with many scientists interested. In a rectangular quantum
wire, the electron moves freely in the 0z direction and is limited to moving in the x0y
plane. The appearance of the external field causes the electromagnetic properties of
the material to change and new effects appear. The photons of fields interact with
the atom in the crystal lattice, and these interactions produce different results with
the different wavelength of the photons. The shorter the radiation wavelength, the
deeper the photon penetrates the atom, creating different effects.

Conductivity tensor is a much-talked-about concept in materials that characterize
the electrical properties of materials, so this is an important concept. Conductivity
tensor calculation makes more sense when the field is present. In this work, we are
interested in electrical conductivity in rectangular wire and consider with optical
phonons.
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2 Calculating of Conductivity

The expression for the energy and the wave function has the form:

εn,l,pz = p2z
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y
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here
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We have:

�j(t = 0) = σ �E(t = 0) = σ2 �E (7)

so:
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Equation (8) is the required conductivity expression of the system.

3 Discussion

Figure 1a shows the variation of conductivity with laser frequency when it is less
than 6 * 108, the graph shows that the conductivity is independent of frequency when
the frequency is small. When the frequency changes from 6 * 108 to 2 * 109, the
conductivity decreases with step function (Fig. 1b). For three different temperatures,
we have three separate plots, and for the same frequency, we see that the higher the
temperature, the greater the value of the conductivity. This is perfectly suited because
the higher the temperature, the greater the kinetic energy of the charged particle and
the increase in electrical conductivity. In laser field, frequencies are greater than 1013,
conductivity decreases as faster as frequency increases (Fig. 2a).

The variation of conductivity with plane-polarized wave frequency is shown in
Fig. 2b. At low frequencies (less than 105), we see that the electromagnetic wave
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Fig. 1 Variation of σ on � when � < 6 * 108 (a) and 6 * 108 < � < 2 * 109 (b)

Fig. 2 Variation of σ on � when � > 1013 (a) and the dependence of σ on ω when ω < 105 (b)

energy is small, so there is no effect on the conductivity. At this frequency, the inter-
action between electromagnetic waves and matter is negligible. At frequencies from
6 * 108 to 2 * 109, this dependence is shown in Fig. 3a, small decrease in conduc-
tivity. When the frequency is greater than 1012 tensor conductivity starts to decrease
rapidly (Fig. 3b). The conductivity continues to decrease until it reaches an almost
constant value when frequency is about 1.5 * 1013. Looking at Fig. 4a, we see that
the variation of conductivity with amplitude is very clear. The conductivity increases
rapidly as the amplitude increases. Figure 4b shows the variation of conductivity on
size, and the conductivity tensor is inversely proportional to the size of the wire.
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Fig. 3 d variation of σ on ω when 6 * 108 < ω < 2 * 109 (a) and ω > 1012 (b)

Fig. 4 Variation of σ on F (a) and the dependence of σ on Lx , Ly (b)

4 Conclusions

The work calculated the conductivity in a rectangular wire and considered the
problem applied to acoustic phonons. The work has shown the variation of elec-
trical conductivity according to the parameters of the external field. The graphs are
also studied and surveyed. The main conclusion here is that the conductivity varies
rapidly with the amplitude of the fields, and the diameter of the wire we are studying.
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An Implementation of Hybrid
CNN-LSTMModel for Human Activity
Recognition

Kolla Sai Krishna and Surekha Paneerselvam

1 Introduction

Human activity recognition (HAR) aims to recognize, understand, and predict the
actions of human(s) from a set of information collected from sensors. Human activity
recognition is required in several areas namely, sports, game controls, health care,
detection and identification. Monitoring and classification of human action has been
a popular area of research in the recent years because of the increasing demands
in the field of healthcare specifically in monitoring and caring for elderly people.
Historically, collection of data to predict the actions of humans was challenging and
expensive until the evolution of smart phones. The use of smart phones and personal
tracking devices has become an inalienable part of everyday life. Recent survey
shows that 91% of the people around the world own a mobile device, smart in nature.
In addition to the basic features, smart phones are capable of computing, sensing
and multitasking due to the availability of various sensors embedded in them. In the
previous work, about two decades ago, camera was used as the primary source to
collect information for human activity recognition. This approach was suitable for
applications operating in controlled area and requires infrastructure support for the
installation of video cameras in areas under surveillance [1, 2].

During the recent years, the availability of smart phones, wearable devices,
personal tracking devices, etc., enables collection of a large amount of data due
to the embedded inertial sensors in these devices. Body-worn sensors also known
as wearable sensors are suitable for uncontrolled indoor and open-air conditions.
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The data is typically gathered from a group of body-worn sensors, which are set
at different body parts, for example, wrist, chest, lower leg, etc. The signals from
the accelerometer and gyroscope can be collected when these devices are in contact
with human body. Using the collected data, analysis can be performed to predict and
recognize the activities performed by a human (e.g., sit, stand, walk, etc.,) which
further helps in decision making.

Deep learning has developed and grown so rapidly in several research areas,
particularly in image processing, time-series classification, and natural language
processing [3].Wang et al. [4] used a composed network consists of CNN and LSTM
to predict human activities from the data obtained through tri-axial accelerometer
and gyroscope. Over the last decade deep learning has grown extraordinarily in the
areas of visual feature classification. Several researchers attempted to analyze deep
learning models to recognize features based on visual information. In the previous
work of action recognition, Fergus et al. [5] utilized CNN-based Boltzmann machine
to distinguish visual information and to predict different features. Ji et al. [6] used
a CNN layer in 3-D to obtain more activity data through time sequence. Liu et al.
[7] recommended that CNN along with conditional random fields can be consol-
idated for activity separation. CNN is capable of naturally performing space-time
attributes, whereas a conditional random field is capable of collecting the relation
among activities. Existing deep learning strategies that are generally used are, RNN
[8] and LSTM network.

Zeng et al. [9] presented a model considering the single-axis sensor information
as 1-D images and transported them to CNN for recognition. Jiang et al. [10] consol-
idated the sign arrangements of accelerometer and gyroscope into a visual model,
empowering deep convolution neural network (DCNN) to consequently gain profi-
ciency with the minimal features from the dynamic image. Chen et al. [11] modified
convolution kernel of CNN to change according to the behavior of 3-axial sensor
information. Ronao et al. [12] used a convNet, which showcased efficient information
for versatile behavior recognition using robust and advanced smart phone sensors.

Murad et al. [13] and Zhou et al. [14] presented three DCNN structures dependent
on LSTM to set up recognition models to obtain the shape and time relation on input
signal that could achieve more exact recognition. Guan [15] and Qi and Zhang [16]
modified LSTM and used a combinationmodel, coordinating various LSTM learners
to a single model. The performance analysis detailed that the combined model with
LSTM is better than a single LSTM network. Aloysius et al. [17] and Jayadeep et al.
[18] presented a CNN-based work for the recognition of finger spelling and detecting
Indian sign language, respectively. Aparna et al. [19] presented a CNN-LSTM-based
research for detecting Indian sign language.

In this paper, a combined deep learning model CNN-LSTM is proposed to recog-
nize the human activities. Themodel learns the behavior of the activities based on the
sensor data. Upon tuning the parameters, the model provides accurate solution for
classification of human activities. The paper is divided into three sections. Section 2
describes the proposed methodology which includes data preprocessing, and feature
extraction using CNN-LSTM. Section 3 discusses the hyperparameters of the model
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and their influence on the performance of the model for HAR. Section 4 concludes
the work.

2 Methodology

The description of the dataset used in this work and the preprocessing strategies
applied on the data set are discussed in this section. The working of convolutional
neural networks (CNN) and the methodology involved in constructing a hybrid end-
to-end CNN-LSTM model to perform the HAR classification is also presented.

2.1 Dataset

The major aim of human activity recognition (HAR) is to build an optimal machine
learning model to classify the human activities accurately. Features and targets from
the dataset are fed to the deep learning algorithms not only for predicting activities
performed by users but also for training and evaluating the algorithms to produce the
final output.

In this work, Human Activities and Postural Transitions [20] HAPT dataset
and Human Activity Recognition [21] HAR dataset from UCI machine learning
repository are used for training and testing of the model. The HAPT dataset has
a total of twelve activities. These twelve activities are further divided into three
static, three dynamic and six transition activities. The static activities are namely,
sitting, standing and lying, while dynamic activities are walking, walking upstairs
and walking downstairs. The transition activities include the changeover between
any two static activities [20].

The data is collected from 30 volunteers in the age range of 19–48, the volunteers
wore a sensible phone on their body. The data is obtained from the accelerometer and
gyroscope in smart phones [20, 21]. The transition activities are of very short range
and the basic activities are of high frequency and considerable duration, hence there
is a difference in the amount of data between transition activities and other activities.
The total amount of data for the six transition activities accounts only to 8% of the
total amount of data [4].

2.2 Input Stage “Data Preprocessing”

Since the amount of data from the sensors is large, it becomes difficult to enter all the
data into a deep learning model at once to perform human activity recognition. The
data processing model is shown in Fig. 1. The first stage is the raw data processing
stage, which consists of data obtained from accelerometer and gyroscope.
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Fig. 1 Data processing
Raw Data

Sliding Window

Organized Sequence

Table 1 Data sequence to the
corresponding activity

Exp Label Start End

1 5 250 1228

2 7 1229 1764

3 10 1765 2311

4 4 2312 2765

To process this data without any information loss, the sliding window technique
is used. This technique splits the data in a manner such that the second split data does
not lose the data connectivity from the first split and the third split data does not lose
the connectivity from the second split and so on. This continuity pattern is illustrated
in Table 1 in start and end columns. Finally the resulting organized sequence of data
is used as the input to the deep learning model.

2.3 Convolutional Neural Networks

Convolutional neural networks (CNN’s) are deep learning models that take in an
input vector, assign importance (learnable weights and biases) to the features in the
data such that one feature can be differentiated from the other. Unlike the primitive
feature processing methods, the filters and characteristics are not hand-engineered,
instead the model is trained to learn and adapt these features to perform the desired
functionality. The architecture portrayed by CNN is analogous to that of the connec-
tivity design of neurons in the human brain. CNNs are designed to capture the spatial
and temporal feature dependencies in the data through the application of relevant
filters, thesemodels are better trained to understand the complexity and sophistication
involved in feature set of data.

1. Feature Learning for CNN

A CNN can extract features from the input signal through a convolution operation
performed on the signal and a kernel. Generally, this can be achieved by activation
function. The activation function is able to detect features captured by the kernels.
ReLU activation function is able to neutralize the negative values to zero. The pooling
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Fig. 2 Model for convolutional neural network

Table 2 The convolution and
pooling layer selection

Layers C1 C2 C3

Channel size 8 18 36

Stride 1 × 1 × 1 1 × 1 × 1 1 × 1 × 1

Channel number 18 36 72

Type of layer P1 P2 P3

Channel size 18 36 72

Channel number 18 36 72

layer receives local characteristics from the map to perform the convolution with a
local sampling operation to reduce the size of the network. The pooling layer and
convolution layer form a deep structure that can automatically retrieve activity data
from the original activity information. The CNN model for the activity recognition
is shown in Fig. 2, where C represents convolution layer and P represents the pooling
layer.

The CNN network comprises of three convolution layers and three pooling layers
and outputs a number of activity features with feature map. Table 2 show the
parameter selection for CNN layer.

2.4 Long Short-Term Memory Layer

LSTM layer is a type of recurrent neural network (RNN) has many applications
in deep learning. It has feedback connections in the form of cells consisting of a
memory element to remember time intervals of the sequence. A common LSTM
unit consists of an input gate, an output gate and a forget gate [4]. These three gates
regulate the information processing in and out of cell. In this work, LSTM layer is
used in combination with CNN to obtain improved recognition rate of the transition
activities. The LSTM layer presented in this paper is shown in Fig. 3.

The output of the LSTM layer is an array consisting of time and activity related
data that is fed to fully connected layer to obtain global activity characteristics. The

Fig. 3 LSTM architecture for feature extraction
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learning process of the deep learning model is complicated because the information
associated at the input of each layer changes with the parameters of the previous
layer. In order to prevent the information from changing rapidly, there is a need to
decrease the training speed, which can be achieved by using learning rate. Then
further, batch normalization (BN) is applied to normalize the values of each layer in
LSTM (to improvise the activity recognition). Further, these normalized features are
presented to Softmax activation function to obtain the activity features for activity
classification.

2.5 Implementation of the Model

The overall architecture of the proposed hybrid model based on CNN and LSTM is
shown in Fig. 4. To improve recognition rate, small batch sizes of data is used during
training and testing of the model. A dropout layer is also introduced with the input
layer, which sets the improperly selected data to zero during the initial training of the
model and access neurons to build a stronger model by not completely depending
on specific neurons.

Fig. 4 Overall architecture of the proposed model
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Table 3 Effect of number of
neurons on recognition rate

Number of
neurons

Recognition
rate (HAPT)

Recognition
rate (HAR)

Recognition
time (min)

8 89.56 90.06 11

16 92.01 91.34 14

32 91.92 91.42 19

64 94.21 92.60 20

3 Analysis and Results

The proposed model is implemented in Tensor flow [4] using Python libraries. The
training of the model was performed on a conventional computer with a 2.4 GHz
central processor unit and 8 GB memory. The deep learning model is evaluated
based on variables called as hyperparameters. Choosing these hyperparameters play
an important role in producing a better recognition rate and less recognition time. An
analysis was performed on the hybrid network by tuning the hyperparameters such as
neurons, batch normalization, learning rate, batch size and dropout. The performance
of these parameters on the recognition rate and recognition time are monitored and
discussed in the following sections.

3.1 Neurons in LSTM

The performance of the number of neurons in LSTM layer determines complexity
of the model. As the neurons are less, the network does not have the necessary
training and information processing capabilities, and the recognition rate is low. For
increased number of neurons, the recognition rate increases and training ability of
the network slows down. In the proposed model, the neurons are varied from 8 to
64 and the recognition rate for both HAPT and HAR dataset is evaluated along with
the recognition time. The results are presented in Table 3. It is observed that the
recognition rate is less as the neurons is 8 and the recognition rate reaches 94.21%
when the number of neurons is 64 for HAPT dataset. The recognition time also
increases with increase in the number of neurons. Compromising the recognition
time, and giving more emphasis on the recognition rate, the number of neurons in
the model is selected as 64 for further analysis.

3.2 Learning Rate

The learning rate parameter controls the step size of the model with respect to the
estimated error of the model. Choosing a specific learning rate is a challenge, as
too low a value can result in a long training time, while too high a value can lead



820 K. S. Krishna and S. Paneerselvam

Table 4 Performance of
learning rate on recognition
rate

Learning rate Recognition rate
(HAPT)

Recognition rate
(HAR)

0.001 91.10 90.19

0.0015 91.14 92.60

0.002 92.41 90.49

0.0025 94.21 91.81

0.003 91.07 90.27

0.0035 91.31 90.13

0.004 91.12 91.02

0.0045 91.87 90.84

Table 5 Effect of BN on
recognition rate

S. No. Recognition rate
(HAPT)

Recognition rate
(HAR)

Without BN 91.18 90.21

With BN 94.21 92.60

to learning an unstable training process. Experiments are carried out with a range
of learning rates from 0.001 to 0.0045. As demonstrated in Table 4, it is observed
that with the increase in learning rate, the recognition rate of the model increases.
However the model reaches a maximum recognition rate of 94.21% at a learning rate
of 0.0025 for the HAPT dataset. For the HAR dataset, a maximum recognition rate
of 92.60% at a learning rate of 0.0015.

3.3 Batch Normalization (BN)

BN is used for training a neural network to standardize the input information
presented to a layer as mini-batches. It stabilizes the learning process and reduces
the number of training sessions required to train deep neural networks. Table 5
shows the influence of recognition rate with and without batch normalization. An
improved recognition rate is observedwhile adding theBN, since the learning process
is stabilized while learning in batches.

3.4 Batch Size

The batch size parameter refers to the number of training samples used in iteration.
To feed the entire data in one epoch is computationally expensive and hence, the
dataset is divided into several parts which are called batches. In this work, the batch
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Table 6 Performance of
batch size on recognition rate

Batch size Recognition rate
(HAPT)

Recognition rate (HAR)

25 90.21 90.01

50 90.83 90.21

75 91.20 91.15

100 90.89 90.89

150 94.21 92.60

200 92.60 92.56

250 92.54 92.54

300 91.20 91.20

350 92.19 92.12

400 91.93 91.73

Table 7 Effect of dropout on
recognition rate

Dropout Recognition rate (HAPT) Recognition rate (HAR)

0.20 91.89 90.49

0.25 92.25 91.89

0.50 94.21 92.60

1.00 93.12 91.53

size is varied from 25 to 400. It is demonstrated from Table 6, for a batch size of
150 the recognition rate of the model is 94.21%. Choosing a batch size generally
depends on the size of dataset and with minimum chance of over fitting.

3.5 Dropout

Dropout layer helps to reduce over fitting in the training by randomly selecting the
neurons. Dropout layer can be used with input layers and not with output layers. In
this work dropout is varied between 0.20 and 1.00 and the observations are recorded
as shown in Table 7. It is observed that the recognition rate is 94.21% when the
dropout is 0.50.

3.6 Hyperparameters

Based on the experiments carried out by varying the hyperparameters, the optimal
choice of these parameters for the CNN-LSTM for both HAPT and HAR dataset are
listed in Table 8.
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Table 8 Best parameters of
the model

Parameters HAPT HAR

Input array size 150 150

Input Channels 8 8

Dropout 0.5 0.5

Activation function ReLU, Softmax ReLU, Softmax

Conv Kernel size 3 3

Pooling size 2 2

LSTM layer 1 1

Neuron number 64 64

Learning rate 0.0025 0.0015

Batch size 150 150

Epoch 400 400

3.7 Classification Report

The measure of correct predictions for a classification algorithm is given by the
classification report. Metrics such as accuracy, precision, recall and F1_score are
evaluated using true positives (TP), true negatives (TN), false positives (FP) and
false negatives (FN).

1. Accuracy (A)

It is characterized as the quantity of right expectations over the complete number of
forecasts made by the model. This is a decent pointer, particularly if the objective
variable classes in the information are coordinated.

Accuracy = TP + TN

TP + TN + FP + FN
(1)

2. Precision

The total true positive results to the total number of predicted results calculated by
the classifier.

Precision (P) = TP

TP + FP
(2)

3. F1_Score

The F1 score is considered to be good if the overall number of false positives and
false negatives is low on test set. It is defined as the harmonic mean of precision and
recall (R).

F1_Score = 2 ∗ P ∗ R

P + R
(3)
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Table 9 Classification report
of activities

Activity Precision Recall F1_Score

Walking 0.96 0.95 0.95

Walking downstairs 0.91 0.88 0.90

Walking upstairs 0.95 0.96 0.95

Standing 0.90 0.88 0.89

Sitting 0.94 0.93 0.94

Lying 0.94 0.90 0.92

Stand to sit 0.89 0.86 0.88

Sit to stand 0.90 0.88 0.89

Stand to lie 0.88 0.86 0.87

Sit to lie 0.81 0.79 0.80

Lie to sit 0.83 0.84 0.84

Lie to stand 0.77 0.71 0.74

The classification report is presented as shown in Table 9which consists ofmetrics
such as precision, F1_score and recall computed using Eqs. (1)–(3).

3.8 Train and Test Verification

The train and test verification of themodel explains about the loss and accuracy of the
activities for improper training or missed data points of the activity. Figure 5, shows
the train and test loss for HAPT dataset. In the beginning stage, as the number of
iterations is less, train and test losses of activities are higher, which is approximately
equal to 2.5 times the error for a single predicted activity. Gradually, as the number
of iterations is increased train and test losses are minimized and only few transition
activities are not correctly predicted. The reason for this incorrect prediction is due
to the less amount of data related to transition activity in the HAPT dataset.

4 Conclusion

An analysis of deep learning model for human activity recognition has been exper-
imented on HAPT and HAR dataset. In the CNN-LSTM model, CNN obtains the
features of the data andLSTMmodel obtains the relationship between global features
and local features. From the results it can be concluded that the model is trained
and learned to meet the objective of human activity recognition. It is observed that
maximum recognition rate of 94.21% is obtained for a batch size of 150. The other
hyperparameters of the model are almost constant for both the datasets except for the
learning rate; 0.0025 for HAPT dataset, and 0.0015 for HAR dataset. The evaluation
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Fig. 5 Loss of train and test accuracies

metrics are also computed for the static, dynamic and individual transition activities.
In future, more complex activities such as driving, cooking and swimming can be
added to the dataset and the performance of the model can be evaluated. Also recent
research shows that the integration of the deep learning model and shallow learning
model can perform better classification of activities. The deep learning model can
decrease the training time and the shallow learning model can achieve improved
accuracy. The integration between the two models could be explored in future for
more accurate and reliable recognition.
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Sliding Mode Control-Based Standalone
Wind Energy System

R. M. Meenakshi and K. Selvi

1 Introduction

The conflict in growing need of electricity and age old way of long distribution
lines paves way for an economic alternative, namely the microgrids. A microgrid
is a low-voltage network with small-scale power generation units, energy storage
devices and loads [1]. The present trend in microgrid is the power generation from
renewable energy sources. Microgrid with renewable resources can help to eradicate
the environmental concerns due to fossil fuels. As the nature of renewable sources
and the modern day load are predominantly DC, the need for a common DC inter-
face arises. The integration of present AC utility grid and the DC sub-grids evolves a
complex network of hybrid AC/DC microgrids [2]. The power conversion between
the DC and AC interface is performed with the interlinking converters. These power
converters act as a brain of the microgrids by controlling the voltage and current
levels. The efficiency of power transfer in microgrid relies on the proper control
strategy to control the operation of switching converters. Since the last decade, many
researchers have suggested different control strategies for stable operation of micro-
grid [3, 4]. The conventional cascaded linear control and the droop control techniques
are widely discussed for various configuration and operating scenarios of microgrid
[5–8]. These techniques suffer from slow response, complex tuning of control param-
eters and inefficiency in accommodating multiple constraints. One of the main issues
in employing renewable energy sources for generation is the intermittent nature of
power output.
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The linear controllers fail to dynamically adapt for the varying operating condition
and the environment. Following the linear controllers, many works report the per-
formance of the fuzzy [9] and neural network [10] controllers. These works majorly
represents microgrid with single sources. Also, they emphasize on providing a clear
knowledge about different operating scenarios to the controller. This makes the con-
troller inefficient during uncertainties. As the renewable resources do not provide
continuous power output, it is necessary to take care of reliability in power supply.
The energy storage systems and other reliable energy sources can ensure the conti-
nuity of power supply in microgrid. The controller must promptly respond under all
operating conditions, handling multiple sources and loads. In view of these neces-
sities, the research studies have shifted the focus on nonlinear controllers. Certain
nonlinear controllers, namely backstepping controller [11], sliding mode controllers,
etc., have been widely discussed for both grid interfaced and standalone microgrids.

Among these controllers, the sliding mode control (SMC) strategy shows a fast
dynamic response and ensures system stability. The SMC is featured by its robustness
against any disturbances. In a previous researchwork [12], this controller is employed
for power extraction in DC sources by tracking the parameters at device level of
renewables. The control of power flow between the system and the battery is less
reported. Though the SMC proves better when two wind energy conversion systems
interact with the grid [13], both the machines will fail to supply the loads under
less windy conditions. This can increase the burden on the grid. Also these works
partly still rely on PI controllers for error tracking of parameters. This can deteriorate
the performance of SMC. This controller is further reported for solar photovoltaic
systems, and the performance is analyzed for standalone mode [14]. The power
balance between the DG source and energy storage system with the help of SMC
can prove to be a better solution in handling the uncertainties of the environment and
other operating disturbances.

This paper aims to analyze the performance of SMC in a Wind PMSG-battery
based standalone microgrid. The aim of our work is to employ the sliding mode
control approach to obtain: (1) optimal power output from wind energy according
to wind speed variations, (2) bidirectional power flow control between the battery
storage system and the microgrid and (3) ensure stable operation of the microgrid
under all operating conditions. Further sections present the description of compo-
nents in microgrid, the modeling of each component with the corresponding power
electronic converters, the application of sliding mode strategy and the discussion on
results under a few operating scenarios.

2 Description of Proposed Wind-Battery Microgrid

In this paper, a standalone microgrid based on PMSG-battery system is presented,
as shown in Fig. 1. The proposed system consists of PMSG-driven wind energy
system, a switched mode rectifier, battery storage system with a bidirectional DC-
DCconverter, DC link capacitor, voltage source inverter, LCfilters andAC-DC loads.
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Fig. 1 Proposed standalone microgrid

A SMC-based controller is proposed to control the power electronics converters in
the proposed system.Appendix I gives the detailed specifications of each component.

3 Modeling of Wind Energy Conversion Systems

Awind energy system as in Fig. 2 is modeled with a wind turbine driving the PMSG
machine directlywithout anygear box.Theoutput of thePMSGmachine is controlled
by employing a switched mode rectifier built with diode rectifier and DC-DC boost
converter. A wind turbine system converts kinetic energy into mechanical energy to
drive the electrical machine to generate power. The mechanical power extracted by
the wind turbine is given by,

Pm = 0.5 ∗ ρ ∗ Cp(λ, β) ∗ A ∗ v3
w (1)

Fig. 2 Wind energy system
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where Cp is the coefficient of performance, λ is the tip speed ratio (TSR), β is the
pitch angle, A is the area of turbine blade (m2), ρ is the air density (kg/m3), and vw
is the wind velocity (m/s2).

To extract maximum power from the wind turbine, the optimum tip speed ratio
required is,

λopt = ωw ∗ r

vw

(2)

where ωw is the angular speed of the rotor (rad/s) and r is the turbine radius (m).
By substituting for wind speed vw in (1), the optimum mechanical power from

the turbine is obtained as,

Pm = 0.5ρπr5
ω3
m

λ3
opt

Cpmax (3)

where Cpmax is the maximum power coefficient to achieve MPPT. Equation (3) can
be written as,

Pm−op = Kp−opω
3
m (4)

where

Kp−op = 0.5ρπr5
Cpmax

λ3
op

As per the torque power relationship, Pm−op = ωmTm−op, and from Eq. (4), the
expression for optimum torque can be expressed as

Tm−op = Kp−opω
2
m (5)

To extract the maximum power, by using optimum torque control (OTC) technique, a
reference torque related to the reference current Iwref is determined by the following
equation:

Iwref = Tm−op ∗ ωm

Vw

(6)

where Vw is the output DC voltage measured from the DC side of diode rectifier. The
voltage and current equations for the DC-DC converter can be derived as follows:

[ dIw
dt
dVdc
dt

]
=

[
− Rw

LW
−(1 − d1)

1
Lw

(1 − d1)
1
Cdc

0

] [
Iw
Vdc

]
+

[ 1
Lw

0

]
Vw +

[
0

− 1
Cdc

]
I ′
w (7)

where Iw, Vdc and d1 are the wind current, DC link voltage and the pulse signal for
boost converter switch S1, respectively.
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4 Modeling of Battery Storage System

A lead acid battery is designed to balance the power in the microgrid system with
proper discharging and charging using a bidirectional buck boost converter as shown
in Fig. 3. The battery is coupled to the PMSG system at the DC link through the
converter. The voltage and current equation of the converter can be written as:

[ dIbat
dt
dVdc
dt

]
=

[
− Rbat

Lbat
−d23

1
Lbat

d23
1
Cdc

0

][
Ibat
Vdc

]
+

[ 1
Lbat

0

]
Vbat +

[
0

− 1
Cdc

]
I ′
bat (8)

where Ibat, Vdc and d23 are the battery current, DC link voltage and the control signal
for the switches S2 and S3 of the bidirectional converter.

5 Sliding Mode Control of Wind and Battery Converters

Figure 4 shows the schematic implementation of sliding mode control. The main
purpose of the controller discussed in this paper is:

1. DC bus voltage regulation at point of common coupling of wind and energy
storage system.

2. Reliable supply to the AC loads in standalone mode.

For proper control operation, the error tracking trajectories are given as:

{
e1
e2

}
=

{
x1 − x∗

1
x2 − x∗

2

}
(9)

where x∗
1 and x∗

2 are the wind and battery reference currents. The basic necessity of
a sliding mode controller is to define a sliding surface for each control parameter.
The sliding surfaces are given by the error surfaces as:

S1 = e1 (10)

S2 = e2 (11)

Fig. 3 Bidirectional battery
converter
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Fig. 4 Proposed controller structure

Next, the derivative of the sliding surface is given as

Ṡ1 = ė1 (12)

Ṡ2 = ė2 (13)

Substituting for ė1 in (12) gives:

Ṡ1 = Vw

Lw

− Rw

Lw

x1 − (1 − d1)
x3
Lw

− x∗
1 (14)

To achieve stable operation, the derivative of surface must be selected as:

Ṡk = −ρksgn(Sk) (15)

where ρk > 0 and k = 1, 2. The sgn represents the signum function and can be
written as:

sgn(x) =
{

x
|x | x �= 0

0 x=0
(16)

By applying (15) in (14), the control law d1 can be obtained as

d1 = Lw

x3
[−ρ1sgn(S1) − Vw

Lw

+ Rw

Lw

x1] + Lw

x3
[x∗

1 ] + 1 (17)

The d1 is the duty cycle signal applied to the boost converter of wind energy system
connected at the common DC bus. It is bounded by 0 < d1 < 1. For a battery storage
system, the derivative of sliding surface and the control law can be obatained as:

Ṡ2 = Vbat

Lbat
− Rbat

Lbat
x2 − x∗

3 (18)
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d23 = Lbat

x3
[ρ2sgn(S2) + Vbat

Lbat
− Rbat

Lbat
x2] + Lbat

x3
−x∗

2 (19)

where d23 is the duty cycle signal for the bidirectional converter between the battery
and DC bus system. It is bounded between 0 and 1.

The control signals for the voltage source inverter are provided by the conventional
DC control according to the implementation in [15].

6 Results and Discussion

The proposed control strategy was implemented in the MATLAB/SIMULINK plat-
form, with detailed design of each system components in standalone microgrid. The
wind speed and load disturbances are applied similar to the practical scenarios, in
order to analyze the robustness of the sliding mode controller. Such variations are
employed to show how effectively the proposed controller regulates the DC bus
voltage. The controller performance is assessed under two conditions, namely (a)
variable load and (b) fluctuating wind conditions. Combining these two scenarios,
the stability of DC link, power balance by the energy storage system and optimal
power extracted from wind were investigated. Figure 5 shows the variations in wind
profile, and step changes in load are presented. The AC linear loads of 3, 2 and 2 kW
are each stepped in at t = 0, 7 and 14s. The wind speed varies continuously withing
the range of 11–13m/s.

Initially, the battery SOC is 65%. The constant load prevailing in the microgrid is
3 kW. The wind power generation is around 6 kW as per the PMSG machine rating.
The excess power is employed to charge the battery. Figures 6a–b show the wind
power generation and increase in battery SOC. At t = 7 s, a load disturbance of 2kW
is introduced. The battery still charges at a slower rate, while wind energy supplied
to the change in load. Followed by this, another load of 2 kW is again introduced at
t = 14 s, where the load demand becomes higher than the generation. At this point,
the battery starts to discharge and supports to maintain the power balance in the
microgrid.

Fig. 5 Wind and load profile



834 R. M. Meenakshi and K. Selvi

Fig. 6 a Wind power. b Battery SOC. c DC link voltage. d PMSG torque. e Wind output current

Table 1 PI and SMC controller specifications

Specifications SMC controller PI controller

Overshoot 18.0457% 24.1356%

Settling time (s) 19.9391 19.9360

Peak time (s) 1.2739 1.2732

During such continuous wind variations and step changes in load, the DC link
voltage as shown in Fig. 6c is maintained constant. The stabilization of DC link volt-
age achieved by the sliding mode control strategy is compared with the conventional
PI controller. From this comparison, it is seen that the overshoot due to proposed
SMC controller is lower compared to the conventional controller. The table shows
the time-domain specification comparison of the two controllers (Table 1).

Figure 6d confirms the optimal torque control showing constant torque for the
PMSG machine , which is achieved by tracking the diode rectifier output current
(Fig. 6e) as per Eq. 6.

Under similar conditions of wind speed and load changes, the case of battery
SOC of 95% is examined. In this scenario, during excess power generation, a dump
load is introduced to balance the DC link voltage. Figure 7a shows that battery only
discharges when there is a demand in power at t = 14 s with a 2 kW load disturbance.
Until then, the battery remains ideal, diverting the power to the dump load. Figure 7b
shows that the DC link voltage remains constant as balanced by the dump load.
Figure 7c shows the dump load power support during excess generation duration
of 0–14s. Figure 8 shows that the AC side load voltage is maintained with the load
current variations according to the load profile.
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Fig. 7 a Battery SOC. b DC link voltage. c Dump load power

Fig. 8 a Load voltage and b Load current

7 Conclusion

This paper presents the design and analysis of sliding mode controller for maintain-
ing DC link voltage and power balance in the standalone hybrid AC/DC microgrid.
The performance of the SMC is evaluated under certain scenarios in the SIMULINK
environment. It is seen that the dynamics in wind profile and load changes are better
addressed by the sliding mode controller in comparison to the PI controller. Also,
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the battery storage system effectively participates under excess and deficit power
demands. The parameters of SMC can be tuned easier in comparison to the PI con-
trollers. It is seen that though the SMC provides a better adaptation to disturbances,
still further improvements are much necessary to tightly control the DC link voltage.
To overcome such limitations, one ormore reliable generation source could be further
introduced for proper power balance. Also, the controller could be better designed to
handle the higher order dynamics. Further, the control approach could be extended
to the interaction of microgrid with utility grid and transition between islanded and
grid-connected modes.

Acknowledgements This research work was supported by the Research Excellence strand of
Savitha Project-Thiagarajar Research Fellowship under Ref: TCE/Dean-RD/TRF (2020–2023).

Appendix

Design Specifications

Wind turbine model

Air density 1.225 kg/m3

Rated wind speed 12 m/s
Rotor diameter 1.16 m
λopt 7.5
Cp 0.43
PMSG
Stator phase resistance 0.425 �

Armature inductance 8.5 mH
Flux linkage 0.433 Wb
Pole pairs 5
Rated speed 153 rad/s
Lead acid battery
Voltage 300 V
Rated capacity 35 AH
Maximum charge current 7.2 A
Maximum discharge current 10 A
AC/DC microgrid parameters
DC grid voltage 800 V
AC grid voltage 400 V
Frequency 50 Hz
DC bus capacitor 1500 µF
AC bus LC filter L f = 1 mH, Cf = 100 µF
AC loads Load 1 = 3 KW , Load 2= 2kW, 2kW
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Instantaneous Power Estimation
Algorithm in Hybrid Power Filter
for Power Quality Improvement

S. Sindhu and M. R. Sindhu

1 Introduction

Increased use of power electronics devices and nonlinear loads has resulted in more
power quality challenges, such as current harmonics and low power factor [1]. Since
then, a great deal of study has been done into providing clean power to essential
devices connected to the point of common coupling (PCC), as well as solving the
various power quality issues caused by the widespread use of loads that demand
nonlinear current from the supply. Power quality compensators ensure that power
quality at the PCC remains within IEEE standards [2]. Tuned passive filters were
employed in the beginning to eliminate power quality issues. It consists of tuned
LC filters for filtering out harmonic components produced by the nonlinear loads.
The merit of passive filters is that the implementation of these filters was not expen-
sive. The installation of passive filters can lead to resonance between the system
impedance and passive filter impedance which may result in amplifying the source
current harmonics.With APF, the drawbacks of passive filters such as fixed harmonic
compensation, resonance, and huge size could be overcome. An APF injects equal
and opposite harmonics as well as reactive components into the system. This guar-
antees that the power drawn from the supply has a power factor of unity. The rating,
the size, and therefore the cost of the APF vary depending on the nature, and the
amount of compensation this filter has to provide [3].
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When low-cost passive filters are used in conjunction with APFs, rating of the
APF used is reduced, and hence, it is possible to reduce the size of the APF. As a
result, hybrid filter topologies [4] have been developed. A parallel combination of
shunt passive filter and shunt APF has been devised in this study of a shunt hybrid
power filter. The hybrid power filter performance is determined by the compensating
signals generated by the APF operation. There are numerous control methods for
APFs which are published in the literature [1]. Frequency-domain or time-domain
compensation techniques can be used in control algorithms. The APF in this work is
controlled using time-domain-based control algorithms because frequency-domain
approaches need tedious computation and so have a delayed response [5].

The control algorithms for APF produce voltage or current compensation signals
in real time. Instantaneous reactive power theory (IRPT) [6], synchronous detec-
tion (SD), IcosF algorithm [7], exponential composition algorithm (ECA) [8, 9],
and instantaneous power estimation algorithm (IPEA) [10] are some of the time-
domain compensation strategies available. The IRPT, SD algorithms do not perform
well with unbalanced source voltages, IcosF algorithm uses sample/hold circuit and
zero-crossing detector leading to a delay in response, and ECA involves complex
calculations [10]. This paper uses IPEA as the control for the APF as it involves
simple computation steps and fast response. The topology of hybrid filter is briefly
explained in Sect. 2. Section 3 discusses the effectiveness of the hybrid filter with
simulation results. The experimental setup and the results are analyzed in Sect. 4,
and Sect. 5 summarizes the conclusion.

2 Shunt Hybrid Filter Topology

To reduce current harmonics and reactive power in the topology considered in this
study, hybrid filters consist of shunt APFs and shunt passive filters that are connected
in parallel with the nonlinear load as in Fig. 1. The control design for the shunt APF
and the passive filter is detailed in the sub-sections that follow.

3 Control Strategy for Shunt APF

The IPEA control approach is used in this research to generate compensation signals
to compensate for higher-order harmonics in theAPF component of the hybrid power
filter. This control algorithm for shunt APF is based on simple mathematical compu-
tations. The load currents and the balance source voltage are sensed. The in-phase and
quadrature parts of the fundamental load currents are extracted using low pass and
band pass part of the biquad filter. A unit template for each phase is created from the
balanced supply voltage. The quadrature component and the in-phase components
of each phase are also retrieved from the unit template with the help of biquad filters.
Figure 2 depicts an IPEA diagram for phase a. The output is obtained by multiplying
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Fig. 1 Schematic of shunt hybrid power filter

Fig. 2 IPEA for shunt APF for phase a

the quadrature components of load current with that of the unit template.

iLa(lp f )(t)Ua(q)(t) = ILa cos(ωt − φa) cosωt

iLb(lp f )(t)Ub(q)(t) = ILb cos

(
(ωt − 2π

3
) − φb

)
cos

(
ωt − 2π

3

)

iLc(lp f )(t)Uc(q)(t) = ILc cos

(
(ωt + 2π

3
) − φc

)
cos

(
ωt + 2π

3

)
(1)

The result of product of the in-phase components obtained by passing the load
current through a biquad filter and the respective phase of unit template is as shown
in (2)
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iLa(bp f )(t)Ua(d)(t) = ILa sin(ωt − φa) sinωt

iLb(bp f )(t)Ub(d)(t) = ILb sin

(
(ωt − 2π

3
) − φb

)
sin

(
ωt − 2π

3

)

iLc(bp f )(t)Uc(d)(t) = ILc sin

(
(ωt + 2π

3
) − φc

)
sin

(
ωt + 2π

3

)
(2)

The magnitude of the fundamental part of the load current in each phase is calcu-
latedby adding the results obtained in (1) and (2) and, then, applying the trigonometric
identity.

ILa cosφa = iLa(lp f )(t)Ua(q)(t) + iLa(bp f )(t)Ua(d)(t)

ILb cosφb = iLb(lp f )(t)Ub(q)(t) + iLb(bp f )(t)Ub(d)(t)

ILc cosφc = iLc(lp f )(t)Uc(q)(t) + iLc(bp f )(t)Uc(d)(t) (3)

The reference source current in each phase obtained by multiplying the value
obtained in (3) and the unit amplitude wave is as in (4)

isa(ref) = ILa cosφaUa

isb(ref) = ILb cosφbUb

isc(ref) = ILc cosφcUc (4)

The compensating currents are calculated by subtracting the source reference
current from the load current.

isa(comp) = iLa − isa(ref)

isb(comp) = iLb − isb(ref)
isc(comp) = iLc − isc(ref) (5)

In the case of unbalanced load conditions, the average of the values of (5) is
calculated, before calculating the reference source current.

3.1 Design of Shunt Passive Filter

Fixed passive filters tuned to the fifth and seventh harmonic frequencies are connected
in shunt at the load side to minimize the rating of the shunt APF [11]. The passive
filter is designed based on the %VAR to be met by the fixed shunt passive filters. The
maximum three-phase reactive power load demand is calculated. Also, the fifth- and
seventh-order passive filters not only provide the designed reactive power but also
sink the fifth- and the seventh-order harmonics. VAR to be supplied by the passive
filter per phase is calculated as
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Qper phase = VAR

3
(6)

Capacitive reactance (Xc) and capacitance (C) per phase are calculated as

Xc = V 2

Qper phase
andC = Q

ω.V 2
(7)

Inductance (L) per phase is calculated as

L5 = 1

ω2
5C

and L7 = 1

ω2
7C

(8)

Resistance (R) per phase for a given quality factor (QF) is calculated as

R5 = ωL5

QF
and R7 = ωL7

QF
(9)

The R, L, and C values are mutually dependent on one another as well as on the
reactive power demand to be supplied and the quality factor.

4 Simulation Results for Hybrid Filter

A test system for simulation study is modeled with a 400 V, 50 Hz three-phase
balanced AC voltage source with line impedance Rs = 0.1�, Ls = 0.2 mH feeding
a 7 kVA nonlinear load with a power factor of 0.6. Voltage sensors are used to sense
the phase voltage, while the current sensors sense the load and source currents. A
three-phase voltage source inverter (VSI) of suitable rating with DC-link capacitance
of 45 µF, 700 V acts as the shunt APF. The switching frequency of the VSI is set to
20 kHz.

The shunt passive filters sink the fifth and the seventh harmonics and are designed
as discussed in Sect. 2. The load reactive power requirement is 6kVAR. The capac-
itance value for the fifth and seventh harmonics is calculated as 20 µF. The induc-
tance is calculated as 20 and 10 mH for providing minimum impedance for fifth
and seventh harmonics. For a quality factor 40, the resistance value for the fifth and
seventh harmonics is approximately 0.8 � and 0.5 �, respectively.

Thus, the passive filters are designed to meet specified reactive power demand of
the load. The shunt APFwith the IPEA control algorithm generates the compensation
currents to compensate for the higher-order harmonics and reactive power. Simulink
in MATLAB is used to conduct the system simulation analysis.

Figure 3 depicts the simulation results, which show that the hybrid filter compen-
sates for current harmonics and power factor better than the passive or APF alone.
The grid voltage and the grid line current are as in Figs. 3a and b. The compensation of
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Fig. 3 Simulation results of phase a a Grid/source voltage b Grid line current c Current after
compensation with passive filter d With APF e With hybrid filter

source current with passive filter is shown in Fig. 3c. The passive filter compensates
for the designed reactive power and filters out the fifth- and seventh-order harmonics.
The compensation with the APF is shown in Fig. 3d. The shunt APF compensates for
the reactive power as well as the distortions in the current waveform. The compen-
sation with hybrid filter shown in Fig. 3e also compensates for reactive power and
the harmonics. The passive filter of the hybrid filter provides a low impedance path
for the fifth and seventh harmonics, and the shunt APF provides compensation for
higher-order harmonics. This will help in reducing the burden on the APF and thus
reduce the APF rating and size. This topology of this hybrid filter is effective in
reducing current distortion and reactive power.

From Table 1, it can be observed that passive filter can filter out only the tuned
frequencies and provides partial reactive power compensation. The shunt APF miti-
gates most of the harmonics and meets the reactive power demand of the load. But,
the rating requirement of the APF is very high. So, the hybrid filter with reduced APF
rating gives a better performance with reduced current harmonics which is within the
IEEE standards. The total harmonic distortion (THD%) without filter is 28.96%, and
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Table 1 Comparison of passive filter, shunt APF, and hybrid filter

Parameters Without filter With passive filter With shunt APF With hybrid power
filter

Fundamental
current (rms in A)

15 10.82 10.80 11.54

THD% 28.96 5.11 1.97 0.70

Reactive power
(kVAR)

3.491 1.608 0.058 0.003

with passive filter, the fifth- and the seventh-order frequencies reduced from 21.80%
and 12.87% to 0.58% and 0.43%, respectively. Hence, the overall THD% is 5.11%
which is beyond the IEEE limits. With APF alone, the THD% is reduced to 1.97%,
and with hybrid power filter, the THD% is further reduced to 0.70%.

5 Experimental Verification

For the laboratory prototype, a three-phase supply and the nonlinear load −3kVA
thyristor converter feeding a resistive load are connected through dSPACE DS1104
controller with a sampling period set to 120 µs. The IPEA algorithm is imple-
mented using DS1104. To avoid resonance and filter out the ififth- and iseventh-order
harmonics, the passive filters are designed to sixth-order harmonics. As an optimum
value, the passive filter is designed with an inductor value 5 mH and capacitor value
80 µF. A three-phase SEMIKRON IGBT inverter is operated as a shunt inverter and
connected through a coupling inductor of 5mH. FLUKE power quality analyzer is
used to analyze the experimental results. The experimental results in Fig. 4 show that
that the hybrid power filter compensates for current distortions and makes the power
factor close to unity.

6 Conclusion

The topology discussed in this paper can be implemented in applications with
existing passive filters. Tuned passive filters were designed and simulated in
MATLAB/Simulink along with a shunt APF. The passive filter was designed to filter
out the lower-order harmonics, mainly the fifth and the seventh harmonics thereby
reducing the rating of the shunt APF. The higher-order harmonics and the reactive
power were compensated by the IPEA controlled shunt-connected APF. The imple-
mentation results show that the hybrid power filter effectively supplies the reactive
power demand of the load and, also, reduces the current harmonics.
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Fig. 4 a Source/grid voltage and current waveformswithout filter bVoltage and current waveforms
with hybrid filter c THD% without filter d THD% with filter
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Multi-objective Optimal Power Flow
Using Whale Optimization Algorithm
Consists of Static VAR Compensator

G. Karthik Varma and Bathina Venkateswara Rao

1 Introduction

The daily requirement for electric power is increasing day by day. This wants to
generate more power in order to meet the increased demand and all the generation
should be connected properly. On a group of interconnected systems, losses take
place due to overloading and contingency conditions. Overloading can be minimized
by creating new lines [1]. The major problems that occur due to upgrading new
transmission lines are additionally expensive, and it takes extra period such as years.
In order to lessen losses and increase growth power passage through line enhances the
voltage profile in the power system via placing shunt-connected FACTS device called
SVC [2]. One of the significant concerns of power system planning and operations
is optical power flow (OPF), which can be controlled by optimization problems with
an objective function and a number of equality & inequality constraints [3]. In this
OPF problem, the variable control indicates generators’ real power, generator bus
voltage, and reactive power generation of VAR sources [4].

Authors in [5] apply differential evolution (DE) on the problem of OPF. The
methods are tested on standard IEEE 118, IEEE 57 and IEEE 30-bus systems for
several OPF. In [6], authors use the gravitational search algorithm (GSA) to solve
the optimal solution for the problem of OPF in a power system. In [7], cuckoo
search algorithm (CSA) applied on IEEE 57 bus system and the obtained results
are compared between the CSA and FPA, in that CSA is found to be better. In [8],
authors present the backtracking optimization algorithm (BSA), to solve the OPF
problem. In this paper, there are different objective functions used such as fuel cost,
valve-point effect, and voltage profile enhancement.
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The above-told methods have lack in efficiency when result the solution in the
global search space. The above-said authors did not incorporate the SVC in the
system. In this paper, the authors propose the whale optimization algorithm not
only for solving the OPF problem but also for identifying the proper size for SVC
to enhance the system performance. WOA enhances the performance by providing
optimal results and is passed out in MATLAB background for IEEE 57 bus system.

2 Mathematical Formulation of Multi-Objective Optimal
Power Flow (MOOPF) Problems

The MOOPF main aim is to optimize the control variables by considering two or
more objective [4].

Objective 1: Minimization of cost.

The total fuel cost function for the number of generating units is denoted by below
equation.

F1 =
(
NTG∑
i=1

αi + βi PTGi + γi P
2
TGi

)
$/Hr (1)

Objective 2: Minimization of emission.

An emanation of SOx, NOx gases [9] is considered in ton/Hr utilizing beneath
equation,

F2 =
NTG∑
i=1

10−2
(
ai + bi PTGi + ci P

2
TGi

) + di exp(ei PTGi ) (2)

Objective 3: True power losses minimization.

By using below equation power loss is calculated,

F3 =
NT∑
k=1

Gk(i, j)
[
V 2
i + V 2

j − 2ViVj cos(δi j )
]

(3)

Objective 4: Enhancement of voltage stability of the network.

The L-record is determined for all heap transports and the greatest worth out of
those goes about as the worldwide pointer for the framework steadiness [10]. In this
manner, the target of framework stability is given by,
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F4 =
∣∣∣∣∣1 −

NG∑
i=1

Fji
Vi

Vj

∣∣∣∣∣ → where → j = 1, 2, ....,NL

and → Fji = −inv[YLL][YLG] (4)

By considering the above single objectives,multi-objectives have been formulated
as various case studies.

Case 1: fuel cost and emission minimization.

It consists of fuel cost, and emission with selected weight factor is 100.

Obj1(x, u) = F1 + W1 ∗ F2 (5)

Case 2: Minimization of fuel cost and losses.

It consisting of both fuel cost and losses with selected weight factor is 100.

Obj2(x, u) = F1 + W2 ∗ F3 (6)

Case 3: Fuel cost and voltage stability minimization.

It consists of fuel cost along with voltage stability.

Obj3(x, u) = F1 + W3 ∗ F4 (7)

weight factor is 100 taken from [11].

2.1 Equality Constraints

PGi − PDi − Vi

Nb∑
i=1

Vj

(
Gi j cos θi j

+Bi j sin θi j

)
= 0 (8)

QGi − QDi − Vi

Nb∑
i=1

Vj

(
Gi j sin θi j

Bi j cosθi j

)
= 0 (9)
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2.2 Inequality Constraints

Vmin
Gi ≤ VGi ≤ Vmax

Gi , i ∈ Ng (10)

Vmin
Li ≤ VLi ≤ Vmax

Li , i ∈ Nl (11)

Qmin
Gi ≤ QGi ≤ Qmax

Gi , i ∈ Nt (12)

Tmin
i ≤ Tm ≤ Tmax

i , i ∈ Nc (13)

Qmin
ci ≤ Qci ≤ Qmax

ci , i ∈ Nc (14)

2.3 Mathematical Model of SVC

SVC is a shunt-connected device and provides or absorber reactive power to adjust
capacitive or inductive flow to keep upwith or control explicit boundaries of the elec-
trical force framework [12]. It is demonstrated as a flawless reactive power booster
at the load ends.

ISVC = j BSVCVk (15)

QSVC = QK = −V 2
K BSVC (16)

3 Whale Optimization Algorithm (WOA)

Whales are extravagant animals. The most fascinating thing about the humpback
whales is their exceptional chasing strategy. This rummaging conduct is called the
bubble-net taking care of technique [13]. They discovered two moves related to
bubbles and named them ‘up twisting’ and ‘double circles’. In the previous move,
humpback whales jump around 12 m down and afterward begin to make bubbles in a
twisting shape around the prey and swim up toward the surface [14]. The later move
incorporates three unique stages: coral circle, lob tail, and catch circle. Itemized data
about this conduct can be found in. It is worth focusing on here that bubble-net taking
care of is one-of-a-kind conduct that must be seen in humpback whales [15].



Multi-objective Optimal Power Flow Using Whale Optimization … 853

→
D = |→C .→X ∗ (t) − →

X (t)| (17)

→
X (t) = →

X ∗ (t) − →
A .→D | (18)

→
A = 2→

a .→r − →
a . (19)

→
c = 2.→r . (20)

Every whale r can be represented as a vector with real values and is shown as

Yi = (
Yi,1,Yi,2, . . . . . . . . . .xi,k

)T
subjected to 0

< xi.1 . . . . . . . . . < xi,k < L (21)

The location of each whale is identified randomly by the following equations.

Yi, j = gmin + rand(0, 1) ∗ (gmax − gmin) (22)

4 Simulation Results

This paper presents the optimization of minimization of real power generation cost
along with losses, emission, and voltage stability. In this voltage at the generator
buses, the rating of reactive power compensation devices and transformer tap settings
are controlled. The results are given below; Table 1 provides the details of IEEE57
bus system.

Table 2 presents the results of all the multi-objective functions considered in
three different cases without and with SVC. It has been observed that by placing

Table 1 Main characteristics of the studied system

Characteristics IEEE57

Value Details

Buses 57 –

Branches 80 –

Generators 7 Buses: 1, 2, 3, 6, 8, 9, 12

Load voltage limits 50 [0.94–1.06]

Shunt VAR compensation 3 Buses: 18, 25 and 53

Transformers with off-nominal tap ratio 17 Branches: 19, 20, 31, 35, 36, 37, 41, 46, 54,
58, 59, 65, 71, 73, 76 and 80

Control variable 33 –
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Table 2 Optimal solutions obtained by WAO for IEEE57 bus system without and with SVC at
bus32

S. No Variables Case 1 Case 2 Case 3

Without
SVC

With SVC Without
SVC

With SVC Without
SVC

With SVC

1 PG2 91.0297 69.0126 93.3127 94.1402 94.1570 83.0637

2 PG3 46.2823 51.4824 48.1760 53.1693 47.0469 47.0980

3 PG6 91.6180 91.6829 93.5377 94.3636 42.7357 67.9470

4 PG8 453.9019 476.5641 421.641 434.952 469.052 470.0030

5 PG9 82.2757 51.7606 72.7472 43.7779 100.000 74.4714

6 PG12 356.7256 369.8139 390.242 387.573 366.118 368.1963

7 V1 (PU) 1.1000 1.1000 1.1000 1.1000 1.1000 1.1000

8 V2 (PU) 1.1000 1.1000 1.1000 1.1000 1.1000 1.1000

9 V3 (PU) 1.1000 1.1000 1.1000 1.1000 1.1000 1.1000

10 V6 (PU) 1.1000 1.1000 1.1000 1.1000 1.1000 1.1000

11 V8 (PU) 1.1000 1.1000 1.1000 1.1000 1.1000 1.1000

12 V9 (PU) 1.1000 1.1000 1.1000 1.1000 1.1000 1.1000

13 V12 1.1000 1.1000 1.1000 1.1000 1.1000 1.1000

14 Qc18 18.0225 18.3635 17.1849 19.0519 6.9345 5.0284

15 Qc25 13.6720 17.4910 10.7271 19.0621 0.6030 3.6655

16 Qc53 17.6337 17.7955 17.5084 19.1041 2.0376 18.2359

17 T19 (PU) 0.9868 1.0338 0.9141 1.0193 0.9805 1.0508

18 T20 (PU) 0.9868 1.0216 0.9177 1.0187 0.9808 1.0245

19 T31 (PU) 0.9163 1.0338 0.9502 1.0191 0.9775 1.0480

20 T35 (PU) 0.9868 1.0146 0.9139 1.0182 0.9808 1.1000

21 T36 (PU) 0.9285 1.0088 0.9521 1.0190 0.9806 1.1000

22 T37 (PU) 0.9739 1.0338 0.9464 1.0171 0.9759 1.0210

23 T41 (PU) 0.9868 1.0338 0.9274 1.0187 0.9806 1.0199

24 T46 (PU) 0.9549 1.0288 0.9163 1.0192 0.9806 1.0407

25 T54 (PU) 0.9331 1.0338 0.9205 1.0174 0.9807 1.0818

26 T58 (PU) 0.9868 1.0338 0.9332 1.0184 0.9576 1.0353

27 T59 (PU) 0.9868 1.0292 0.9185 1.0256 0.9806 1.0179

28 T65 (PU) 0.9687 1.0129 0.9328 1.0188 0.9649 1.0365

29 T66 (PU) 0.9738 0.9939 0.9202 1.0266 0.9806 1.1000

30 T71 (PU) 0.9257 1.0338 0.9272 1.0193 0.9806 1.0186

31 T73 (PU) 0.9246 1.0338 0.9321 1.0145 0.9806 1.0193

32 T76 (PU) 0.9868 0.9992 0.9349 1.0254 0.9806 1.1000

33 T80 (PU) 0.9868 1.0338 0.9195 1.0188 0.9808 1.0185

34 SVC size – 8.4432 – 10.0000 – 10.0000

(continued)
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Table 2 (continued)

S. No Variables Case 1 Case 2 Case 3

Without
SVC

With SVC Without
SVC

With SVC Without
SVC

With SVC

35 Fuel cost
($/h)

41,650 41,324.89 41,714 41,313.8 41,681 41,241.96

36 Emission
(ton/h)

1.3336 1.431 1.2873 1.33 1.4061 1.3984

39 PLoss
(MW)

14.4148 14.27 12.1251 12.75 14.6563 14.4714

40 L-index 0.2524 0.1608 0.2172 0.1592 0.2756 0.1701

41 Fitness
Value

41,780 41,464.79 42,925 42,589.2 41,707 41,258.96
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Fig. 1 Convergence curve for Case 1 by considering without and with SVC

SVC at bus number 32; in all the cases, fitness function value has been reduced. It
is also observed that fitness value was low with the minimization of fuel cost along
with voltage stability. Convergence curves for all three cases without and with SVC
are shown in Figs. 1, 2, and 3. From figures, it has been observed that with SVC,
optimal solution is achieved with less number of iterations. Obtained results with
WOA compared with other methods available in literature and present in Table 3.

5 Conclusion

OPF with WOA outperforms the various cases considering multi-objectives of fuel
cost along with emission, fuel cost with losses and fuel cost with voltage stability. It
is evident that from the obtained results regulated variables with WOA yield better
output compared to MPSO, MFO, MDE, and FPA. This method is tested on IEEE57
bus system. For the purpose of getting better results, SVC has been incorporated into
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Fig. 3 Convergence curve for Case 3 by considering without and with SVC

the IEEE57 bus system at bus number 32. It is also observed that with SVC better
results achieved. In the future, solar and wind generation can also be incorporated
into system to obtain the best results.
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Standalone PMSG-Based Wind Energy
Conversion System Under Unbalanced
Load Conditions

P. N. Koteswara Rao, R. Mahalakshmi , and K. Sudarsana Reddy

1 Introduction

In the recent days, renewable energy technology has become the trending and promi-
nent topic due to increase in the concentration of atmospheric carbon dioxide.Despite
COVID-19 prompted the economic losses, 260 GW capacity of renewables has been
added globally in 2020 [1]. A report by International Renewable Energy Agency
(IRENA) states that 127 GW of wind energy and 111 GW of solar energy have been
added in particular. It infers that wind energy is generously generated [2]. Research
in WECS has been popular since decades. The WECS can be categorically divided
into four [3]. The type-3 and type-4 are being popular and mostly used generation
technology. The type-3 WECS utilizes the doubly fed induction generator (DFIG)
technology, and type-4 uses either a PMSG or squirrel cage induction generator
(SCIG) as its generators. For standalone application, type-3 becomes complicated
as it requires much complex controllers for its power electronic interfaces. Whereas
for a low power application type-4 WECS suits best as it requires simple controllers
along with low-rated power electronic devices. Moreover, PMSG [4] has its own
points of benefits when compared to SCIG. Replacement of conventional DC exci-
tation in synchronous generators (SG) with solar excitation or permanent magnets
increases efficiency and promotes the greener technology [5].

The battery augmented to renewable systems is becoming popular and reliable
because of its continuous power flow. Renewables being intermittent, a continuous
power flow for a standalone system cannot be realized. A battery attached to the
same system can overcome the issue [6]. The increase in the technology of battery
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systems, applications pertaining to micro-grids [7, 8], smart grids are becoming the
research topic in the literature.

The type-4 WEC generation technology requires power electronic interfaces
like uncontrolled rectifiers, three-phase inverters and DC-DC converters like boost
converter, SEPIC converter [9]. Boost converter is chosen in most applications
because of its simple realization and less requirement of passive elements. A
controller is required for each controlled power electronic switch utilized for appro-
priate operation in the system. Controllers range from simple PI controllers to intel-
ligent controllers like fuzzy logic controllers (FLC) [10], artificial neural networks
(ANN) [11] which utilizes embedded controller as its core to dump the logic.
Maximum power from the renewable systems like WECS, solar can be achieved by
adjusting or controlling the switch in the boost converter. Many literature proposes
various maximum power point tracking (MPPT) techniques for achieving better
efficiency like perturb and observe algorithm (P&O), incremental conductance
(INC).

The primary objective of the paper is to continuously power three-phase unbal-
anced system using a standalone PMSG based WECS. The secondary objective
is to control the switches in power electronic interfaces and logic for augmented
battery using a single multi-input multi-output (MIMO)-based embedded controller.
All simulations and analysis have been conducted using MATLAB/Simulink soft-
ware. The paper has been organized into five subsections. Section 2 deals with anal-
ysis of the system which details the overview of system and designing parameters
of the system. In Sect. 3, controller logic for maximum power extraction using
boost converter, control pulses for PWM-based inverter, and switching logic for
battery system has been discussed. Section 4 discusses the simulation model and its
respective results. Through Sect. 5 work gets concluded.

2 System Description

2.1 Block Diagram

The block diagram for the proposed system has been depicted in Fig. 1. It can be
inferred that the system contains PMSG-basedWEC, diode rectifier, boost converter,
IGBT-based PWM inverter, battery system attached to PWM switch, three-phase
unbalanced load and embedded controller. The maximum power from PMSG-based
WEC is extracted using the boost converter control logic. MaximumDC power from
PMSG-based WEC connected diode rectifier is transferred along with the battery
power when required to a three-phase PWM inverter. The battery is switched to the
system when DC link power decreases under provided threshold. The IGBT-based
PWM three-phase inverter is controlled using sinusoidal pulse width modulation
technique so as to achieve less harmonic sine wave at the load terminals. The control
logicsmentioned above are provided by embedded controller. As a single controller is
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Fig. 1 Block diagram representation of proposed system

utilized in the system for three control techniques, the provided embedded controller
functions as MIMO system.

2.2 Design

A 6 kW wind turbine has been considered for this work. The wind turbine charac-
teristics (mechanical output power, generated torque from wind turbine) for various
wind speed have been tabulated, and its respective plot has been displayed. Figure 2
shows the plot of Pout and T net from wind turbine versus wind speed in per unit.
It can be inferred that cut-in power is generated at speed of 0.2 pu, respectively.
The governing equation for mechanical output power from wind turbine has been
mentioned in Eq. (1). The optimum and maximum power can be achieved fromwind
turbine by accordingly choosing the constant

(
Kopt = 1

2 ∗ ρ ∗ π ∗ r2 ∗ Cp
)
, where ρ

is air density, r is the rotor blade radius, andCp is coefficient of power. Thereby from
Eq. (1), the equation for target optimum torque can be calculated and its respective
equation is mentioned in (2).

Pout = 1

2
∗ ρ ∗ π ∗ r2 ∗ Cp ∗ W 3

m (1)

Tref = 1

2
∗ ρ ∗ π ∗ r2 ∗ Cp ∗ W 2

m (2)

Thewind turbine is attached to a 6 kW, 415VPMSG. The three-phase output from
PMSG is given to a diode rectifier to produce a constant DC power with terminal
voltage of 200 V. To boost the voltage to desired 500 V and to retrain a maximum
power for varying wind speed, a boost converter has been designed. The battery of
6 kWh has been chosen for backup operation during low wind speeds. The design
parameters of wind turbine and boost converter along with battery specifications
have been mentioned in Table 1, respectively.
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Fig. 2 Plot of wind turbine characteristics

Table 1 Specifications and parameters of wind turbine, battery along with boost converter

Parameters of wind turbine
and backup battery used

Values Parameters of boost
converter

Boost converter values

WT rated power (kW) 6 Input voltage (V) 200

Rotor speed (rpm) 280 Output voltage (V) 500

Rotor blade radius (m) 1.73 Capacitor (µF) 900

Power coefficient (Cp) 0.3 Inductor (mH) 31.09

Battery ampere rating (Ah) 20 Duty ratio (%) 60

Initial SOC (%) 40 Switching
frequency (kHz)

20

3 Control Logic

3.1 Control Methodology for Boost Converter

The control logic for generating pulses to the switch in boost converter has been
depicted in Fig. 3. The function of this controller is to extract maximum power.
From the flowchart, it can be inferred that the required sensor data wind speed, DC
link voltage and current would be sensed and would be provided to the embedded
control. An optimum value of constant (Kopt = 0.11842) has been calculated by using
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Fig. 3 Flowchart for
controlling boost converter
switches

the specifications mentioned in Table 1, respectively. This value is fed as a constant
to the controller. A reference torque and DC link current would be calculated in every
iteration. The error in DC link current is checked, and accordingly, a duty ratio is
produced. This duty ratio is utilized to generate PWM pulses for the converter in
order to extract maximum power. The tuned Kp and Ki are fed as constant to the
controller.

3.2 Control Methodology for Inverter

The control logic for generating pulses to the switch connected to backup has been
depicted in Fig. 4. The function of this controller is to maintain constant DC link
voltage and power (acting as backup) of the load during low wind speed (output
mechanical wind turbine power). From the flowchart, it can be inferred that the
required sensor data DC link voltage and current would be sensed and would be
provided to the embedded control. A DC link power along with error (DC link
voltage) would be calculated in every iteration. This error and power are compared
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Fig. 4 Flowchart for
controlling a battery
connected switch

with the respective preset values, and accordingly, a duty ratio is produced. This duty
ratio is utilized to generate PWM pulses by comparing it with sawtooth waveform.
The tuned Kp and Ki are fed as constant to the controller.

3.3 Control Methodology for Battery Connected Switch

The control logic for generating pulses to the inverter switches has been depicted
in Fig. 5. During unbalanced load condition, the line currents are not equal in each
phase, and this will cause unequal voltage at the AC bus. This voltage unbalance will
be leading to the line voltages at AC bus to become unbalanced. So, it is important
to compensate the unbalance voltage at AC bus. The function of this controller is
to compensate unbalanced voltage at AC bus. From the flowchart, it can be inferred
that three-phase line voltage at AC bus would be sensed and would be provided to
the embedded control. A voltage error at each phase (RMS value) is calculated in
each iteration. A duty ratio is produced according to the error. The tuned Kp and
Ki are fed as constant to the controller. This duty ratio or otherwise amplitude is
multiplied by the sinusoidal waveforms, and then they are compared with respective
sawtooth waveforms to generate PWM pulses. These three PWM pulses are again
passed through a not gate to produce complement pulses. These six pulses would be
provided to the three-phase inverter to balance the voltage atACbus during unbalance
loading.
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Fig. 5 Flowchart for
controlling inverter switches

4 Simulation Results

The proposed block diagram shown in Fig. 1 has been simulated using
MATLAB/Simulink software, and its respective results have been discussed in this
section. The model has been tested for two case scenarios. Case 1 is the reduction
of wind speed from 12 m/s to 10 m/s. Case 2 is the introduction of unbalanced load
into the system. Figure 6 shows the output power from wind turbine at rated wind
speed 12 m/s. It can be seen that 6 kW of mechanical power is getting injected into
PMSG. Figure 7 shows the rated torque at rated speed. A constant -40 Nm torque
is produced from wind turbine. Figures 8 and 9 show the single-phase RMS voltage
of PMSG and DC link voltage variations during change of wind speed from 12 m/s
to 10 m/s at t = 3 s. From Fig. 8, it can be inferred that voltage gets dropped to
225 V from 260 V, respectively. Similarly, from Fig. 9 it can be depicted that DC
link voltage is dropped from 460 to 400 V, respectively.

Fig. 6 Input mechanical
power to PMSG in watts
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Fig. 7 Input mechanical
torque to PMSG in Nm

Fig. 8 PMSG single-phase
RMS voltage (volts) profile
during case-1

Fig. 9 DC link voltage
(volts) profile during case-1
(without controller)
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Fig. 10 DC link voltage
(volts) profile during case-1
(with controller)

After introduction of embedded controller, the backup battery compensates the
remaining power during the transition of wind speed as overall DC link power is less
than 6 kW and due to DC link voltage error. Figure 10 shows the DC link voltage
profile after introduction of controller. It can be seen that a constant 500 V has been
maintained at DC link even when wind speed reduces from rated speed.

Figures 11, 12 and 13 are the simulation results of the model during case-2.
Figure 11 depicts the voltage profile at AC bus when inverter is feeding an unbal-
anced load. It can be seen that the unbalanced profile is maintained at AC bus. The
embedded controller is even used to compensate the unbalanced profile by altering
the PWM pulses of three-phase inverter [12]. The pulses for inverter after introduc-
tion of unbalanced load are shown in Fig. 12. After compensation, the AC bus voltage
profile can be seen in Fig. 13, respectively. It can be inferred that a balanced voltage
profile is maintained with the controller.

Fig. 11 Inverter output
voltage profile without
controller
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Fig. 12 PWM pulses for the inverter

Fig. 13 Inverter output
voltage profile after
introduction of controller

5 Conclusion

Areliablewind energy conversion systemhas beendevelopedby connecting a backup
battery deployed with a control logic. A 6 kW wind turbine has been connected to a
415 V, 6 kW PMSG for generating three-phase power. This power has been rectified,
and the respective DC voltage has been boosted using designed boost converter. A
maximum power from wind turbine has been achieved by boost converter. The logic
for generating pulses to converter for achieving maximum power is by calculating
optimumconstant value (Kopt) which is 0.11842.During lowwind speeds, the backup
battery (6 kW, 20 Ah) maintains DC link voltage and powers the load accordingly
by the control logic deployed in switch connected to battery. This DC power is fed to
three-phase AC loads (bus) using three-phase inverter. A converter logic is deployed
in inverter switches for compensating the unbalanced voltage profile. Three different
control logics have been programmed in single embedded controller so as to achieve
multi-input and multi-output configuration. The simulated model has proven that the
developed model is able to compensate unbalanced profile at AC bus and is able to
power loads during low wind speeds.
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Application of Pythagorean Fuzzy Rough
Distance Method in MCDM Problem
for Buying Induction Motor

Revathi and Radhamani

1 Introduction

Fuzzy set was introduced by Zadeh. These concepts play important role in major
fields. It is majorly used to handle the uncertainty problem with membership grade.
Later, yager [1] introduced the concepts of Pythagorean fuzzy set. It also deals
about the both membership and non-membership grade with the condition 0 ≤
(μPF)

2 + (λPF)
2 ≤ 1. IF topological spaces were introduced by Coker. IF rough sets

and their topological structures were introduced by Lei Zhou et al. [2]. Distance and
similarity measures for Pythagorean fuzzy sets were given by Ejegwa [3] that deals
about the distance and similarities given for the Pythagorean fuzzy set and applied
in the MCDM problems, respectively. This paper deals with Hamming distance,
normalized Hamming distance, Euclidean distance, normalized Euclidean distance
and similarity measure on Pythagorean fuzzy rough set. We proposed application in
MCDM problems for buying induction motors based on the criteria.

2 Preliminaries

Definition 2.1 Let universal set be Z. G be the Pythagorean fuzzy subset of Z, then
membership function is defined as μG : Z → [0; 1] and non-membership function
is defined as λG : Z → [0; 1].
Definition 2.2 Let Z is a universal set. An PF set G in Z of the form G = {<
m;μP(m); λP(m) > /m ∈ Z} where the membership function is defined as μPF :
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Z→[0; 1] and the degree of non-membership function is defined as λPF : Z→[0; 1]
of an object z ∈ Z with the condition.

0 ≤ (μPF)
2 + (λPF)

2 ≤ 1

and its denoted by PF(Z) as =< μP , λP >

Definition 2.3 Let Z be non-empty finite universe. PF equivalence relation is defined
on Z × Z : The pair (Z; PFR) is defined to be PF approximation space. For any
G ∈ F(Z), the lower PFR(G) and upper approximation PFR(G) respect to (Z; PFR)
are defined as:

PF R(G) = {v;μPF R(G)(v); λPF R(G)(v)/v ∈ Z} ;

PF R(G) = {v;μPF R(G)(v); λPF R(G)(v)/v ∈ Z} ;

where membership function is defined by

μPF R(G)(v) = ∧
z∈Z

[(1 − PFR(v, z) ∨ μG(z)],
μPF R(G)(v) = ∨

z∈Z
[(PFR(v, z) ∧ μG(z)],

where non-membership function is defined by

λPF R(G)(v) = ∧
z∈Z

[(1 − PFR(v, z) ∨ μG(z)],
λPF R(G)(v) = ∨

z∈Z
[(PFR(v, z) ∧ λG(z)],

The pair PFR (G) = [PF R(G),PF R(G)] is said to be Pythagorean fuzzy rough
set of G with respect to (Z, PFR).

Definition 2.4 Let Z be non-empty set and A, B,C ∈ PFS(Z). Distance measure
‘d’ between A and B is a function d: PFS × PFR → [0, 1] satisfies.
i. 0 ≤ d(X, Y ) ≤ 1
ii. d(X,Y ) = 0 iff X = Y
iii. d(X,Y ) = d(Y, X)

iv. d(X, Z) + d(Y, Z) ≥ d(X,Y )

Definition 2.5 Let Z = {z1, z2, . . . zn} be an universal set, and let criteria set be
CT = {ct1, ct2, . . . ctn} of PFR sets on Z. Then Hamming distance between PFR(X)
and PFR(Y ) is defined as
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dPFRS(X,Y )hd = 1

2

n∑

k=1

⎧
⎪⎪⎨

⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

⎫
⎪⎪⎬

⎪⎪⎭

Definition2.6 Let Z = {z1, z2, . . . zn}be anuniversal set, and let criteria set beCT =
{ct1, ct2, . . . ctn} of PFR sets on Z. Then normalized Hamming distance between
PFR(X) and PFR(Y ) is defined as

dPFRS(X,Y )nhd = 1

2n

n∑

k=1

⎧
⎪⎪⎨

⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

⎫
⎪⎪⎬

⎪⎪⎭

Definition 2.7 Let Z = {z1, z2, . . . zn} be an universal set, and let criteria set be
CT = {ct1, ct2, . . . ctn} of PFR sets on Z. Then Euclidean distance between PFR(X)
and PFR(Y ) is defined as

dPFRS(X,Y )ed = 1

2

n∑

k=1

⎧
⎪⎪⎨

⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

⎫
⎪⎪⎬

⎪⎪⎭

Definition2.8 Let Z = {z1, z2, . . . zn}be anuniversal set, and let criteria set beCT =
{ct1, ct2, . . . ctn} of PFR sets on Z. Then normalized Euclidean distance between
PFR(X) and PFR(Y ) is defined as

dPFRS(X,Y )ned = 1

2

n∑

k=1

⎧
⎪⎪⎨

⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

⎫
⎪⎪⎬

⎪⎪⎭

3 Application in MCDM Problem for Buying 3-Phase
Induction Motor

Algorithm:

(1) Construct the criteria set CT = {CT1, CT2, CT3} for MCDMP
(2) Case (1): Compute PF set PF(X) overU into PFRS using Definition (2.3) and

find μPFR(X)(x), μPFR(X)(x) values and λPF R(X)(x), λPF R(X)(x) values based
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on previous record data to the specific problem. Similarly, compute PFRS for
Y and Z company.

(3) Compute the Hamming distance for PFR(X) and PFR(Y )

dPFRS(X,Y )hd = 1

2

n∑

k=1

⎧
⎪⎪⎨

⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

⎫
⎪⎪⎬

⎪⎪⎭

(4) Compute the normalized Hamming distance for PFR(X) and PFR(Y )

dPFRS(X,Y )nhd = 1

2n

n∑

k=1

⎧
⎪⎪⎨

⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

⎫
⎪⎪⎬

⎪⎪⎭

(5) Compute the Euclidean distance for PFR(X) and PFR(Y )

dPFRS(X,Y )ed =

√√√√√√√√
1

2

n∑

k=1

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣2

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣2

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣2

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(6) Compute the normalized Euclidean distance for PFR(X) and PFR(Y )

dPFRS(X,Y )ned =

√√√√√√√√√√

1

2n

n∑

k=1

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∣∣μPFR(X)(xk) − μPFR(Y )(xk)
∣∣2

+∣∣λPFR(X)(xk) − λPFR(Y )(xk)
∣∣2

+∣∣μPFR(X)(xk) − μPFR(Y )(xk)
∣∣2

+∣∣λPFR(X)(xk) − λPFR(Y )(xk)
∣∣2

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(7) Case (2) Repeat steps 3, 4, 5, 6 and 7 for ‘X and Z’ company PFR(X) and
PFR(Z)

(8) Case (3) Repeat steps 3, 4, 5, 6 and 7 for ‘Y and Z’ company PFR(Y ) and
PFR(Z)

(9) Checking the distance measure (definition 2.4)
(10) Compare the values of X, Y, Z and ranking alternatives based on distance

measure and conclude.

Suppose BR Textile Industry decides to buy a 3-phase induction motor among
the three companies X, Y, Z (alternatives) for their huge production. They wish
to invest in good company that the product may be judged with the attributes like
overload capacity must be high, self-starting efficiency high, smooth speed control,
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maintenance cost less, starting torque is high, etc. In order to take right decision
about the company, BR production experts’ opinion is a need for the criteria.

Step1:

Let the criteria set be

CT = {CT1, CT2, CT3}

where

CT1 Self-starting and smooth speed control,
CT2 Maintenance cost less,
CT3 Starting torque high, respectively.

Step 2:

Consider, U = {X1; X2; X3};

X company Y company Z company

X1 (0.4,0.6)
(0.7,0.4)

(0.5,0.6)
(0.5,0.6)

(0.4,0.6)
(0.5,0.6)

X2 (0.4,0.7)
(0.4,0.4)

(0.4,0.6)
(0.5,0.6)

(0.6,0.4)
(0.5,0.4)

X3 (0.6,0.6)
(0.6,0.4)

(0.4,0)
(0.4,0.6)

(0.4,0.4)
(0.4,0.6)

Step 3:

Case (1)
The Hamming distance for PFR(X) and PFR(Y )

= 1

2

n∑

k=1

⎧
⎪⎪⎨

⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

⎫
⎪⎪⎬

⎪⎪⎭

= 1.9

2
dPFRS(X,Y )hd = 0.95.

Step 4:

The normalized Hamming distance for PFR(X) and PFR(Y )
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= 1

2n

n∑

k=1

⎧
⎪⎪⎨

⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣

⎫
⎪⎪⎬

⎪⎪⎭

= 1

6

3∑

k=1

{
0.1 + 0 + 0.2 + 0.2 + 0 + 0.1
+0.1 + 0 + 0.2 + 0.6 + 0.2 + 0.2

}

= 1.9

6
dPFRS(X,Y )nhd = 0.3166

Step 5:

The Euclidean distance for PFR(X) and PFR(Y)

dPFRS(X,Y )ed =

√√√√√√√√
1

2n

n∑

k=1

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣2+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣2+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣2+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

= 1

6

3∑

k=1

{
0.1 + 0 + 0.2 + 0.2 + 0 + 0.1
+0.1 + 0 + 0.2 + 0.6 + 0.2 + 0.2

}

=
√
0.59

2
dPFRS(X,Y )ed = 0.543

Step 6:

The normalized Euclidean distance for PFR(X) and PFR(Y )

dPFRS(X,Y )ned =

√√√√√√√√
1

2n

n∑

k=1

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣2

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣2

+∣∣μPF R(X)(xk) − μPF R(Y )(xk)
∣∣2

+∣∣λPF R(X)(xk) − λPF R(Y )(xk)
∣∣2

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

=

√√√√√1

6

3∑

k=1

⎧
⎨

⎩

0.01 + 0.04 + 0.04 + 0.01+
0.01 + 0.04 + 0.36
+0.04 + 0.04

⎫
⎬

⎭

=
√
0.59

6
dPFRS(X,Y )ned = 0.31358



Application of Pythagorean Fuzzy Rough Distance Method in MCDM … 877

Step 7:

Case(2)

The Hamming distance for PFR(X) and PFR(Z)

dPFRS(X, Z)hd = 1.8

2
dPFRS(X, Z)hd = 0.9.

The normalized Hamming distance for PFR(X) and PFR(Z)

dPFRS(X, Z)nhd = 1.8

6
dPFRS(X, Z)nhd = 0.3

The Euclidean distance for PFR(X) and PFR (Z)

dPFRS(X, Z)ed =
√
0.38

2
dPFRS(X, Z)ed = 0.435

The normalized Euclidean distance for PFR(X) and PFR (Z)

dPFRS(X, Z)ned =
√
0.38

6
dPFRS(X, Z)ned = 0.251

Step 8:
Case (3)
The Hamming distance for PFR(Y ) and PFR(Z)

dPFRS(Y, Z)hd = 1.3

2
dPFRS(Y, Z)hd = 0.65.

The normalized Hamming distance for PFR(Y ) and PFR(Z)

dPFRS(Y, Z)nhd = 1.3

6
dPFRS (Y, Z)nhd = 0.2166

The Euclidean distance for PFR(Y ) and PFR(Z)
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dPFRS(Y, Z)ed =
√
1.3

6
dPFRS(Y, Z)ed = 0.406

The normalized Euclidean distance for PFR(Y ) and PFR(Z)

dPFRS(Y, Z)ned =
√
0.33

6
dPFRS (Y, Z)ned = 0.2345

Distance measure XY company XZ company YZ company

Hamming distance 0.95 0.9 0.65

Normalized hamming distance 0.3166 0.3 0.2166

Euclidean distance 0.543 0.435 0.406

Normalized Euclidean 0.31358 0.251 0.2345

Step 9:

It follows from Definition 2.3 that it satisfies all the below conditions.

(1) 0 ≤ d(X, Y ) ≤ 1 hold,

Since d(X,Y ), d(X, Z), d(Y, Z) ∈ [0, 1].
(2) d(X,Y ) = 0 iff X = Y holds, its straight forward
(3) d(X,Y ) = d(Y, X) holds, use of absolute and square values.
(4) d(X, Z) + d(Y, Z) ≥ d(X,Y ) holds for all four proposed distances.

Step 10:

Distance measure and alternatives of ranking.

Distance measure XY company XZ company YZ company

Hamming distance 0.95 0.9 0.65

Normalized Hamming distance 0.3166 0.3 0.2166

Euclidean distance 0.543 0.435 0.406

Normalized Euclidean 0.31358 0.251 0.2345

Rank 1 2 3
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4 Conclusion

In this paper, we introduce four types of distance measures on Pythagorean fuzzy
rough sets. After that we apply the concept in MCDM problem to buy a 3-phase
induction motor, we conclude that the XY company is the best company compared to
other X Z company, YZ company. From alternatives of ranking, team expert decided
to buy 3-phase induction motor from XY company. In further study, we will analyse
the new distance measure on PFRS.
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Real-Time Monitoring of Buses Utilizing
Phasor Measurement Units for a 24-Bus
System

G. Babu Naik

1 Introduction

In the year of 1970’s has newly PMU’s system create the SCDR in power system
lines [1]. In the past years the microcomputers were incapacity of handling the power
systems algorithm for distance relay. The symmetrical component distance relay
(SCDR) was invented and give the linear components of voltage and current, which
converts the three-phase system of transmission line into the single equation of six
faults equations utilizing the symmetrical parameters. Over a time period, it turns into
evident that microcomputers systems had advanced to the point where line relaying
no longer required this innovation. The SCDR’s use of very efficient approaches for
measuring voltages and currents of the symmetrical components, on the other hand,
it has been proved that it is very useful for other use of applications. Impact, the most
support of the power system analysis is programmers typed such as to measure the
voltage and currents positive sequence of the network used by methods are load flow
analysis, stability of system, open and short network, the power flow techniques and
other network systems. The synchronization process of real-time data of phasor angle
and the phasor measurements techniques involved for particular systems distributed
power network offer a great occasion to improve power system topology control and
protection systems. The synchronized power network port, phasor measurements
techniques is only recently developed a viable option, thanks to the introduction of
fast microcontrollers and software. The GPS satellites deliver extremely accurate
synchronization. The major development of GPS-based Phasor Measurement Units
(PMU) represents the possible monitoring and directly observe system functioning
status. [2]Asfinal result, their system is under full possible for usage in power systems
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Fig. 1 The sinusoidal signal of Phasor diagram

network. Phasor Measurement Units (PMU) synchronize sample clocks with GPS
transmissions calculated phasors are the single references. A sinusoidal signal is
represented by a phasor, which is a quantity containing magnitude and phase [3–4].
The phase is representing the phase angle has the distance between a sinusoidal peak
signal and a well-defined reference, and it is measured in angles units. The location
in this case is a fixed point with respect to the time (Fig. 1).

2 Objective of This Paper

This paper describes a strategy for placing of PMU’s that ensures that the monitor the
vulnerable buses constructed on the overall system’s transient and voltage stability
analyses. If PMUs location are positioned at the buses, where transmission lines are
more critical and it should monitor the in real-time situations for phase angles around
the different nodes position of transmission lines, which also indicates the nearness to
the instability that function will be properly define the problems. When transient and
voltage stability predictions are considered, at that time it is very difficult to identify
the buses where PMUs should be positioned due to the various disturbances occur
in transmission lie. The ideally placing of such important buses identified through a
transient and voltage stability research is bee determined by using of ILP technique
with ‘equality’ and ‘inequality’ constraints.
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3 Voltage Stability Analysis Approaches to Find
Identification of Critical Buses

The main purpose of this work is to identify vulnerable buses using voltage stability
analysis [5]. Monitoring voltage phasors at each node is critical for power system
analysis. Both magnitude and phase are represented by phasor quantities. Unfor-
tunately, only the magnitudes are measured in the current ‘Supervisory Control
and Data Acquisition/Energy Management System’ (SCADA/EMS), and phases are
inferred using state estimation algorithm.

3.1 Voltage Stability-Index (L)

For power system network indicates as follows.
n—represents the number of buses,
g—represents the generator buses, and we can write equation for a certain system.

[
IG
IL

]
=

[
YGG YGL

YLG YLL

]
×

[
VG

VL

]

where IG , IL are the currents and VG , VL are voltages. Using above equations after
simplifying we get in Matrix form

[
VL

IG

]
=

[
ZLL FLG

KGL YGG

]
×

[
IL
VG

]

where [FLG] = −{[YLL]−1[YLG]
}

[FLG] are the generator buses referred to the columns and load buses are referred
to the rows in matrix.

This matrix relates the load bus and source bus voltages. This matrix also provides
the information for electrical distance of load and generator nodes, which is also can
be defined in terms of loads and generators systems. The function of VSI(L) is
calculated for a system operational situation using the state estimate or load flow
findings as follows:

L j =
∣∣∣∣∣1−

i=g∑
i=1

Fji
Vi

Vj

∣∣∣∣∣
The ‘L-index’ value can be obtained the ranges of ‘0’ and ‘1’. If the ‘L-index’

value is unity and zero indicates the system of voltage stability is improved.
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Fig. 2 Algorithm for the proposed approach

3.2 Proposed Approach

The suggested method for locating vulnerable buses entails reading the data of buses
[6–8], power system transmission lines, and other sources, selecting the function
of a transmission line for contingency analysis, performing a thorough a voltage
stability study for the all lines of power system network, and determining the value
of greatest ‘L-index’. To locate the critical buses, merit lists them in descending order
and categorizes them into groups shown in Fig. 2.

3.3 24-Bus Equivalent Indian Southern Grid

The 24-bus system has generator buses are four and load buses are eight make the
fleet. Buses 1, 2, 3, and 4 are equipped with generators, whereas buses 5, 6, 7, 8, 9,
10, 13, and 15 are equipped with load buses (Fig. 3).

The L-index range of the 24-bus southern grid scenario are shown in Fig. 4. Is the
load of 100% at all the buses and the Fig. 5. Represents the 110% at bus 5 (Fig. 6).

By increasing the 10% load for L-index values at buses 5, 6, 7, 8, 9, 10, 13, 15
publicized in below figures accordingly (Figs. 7, 8 and 9).

For 24-bus system increasing the load by 10% at load buses and the depending
upon the value of L-index placed by decreasing order [9–11]. The mostly critical
buses are repeated appears in buses as well as appears in time shown in the group.
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Fig. 3 Represents the 24-bus system of diagram single-line for EHV system

Fig. 4 24-bus system of L-index fully loaded.

The most critical buses, which appears as the heist time will be considered as the
critical for faulty conditions in transmission lines (Table 1).

As a result, the most susceptible buses on the Indian southern grid’s 24-bus equiv-
alent are 14, 22, 20, 19, 18, 23, 16, 11, 21, 24, 17, and 15, in decreasing order of
risk.
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Fig. 5 24-bus system of L-index with a load factor of 110% at bus 5

Fig. 6 L-index for a 24-bus system with a load factor of 110% at bus 7

Fig. 7 L-index for a 24-bus system with a load factor of 110% at bus 8
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Fig. 8 L-index for a 24-bus system with 110% occupancy on buses 5, 6, 7, and 8

Fig. 9 L-index for a 24-bus system with 110% occupancy on bus 9, 10, 13, and 15

Table 1 24 bus system of L-index

Buses Place 1 Place 2 Place 3 Place 4

14 10/
10

22 10/
10

20 10/
10

19 10/
10
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4 Observability Analysis

The observability analysis and phasing technique are discussed in this study [12–17].
The ability to observe the power system network is necessary for state estimation. All
categories of electrical quantities measured in the power system are estimated using
state estimation. The results can be applied for operation control of power system
online and management system.

(i) Optimal PMU Placement
The use of synchronized phasor measurements raises the bar for power system
monitoring, control, and protection. PMUs have already been implemented in
a number of utilities throughout the world for a variety of applications.

(ii) 24-Bus Equivalent Indian Southern Grid
To observe complete power system network for 24-bus system the PMUs
required andmust beminimized by consideringmost critical buses is themain
objective. By determining the PMUs are required complete to be observability
for power system network. Table 2: shows the minimal number of PMUs is
required for 24 bus system of southern grid observability of the system.

(iii) Case studies using modified ILP technique
On a modified Indian southern grid 24 bus system, the modified ILP approach
is used. The approach is put to the test in all four scenarios, and the PMU
locations are determined by prioritizing the vulnerable buses. In this case, the
all PMUs rates are almost is the equal for installation to monitor the power
system network. For this scenario, a 24-bus comparable for Indian southern
grid is required, andwith the changed formulation in the optimization problem,
a total of network 11 PMUs is required for all situations (Table 3).

Table 2 Optimal PMU
placement for 24 bus system

Minimum no PMUs Optimal PMU locations

11 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24

Table 3 Optimal PMU placement for 24 bus system

Sl.No Bus category Number of PMUs required Location at the buses

1 14 11 Buses: 14, 15, 16, 17, 18, 19, 20, 21,
22, 23, 24

2 14, 22 11 Buses: 14, 15,16, 17, 18, 19, 20, 21,
22, 23, 24

3 14, 22, 22 11 Buses: 14, 15, 16, 17, 18, 19, 20, 21,
22, 23, 24

4 14, 22, 20,19 11 Buses: 14, 15, 16, 17, 18, 19, 20, 21,
22, 23, 24
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5 Conclusions

Amethod based on voltage stability analysis has been proposed to identify vulnerable
buses, and this category is applied to the Indian Southern Grid-24-bus system. To
determine faults for power system transmission line at least required PMUs for
total observability of the system was developed by the ILP technique. This been
implemented for all the tested systems network and also considered for the power
system protection. A newly method of optimally placing of PMUs has been devised,
ensuring the essential nodes of a system being monitored. The framed optimization
problem is solved using integer linear programming.
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State-Space Modelling for Two-Area
Multiple-Source AGC Using PI, PID,
PI-PD Controllers

P. Vidya Sagar and M. S. Krishna Rayalu

1 Introduction

Every power system’s ultimate goal is to provide consumers with reliable power.
However, accomplishing the set goal is challenging due to a mismatch between
increasing load demand and scheduled generation. If frequency along with tie line
power are appropriately managed, the imbalance between load demand and genera-
tion may be mitigated, allowing the intended goal to be achieved. In today’s power
systems, it is impossible to manually control these parameters. Modern control tech-
nologies, such as AGC, are employed to automatically reduce frequency along with
tie line power anomalies for this purpose. AGC employs a wide range of advanced
control techniques to keep frequency anomalies as well as tie line power variances
in tolerable ranges.

Numerous papers have been published in the field of AGC, ranging from earlier
design methodologies to more recent methodologies like fuzzy logic [1], PSO [2–4],
genetic algorithms, bat algorithm and firefly algorithm etc. All of these methods are
used to tune AGC gain parameters while simulating inMATLAB. AGC regulates the
gain values of the controllers through a feedback mechanism. The gain levels can be
manually changed using the trial and error approach, or they can be automatically
adjusted using various types of current artificial methodologies.

The traditional technique called integral time absolute error (ITAE) [5] incorpo-
rated to enhance a standard PID controller. For adjusting the gain values of PID
controller, an efficient artificial intelligence-based PSO technique [2–4] is proposed
and implemented in two areas of multiple-source inter-linked power networks. The
efficacy and robustness of the adopted approach were assessed using an injection of
1% step load disturbance in area 1.
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1.1 AGC Approach for Multiple Areas Integrated
with Multiple-Source Power Systems

Themulti-areawithmultiple sources in each area is depicted in Fig. 1. The generation
in this case is made up of classical hydro, gas, and thermal sources. In recent years,
the need for sustaining energy has increased, and in comparison, to existing energy
sources, sustainable energy sources such as solar and wind have been incorporated.
AGC is the means of controlling generator output power between various control
zones in response to frequency aberrations and tie line power abnormalities. Hence,
theAGC’s objective is to keep the area control error (ACE) [5] within tolerable limits.
The frequency should be monitored within the prescribed limits in order to maintain
load demand and allotted generation stability.

ACEi = �Ptie,i + Bi�Fi (1)

Each area has many power generations sources in this case. Each area employs
conventional energy-producing sources such as gas, hydro, and thermal as well as
incorporating renewable green power sources like solar and wind plants. The ith
control area is linked to the jth control area by an AC tie line in this system. Pri and
Prj MW are the power ratings of the ith and jth control areas, respectively.

Conventional plants such as gas, hydro, thermal, and sustainable energy-producing
sources like wind and solar are used to generate load-sharing factors Kti, Khi, Kgi,
Ksi, and Kwi [6, 7]. Load demand and scheduled economic load dispatch determine

Fig. 1 Multi-area diverse source power system
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the value of the sharing factor. For the ith area, the PGgi, PGti, PGhi, PGsi, and PGwi

are the powers generated by the gas, thermal, hydro, solar, and wind plants. The total
power generation PGi may be expressed as

PGi = PGti + PGhi + PGwi+PGgi+PGsi (2)

where PGti = Kti PGi , PGhi = Khi PGi , PGwi = Kwi PGi , PGsi = Ksi PGi , PGgi =
Kgi PGi Kti + Khi + Kwi + Ksi + Kgi = 1.

For small deviation in load change in the ith area, the Eq. (2) can be written as

�PGi = �PGti + �PGhi + �PGwi + �PGgi + �PGsi (3)

2 PI-PD Approach for Two-Area AGC

The cascaded PI-PD controller is a combination of two processes, such as the inner
and outer processes. In this scenario, the output of the inner process is transmitted
to the inner process. This controller is primarily concerned with the minimization
of outer process instabilities. System’s performance has increased by utilizing this
controller. The PI-PD [8] controller’s mathematical representation is (Fig. 2),

GPI−PD(s) =
(
K1 + K2

s

)
(K3 + K4s) (4)

Fig. 2 Representation of the PI-PD controller block diagram
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3 Two-Area Diverse Source AGC Power System Employed
with PID and PI-PD Control

The Fig. 3 illustrates the simulation model of the two-area diversified source AGC
integrated with PID and also simulated using a PI-PD controller [8]. The data for the
above model is given in the appendix. The tie line as well as frequency anomalies
must be minimized to zero to balance generation and load demand. These controllers
are usually used as a backup. Any of today’s artificial intelligence tools may be
used to automatically optimize a controller. The particle swarm optimization (PSO)
strategy is employed to automatically update controller the gain values [2–4]. The
controllers enable system control without requiring comprehensive knowledge of
systemproperties or transfer functions, and they are simple to implement and execute.

3.1 Representation of State-Space Model of Two-Area
Integrated Multiple-Source Power System

State variables for the Two-Area power system: Fig. 4 shows the state variables
developed for the system shown in Fig. 3. All of these state variable techniques are
also covered in the literature of [1, 6, 9–12]

Fig. 3 Two-area AGC diverse source power system simulation diagram
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Fig. 4 The two-area system’s state variables

Inputs of Control [u1 u2] = [Pc1, Pc2] for area 1 and area 2.

Inputs of disturbance [d1 d2] = [�Pd1 �Pdw1 �Pds1; �Pd2, �Pdw2 �Pds2] for 2
areas.

The below is a state equation [6], the matrix can be represented in the form,

Ż = Gz + Hu

y = Cz + Du

The dimensions of matrix G = (29 × 29)

The dimensions of matrix H = (29 × 2)

Non-zero elements of Matrix G: order of (29 × 29)

g1,1 = −1
TP1

g1,2 = KP1
TP1

g1,5 = KP1
TP1

g1,8 = KP1
TP1

g1,12 = KP1
TP1

g1,13 = KP1
TP1

g1,27 = − KP1
TP1

g2,2 = − 1
Tr1

g2,3 =
[
Kt1
Tr1

− Kr1 Kt1
Tt1

]

g2,4 = Kr1 Kt1
Tt1

g3,3 = − 1
Tt1

g3,4 = 1
Tt1

g4,1 = 1
Tg1R1

g4,4 = − 1
Tg1

g5,1 = 2Kh1TR1
KGH1TRH1R1

g5,5 = − 2
TW1

g5,6 =
[
2Kh1
TW1

+ 2Kh1
TGH1

]
g5,7 =

[
2Kh1TR1
TGH1TRH1

− 2Kh1
TGH1

]

g6,1 = − TR1
TGH1TRH1R1

g6,6 = − 1
TGH1

g6,7 =
[

1
TGH1

− TR1
TGH1 TRH1

]

g7,1 = − 1
TRH1R1

g7,7 = − 1
TRH1

g8,8 = − 1
TCD1

g8,9 = Kg1
TCD1

g8,10 = − Kg1TCR1
TCD1TF1

g9,9 = − 1
TF1

g9,10 =
[

1
TF1

+ TCR1
(TF1)2

]
g10,1 = − X1

b1R1Y1
g10,10 = − 1

b1

g10,11 = − 1
b1

g11,1 =
[

X1
R1Y 2

1
− 1

R1Y1

]
g11,11 = − 1

Y1

g12,12 = − 1
TWD1

g13,13 = − 1
Tst1

g14,14 = − 1
TP2

g14,15 = KP2
TP2

g14,18 = KP2
TP2

g14,21 = KP2
TP2

(continued)
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(continued)

g14,25 = KP2
TP2

g14,26 = KP2
TP2

g14,27 = − KP2
TP2

α12

g15,15 = − 1
Tr2

g15,16 =
[
Kt2
Tr2

− Kr2 Kt2
Tt2

]
g15,17 = Kr2 Kt2

Tt2

g16,16 = − 1
Tt2

g16,17 = 1
Tt2

g17,14 = 1
Tg2R2

g17,17 = − 1
Tg2

g18,14 = 2Kh2TR2
TGH2TRH2R2

g18,18 = − 2
TW2

g18,19 =
[
2Kh2
TW2

+ 2Kh2
TGH2

]
g18,20 =

[
2Kh2TR2
TGH2TRH2

− 2Kh2
TGH2

]
g19,14 = − TR2

TGH2TRH2R2

g19,19 = − 1
TGH2

g19,20 =
[

1
TGH2

− TR2
TGH2 TRH2

]
g20,14 = − 1

TRH2R2

g20,20 = − 1
TRH2

g21,21 = − 1
TCD2

g21,22 = Kg2
TCD2

g21,23 = − Kg2TCR2
TCD2TF2

g22,22 = − 1
TF2

g22,23 =
[

1
TF2

+ TCR2
(TF2)2

]

g23,14 = − X2
b2R2Y2

g23,23 = − 1
b2

g23,24 = − 1
b2

g24,14 =
[

X2
R2Y 2

2
− 1

R2Y2

]
g24,24 = − 1

Y2
g25,25 = − 1

TWD2

g26,26 = − 1
Tst2

g27,1 = 2πT12 g27,14 = −2πT12

g28,1 = B1 g28,27 = 1 g29,14 = B2

g29,27 = α12

Non-zero elements of Matrix H: order of (29 × 2).

h4,1 = − 1
Tg1

h5,1 = 2Kh1TR1
KGH1TRH1

h6,1 = − TR1
TGH1 TRH1

h7,1 = − 1
TRH1

h10,1 = − 1
Tg1

h11,1 = −
[

1
Y1

− X1
Y 2
1

]

h16,2 = − 1
Tg2

h17,2 = 2Kh2TR2
TGH2TRH2

h18,2 = − TR2
TGH2 TRH2

h19,2 = − 1
TRH2

h22,2 = − 1
Tg2

h23,2 = −
[

1
Y2

− X2
Y 2
2

]

Matrix-[C]

C = [1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]

Matrix-[D]

D = [0 0; 0 0]
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4 Optimal Quadratic Controller Design

The performance index (J) [13] to be provided will be as follows:

J = 1

2

∞∫
0

(zT Qz + uT Ru)dt . (5)

where

Q is a matrix with a real symmetric positive semi-definite value.
R is a matrix with a symmetric positive definite [6, 13].

And R and Q provide the control on state error and the quantity of energy
consumed. According to the optimum control principle [13], the following is the
optimum control for full state feedback:

U = −Kz.

By solving Ricatti equation, P can be obtained. Gain matrix K [13] would be
obtained.

G ′P + PG − PHR−1H ′P + Q (6)

K = Optimal gainmatrix = R−1H ′P (7)

5 Results

The appendix includes data on the different parameters of themultiple-area multiple-
source power system, and the simulation for the controllers of PI, PIDaswell as PI-PD
is shown in Fig. 3. The PSO strategy, an AI tool, was used to automatically update
the controller gain values. Figures 5, 6 and 7 show comparative frequency as well as
tie line power deviance waveforms employing PI, PID, PI-PD, and LQR. Matrices
Q and R have been created using the LQR technique via trial and error. Except for
diagonal entries, the matrix Q’s elements are all zeros.

The gain values of various controllers are listed below in Table 1.
The non-zero matrix Q coefficients,

Q1,1 = 0.1, Q2,2 = 0.1, Q3,3 = 0.1, Q4,4 = 0.1, Q5,5 = 0.1,

Q6,6 = 0.1, Q7,7 = 0.1, Q8,8 = 0.1, Q9,9 = 0.1, Q10,10 = 0.1,

Q11,11 = 0.1, Q12,12 = 10, Q13,13 = 1, Q14,14 = 1, Q15,15 = 1,
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Fig. 5 Area-1 frequency deviations employing PI, PID, PI-PD, and LQR

Fig. 6 Area-2 frequency deviations employing PI, PID, PI-PD, and LQR

Fig. 7 Tie line power deviations employing PI, PID, PI-PD, and LQR
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Table 1 Two-area system’s state variables

Controller Gain values

PI Kp1 = 4.443, Ki1 = 3.8774, Kp2 = 7.6786, Ki2 = 7.9725

PID Kp1 = 1.0, Ki1 = 1.00, Kd1 = 0.6856, Kp2 = 1.00, Ki2 = 1.00, Kd2 = 0.443

PI-PD Kp1 = 0.9336, Ki1 = 0.9028, Kp2 = 1.00, Kd1 = 0.9315, Kp3 = 0.9428, Ki2 =
1.00, Kp4 = 1.00, Kd2 = 0.7065

Table 2 The comparative results of various controllers

Controller Over shoot Under shoot Settling time (s)

PI 0.059 0.038 85

PID 0.0362 0.0132 30.8

PI-PD 0.0327 0.0064 20

LQR 3.88e−5 4.54e−5 10

Q16,16 = 1, Q17,17 = 1, Q18,18 = 1, Q19,19 = 1, Q20,20 = 1,

Q21,21 = 1, Q22,22 = 1, Q23,23 = 1, Q24,24 = 1, Q25,25 = 1,

Q26,26 = 1, Q27,27 = 10, Q28,28 = 10, Q29,29 = 1

R = [0.00010
0 0.0001]

The waveforms in the following figures show how various types of controllers
can be used to improve frequency as well as tie line anomalies (Table 2).

6 Conclusion

This study evaluates a two-area power system with multiple generating sources
employed in every control area. For generation, each area has traditional hydro,
thermal, and gas sources, as well as renewable sources like wind and solar plants.
Through the integration of different controllers like PI, PID as well as PI-PD, the tie
line as well as frequency changes for the load injection in area-1 were observed. To
enhance the performanceof state-spacemodelling, an optimal regulator likeLQRwas
designed. And the results of all the controllers were compared, The PID controller
showed better settling time than the PI controller, and PI-PD showed better results
than PID, and LQR showed optimal results than the PI-PD controller. To get better
results, different algorithms can be used.
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Appendix

Data for the simulation diagram showed in Fig. 3:
Prj = 2000 MW, Hi = 5.0 MW/MVA, Fr = 50 Hz, Bj = 0.425 p.u MW/Hz, T 12

= 0.0433, Dj = 8.33 × 10–3 p.u MW/Hz, α12 = −1, KPj = 120, TPj = 20, Ktj =
0.60, Khj = 0.20, Kgj = 0.10, Kwj = 0.10, Ksoj = 1.8 s, Tgj = 0.08 s, Ttj = 0.30 s,
Trj = 10.0 s, Krj = 0.3 s, TRHj = 41.6 s, TRj = 5 s, TGHj = 0.513 s, TWj = 1.0 s,
TWDj = 5.0 s, Tsoj = 1.8 s, Xj = 0.60 s, Yj = 1.0 s, bj = 0.05 s, cj = 1.0 s, TFj =
0.23 s, TCRj = 0.01 s, TCDj = 0.20 s.
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Optimization of Power Generation Costs
Through Soft Computing Techniques

M. V. Suganyadevi and A. R. Danila Shirly

1 Introduction

Within the grid functioning, efficient load dispatch is a critical daily optimization
effort. Economic load dispatch in electricity production has the primary goal of
scheduling committed power system outputs to encounter load requirements at the
lowest feasible operating cost while maintaining system equality and different limi-
tations. The quantity of available power-consuming products profile varies from bus
to bus in an uncontrolled way; also generating plan has to be able to handle it directly
without affecting the cost of operation significantly [1]. The classical seek strategies
present to carry out best generation schedules with non-convex fuel price capabilities
contemplating the load sample versions that cannot attain worldwide most effective
solution. Different solution methods were evolved to resolve ELD problems.

To overcome theEDproblem, evolutionary solutions have recently been proposed.
A genetic algorithm’s (GA) [2] early convergence eliminates the overall quality and
limits the seeking ability, giving it a higher chance of finding a local optimal value.
PSO [3] is capable of producing excessive acceptable results in a brief computing
time it also features further overall probing capacity on starting execution and then
confined seek close to stopping execution. HPSO [4] provides two things to PSO:
breeding and a GA subpopulation approach.

Using the breeding strategy and subpopulation strategy, it is possible of imme-
diately leaping from the current seeking factor into the powerful area. As a result,
HPSO is capable of achieving a more efficient most efficient response than the tradi-
tional PSO. The application of GA, EP, PSO, HPSO, MAPSO, PSA and HMAPSO
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algorithms to solve the ED problem of three test systems with non-convex fuel cost
functions is the paper’s main contribution. Comparison of the GA, EP, PSO, HPSO,
MAPSO, PSA and BF algorithms for generator cost minimization with the new
HMAPSO approach. The presented technique is used to estimate the most suitable
cost for producing power [5] for the IEEE bus topologies like 14 bus, New England
39 and 118.

2 Mathematical Representation

The main objective is to minimize the total fuel cost of generation which is given
below

Minimize F =
n∑

j=1

Fcj (Pj ) (1)

where Fcj (Pj) denotes the fuel cost function of unit j and Pj denotes the real power
generated by unit j, subject to power balance restrictions

n∑

j=1

Pj = PD + PL (2)

where Pj is the real power generated by unit j, PD represents the real or direct power
demand and PL represents the transmission line loss. For generators, the capacity
limitation is given by

Pj min ≤ Pj ≤ Pj max for j = 1, 2, 3, . . . , n (3)

where Pjmin denotes the least active power output of generating unit j and Pjmax

denotes the highest active power output of generating unit j. The fuel cost function
for generating unit j is denoted as

Fcj (Pj ) = ai P
2
j + bi Pj + ci (4)

The fuel cost coefficients of generating unit j are ai, bi and ci.
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2.1 Genetic Algorithm

Genetic algorithms (GA) are powerful search engines that are based on population
genetics, natural selection and evolution principles [6]. GA searches the solution
space of a given problem domain globally. The parameter set of the problem to be
addressed is represented by a set of strings in GA. Each encoding corresponds to
a unique member of the GA population. During the beginning of such GA cycle,
each member of population is given a random value. The GA searches for better
individuals in the space of potential chromosomes. Fitness values guide the search.
Selection, crossover and mutation are the most commonly used genetic operators.
The selection rule determines who will be depicted for next source of GA. The
matching guidelines are applied to certain individuals in order to develop new ones
in future generation. Physically strong people have a better chance of being chosen
and, as a result, depicted at ensuing generation. The GA becomes more efficient
by combining mutation and crossover, thereby causing premature loss of genetic
information.

2.2 Evolutionary Programming

After a number of repetitions, evolutionary programming finds the global optimum
solution by generating starting parental vectors that are uniformly distributed in
intervals within the boundaries [7]. Initialization, production of child vectors by
mutation and competition, and selection of best vectors to evaluate the best fitness
solution are the main stages of this technique. One can implement EP technique into
practise in the following way.

Initialization

At the beginning, population would be created subsequently solving Eqs. (2) and (3).
The real power outputs of the producing units, which are spread equally between
their minimum and maximum limits, are the constituents of parent vectors (Pi). For
previous generations, the slack bus generator vector is calculated using the Newton–
Raphson method.

Mutation

From each parent vector, an offspring vector Pi
′ is created by I denoted N is random

Gaussian parameter having mean = zero value and SD of unity or one. (0, σ 1
2)

P ′
i = Pi + N

(
0, σ 2

i

)
for i = 1, 2, . . . , n − 1 (5)

where
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σi = β ∗
n∑

i=1

Fi (Pi )

Fmin
(Pi max − Pi min) (6)

The offspring vector should achieve the basic and highest generation limits of the
units. The optimization with constraints has the ELD problem that can be changed to
an unrestricted problem with the penalty factor (PF) given in the following equation.
EP technique’s fitness function is expressed as follows.

Fitness function = Ft + PF ∗ ϕ (7)

At the start, the above equation second termbecomes zero then laterwhenmutation
occurs it becomes nonzero if the generating vectors exceed its boundaries. As a result,
the fitness function is reduced to just Ft , which is evaluated in the same way as it
would be for parent vectors similarly it is done for offspring vectors.

Competition and Selection

Within the contesting pool, the parent trial vectors Pi and their progeny Pi
′ (a total

of 2 k vectors) compete for survival. The cost of parent vectors Ft (Pi) and offspring
vectors Ft (Pi

′) determines competition in this population. The best vector with the
lowest cost is picked as the new parent for the following generation, whether it is
parent vector Pi (or) child vector Pi

′. The process of initialization and mutation is
repeated until the fitness value does not significantly improve.

2.3 Particle Swarm Optimization

Eberhart et al. created PSO, a breakthrough optimization method. It employs a large
sum of particles grouped in a swarm. Each particle searches for global minimum as
it moves throughout the search space. Particles move about in a multidimensional
search space in a PSO system. During flight, each particle modifies its position
depending on its own and its neighbours’ experiences, choosing the best position
that it and its neighbours have encountered. The set of particles that surround a
particle, as well as its history, determine its direction. Let xd and vd represent a
particle’s position (position) and velocity (velocity) in a search area, accordingly. A
particle’s optimum previous location is preserved and denoted as pbest. Among all
the particles in the group, gbest is the best particle index [8]. Finally, the formulas
below can be used to compute each particle’s velocity and position:

νd+1 = k ∗ (w ∗ νd + c1.rand() ∗ (pbest − xd))

+ c2.rand() ∗ (gbest − xd) (8)

xd+1 = xd + νd+1 (9)
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where d is the generation pointer, xd is the particle’s current position, vd is the
particle’s velocity, The inertia weight factor is w, the acceleration constants are c1
and c2, and rand() returns a uniform random value between 0 and 1. W strikes a solid
balance between global and local explorations with a good choice of inertia weight.
In general, the equation is used to calculate the inertia weight w.

w = wmax − wmax − wmin

itermax
X iter (10)

Itermax is the maximum number of generations, while iter is the number of gener-
ations currently in use. In the preceding technique, the particle velocity is regulated
by a maximum value vmax. The option vmax specifies the resolution, or fitness, with
which regions between the current and target coordinates should be searched. This
constraint promotes local problem space exploration and correctly reflects human
learning’s modest modifications. If vmax is too high, particles may fly through good
solutions.

2.4 Hybrid Particle Swarm Optimization

This employs PSO mechanism as well as a natural selection mechanism, the genetic
algorithm (GA). Because PSO’s search procedure is heavily reliant on pbest and
gbest, pbest and gbest restrict the search area. PSO adjusts the current searching
points iteratively [9]. HPSO, on the other hand, can use the selection mechanism to
jump immediately from the present searching spots to the correct location. Agent
positions with low evaluation values are replaced by ones with high evaluation values
using the selection. It may take some time for the original PSO to penetrate the
solution space’s current effective area. HPSO, but from other hand, uses selection
process that directs low-valued particles to the present effective area, resulting in a
more targeted search, particularly in that area.

2.5 Multi-agent System

For numerous years, the science of artificial intelligence has researched agent-based
computation [10]. A multi-agent system (MAS) is a computer system in which
multiple agents communicate or collaborate to achieve a set of objectives. A real
or virtual entity with the traits given below is referred to as an agent.

1. Agents exist in a certain environment and act in that environment.
2. Agents are aware of their immediate surroundings and can communicate with

supplementary agents available in that particular area.
3. Agents strive to attain certain goals or fulfil specific tasks.
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4. Because of their learning abilities, agents can respond to changes in themselves
in a timely manner.

Many complicated problems can be computed and optimized using MAS. MAS
agents work together as a society, cooperating (or competing) to attain both their own
and common goals. This cooperative and competitive characteristics of a particle in
PSO relate to its essential nature. As a result, to construct a new optimal algorithm,
here we integrate twomethods, namely PSO technology andMAS technology.When
usingMAS for solving problems, the four important criteria have to be clarified under
context:

1. Each agent’s relevance and function within MAS technology;
2. The surroundings in which multi-agents dwell;
3. The proper description of the confined surroundings; and
4. Rubrics framed for the behaviour that regulates the communication among

multi-agents. This is agent universe’s law.

2.6 Multi-agent Particle Swarm Optimization

The proposed MAPSO approach for addressing economic power dispatch is formed
by combiningMAS and PSO in this study. An agent inMAPSO is candidate solution
to the optimization problem. Firstly build a lattice-like setting in which each agent is
fixed to a lattice point. Each agent competes and collaborates with their neighbours to
find the best solution as rapidly as possible, and through self-learning, they can apply
information in finding first-rate ideal result. It can accelerate information flow among
agents using the PSO evolutionmechanism, and the proposedMAPSO technique can
achieve the purpose of optimizing the objective function’s value.

Agent Purpose

A PSO particle that represents a potential solution to the optimization problem is
referred to as an agent in MAPSO. As a result, the agent in the optimization problem
has a fitness value.

Definition of an Environment

Each agent can be represented as circle, which will be static on a lattice-point setting
as shown in Fig. 1. The information in the circle represents where it is in relation
to the rest of the world. Each agent’s database holds two pieces of information: the
current velocity of the particle and its location in the search space, according to the
way a particle is represented in PSO. L is Lsize × Lsize, with Lsize being a value.
Total magnitude of PSO can be determined by sum of individuals.

Definition of the Local Environment

The local environment must be defined because each MAS agent can only perceive
its immediate surroundings. The following are the neighbours of i, j, Ni,j: if the agent
at (i, j) is represented as i, j, i, j = 1, 2, …, Lsize. Ni,j = {αi

1,j, αi,j
1, αi

2
,j, αi,j

2}.
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Fig. 1 Structure of the
environment

where

i1 =
{
i − 1 i �= 1
Lsize i = 1

}
, j1 =

{
j − 1 j �= 1
Lsize j = 1

}

i2 =
{
i + 1 i �= Lsize

1 i = Lsize

}
, j2 =

{
j + 1 j �= Lsize

1 j = Lsize

}
(11)

Each agent is surrounded by four neighbours starting at (11). They generate a
limited local environment that the agent can only perceive.

Agent Behavioural Strategies

Each agent has a set of behaviours that help it achieve its objectives in a timely and
accuratemanner. EachMAPSOagent contests and collaborates itselfwith neighbours
for disseminating useful data throughout the surroundings and that can take advantage
of the PSO’s evolution process and knowledge. Three operators are constructed for
the agents based on these behaviours.

Cooperation and Competition Operator (C&C Operator)

Assume that the competition and collaboration operators are assigned to the agent
precisely on (i, j), and they correspond to i, j = (1, 2, …, n) denotes a genuine vector
in the solution space. Agent i, j is a winner if m = Min Ni,j = (m1, m2, …,Mn) is an
agent having the lowest fitness value compared with Ni, neighbours, j’s, namely m
e Ni,j and Ni,j; otherwise, it is a loser.

f (αi, j ) ≤ f (m) (12)

if αi,j wins, it can stay within lattice without repositioning itself in the solution space.
Whether it loses, this will expire, and the lattice point will be taken by a new age
Newij.
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PSO Operator

The proposed MAPSO technique includes the PSO evolution mechanism to achieve
the optimal solution rapidly and correctly, based on operators mentioned above. Here
PSO is used to rapidly disseminate data across the entire lattice while enhancing
evaluation performance. As a result, every unit modifies their position of the particle
based on its own history data in addition to the expertise of the best overall agent in
the setting, using the best position both this and the best agent have encountered. If
a violation occurs, each agent’s position is renewed by (8) and (9), respectively, and
it is set at the search space’s top or bottom limit.

2.7 Bacterial Foraging Algorithm (BF)

Engineers can employ animal search and optimal foraging decision-making to solve
challenges [11].Natural selection tends to eliminate specieswith poor foraging strate-
gies via means of locating, handling and consuming food, while encouraging the
spread of genes from animals with strong foraging techniques, according to the
bacterium foraging principle. It is inclined to choose the best option depending on
the likelihood of reproducing. Poor foraging techniques are either eliminated or
moulded into superior ones over several generations. These optimization models
have the potential to establish communal foraging surroundings in which many
constraints interact to solve engineering challenges like load dispatching. Chemo-
taxis, swarming, reproduction, and elimination and dispersal are the fourmechanisms
that drive Escherichia coli’s foraging strategy in human intestines.

Chemotaxis

Swimming and tumbling are used in this process, which is dependent on the rotation
of the flagella in each bacterium. Throughout the bacterium’s life, it decides whether
to move in a predetermined direction (swimming) or in an entirely different direction
(tumbling). A unit length random direction, such as (j), is created to depict a tumble.
After a tumble, this will be utilized to define the direction of travel. A more specific
definition is as follows:

θ i ( j + 1, k, l) = θ i ( j, k, l) + C(i, t)ϕ( j)

The position of the ith bacterium during the jth chemotactic, kth reproductive and
lth elimination and dispersal phases is shown by i(j, k, l). The magnitude of the step
taken in the random direction given by the tumble is determined byC. (i, t). The “run
length unit” is denoted by the letter “C.”

Swarming

Bacterium that discovered optimal food route in a group must seek to lure
neighbouring bacteria.
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2.8 Particle Swirl Algorithm (PSA)

PSA is a brand-new optimization technique for determining a function’s lowest and
highest values. The particle swirl algorithm (PSA) [12] is a novel method that uses
many particles that twirl around a centre. The swirl motion’s main point is the vortex,
which depends on idea of water spiralling in the direction of ditch. Vortex isn’t
stationary; it is always moving towards the solution space’s highest recorded fitness
value. The search is focussed on regions where good results have previously been
obtained because the particles are drawn to the vortex. The findings of the particle
swirl method were compared to those of a gradient-based optimization strategy and a
particle swarm optimization technique on three different functions with ten different
peak (goal) locations. For every example, PSA outperformed the other optimization
strategies (all three functions and all peak locations).

w = wmax − wmax − wmin

itermax
X iter (13)

xd+1 = xd + νd+1 (14)

2.9 Hybrid Multi-Agent-Based Particle Swarm Optimization
(HMAPSO)

Novel algorithm called hybrid multi-agent-based particle swarm optimization
(HMAPSO) [13] has been developed, which is a hybrid of PSO, GA and MAS.
Complex optimization issues have been successfully solved using GA approaches.
Recent investigations have found that GA performance has several drawbacks. This
efficiency loss is most noticeable in applications with highly epistatic functions or
when the parameters being optimized are closely connected. Furthermore, GA’s early
convergence limits its search capability and decreases its performance, increasing
the probability of a local optimum being discovered. The main difficulty in applying
GA to engineering problems is its premature convergence, which occurs when the
GA degenerates to a local optimum rather than a global one in many cases. Dr. Eber-
hart and Dr. Kennedy established the concept of PSO so that it can manage huge
combinatorial optimization difficulties in power systems to avoid the challenges of
premature convergence of GA. PSO has a larger search capacity, near the end of the
race, there is a reduction in search capacity. As a result, PSO has more opportunity
to discover local optimal value towards concluding the track when addressing issues
with more local optima. The particle will migrate away from the global ideal posi-
tion in PSO if the weight of inertia and the prior velocity are both larger than zero.
If all of the particles are near zero, algorithm ends working, resulting in premature
convergence, commonly referred as stagnation. To address the stagnation issue, a new
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algorithm known as hybrid particle swarm optimization (HPSO) that incorporates
the breeding and subpopulation processes of GA in PSO proves that PSO is not the
best optimal option. HPSO’s strongest feature is that it avoids premature convergence
and achieves optimal results in fewer iterations. Complex power system problems
can be solved using MAS technology. A multi-agent system (MAS) is a computa-
tional system in which multiple agents work together to attain concrete objectives. In
MAPSO, the agent is given as a particle to PSO after having competition, cooperation
and neighbourhood operators. When compared to traditional optimization methods,
PSO and its hybrid algorithms with multi-agent have been shown to converge at
better optimal solutions. MAPSO’s strong suit is teamwork in a multidimensional
search space. Unlike individual particles in PSO, agents work together to achieve a
common aim. The advantages of MAPSO and HPSO are combined in HMAPSO.
As a result, the suggested method has been demonstrated to have superior proper-
ties such as precise and high-quality solutions, reliable convergence and efficient
computing. This approach improves global optimization’s capacity and efficiency.

3 Test System and Discussion

In order to validate the proposed BF approach, it is tested with three test systems
having nonlinear characteristics. The bus data and line data of IEEE 14 bus, New
England 39 bus system and IEEE 118 bus system are taken from [14]. Based on the
actual load flow research utilizing NR, for the IEEE 14 bus first load demand, full
input, power losses are as follows:

Pload = 1.8920 p.u.; Qload = 1.0720 p.u.
∑

PG = 1.9164 p.u.;
∑

QG = 1.0041 p.u.

Ploss = 0.0244 p.u.; Qloss = 0.0899 p.u.

Based on the real load flow research utilizing the NR approach. The following
are the starting demand, cumulative generations and power dissipation for the New
England 39 bus system:

Pload = 12.5 p.u.; Qload = 3.364 p.u.;
∑

PG = 12.7866 p.u.;
∑

QG = 3.2108 p.u.;
Ploss = 0.27864 p.u.; Qloss = 1.2167 p.u.

Based on the real load flow research utilizing the NR approach. The following
are the starting demand, cumulative generations and power dissipation for the IEEE
118 bus system

Pload = 42.42 p.u.; Qload = 1.439 p.u.;
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Table 1 For IEEE 14 bus, New England 39 Bus/IEEE 118 bus systems, parameter values for GA,
HPSO, MAPSO and HMAPSO for optimal cost of production

Parameter IEEE 14, New England 39 and IEEE 118 bus systems

GA PSO MAPSO HMAPSO HPSO MAS BF

Total Particles 6/7/54 6/7/54 6/7/54 6/7/54 6/7/54 6/7/54 6/7/54

Population size 30 20 20 20 20 20 20

No. of iterations 40 250 250 250 250 700 700

C1 – 2 2 2 2 2 2

C2 – 2 2 2 2 2 2

W – 0.2–0.9 0.2–0.9 0.2–0.9 0.2–0.9 0.2–0.9 0.2–0.9

C&C Operator – – 0–1 0–1 – – –

Crossover prospect level 0.9 0.05 – 0.05 0.05 – –

Mutation prospect level 0.004 0.15 – 0.15 0.15 – –

∑
PG = 43.7486 p.u.;

∑
QG = 7.9568 p.u.;

Ploss = 1.32863 p.u.; Qloss = 7.8379 p.u.

This paper presents the average of 50 trials for the beginning condition, genera-
tion cost and execution time. The application was developed in MATPOWER [15,
16] software. Table 1 shows the parameter values for GA, PSO, HPSO, MAPSO
and HMAPSO, MAS and BF for the optimal cost of production for IEEE 14 bus,
New England 39 Bus/IEEE 118 bus systems.

Solutions obtained by the mentioned approach show its effectiveness plus effi-
ciency of the computation. This algorithm is neither complex nor difficult to imple-
ment and solve the nonlinear optimization problems. By this algorithm, better
improvement of reduction of cost of generation. The proposed algorithm gives accu-
rate results and converges quickly with less average execution time. The results
support the feasibility of the suggested approach, demonstrating its effectiveness
and superiority over existing algorithms, as well as its suitability for a wide range of
optimization tasks.

The proposed HMAPSO algorithm saves 10.38%, 11.31% and 15.92% for gener-
ations in comparison with the Newton–Raphson method, with convergence times of
0.1298 s, 0.2549 s and 0.3252 s for IEEEbus systems such as 14, 39, 118, respectively.
Generally, the suggested algorithm HMAPSO (breeding strategy and subpopulation
strategy included MAPSO) appears to converge to a superior optimum solution with
a lower average execution time.

Anovel algorithmHMAPSO is created so that it can acquire the best power system
generating cost. According to simulation results shown in Table 2, it is capable of
obtaining the lowest cost of power system generation for IEEE 14 bus, New England
39 bus and IEEE 118 bus systems.
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Table 2 Generation cost and computational time using various algorithms for IEEE 14 bus, New
England 39 bus/IEEE 118 bus systems

Methods IEEE 14 bus system New England bus system IEEE 118 bus system

Cost (Rs/MW) Time (s) Cost (Rs/MW) Time (s) Cost (Rs/MW) Time (s)

λ 854.562 0.3451 45,889 0.4561 250,266 0.5686

GA 853.002 0.3214 46,666 0.4469 250,234 0.4987

EP 858.282 0.2000 47,776 0.4310 257,360 0.6981

PSO 851.752 0.3375 47,606 0.4333 199,851 0.5877

HPSO 864.282 0.1873 43,756 0.3784 198,641 1.8324

MAS 857.202 0.2386 43,987 0.4420 200,566 0.4551

MAPSO 860.062 1.7665 47,618 0.3415 253,217 1.4527

HMAPSO 822.932 0.1598 40,573 0.2849 157,354 0.3652

BFT 852.892 3.4368 45,328 11.632 356,641 0.5784

PSA 854.882 0.2255 47,207 0.4365 269,501 0.6354

Bolded values are the superior values and their respective cost and time are lesser than the other
methods results. So inorder to show the best result in the comparison table, we bolded those superior
values

4 Conclusion

This study investigated the use of a novel technique known as hybrid multi-agent
particle swarm optimization (HMAPSO) to address economic load dispatch by
considering diverse load demand. Simulation observations suggest the projected
technology is capable to deliver lower generation costs while also reducing transmis-
sion line losses significantly. Furthermore, as compared to the GA, EP, PSO, HPSO,
MAPSO, PSA and BF techniques, the execution time for the three test systems under
consideration is essentially constant and shorter. As a result, the BF technique looks
to be a powerful and efficient tool for addressing highly nonlinear discontinuous cost
functions and obtaining a globally improved optimum solution for the ELD issue.
We believe that a neuro-fuzzy technique can automate into online decision rules by
converting the offline simulation studies.
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Implementation of Binary Particle
Swarm Optimization for Image
Thresholding using Memristor Crossbar
Array
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Rajesh K. Tripathy, Venkateswaran Rajagopalan,
B. V. V. S. N. Prabhakar Rao, and Souvik Kundu

1 Introduction

Swarm intelligence-based algorithms are increasingly replacing the traditional search
algorithms with high-time complexity. These algorithms are modelled after various
natural phenomena such as ant colonies, beehives, bird flocks, fish shoals, and animal
herds. [1]. Particle swarm optimization (PSO) [2] is considered as one of the most
widely used swarm intelligence algorithms, which makes very few approximations
about the function which needs to be optimized, and they can search a large search
space for an optimal solution. No information is required about the gradient of the
objective function; therefore, even non-differentiable functions can be optimized
using PSO. PSO has applications in various domains such asmulti-objective function
optimization [3], geotechnical engineering [4], solar energy systems [5], improving
and optimizing neural network performance [6, 7], and image segmentation [8–10].

On the other hand, image thresholding is one of the fundamental methods for
image segmentation based on similarity in features within the regions. Amongst
various ways of image thresholding for segmentation, the two most successful
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methods are Otsu’s method and Kapur’s entropy method. Greyscale image pixel
intensities are generally saved as 8 (or integral multiples of 8) bit integers. Thus,
discrete optimal thresholds are desired. The thresholds are 8-bit integers as pixel
intensities range from 0 to 255. As image thresholding involves finding optimal
thresholds from a discrete search space of thresholds, binary particle swarm opti-
mization (BPSO) [11], a variant of PSO, is better suited for this application. Hence,
finding them by employing BPSO would be more prudent when compared to any
other continuous variant of PSO [12].

Although the swarm intelligence-based algorithms are much faster than the
conventional search algorithms, their speed can further be improved significantly.
In von Neumann architecture-based computing systems, the memory block and the
central processing unit block are separate and are connected via a data bus. With
advances in technology, there is an increase in the speed of both the central processing
unit (CPU) as well as the random access memory (RAM). However, the rate of
increase in the speed of CPUs is much larger than the rate of increase in RAM speed.
This increasing disparity in the rates of increase of speed of the CPU and RAM is
referred to as the “memorywall”. The shared bus between theCPUandmemory leads
to a limited data transfer rate between them. This conundrum is referred to as the von
Neumann bottleneck [13]. With the theoretical conceptualization of memristors by
Leon Chua in 1971 [14] and subsequent synthesis of a memristive device by Hewlett
Packard in 2008, new avenues have opened for non-von Neumann architecture [15].

Memristors have also demonstrated several unique physical properties like
low-energy consumption, nanoscale size, sub-nanosecond switching speed, and
extended memory [16–19]. Several architectures of memristors, mainly the memris-
tive crossbar arrays, have been used in neuromorphic circuits like synapses in spiking
neural networks [20], applications in chaotic theory [21], and also for implementing
machine learning algorithms like the principle component analysis [22]. Recently,
very few studies have tried implementing swarm intelligence-based algorithms using
memristors. A memristor crossbar-based implementation of ant colony optimization
[23], another widely used swarm intelligence-based algorithm, was used in [19,
24], for edge detection. A modified variant of particle swarm optimization, chaotic
particle swarm optimization (CPSO), has been used to initialize parameters of a
neural network [25].

BPSO has proven to be a very effective algorithm, especially for optimizing func-
tions having their domain defined on discrete search spaces. In this work, BPSO for
the image multi-thresholding problem using a novel Pt/Cu:ZnO/Nb:STO memristor
crossbar array is implemented. To the best of our knowledge, this is the first study
pertaining to the implementation of BPSO on memristor crossbar. The Otsu’s func-
tion and the Kapur’s entropy function are considered as the objective functions or
the functions left for BPSO to optimize. It is hypothesized that results obtained from
the implementation of BPSO on the memristor crossbar are at par very close to the
optimal thresholds. Further, this (Otsu and Kapur’s entropy with BPSO) is applied
for thresholding 4 T2-weighted transaxial brain magnetic resonance imaging (MRI)
scans of the widely used online open-access medical image repository by Harvard
Medical School [26].
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This manuscript is further organized as follows: In Sect. 2, the Otsu and Kapur’s
entropy functions are elaborated. In Sect. 3, brief description of the BPSO algorithm
is given. In Sect. 4, the memristor model and modelling of the crossbar for imple-
mentation are described. In Sect. 5, results for multi-thresholding on standard as well
as the brain MR images followed by the results with device variations are explained.
Conclusions are given in Sect. 6.

2 Objective Functions

In swarm intelligence, the functions optimized by the swarm intelligence algorithm
(BPSO in this case) are known as objective functions for the image thresholding
problem. Our aim is to divide the pixels in an image I into N groups of pixels which
has similar grey levels. It is done by finding N − 1 optimal intensity thresholds. It
is noted here that t0 corresponds to the minimum possible intensity (0 intensity), t1
to tN−1 are the N − 1 optimal thresholds, and tN is the maximum possible intensity
(255 in case of 8-bit greyscale images). The swarm intelligence algorithm assigns
all pixels having pixel intensity in the range between threshold ti and threshold ti+1

to the grey-level value of Gi such that i can take integer values between 0 and N. It
is mathematically represented as follows:

Gi = { f (x, y) ∈ I |ti ≤ f (x, y) < ti+1} (1)

Here, f (x, y) is the integer pixel intensity of image I at position (x, y). So, as seen
in Eq. (1), all pixels with intensities in the interval [ti , ti+1 − 1] are associated with
groupGi where i is an integer between 0 andN − 1. To find the optimal thresholds t1
to tN−1, the Kapur’s entropy function [27] and the Otsu’s thresholding function [28]
are used. These objective functions take the image greyscale histogram and a set of
N − 1 thresholds as input. The image greyscale histogram is a discrete graph of the
number of pixels versus pixel intensity. The swarm intelligence algorithm uses the
objective functions to adjust the thresholds for optimal results.

2.1 Kapur’s Entropy Function

Kapur’s entropy function is a widely used function for thresholding. It is based on
discrete entropy, which is the measure of unpredictability or the degree of random-
ness. In information theory, entropy (often referred to as Shannon’s entropy) is
mathematically defined as [29, 30]:

H(X) = −
n∑

i=0

P(xi ) log(P(xi )) (2)



918 P. B. Ganganaik et al.

where X is a discrete random variable which can take n discrete values. xi corre-
sponds to the i th value taken by X. P(xi ) is the probability of X assuming the
value xi . It is known that for a discrete random variable X, if the entropy of X is
to be maximized, it has to follow a finite uniform probability mass function (PMF),
which has themaximumentropy. The swarm intelligence algorithm tries tomaximize
Kapur’s entropy function for the image thresholding application so that the modified
histogram after thresholding is very close to a discrete uniform PMF. Hence, the
contrast is maximized for the thresholded image. As it is known that the Kapur’s
entropy function is a histogram-based thresholding function, let h(j) be the number
of pixels in image I with intensity “j”. For a particular pixel intensity j, the probability
that a pixel in image I has intensity j is

p j = h( j)
∑L max

l=L min h(l)
(3)

where L min and L max are theminimum andmaximumpossible intensities in image
I. For greyscale 8-bit images, L min is 0, and L max is 255 (28 −1). The expressions
for Kapur’s entropy for multi-thresholding from Eqs. (2) and (3) are given below
[31]:

Hi = −
ti+1−1∑

j=ti

p j

ωi
ln

(
p j

ωi

)
; ωi =

ti+1−1∑

j=ti

p j (4)

It is noticed that Eq. (4) is similar to Eq. (2) where p j

ωl
can be thought of as P(xj)

where l is an integer between 0 to N − 1 and j is a particular pixel intensity. The
objective function is then just the summation of all the entropies, which is given
below [31]:

fKapur(I, t) =
N−1∑

i=0

Hi (5)

where t = [
t1, . . . , ti , . . . , tN−1

]
and I are the image concerned. Our goal is to find t∗

using the swarm intelligence algorithm such that t∗ maximizes the Kapur’s entropy
function or in other words, fKapur(I, t∗) is the maximum value of Kapur’s entropy
function.

2.2 Otsu’s Function

Otsu’s function is based on the concept of reducing intra-class variance and increasing
inter-class variance. This simply means that in a group or grey level, say Gi , almost
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all pixels are homogenous and almost in the same range; however, for two adjacent
groupsor grey levelsGi andGi+1, the pixels are drastically different. Thewithin-class
or intra-class variance is defined as

σi = ωi (μi − μT )2 (6)

where ωi is the same as in Eq. (6), μi is the mean level of each class (9) and μT is
the mean intensity of the Image I.

μi =
∑ti+1−1

j=ti
j p j

ωi
(7)

The Otsu function is defined as

fOtsu(I, t) =
N−1∑

i=0

σi (8)

Again, the goal of this work here is to find t∗ such that t∗ maximizes the Otsu’s
function. It is observed that if brute-force is used, that is, by manually trying out
all possible unordered pairs of N thresholds, the time complexity would be O

(
nN

)
.

Although this is an effective technique for bi-thresholding, that is, when N = 1. As
N increases, there is a dire need for faster techniques such as swarm intelligence
algorithms to choose the N thresholds.

3 Binary Particle Swarm Optimization (BPSO)

Particle swarm optimization is a swarm intelligence algorithm proposed by Kennedy
and Eberhart in 1995 [31]. It is modelled after the social behaviour of a flock of birds
or a shoal of fish. It is used for optimizing the objective functions. The domain on
which the objective function is defined is referred to as the search space. A swarm of
agents or particles is initialized as random points in the search space. Each of these
particles can be represented by its current position, its velocity, and the personal
best position, and the particle has attained till that point of time. The position and
the velocity have dimensions equal to that of the dimension of the domain. Each
particle makes its next move by updating velocity followed by position based on
the best position attained by any of the particles till that point of time or the global
best position and its personal best position. The velocity and position are updated as
follows:

v t+1
i = Wv ti + c1r1.

(
xt
gb − xt

i

) + c2r2.
(
xt
i, pb − xt

i

)
(9)
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xt+1
i = xt

i + v t+1
i (10)

where v i , xi , and xi, pb are the velocity, position, and personal best position reached so
far by the “i”th particle, respectively. xgb is the global best position of the swarm, and
W is a scalar often referred to as the momentum weight. The constant scalars c1 and
c2 are referred to as the acceleration coefficients. r1 and r2 are two variable vectors
of the same dimension as that of the search space. Each element of these vectors is
between 0 and 1, which is randomly updated after every iteration. The personal best
and the global best are decided depending on the output of a function which inputs
the current position vector of a vector and outputs a scalar. This function is referred
to as the fitness function. This fitness function is usually the objective function itself,
although they can differ.

For discrete-valued search spaces, Kennedy and Eberhart came up with a discrete
binary variant of PSO, the binary particle swarm optimization (BPSO) [31]. Here,
the positions of the particles are in discrete binary form. The particle velocities,
however, are of continuous nature. The following is how the particle velocity and
position updating in BPSO take place:

v t+1
i = Wv ti + c1r1.

(
xt
gb − xt

i

) + c2r2.
(
xt
i, pb − xt

i

)
(11)

For every dimension of the position and velocity vectors,

xi,d =
{
1, if sigmoid

(
vi,d

)
> r

0, otherwise
(12)

Here, r is a random number between 0 and 1which is updated after every iteration.
It is noted that in Eqs. (11) and (12), the current and personal best positions of the
particles as well as the global best position are all discrete binary vectors, that is, all
the elements in these vectors are either 0 or 1.

So, to essentially formulate the problem of N-level greyscale image thresholding,
the search space can be thought of as an 8 × N dimensional binary discrete vector
space. As stated earlier, each threshold is in the range 0–255. To encode the decimal
number in binary space, 8 bits for one threshold are needed. So, for N thresholds,
an 8 × N dimensional vector space is required. So, one particle corresponds to an
8 × N dimensional vector or N thresholds. At the termination of the algorithm, the
global best position, which corresponds to the N thresholds, is considered as the
optimal solution, and the N thresholds corresponding to this global best position
are the optimal thresholds. In the next section, BPSO using memristor crossbar is
implemented with both the Kapur’s entropy function and the Otsu’s function as the
objective function and fitness function.
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4 Memristor Implementation of BPSO

4.1 Memristor Model and Crossbar

Memristors are two-terminal non-linear devices whose resistance can be changed
by applying a suitable voltage across it or passing a suitable current through it. Due
to this property, they have been used for non-volatile memory applications. In our
earlier work, a Pt/Cu:ZnO/Nb:STO memristor was fabricated and for the detailed
fabrication procedures [32]. The voltage threshold adapted memristor (VTEAM)
model [33] was fitted to this device. At any instant of time, a voltage-controlled
memristor can be mathematically represented as

dw

dt
= f (w, v) (13)

i(t) = G(w, v).v(t) (14)

w is the internal state variable of the device. v(t) and i(t) are the voltage across the
device and the current passing through the device, respectively.G is the conductance
of the device. As per the VTEAM model, f (w, v) is

dw

dt
=

⎧
⎪⎪⎨

⎪⎪⎩

koff
(

v(t)
voff

− 1
)aoff

foff(w), 0 < voff < v

0, von < v < voff

kon
(

v(t)
von

− 1
)aon

fon(w), v < von < 0

(15)

Here, von and voff are known as the on and off voltages, respectively. The param-
eters koff, kon, aoff, and aon are constants and these are device dependent. foff and fon
are known as the window functions, and they are used to ensure that w is bounded
such that w ∈ [won, woff]. They are rectangular step-functions defined as follows:

foff =
{
1 ifw < 1
0 otherwise

(16)

fon =
{
1 ifw > 0
0 otherwise

(17)

For the model described in [33],

w = x

D
(18)
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where x is the length of the doped/polarized region, and D is the active material
thickness. The current-voltage relationship for the model is

v(t) = i(t) ∗
(
Ron + (Roff − Ron)

(
w − won

woff − won

))
(19)

As x can take values between 0 and D, won = 0 and woff = 1. Substituting this in
the above equation, it can be deduced that

v(t) = i(t) ∗ (Ron + (Roff − Ron)w) (20)

The memristor can function as a switch; hence, memristor-aided logic (MAGIC)
[15] and the implementation of implication logic (IMPLY) have been proposed in
[34]. The low-resistance state (LRS) when memristance is Ron, that is, when w = 0,
can be considered logic 1, and the high-resistance state (HRS) when memristance is
Roff, that is, when w = 1, can be considered logic 0. The logic state of a memristor
can changed by applying sufficient voltage across it. To change state from 0 to 1, a
negative voltage, vset, withmagnitude greater than von is applied across thememristor.
Similarly, to change the logic state from 0 to 1 a positive voltage, vreset, of magnitude
greater than voff is applied across the memristor. Apart from these binary states, the
analogue nature of memristors permits multiple states in between the LRS and HRS.

Memristors can also be employed in a structure called the memristor crossbar
array. The memristor crossbar array is a structure comprising of vertical and hori-
zontal metallic wires with memristors at the intersection of each vertical and hori-
zontal wire [35]. The memristance of any memristor can be tuned by applying a
suitable voltage, vi , across at the ends of the vertical and horizontal wires which
have the corresponding memristor at their intersection. To ensure that this does not
change the memristance of the other memristors in the row or column, a voltage of
vi/2 is applied across these memristors such that |vi /2| < |voff| (or |von|) < |vi |. From
Eq. (15), this ensures that dw/dt = 0 so the memristance will not change. One of
the most important applications of memristor crossbars is the implementation of the
matrix dot product, and this paves the way for various neuromorphic architectures
using this structure.

For implementing matrix dot product using memristor crossbar, first, the crossbar
with memconductance of all memristors proportional to the elements of the first
matrix is initialized. Later, voltages with magnitude in the range (von, voff) and time
pulsewidth proportional to the corresponding element of the othermatrix involved for
the dot product are applied. As mentioned above, this ensures that their conductance
does not change. From Eq. (14), the output currents are obtained and integrated.
Mathematically, this is equivalent to the dot product as

i = gi, j ∗ vm (21)
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Q =
∫ ti, j

0
idt = gi, j∗vm∗ti, j (22)

where gi, j is the memconductance of the memristor located at the intersection of
the i th row and j th column, vm is the magnitude of the voltage pulse, ti, j is the
time pulse voltage width applied across the memristor, and Q is the charge obtained
from integrating the current. In Eq. (22), it is observed that the charge Q is directly
proportional to the product gi, j ∗ ti, j .

4.2 Implementation of BPSO using Memristor Crossbar

As matrix multiplications are the key operations in most of the AI-based algorithms,
implementing them using the memristor crossbar tackles the von Neumann bottle-
neck faced by these algorithms. BPSO involves many matrix-vector dot products,
and the use of memristor crossbars can improve the speed of the algorithm.

Discrete binary particles can be modelled using a memristor crossbar array, as
shown in Fig. 1a. A particle has a discrete binary position corresponding to 8 N

Fig. 1 a Memristor crossbar array, b calculating c1r1.
(
xtgb − xti

)
in crossbar, c calculating

c2r2.
(
xti, pb − xti

)
in crossbar
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bits, where N corresponds to the number of thresholds. It also has its personal best
position, which is also represented using 8 N bits. A design of a memristor crossbar
having (2Ns + 1) rows and 8 N columns is proposed, where Ns is the number of
particles. Here, 2 rows correspond to one particle, which stores the current position
and the personal best position of the particle, respectively. The last row is used to
store the global best position. Each memristor represents one bit which can be logic
state 0 if it is at a high-resistance state or logic state 1 at a low-resistance state.
The particle positions are initialized randomly. This is done by applying vset or vreset
voltages across each memristor individually.

Reading voltages are considered as 0.5 and −0.5 V as both lies between von
(−1.2 V) and voff (+1.35 V). From Eq. (15), w does not change for this voltage.
Hence, the memristor behaves as an ideal resistor for these reading voltages. For
BPSO, 2 crossbars are simulated for finding 2 thresholds and 3 thresholds. The
optimal parameters for BPSO were decided after multiple runs of the algorithm
with varied parameters taking into consideration the proximity of the value of the
objective function at the output thresholds to the maximum possible value of the
objective function. The following Table 1 summarizes the parameters for BPSO and
information about the crossbars:

For the memristor model, the read time is 10 ns. As c1 and c2 are 2 each, all
the elements of c1r1 and c2r2 will be in the range 0–2. Positions are modelled as
conductances, whereas c1r1 and c2r2 are modelled as voltage pulses. A voltage
pulse of magnitude equal to 0.5 V (read voltage) and a random time duration of
10 * k ns is applied, where k ∈ [1, 200] to the last row or the global best position.
This, in turn, ensures that all the elements of c1r1 and c2r2 have a precision of
only 2 significant digits after the decimal point, and each element has a least count
of 0.01. Ideally, the random numbers should have as much precision as possible,
however, here, there is a trade-off as the maximum pulse width increases 10 folds
with an increase in the number of significant digits after the decimal point, and this

Table 1 Parameters for
BPSO and information about
the crossbars used as
suggested in the pseudocode
in Sect. 3 and Eq. (11)

Parameter N = 2 N = 3

Number of
particles (Ns)

50 100

Number of
iterations

50 50

W 1.0 1.0

c1 2.0 2.0

c2 2.0 2.0

Total number of
memristors

1616 4824

Dimensions of
crossbar

101 × 16 201 × 24

Area of the
crossbar

1.309 × 10–11 m2 3.907 × 10–11 m2
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slows down the implementation drastically. Simultaneously, a voltage pulse with
magnitude −0.5 V and the same pulse width as the one above to the row storing
the current position of the particle is applied. Further, a charge amplifier is used
which will give a voltage output proportional to the charge or integral of the current
at the input of the amplifier. This voltage vector, which is the output of the charge

amplifiers, corresponds to c1r1.
(
xt
gb − xt

i

)
in Eq. (11). This is depicted in Fig. 1b.

Here, all the random elements of r1 have been considered equal, which are generated
newly for different particles every iteration. Now, a voltage pulse of 0.5 Vmagnitude
and pulse width is chosen randomly between 10 ns and 2µs is sent to the second row
(the row storing the personal best position) and simultaneously another pulse of the
samewidth butmagnitude equal to−0.5 V to the first row (the row storing the current

position). Here, the output of the charge amplifiers corresponds to c2r2.
(
xt
i, pb − xt

i

)

in Eq. (11) and again, all elements of r2 are assumed to be equal, which is shown in
Fig. 1(c).

Thus, for the j th dimension of the i th particle, from Eq. (22):

Q j = vread ∗ k ∗ tread ∗ (
ggb, j − gi, j

)
(23)

Q j = vread ∗ k ∗ tread ∗ (
gpb_i, j − gi, j

)
(24)

Here, Q j is the output voltage at the j th column/dimension. ggb, j is the j th
dimension of the global position, and gpb_i, j and gi, j are the j th component of the
personal best and current best positions of the i th particle, respectively. It is noted
here that as Ron (in the order of 105 �) is much lesser than Roff (in the order of 108
�), conductance corresponding to the logic 1 state (gon = 1/Ron) is in the order of 1
μ�−1, and the conductance corresponding to the logic 0 states (goff = 1/Roff) is in
the order of 1 n�−1; thus, the following approximation is used:

|gon − goff| ≈ |gon| (25)

Further, the net velocity is calculated from Eq. (11). This part is done using an
8 N bit adder circuitry external to the crossbar. The position is updated as shown
in Eq. (12) by applying Vset/Vreset pulses for sufficient duration of time. This is
followed by updating the personal best and global best positions by checking the
fitness value. As the proposed architecture is a coprocessor, the crossbar is strapped
onto the CPU using the PCI bus. It is noted here that the fitness values for different
positions are calculated in the CPU (outside the crossbar). The flowchart given in
Fig. 2 summarizes the entire process.
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Fig. 2 Flowchart summarizing the entire procedure

5 Results

5.1 Results and Explanation for Standard Images

As mentioned in Sect. 4.2, two memristor crossbar arrays were simulated for 3 grey-
level thresholding and 4 grey-level thresholding, respectively. The histogram of the
normalized number of pixels (normalized frequency) vs pixel intensity was obtained
from greyscale images. In this study, the results are explained using the ubiquitous
“Lena” image (225 × 225) (Fig. 3a) and 4 T2-weighted transaxial brain MRI scans,
whichwere randomly selected from the online open-accessmedical image repository
from Harvard Medical School [26].
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Fig. 3 Brute-force optimization. a Greyscale Lena image, b histogram and image for 2-thresholds
whilst optimizing Kapur’s entropy function, c histogram and image for 2-thresholds whilst opti-
mizing Otsu’s function, d histogram and image for 3-thresholds whilst optimizing Kapur’s entropy
function, e histogram and image for 3-thresholds whilst optimizing Otsu’s function

Brute-force optimization is used on the Kapur and Otsu functions, considering
unordered pairs of 2 and 3 intensity thresholds ranging from 0 to 255. The results
for the same are shown in Fig. 3b–e. For the 2 threshold-based thresholding, a 101
× 16 crossbar is initialized with Vset and Vreset pulses as suggested in Fig. 2. Fifty
particles or 50 of the 65,280 possible domain points were arbitrarily considered
where the number of iterations was 50. Kapur’s entropy function was considered
as the objective function as well as the fitness function. At the termination of the
algorithm, the thresholds corresponding to the global best positionwere considered as
the optimal thresholds. The samewas repeated considering theOtsu’s function as both
the objective function and the fitness function. For 3 threshold-based thresholding,
another crossbar was simulated with dimensions 201 × 24. In this case, the number
of particles was taken as 100 or 100 of the 16,581,120 possible domain points were
arbitrarily considered. The number of iterations was again taken as 50. A similar
process was repeated, taking Kapur’s entropy function and Otsu’s function as both
the objective and fitness functions. The results for the same have been depicted in
Fig. 4a–d.

To consider device variations, it is assumed that the high-impedance (Roff) and
low-impedance states (Ron) follow a Gaussian distribution with mean as the desig-
nated values and standard deviation equal to 5%of themeanvalue. For each simulated
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Fig. 4 BPSO implementation using memristor crossbar. a Histogram and image for 2-thresholds
whilst optimizing Kapur’s entropy function, b histogram and image for 2-thresholds whilst opti-
mizing Otsu’s function, c histogram and image for 3-thresholds whilst optimizing Kapur’s entropy
function, d histogram and image for 3-thresholds whilst optimizing Otsu’s function

memristor in both the crossbars, Ron and Roff were taken randomly from the corre-
sponding distributions, and the entire process was repeated for both the crossbars.
The results for the same are shown in Fig. 5a–d:

From Table 2, it is observed that the memristor crossbar-based BPSO is very
efficacious as the maximum error obtained was only 0.1413% when compared to the
maximum value of the Kapur and Otsu functions.

5.2 Biomedical Image Processing using the Proposed
Methodology.

Further, one of the conventional brainMR images is thresholded, which are the essen-
tial source of detecting any abnormalities in the brain tissues. Multi-thresholding
these images help enhance them by delineating the cerebrospinal fluid (CSF), white
matter, and grey matter. This helps unveil some intricacies in the image, thus aiding
the diagnosis and leading to better treatment. In this section, the results for 4 randomly
selected T2-weighted transaxial brain slices each of size 256 × 256 pixels are
discussed, which are shown in Fig. 6a–d.

Also, 4 grey-level thresholding (3 thresholds) for the above 4 images is applied. As
described in Sect. 5.1, manual thresholding to see the results for the optimal thresh-
olds maximizing the Kapur’s entropy function and the Otsu’s function is applied,
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Fig. 5 BPSO crossbar implementation with device variations. a Histogram and image for 2-
thresholds whilst optimizing Kapur’s entropy function, b histogram and image for 2-thresholds
whilst optimizingOtsu’s function, c histogramand image for 3-thresholdswhilst optimizingKapur’s
entropy function, d histogram and image for 3-thresholds whilst optimizing Otsu’s function

respectively; results are shown in Fig. 6e–h, i–l. Later, the crossbar simulated for
3 thresholds is considered; first, the Kapur’s entropy function is considered as the
objective function (Fig. 7(a)-(d)), followed by the Otsu’s function (Fig. 7e–h). Also,
the device variations are considered in the same crossbar, which is best depicted in
Fig. 8a–d, e–h.

Tables 3 and 4 recapitulate the quantitative results of the crossbar implementation
for brain MR image thresholding. Tables 3 and 4 give a summary of results from
Kapur’s entropy function as the objective function andOtsu’s function as the objective
function.

From these tables below, it is observed that there is a negligible difference between
the optimal values and the values from BPSO implemented using the memristor
crossbar. The error is significantly lesswhen the crossbar implementation is compared
to the brute-force optimizationmethod. It is further noticed that there is no significant
difference when the device variations are considered; thus, the system is robust and
unsusceptible to the device variations.

6 Conclusion

In this work, a novel memristor crossbar-based implementation of the BPSO algo-
rithm was delineated using the characteristics of the Pt/Cu:ZnO/Nb:STO memristor.
Results from memristor crossbar-based implementation agree well with the optimal
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Fig. 6 a–d Original greyscale brain MR images. e–h show the corresponding 4 grey-level
thresholding by optimal values of the Kapur’s entropy function for images (a–d). i–l show the
corresponding 4 grey-level thresholding by optimal values of the Otsu’s function for images (a–d)

values with a maximum error of only 2.5%. The performance of the proposed imple-
mentation was validated using a variety of widely used practical greyscale images of
different sizes. Our results demonstrate that thememristor crossbar-based implemen-
tation of BPSO is a suitable alternative to the conventional CMOS system and lays
the foundation for memristive devices to fasten the already fast swarm intelligence
algorithms.

Although a lot ofwork has been proposed for themodelling of neural networks and
other machine learning algorithms, very few works on other artificial intelligence-
based algorithms have been proposed usingmemristor circuitry. There is much scope
for research in the memristor-based implementation of other AI-based algorithms
like genetic algorithms, simulated annealing, and swarm intelligence algorithms.
Multi-thresholding for more than 4 greyscale levels can be done at the cost of more
memristive devices. The precision of c1r1 and c2r2 can be increased by fabricating
memristors with a much lesser read time. Also, other applications of PSO and BPSO
like PSO-based neural network performance optimization, optimal filter design, or
PSO-based controllers can be designed using memristors. About image processing,
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Fig. 7 a–d show 4 grey-level thresholding by BPSOwith Kapur’s entropy function as the objective
function. e–h show 4 grey-level thresholding by BPSO with the Otsu’s function as the objective
function

Fig. 8 a–d show 4 grey-level thresholding by BPSOwith Kapur’s entropy function as the objective
function with 5% device variations. e–h show 4 grey-level thresholding by BPSO with Otsu’s
function as the objective function with 5% device variations

various other subtypes of image segmentation like morphological feature extraction
can be carried out by changing the objective function. This work can serve as an
essential guide to all these future works.
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Performance Analysis of Solar PV-fed
BLDC Motor Under Partial Shading
Condition Using Various PSO MPPT
Algorithms

Pakki Pavan Kumar, V. Hemant Kumar, and R. N. Patel

1 Introduction

With increasing concerns on environment anddue to limited conventional fuels, usage
of solar PV systems has rapidly gained momentum. Solar PV system is the simplest
and convenient one which directly deals with photon energy from the sun which is
converted into electrical energy. The infiltration of solar PV systems in the world has
considerably improved in the previous decade, extending its application from a tiny
roof top or building integrated solar PV systems to a giant solar PV power plant, at
many types of installation places, from remote rural areas to domestic areas within
large cities. At various installation places, particularly in urban locations, while the
burden for reducing usage of land, usually leads to compact installations on the roof
top and walls, which introduces shading on to the panels due to adjacent panels
which are closed placed, frequently leads to functioning of the solar PV system at
non-uniform irradiation conditions due to various obstacles adjacent to the system.

Partial shading results in firmly nonlinear outcome on the power output and the
total electrical output of the PV system. Based on the extent and levels of shade, many
localmaximumpower points (MPPs)will be developed, impeding the actual tracking
of the global optimumoperating point, leading to decrease in performance, formation
of hotspot, and rapid worsening of the shaded cells. To thoroughly understand this
phenomenon and to alleviate its impact on performance of PV system, an appropriate
energy model is to be developed, which is accurate and reliable to predict the output
of the system under several shading patterns which the system might come across in
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real-time conditions [1, 2]. This kind of model will be suitable for application where
calculation of energy generated, for planning of PV installations, optimization of
array topologies and techno economic studies. Additionally, one more application of
these models is to evaluate the efficiency of MPPT algorithms, when the considered
PV system is subjected to partial shading. When there is a mismatch in the qualities
of solar cells, the possibility of occurring hotspots in the PVmodule will be high. The
effect of hotspot can be minimized by using bypass diodes, which is proved to be the
best possible method. But, the use of bypass diodes poses a serious consequence, if
themaximumheat dissipation by the shaded cells is not considered.With the increase
in number of solar cells, the shaded cells dissipate power instead of generating power,
and at various shading patterns, maximum point of power dissipation occurs which
leads to forming of hotspots [3, 4]. Due to formation of hotspot near the shaded cell,
the shaded cell will tend to act as a reverse bias diode and starts consuming the power
generated by the remaining or healthy cells of the module and even the total module
current gets affected.

The shaded cell not only affects the overall output of the system but also has an
adverse effect on temperature which might damage/melt the EVA encapsulant, the
TPT back sheet and might even lead to fire [5]. Generally, the number of bypass
diodes in a solar PV system is decided considering the number of cells in a module;
typically for every 12–24 cells, a bypass diode will be used. The bypass diodes do
not consider the maximum heat dissipation by the shaded cell and work effectively in
preventing the hotspot only in a PV system with shorter strings but not with lengthy
strings.

2 Partial Shading and Fast Varying Solar Irradiation in PV
Systems

The performance of solar PV systems under zero or no shading condition is good
and effective, but when there is any shadow cast on the solar PV panels or the solar
irradiation is varying rapidly, the performance of whole PV system gets effected [6].
As the name indicates, partial shading is nothing but, shading of even just few cells
of a solar PV panel, which potentially compromise the performance of the entire PV
system, and fast varying solar irradiation directly indicates the condition where the
solar irradiance upon the panel varies at a rapid rate. Generally, the PV panels will be
connected both in serial and parallel combinations for producing the required power
output [5]. Solar PV arrays are generally split into strings of solar panels. Shade on
one of the panels in the string will reduce the output of overall string virtually to zero
until the shadow exists. Figure 1 shows real-time partial shading in solar PV panels
[7].

One of the latest technologies of minimizing the impact of partial shading in PV
systems is by using bypass diodes which minimizes the impact of partial shading by
bypassing current flow through the shaded cell or cells. Solar cellsmadeof amorphous
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Fig. 1 Partial shading on
roof top panels

silicon are supposed to be better at handling shading effects than the cells made of
crystalline silicon, but the amorphous modules have relatively lower efficiency than
that of crystalline modules and hence making the crystalline panels a better choice
in spite of its poor performance during partial shading conditions. There are few
advanced technologies under development for developing solar PV panels, such as
super black and transparent solar cells, which offer higher efficiencies even under
extreme weather conditions. But, these technologies are very expensive and even
not available for commercial use [8]. There are few widely used methodologies to
overcome the problem of partial shading, fast varying solar irradiation conditions
and its effects [9]. First one is by using maximum power point tracking (MPPT) at
individual string inverter, and the second one is by using micro-inverters and power
optimizers at panel level. MPPT is themost widely usedmethod, which continuously
keeps track of the panel voltage and current, regulates the voltage in relation to the
required load voltage and hencemaximizing the power output at the load [10].Micro-
inverters are the latest technology in which every panel will have its own inverter.
The output of each micro-inverter is synchronized w.r.t. the grid. Power optimizers
are the devices which change the voltage or current magnitudes to match with that
of unshaded modules and hence maintaining the maximum power output from the
string [6]. Both micro-inverters and power optimizers fundamentally allow each and
every panel in the system to operate individually, so that overall output of the system
is not inexplicably affected due to one of the panels under shade. The system output
and the annual yield will be higher using micro-inverters and power optimizers.
But, the major drawback of using micro-inverter/power optimizers is that they are
expensive when compared to that of system with central string inverters, when the
effect of shading is not an issue [11]. The simplest and cost-effective way to mitigate
the impact of partial shading is choosing the optimum site for installing the solar PV
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Fig. 2 a Standard test conditions, b Partial shading condition, and c Fast varying solar irradiation

panels where the chance of getting shade over the entire day is practically minimum
or ideally zero (Fig. 2).

3 Particle Swarm Optimization

Partial shading conditions (PSC) and fast varying solar irradiation (FVSI) are the two
most commonly seen effects seen in large solar PV systems. These effects directly
affect the characteristic of the solar PV panels by producing more complex and
multiple peak characteristics [12]. Consequently, the output of entire PV system
gets exaggerated. Generally, the solar PV system gets categorized into groups and
subgroups based on the kind of shading effects it is subjected to. Then, the char-
acteristics for each of these groups and subgroups will be developed individually.
These individual characteristics are then merged to get global characteristics of the
entire solar PV system. The conventionalMPPT algorithms like P&O and I.C.MPPT
algorithms fail to track the maximum power point from the complex and multiple
peak characteristics developed due to these effects [5, 7]; hence, there is a need to
implement a better MPPT algorithm which keeps track of multiple peaks and points
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out at the global peak. Typical characteristics of solar PV system involving multiple
groups with varying partial shading conditions are shown in Figs. 3 and 4.

This optimization algorithm is developed considering the behavior of a
flock/swarm of fishes and birds which is in search of food. PSO is the simplest, oper-
ative, and search-based meta-heuristic methodology which can solve multi-variable
optimization problems involving multiple optimal points [13]. PSO explores the
multidimensional search space of the considered fitness function by fine-tuning the
paths followed by each agent, basically known as particles, due to the quasi-stochastic
style of the paths followed by position vectors. The movement of these particles
comprises majorly of two components: One is a probabilistic component, and the
other is a predetermined component. Each particle will adjust its trajectory pointing

Fig. 3 P-V characteristics
under partial shading

Fig. 4 I-V characteristics under partial shading
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at the current best global location Gbest and its previous best personal location Pbest,
and it also has an inclination to travel arbitrarily.

3.1 Weighted Particle Swarm Optimization

The PSO uses multiple search agents which are involved in the search process within
the search space. These search agents continuously share their information like posi-
tion and velocity with each other during the search process. The search space is
determined based on the decision variables [1, 2]. It considers a set of solutions
which is analogous to the particles of a swarm in the considered area of search.

The number of individuals/particles can be decided inherently or randomly within
the bounds mentioned. These particles continuously explore for the best solution
within the area of search. Within the search space, these particles incessantly update
their position relative to the optimal location based upon the respective experience
and the information shared by other particles [3, 4].

The particle reaches the optimal location by incrementing or decrementing the
velocity relative to the current location. If the value of current location is lesser than
optimal location, then the velocity value is increased and decreased when higher
[6]. These particles store their personal best location Pbest found up to now and
also the global best location Gbest considering all the particles involved for every
iteration. PSO has the capability of carrying out global search by fine-tuning the
particle positions [13]. The position of each particle for the subsequent iteration is
obtained using the current global best position Gbest and the personal best position
Pbest.

The position (xi) of the particle is adjusted using the expression indicated below.

xn+1
i = xni + vn+1

i (1)

The velocity required by the particle to reach the optimal location based on their
person best and global best locations is indicated below.

vn+1
i = vn

i + αε1
(
Pbest − xni

) + βε2
(
Gbest − xni

)
(2)

where α andβ are the acceleration or learning coefficients (mostly equal to two);
ε1 and ε2 are the random numbers in between 0 and 1; vn+1

i is the next iteration
particle velocity; vn

i is the previous velocity of particle; xn+1
i is the updated particle

position; xni is the previous particle position; i = 1, 2, 3, 4, . . . , N represents the
quantity of particles; n represents the iteration count. The conventional PSO algo-
rithm can be modified to get various variants which can be used in multiple applica-
tions demanding faster convergence, simple algorithm, quality output, etc. The most
evident development is perhaps using an inertia function δ(t) so that the velocity
vector vn

i will be replaced by δvn
i .
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vn+1
i = δvn

i + αε1
(
Pbest − xni

) + βε2
(
Gbest − xni

)
(3)

In most of the cases, the inertia function can be realized as a fixed value, whose
value is normally δ ≈ (0.5 − 0.9). This is analogous to involving a phantom mass,
which alleviates the particle’s trajectory and hence improvising convergence criterion
of the algorithm compared to that of conventional PSO algorithm [14].

The following flowchart is considered to obtain the maximum power point of
the considered PV system with various shading pattern. To implement this, particle
position in the PSO algorithm is declared as the required duty ratio, which basically
is required as output from MPPT algorithm. The overall objective of this flowchart
is to track the maximum output power of the considered PV array (Fig. 5).

Describe the Objective function and 
calculation of particle’s power

Check the 
convergence of 

function

Update P-best and G-best

Reset the particles

START

Set input parameters and 
variable limit value

Initialize the random position 
and velocity of particles

Check the Fitness 
of the function

Calculate the  new 
velocity and position of 

each part icle

Vdc <= Vref

Vdc = Vref

END

YES

NO

YES

NO

YES

NO

Fig. 5 Flowchart for PSO MPPT
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3.2 Accelerated PSO Algorithm (APSO)

The classical PSO uses both the personal best Pbest and global best Gbest positions of
the considered particles. Accelerated particle swarm optimization (APSO) algorithm
is one of the best and easier variants of the PSO algorithm in which only the global
best position will be used [15]. Thus, in APSO, the velocity vector is developed by
considering the simple formula,

vn+1
i = δvn

i + αε1 + βε2
(
Gbest − xni

)
(4)

The particle’s position will be updated based on Eqs. (4) and (5). For further
increasing the algorithm’s convergence criterion, the update of location can be done
using a single equation, as shown below, without actually involving the updated
velocity vector [16].

xn+1
i = δvn

i + αε + βGbest + (1 − β)xni (5)

Therefore, APSO is the simplest and leads to quick convergence, relative to other
variants of PSO, as it consists of two parameters only. A further enhancement to the
accelerated PSO can be done by eliminating the randomnumberwhich introduces the
randomness in every iteration. Insteadof randomnumber, amonotonically decreasing
function as mentioned below can be used.

3.3 Constriction Coefficient PSO (CPSO)

In order to ensure an optimum balance between exploration and exploitation, Clerc
[17] has used constriction coefficient χ . The constriction coefficient ensures faster
and stable convergence, reduction in the amplitude of particle oscillations and also
avoids the collapse if the right social conditions are in place [10]. The expression for
updated velocity vector can be written as

vn+1
i = χ

[
δvn

i + αε1
(
Pbest − xni

) + βε2
(
Gbest − xni

)]
(6)

where χ can be expressed as

χ = 2k
∣∣2 − ϕ − √

ϕ(ϕ − 4)
∣∣

ϕ = ϕ1 + ϕ2

ϕ1 andϕ2 can bewritten as product of social and cognitive acceleration coefficients
k1 and k2 times random noise r1 and r2. The convergence of the algorithm is assured
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Fig. 6 Proposed topology

with deceleration of particles as the iteration count increases, under the constraints,
ϕ ≥ 4 and 0 ≤ k ≤ 1. The value of constant k decides the balance between
exploration and exploitation. If k is chosen nearer to 1, fast convergence can be
observed, and if k is chosen nearer to 0, slow convergence with a quality output can
be observed [18, 19].

4 Proposed Topology

In the proposed topology shown in Fig. 6, a DC-DC boost converter is used to boost
the panel voltage output to the essential voltage of BLDC motor [20]. The solar
PV system is subject to partial shading and fast varying solar irradiation conditions
as mentioned earlier which lead to variations in the output voltage magnitude. The
DC-DC converter needs to output the required voltage by making use of the vari-
able duty ratio developed by PSO/APSO/CPSO MPPT algorithms, in spite of these
conditions. The performance of BLDC motor under partial shading and fast varying
solar irradiation conditions using PSO, APSO, and CPSO MPPT algorithms was
analyzed in this work.

5 Results and Analysis

For the solar PV system described in the earlier section, the output of the overall
system under partial shading and fast varying solar irradiation conditions is obtained,
from which the performance of the system as well as the BLDC motor drive can be
analyzed.
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5.1 Results—Partial Shading Condition (PSC)

As explained in the previous section regarding partial shading and its effects on the
overall solar PV system, the overall output efficiency of the system decreases, due to
partial or complete shade on either one or more than one of the panels in the system.
When one of the panels in a solar PV system is subjected to partial shading, then
the irradiance level w.r.t. that respective panel will be low relative to other panels.
And if a panel is under complete shading, then its irradiance should be near to
zero. In order to simulate partial shading condition for the system considered in this
paper, two panels of the system were subjected to lower irradiance level, indicating
partial shading w.r.t. these two panels and the remaining panels was subjected to
maximum irradiance level as per the standard testing conditions. One of the panels is
subjected to irradiance level of 500 W/m2, the other panel is subjected to irradiance
level of 800 W/m2, and all the remaining panels are subjected to irradiance level of
1000 W/m2 over the entire simulation time as shown in Fig. 6.

Figures 8 and 9 shown are the voltage output and current output of the boost
converter, which are directly used for the BLDC drive. The output voltage obtained
usingAPSOMPPT ismuch smootherwithout any ripples, but the steady-state value is
148.4 Vwhich is relatively smaller than that of otherMPPTs. The classical/weighted
PSO has produced steady-state output voltage of 172.2 V with low ripples, and the
CPSO MPPT has produced a steady-state output voltage of 169.7 V with highest
ripples among the three MPPTs considered, as it ensures an optimum balance
between exploration and exploitation. The output current using APSO MPPT has
a smoother current ripple of all other MPPTs but has a lower steady-state value. The
classical/weighted PSO has improved steady-state current and moderate distortions
in the current ripples.

Figures 10 and 11 shown are the speed and electromagnetic torque output of the
BLDCmotor drive, which are highly dependent on the output of the boost converter.
The rise time of speed response using APSO MPPT is higher than that of other
MPPTs, but the steady-state value is relatively low, which is 1515RPM.

The steady-state values of speed response for PSO and CPSO MPPTs are
1771RPM and 1750RPM, respectively, but the speed response of classical/weighted
PSOMPPT is much smoother than that of CPSOMPPT. The electromagnetic torque
response using APSO MPPT has a smoother torque ripple of all other MPPTs. The
classical/weighted PSO MPPT has moderate distortions in the torque ripples, and
CPSO MPPT has relatively higher distortions in the torque ripple.

5.2 Results—Fast Varying Solar Irradiation (FVSI)

In the above section of results in partial shading condition, the performance of BLDC
motor drive under partial shading using PSO, APSO, and CPSOMPPTs is analyzed,
but in this section, the performance of BLDC motor drive under fast varying solar
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irradiation will be analyzed. Figure 7 shows the variation of solar irradiation to
which the solar PV system is subjected to, and hence, the performance is analyzed.
Figures 12 and 13 shown are the output voltage and output current from the boost
converter under fast varying solar irradiation as shown in Fig. 6, which are directly
fed to the BLDC drive. With the decrease in irradiation level in between 2 and 3.5 s
of the run time, the output voltage of the boost converter is also changed. The change
in output voltage is different for the three variants of PSOMPPTs considered, which
can be observed in Fig. 12. As the variations in output voltage of boost converter
directly shows impact on the speed response of the BLDC motor drive, and hence,
the speed response has changed in between 2 and 3.5 s of the run time. The variations
in output voltage with change in irradiation are summarized in Table.1.

Figures 14 and 15 shown are the speed and torque output of the considered
BLDCM drive, which are highly dependent on the boost converter output. The
variations in speed response with change in irradiation are summarized in Table
2.

Fig. 7 Solar irradiance under PSC and FVSI conditions

Fig. 8 Output voltage of
boost converter-PSC
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Fig. 9 Output current of
boost converter-PSC

Fig. 10 Speed response of
BLDC motor-PSC

Fig. 11 Torque response of
BLDC motor-PSC

6 Conclusion

From the above discussions, it can be concluded that the performance of clas-
sical/weighted PSOMPPT is relatively better in the case of partial shading conditions
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Fig. 12 Output voltage of
boost converter-FVSI

Fig. 13 Output current of
boost converter-FVSI

Table 1 Comparison of voltage response for FVSI

Voltage at 2 s (V) Voltage at 3.5 s (V) Change in voltage (V) Steady-state value

PSO 199.5 126.4 73.1 199.6 V at 3.88 s

APSO 168.8 55.55 113.25 168.2 V at 5 s

CPSO 221.2 98.01 123.19 222.2 V at 4.36 s

Fig. 14 Speed response of
BLDC motor -FVSI
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Fig. 15 Torque response of
BLDC motor -FVSI

Table 2 Comparison of speed response for FVSI

Speed at 2 s Speed at 3.5 s Change in speed Steady-state value

PSO 2068 RPM 1278 RPM 790 RPM 2072 RPM at 3.88 s

APSO 1731 RPM 519 RPM 1212 RPM 1724 RPM at 5 s

CPSO 2290 RPM 975 RPM 1315 RPM 2298 RPM at 4.36 s

as its steady-state response is better than the remaining types of PSO MPPT consid-
ered. But, the only noticeable drawback is the rise time of response in the case of
classical/weighted PSOMPPT which is a bit lower when compared to that of others.
The steady-state response of APSO MPPT does not have any ripple, but the steady-
state value is very low when compared to that of others. In the response for fast
varying solar irradiation, the performance of CPSO MPPT is relatively better than
that of the remaining, as the steady-state value is high. But, either the rise time or the
time taken to reach that steady-state value is slightly lower than that of PSO MPPT.
And even the change in the steady-state values with change in solar irradiation is
higher in the case of CPSO MPPT than that of PSO MPPT, which is not acceptable
in few of the motor drive applications.
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Design and Analysis of Fuzzy-Based
Hybrid PV-Wind Power Quality
Improvement for Local Nonlinear Loads
Using MLMS

Pasala Gopi, M. Padma Lalitha, and S. Ayisha Jabeen Bhanu

1 Introduction

As a significant power supplier for fossil fuels, everyday energy demand is increas-
ingly expanding as a result of population breakouts. In most cases, fossil fuel is
utilized after power is created. The growth in fossil fuel energy capacity increases
the depletion of fuel supplies renewable energy sources that do not deteriorate after
electricity is the only option to meet future needs for energy. On the other side, fossil
fuel releases animal gases into the environment and pollutes the biosphere when
utilized to generate electricity. As a consequence, renewable energy sources have the
primary objective to provide energy to sustain our environment and the nation’s long-
term growth. The energy supply to a rural area that does not link conventional loads
is via an independent distributed system. The battery guarantees that the provided
power is dependable because there is no-load connection. The battery stores renew-
able electricity and supplies it to the user whenever required. With the integration of
various renewable energy sources, you may minimize your dependence on batteries
and increase your total capacity without expanding the power storage size.

The current study investigates innovative technology that combines solar and
wind power generation in a free-standing distributed producing system, providing
consumers with optimum dependability. The effectiveness of the fuzzy logic stand-
alone hybrid PV-wind MPPT technique is demonstrated in this study. Thus, the
fuzzy logic control is available as an analytical model which may be calculated
with fractional parameters, decreasing testing time. The results of the simulation
are shown to confirm fuzzy logic’s PV-wind control capabilities. The structure of the
paper is as follows: The second portion gives an overviewof the systemconfiguration.
The third portion of the study provides an overview of PV system modeling. The
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fourth part of the research provides an overview of wind turbine modeling. Section
V explores the fuzzy logic control design. Sections VI and VII provide the results of
the MATLAB-based simulation.

2 Modeling and Control of the Proposed Wind
Photo-Voltaic Cogeneration System

As illustrated in Fig. 1, the proposed system includes the VRS to the interface of the
wind generator and the VSI to link the cogeneration system to the grid. A DC wire
connects the PV generator to the DC-link condenser [1]. VSR and VSI are two-tier
converters, each with a parallel gate polar diode consisting of six cells (IGBT). The
next portions include comprehensive modeling and control of the proposed system.

2.1 MPPT and P&O Method

A comparison is provided under different wind conditions of multiple control tech-
niques for the removal of maximum power from a wind conversion system (WECS)
utilizing a permanent synchronous generator (PMSG). WECS consists of a wind
turbine, a PMSG, and a DC/DC transducer connected to a DC load. Maximum
power point tracking (MPPT) control system compares the PI, P&O, and fuzzy
logic controller (FLC). DC output and load power are the measurements for MPPT
control efficiency. Controllers exhibit overall efficiency using steady-state voltage
and dynamic system reactivity at varying wind speeds.

Fig. 1 Proposed wind-PV cogeneration system
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2.2 Wind Generator

A full wind turbine (FSWT) comprising a permanent magnet synchronous generator
(PMSG) is utilized for simple maintenance and low running costs [2]. The following
is a model for a wind turbine:

Pm = 1

2
Cp(β, λ)ρπR2v3

wind, λ = Rωr

vwind
(1)

Where Pm is the power developed and comprises rotor coefficient of the blade angle
(β) as nonliner function, R is the range of the turbine blade, Vwind is the wind speed,
and ωr is the speed of the rotor. In this study, the wind output is set to zero under the
normal operating conditions [3].

ṽs = Rsl̃s + Ls
dl̃s
dt

+ j pωr

(
ψ + Lsl̃s

)
(2)

J
d

dt
ωr + βωr = 3

2
pψ Isq − Tm (3)

The stator voltage and current are included in the complex vectors (Eq. 2). Here
the complex vector is given as Xart = X4 + jXN, where X4 and XN are direct (d) and
sqadrature (q) axis components. ‘j’ is the imaginary unit number, P is the number of
poles. Rs and Ls are stator winding inductance and resistances. In (Eq. 3) T is the
mechanical torque, motor inertia and viscous friction is given by J and β.

2.3 Adjusting Machine Voltage (VSR)

Figure 2 illustrates the relationship between the mechanical speed of the rotor and
the wind turbine power at different wind speeds. The mechanical rotor speed is equal
to the maximum wind power production at any wind speed. The VSR is utilized
in Fig. 1 for maximum wind power. With wind speed, the MPPT wind generator
algorithm (MPPT1) determines the rotor speed optimal for the scenario. There are
two instances [4, 5]. As indicated in Eq. 4, PI speed controller (G′s (s)= g′a+ g2a/s)
is used to regulate (more alone) rotor speeds with a maximum (alone) value, and to
set the q component of a current stator reference (Isq*), whistled component of the
current stator references (Isd*) is set to nil for the maximum torque [5].

I ∗
sq = (

ω∗
r − ωr

)
Gs(s), I

∗
sd = 0 (4)

The distinguishing operator is this instance. The closed-loop transfer function
of the speed controller is adjusted to represent about 10% of the bandwidth of the
internal current controller utilizing resolution (Eqs. 3 and 4) and setting g′A + g2a/s



956 P. Gopi et al.

Fig. 2 Mechanical characteristics of the wind turbine at different wind speeds

= J, assume IAN ≈ IAN within the speed controller’s (as stated in the paragraph
below).

ωr/ω
∗
r =

(
3

2
pψgps/j

)
/

(
s + (

3

2
pψgps/j

)
(5)

The g′A and g2a/s settings of the speed controller can be changed according to
your requirements. As illustrated in (Figs. 1 and 5), the PI controller (Gs (s) = g′2 +
g23) is used to follow the needed references to the PMSG-generated stator streams
(Eq. 4).

vs =
(−→
ls − ls

)
Gi (s) + j pωo

r Lsls + j pψHωr (6)

The loops are Jp; the gain is denoted by H, and the super script “°” indicates the
variable’s stable value. A resolution and a delay are the current controller (Eqs. 4, 5,
6).

The filter and the utility-grid impedance are modeled in below equations,

vc = v f + R f lc + l f
dlc
dt

+ jωl f lc (7)

v f = vg + Rglg + lg
dlg
dt

+ jωlglg (8)

lc = c f
dv f

dt
+ lg + jωc f v f (9)
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Fig. 3 Characteristics of the PV array at different solar irradiance levels

To minimize over modulation in the VSI, a PV array design should take into
account the coordination between the MPPT voltage and PCC RMS voltage, i.e.,
V pcc, of the PV array. For example, the ratio between AC and DC voltage influences
the pulse width modulation (PWM) and power converter switching pattern (Fig. 3).

ω = ωo + V c
f q

V o
f d

Kδ(s) (10)

3 Design of PV System

The schematic design of a free-standing three-phase hybrid PV-wind system is given
in Fig. 1. The work is an important theme. This PV system has a PV array, C-
connecting DC, three-phase inverter, Va, Vb, and Vc filter. The main purpose of
this paper is to display the happy control signals via-inverter control switches in
order to control the VDC voltage across condenser C and to produce the load voltage
input current for the power factor unit. The following statement shows the system’s
mathematical model. PV cells and array modeling a PV cell is a simple P-N cross-
over diode that converts light into energy. Figure 4 shows a PV cell architecture
with an IL current source a parallel diode, Rsh shunting resistance, and the RS series
resistance. In Fig. 4, ION is the following diode current.

ION = Is
[
exp

[
α
(
Vpv + Rsi pv

)] − 1
]

(11)
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Fig. 4 Equivalent circuit diagram of PV cell

Fig. 5 Block diagram of a fuzzy logic controller

where the Boltzmann constant k = 1.3807 * 10(−23)Jk(−1) is, q = 1.6022. The
power of the PV array is C, i.e., VDC; the charge by an electron is 10–19C; TC is the
absolute working temperature of a Kelvin; a is ideal for the p-n connection between
1 and 5. The current Kirchhoff (KCL) law in Fig. 1 may now be used to represent
the current PV cell output current (Ipv).

i pv = IL − Is Is
[
exp

[
α
(
Vpv + Rsi pv

)] − 1
] − vpv + Rsi pv

Rsh
(12)

The present light IL relies on solar irradiation that may be connected to Eq. 13:

IL = [Isc + Ki (Tc − Tref)]
s

1000
(13)

If Isc is the short-circuit current, s is solar irradiance,Ki is the current short-circuit
cell coefficient, and T ref is the cell temperature benchmark. The temperature changes
the saturation current of the cell according to Eq. 14,
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Is = IRS

[
TC
Tref

]3

exp

[
qEg

Ak

(
1

Tref
− 1

TC

)]
(14)

where Eq. 14 is the band-length semiconductor energy used in the cell and IRS , the
saturation reverses current in the cell is the radioactive energy reference time and
sun. Due to the low tension of the PV cell, many PV cells in series are combined with
high voltages. A number of “PV cells are built and encapsulated under astringent
circumstances for the construction of the PV module with glass, plastic, and other
transparent material.” Parallel to a PV array, a number of modules are linked to
produce the required voltage and power. Figure 3 shows the design of the PV array
electrical equipollent circuit.

where Ns is the number of cells in series and Np is the number of modules in
parallel. In this case, the array IPV can be written as in below Eq. 15.

i pv = Np IL − Np Is

[
exp

[
α

(
vpv

Ns
− Rsi pv

Np

)]
− 1

]
− Np

Rsh

(
vpv

Ns
− Rsi pv

Np

)
(15)

4 Wind Modeling

The wind turbine can produce the mechanical power Pm and the associated torque
Tm sent to the turbine in accordance with the following models:

Pm = 1

2
ρπR2V 3

ωCP(λ, β) (16)

Tm = Pm
ωm

(17)

where Cp is a coefficient of TSR and pitch power and air density (kg/m3).
Aerodynamic design concepts for rotor blades approximate the Cp coefficient [6].

Cp(λ, β) = C1

[
C2

λi
− C3β − C4

]
e−C5/λi + C6λ (18)

where the empirical constant C1 = 0.5176, C2 = 116; C3 = 0.4; C4 = 5; C5 =
21; C6 = 0.0068. This work is utilized in the laboratory to build a DC wind turbine
engine simulator (Figs. 2 and 3). The PMSG-diode model corrector is a kind of
PMSG-diode model corrector. If the PMSG’s stator bind (allowed) has continuously
fluctuated, when bent with them (rad/s) speed, induced EMF, the specified EMF is

(V )es = k(m) = ke/P, it is(V )es = k(m) = ke/P (19)
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where K (Vs/rad) is the continuous induced voltage of the machine, P is the total
number of rotor poles, and e is the electrical angular rate of the infused voltage stator
of the PMSG provides constant terminal phase voltage, VS , and output power Pg.

V 2
s = E2

s − (ωeLs Is)
2 Pg = 3Vs Is = 3

√
E2
S I

2
S − (ωE Ls)

2 I 4s (20)

With Es, Is, and Ls, all PMSG stators, stator current, and inductance are induced.
If the switching angles and as well as switching angles are small, the connections
between the diode rectifier voltage and the VDC can be linked along with the line
voltage on the PMSG Vt terminal [7].

VDC =
3
√
2

π
Vt =

3
√
6

π
Vs (21)

where Vt is the RMS value of line-to-line PMSG voltage. When power loss is
committed during the correction of diode circuits, the output power of WECS Pg

might be similar.

Pg = PDC = 3Vs Is = VDC IDC (22)

The current output diode corrector can be expressed as [8–11] PMSGpower output
Pg and EM torque Tg..

Pg =
3
√
6

π
ωg IDC

√
k2 − 6

π2
(PLS)

2 I 2DC, Tg

=
3
√
6

π
IDC

√
k2 − 6

π2
(PLS)

2 I 2DC (23)

The torque of the generator may be adjusted using the wind turbine rotor speed
following,

ωm = Tm − Tg
Bt

(24)

where Bt (Nms/rad) is the rotor turbine friction coefficient. The torque wind turbine
and ultimate turbine speed may be changed by changing the output current of the
diode rectifier (Eqs. 10 and 11). This method is used to maximize power at different
WECS wind speeds.
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Table 1 Control rule table

E 
E

NB NM NS Z PS PM PB

NB NB NB NB NB NM NS Z

NM NB NB NB NM NS Z PS

NS NB NB NM NS Z PS PM

Z NB NM NS Z PS PM PB

PS NM NS Z PS PM PB PB

PM NS Z PS PM PB PB PB

PB Z PS PM PB PB PB PB

5 Fuzzy Logic Controller

Fuzzy logic uses the fuzzy set theory in which members consist of one or more
sets of variables with a certain membership level. Fuzzy logic helps us to emulate
human thinking on computers, to quantify inaccurate data, to evaluate nebulously,
and finally while still obtaining unambiguous results using defense approach. The
FLC consists mostly of three blocks.

• Fuzzification
• Inference
• Defuzzification (Fig. 5)

The first is the use of a fleeting logic control system for maximum point tracking
a hybrid wind-solar system in fixed atmospheric conditions. The model and control
technique is a helpful tool for improving the performance of a hybrid power system
for smart home applications; the wind turbine subsystem pitch angle is synchro-
nized using a floating logic control system based on the obtained wind speed data
(Table 1).

The solar cell output impedance is equal to the load impedance values in the solar
subsystems fuzzy logic controller. Figure 6(a) and (b) show themembership function
of input error and output gain respectively.

6 Results and Discussion

TheMATLAB hybrid wind-solar system simulation is verified using the well-known
Simulink methodology. The DC engine and SG combo simulate a wind turbine. By
stacking related VSC’s on top of each other, the feature of changing wind speed is
accomplished. Solar PV array characteristics are obtained with a solar PV simulator.
SG and grid currents are used for the three-phase VI quantification. Grid voltage,
VDC, and Vt are all monitored during phase VI quantification. The control algorithm
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Fig. 6 Membership functions of the input error and output gain. (a) input error, (b) output gain

determines these feedbacks settings. Table 2 shows the parameters and its values of
the proposed system.

Table 2 Proposed system
specifications

S. No. Parameters Values

1 SG parameters 415 V, 5hp

2 Rs 3.1 �

3 Poles 4

4 Field excitation voltage 220 V

5 DC motor 220 V, 19 A, 5hp

6 Wind speed range 7–12 m/s

7 DC link voltage: Vdc 400 V

8 Solar PV array 2.4 kW

9 Parameters of BES 240 V, 56 Ah

10 Ripple filter parameters Rf = 5 �, Cf = 10 µF

11 Grid parameters: Vgab 220 V, 50 Hz
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Fig. 7 Simulink model of the proposed hybrid wind-solar cogeneration

Case I: Steady-State Behavior of the Micro-grid

The performance of a constant micro-grid is shown in Fig. 7. Solar and wind power
at the rated levels are evaluated, and a bidirectional converter maintains the DC
connection tension. The generation of SG is minimal at lowwind speeds like 7.2 m/s;
the amplitude of the produced currents is tiny. The greatest generation from SG is
achieved with the rapid increase in wind speed, as illustrated in Fig. 7.

The current load (Inabc), composed of harmonics, is composed of balanced, sinu-
soidal grid currents. In Fig. 8, you find the GVSC (Ipccabc) currents, loading current,
and grid currents. GVSC offers off-setting currents. The grid streams (Isabc) are
sinusoidal, phased-inversed, and played in Fig. 8.

Case II: Response of Micro-grid under Wind Speed Change

Inherently, unpredictable wind speeds are thus needed to assess their impacts in
order to operate the micro-grid correctly. As the wind speeds rise and decrease
together with a one-phase grid voltage in Fig. 9, the DC connection voltage and AC
network terminal voltage are depicted. The two-way converter control overcomes
the transitory voltage of the DC connection, and the two-way converter keeps the
DC connecting voltage at a constant value. The impact of wind speed change and
SG, the direct axis (Id), and the square axis (Iq) current are presented in Fig. 9.
The wind speed is rising from 7.2 to 12 m/s, with the Id and Iq SG components
simultaneously increasing. Internal wind speed signal fluctuations and no wind situ-
ations are observed in Fig. 9 Wwff is rising size with wind-driven SG production
growing at wind speed. Changes in the weight and DC loss component (W loss) occur
at the same time (Wnet). The wwff term is 0 when the wind velocity is zero and the
wind velocity is less than the down. Figure 10 demonstrates system power variations
dependent on wind speed differences. Figure 10 demonstrates changes in power with
increasing and decreasing demand for the load. If the output of renewable energy is



964 P. Gopi et al.

Fig. 8 Response of the micro-grid at steady-state condition, a source voltage (V sabc), b Isabc,
Ipccabc, Iwabc, and Inabc, c phase angle (θest)
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rated demand for load increases, the excess energy generated by the system will be
lowered and vice versa.

Case III: Response of Micro-grid under Solar Insolation Change

Sun irradiation fluctuates during the Dayan dissent at night. In Fig. 10, the micro-
grids performance is optically shielded from solar radiation issues. The solar panel’s
electricity increases or decreaseswhen the sunshine falls, and the photovoltaic current
rises or falls. The two-way converter controls the DC connection’s transient voltage.
The AC grid voltage is maintained sinewed. Figure 10 illustrates changes to the
internal signal. The photovoltaic term (Wpvff) is reduced to 0 at zero irradiation.
Since wind, BES, and grid generation absorb the charge demand, the load weight
component remains constant. The variance of W loss and Wnet has simultaneously
enhanced optics. The solar, wind, load, and grid power changes as a function of solar
irradiation transmutations are shown in Fig. 10. Micro-grid production consumes
load demand.

Fig. 9 Response of the micro-grid at change in wind speed, a wind speed (Ws), b DC link voltage
(Vdc), c Isabc, Ipccabc, Iwabc and Inabc, d phase angle (θest)
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Fig. 9 (continued)



Design and Analysis of Fuzzy-Based Hybrid PV-Wind Power … 967

Fig. 10 Response of the micro-grid at solar irradiations, a active power of load, wind, and grid, b
VW , PPV ,W loss,Wnet, W est, Vdc, Iqs
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7 Conclusion

Vector-controlled back-to-back grid devices are used in this article for the proof
of wind-PV cogeneration systems. After wind speed swings, the MVSC catches
the highest wind power. The GVSC function on the grid consists of extracting the
maximum PV power from the PV generator, balancing the power output via the DC-
link condenser, and maintaining the PCC voltage unit in various operating modes.
The proposed system is of the fuzzy logic controller of the system improves below
points, and a small stability survey was carried out for the entire system. Some of
the benefits of the system area follow: (1) Wind and solar accumulators’ reliability
and efficiency have risen. (2) The extraction of wind and PV electricity is entirely
based on an independent VSR and VSIMPPT extraction. (3) The VSImaintains DC-
link voltage control in all operating circumstances, therefore improving its damping
efficiency. (4) Basic system structure and controller architecture. (5) Fault tying may
be performed with existing auspice systems. In the MATLAB/Simulink system, the
results of time-domain simulations were dampened.
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Small-Signal Analysis of Inverter
to Maximise Power from Two PV
Subarrays Under Different
Environmental Conditions

S. Sneha and P. B. Savitha

1 Introduction

The grid-connected PV power system is one of the promising arrangements for the
utilisation of photovoltaic energy. The ever-increasing demand for energy or the
technological advancement in the integration of renewables resources, especially
photovoltaic power, has brought a lot of advancement and continuous improvement
in extracting maximum power and its utilisation. There are various arrangements of
grid-connected photovoltaic systems. The transformerless grid-connected PV is one
of the arrangements. In every arrangement, the aim is to deliver maximum power to
the grid with minimum distortion in spite of variation in environmental conditions.
The design or the arrangement of the photovoltaic arrays/modules plays an impor-
tant role in delivering desired power. The PV arrays are reconfigured or grouped into
subarrays in such a way to increase the DC link voltage. In case of mismatched envi-
ronmental conditions, the array output voltages are varied and the DC link voltage
is reduced thereby the desired power is not delivered [1, 2]. One of the biggest
reliability issues of PV systems is the difference between their expected and actual
power outputs. When large number of modules are connected in series, the power
production from the array gets reduced when the modules are exposed to varying
environmental conditions such as shade [3, 4]. Topologies created from neutral point
clamped (NPC)-based inverters [5] suffer greatly from mismatched operation prob-
lems. To address the aforementioned issue, efforts have been made to extract the
maximum possible power from each of the PV modules while they are subjected to
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mismatched operating circumstances. Schemes based on the control circuit [3, 4] had
sought to do this. However, they accomplished this through a two-stage arrangement,
resulting in a complicated control algorithm and a low operational efficiency. Power
extraction during mismatched environment condition is obtained by selecting suit-
able interconnections of PV modules [6]. However, the method described above is
inadequate for low-power single-phase grid-connected transformerless PV systems.
In order to simplify the control configuration and to reduce the number of compo-
nents, schemes reported in [7] combine all the PV modules into two subarrays, and
then each of the subarray is made to operate at their respective MPP. However, the
reported overall efficiency of both schemes is poor. The insertion of a buck and
boost stage in single-phase grid-connected transformerless PV inverters improves
power extraction during MEC. The small-signal analysis made to understand the
behaviour of the circuit helps in understanding the behaviour of the system, especially
with nonlinear features. It is a typical analytical approach in electronics engineering
that uses linear equations to simulate the behaviour of electronic circuits including
nonlinear components. By using the well-known small-signal modelling [8–12], the
equivalent small-signal equations and the new equivalent small-signal circuit can be
obtained.

In this paper, solar PV arrays are divided into two serially connected subar-
rays. Control of each subarray is carried out using a buck and boost based inverter.
During MEC, the maximum power evacuated from the subarrays is determined. For
maximum power tracking, perturb and observe mppt algorithm is used. A detailed
Small-Signal model is carried out. The inverter’s topological configuration and its
control strategy ensure that themagnitude of leakage current affiliatedwith PV arrays
remains within the allowable limit.

2 Inverter Modelling and Its Operation

The schematic diagram of the circuit is shown in Fig. 1. The working and modelling
is discussed in this section stage by stage. Converter 1 consists of self-commutated
switches, S1 with its anti-parallel diode D1 and switch S3 with D3, as well as free-
wheeling diodes, D f w1, D f w3, respectively. It also consists of filter inductor and
capacitors, L1, C3 and C1, respectively. Similarly, converter 2 is made up of S2 with
D2 and switch S4 with D4, and freewheeling diodes such as D f w2, D f w4, respectively.
It also consists of filter inductor and capacitors L2,C4 andC2, respectively. In order to
track the maximum power from the panels, perturb and observe (P andO) maximum
power point tracking (mppt) is used. Inverter stage has four self-commutated switches
namely Sa , Sb, Sc and Sd along with their anti-parallel diodes Da , Db, Dc and Dd ,
respectively. This stage is connected to the grid through the filter inductor and resistor
Lg and Rg , respectively. Converter 1 operates in buck mode when Vpva ≥ vC1 and it
operates in boost mode when Vpva < vC1. Converter 2 operates in buck mode when
Vpvb ≥ vC2 and it operates in boost mode when Vpvb < vC2 where Vpva , Vpvb are the
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Fig. 1 Buck-boost based grid-tied inverter [13]

maximum power point (MPP) voltages of Pva and Pvb and vC1, vC2 are the output
voltages of converter 1 and converter 2, respectively.

2.1 Modelling of PV

Photovoltaic model with series resistance (RS-model) is achieved with the inclusion
of series resistance RS and is shown in Fig. 2, hence the output current can be derived
as:

I = Iph − Is

[
exp

(
V + I Rs

NS
NP

NSVT

)
− 1

]
(1)

Fig. 2 Single diode equivalent circuit [8]
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Fig. 3 Equivalent circuit when switches S1 and S2 are turned on

Equation (1) does not adequately represent the behaviour of the cell when
subjected to environmental variations, especially at low voltages. A more practical
model can be seen in Fig. 3 where series Rs , and parallel resistances Rsh , are intro-
duced. Applying Kirchhoff’s current law to the node where Iph , diode, Rsh and Rs

meet,

I = Iph − Id − Ish

I = Iph NP − NP

{
Is

[(
exp

(
V + I Rs

NS
NP

NSVT

)
− 1

)]}
−

[
V + I Rs

NS
NP

NS
NP

Rsh

]
(2)

where: NS = number of series connected cells, NP = number of parallel connected
modules, Is = cell saturation of dark current, Id = diode current, Ish = shunt current,
VT (thermal voltage) = kTC/q, k = Boltzmann’s constant, = 1.38 e−23 J/K, q =
electron charge (1.6 e−19 C).

2.2 Small-Signal Analysis of Buck-Boost Inverter

The buck-boost based inverter small-signal model is carried out and it is tested for
four different conditions. The assumptions made for the state variables are current
through inductors and voltage across capacitors.
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iL1(t) = x1(t); iL2(t) = x2(t); VC1(t) = x3(t); VC2(t)

= x4(t); ig(t) = x5(t); (3)

Input and Output variables are considered as

Vpva(t) = u1(t), Vpvb(t) = u2(t) and Vg(t),= y(t)

Buck mode

In buck mode, switches S1 and S2 are turned on and off sinusoidally, while switches
S3 and S4 are kept off.

By applying KVL to the Fig. 3,

i ·L1(t) = − RL1

L1
iL1(t) − RC1

L1
iL1(t) − 1

L1
VC1(t) + RC1

L1
ig(t) + 1

L1
Vpva(t) (4)

i ·L2(t) = − RL2

L2
iL2(t) − RC2

L2
iL1(t) − 1

L2
VC2(t) + RC2

L2
ig(t) + 1

L2
Vpvb(t) (5)

i ·g(t) = RC1

Lg
iL2(t) + RC2

Lg
iL2(t) + 1

Lg
VC1(t) + 1

Lg
VC2(t)

− RC1

Lg
ig(t) − RC2

Lg
ig(t) − Rg

Lg
ig(t) (6)

Voltage across capacitors C1 and C2 are

vC1(t) = 1

C1

∫ [
iL1(t) − ig(t)

]
and vC2(t) = 1

C2

∫ [
iL2(t) − ig(t)

]
Differentiating on both the sides,

v·
C1(t) = iL1(t)

C1
− ig(t)

C1
and v·

C2(t) = iL2(t)

C2
− ig(t)

C2
(7)

The state model can be obtained by combining Eqs. (4), (5), (6) and (7):

⎡
⎢⎢⎢⎢⎢⎣

i ·L1(t)
i ·L2(t)
v·
C1(t)

v·
C2(t)
i ·g(t)

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

− RL1+RC1
L1

0 − 1
L1

0 RC1
L1

0 − RL2+RC2
L2

0 − 1
L2

RC2
L2

1
C1

0 0 0 − 1
C1

0 1
C2

0 0 − 1
C2

RC1
Lg

RC2
Lg

1
Lg

1
Lg

− RC1+RC2+Rg

Lg

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

iL1(t)
iL2(t)
vC1(t)
vC2(t)
ig(t)

⎤
⎥⎥⎥⎥⎥⎦
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Fig. 4 Equivalent circuit when switches S1 and S2 are turned off

+

⎡
⎢⎢⎢⎢⎢⎣

1
L1

0 0

0 1
L2

0

0 0 0
0 0 0
0 0 − 1

Lg

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎣ vpva(t)

vpvb(t)
vg(t)

⎤
⎦ (8)

Figure 4 represents the equivalent circuit of buck mode operation when switches
S1 and S2 are turned off which is same as equivalent circuit of buck mode operation
when switches S1 and S2 are turned on but the only difference is that input source
Vpva and Vpvb are absent here so, u1(t) and u2(t) is equal to zero.

Hence, the state model can be obtained as:

⎡
⎢⎢⎢⎢⎢⎣

i ·L1(t)
i ·L2(t)
v·
C1(t)

v·
C2(t)
i ·g(t)

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

− RL1+RC1
L1

0 − 1
L1

0 RC1
L1

0 − RL2+RC2
L2

0 − 1
L2

RC2
L2

1
C1

0 0 0 − 1
C1

0 1
C2

0 0 − 1
C2

RC1
Lg

RC2
Lg

1
Lg

1
Lg

− RC1+RC2+Rg

Lg

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

iL1(t)
iL2(t)
vC1(t)
vC2(t)
ig(t)

⎤
⎥⎥⎥⎥⎥⎦
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Fig. 5 Equivalent Circuit when switches S3 and S4 are turned on

+

⎡
⎢⎢⎢⎢⎢⎣

0 0 0
0 0 0
0 0 0
0 0 0
0 0 − 1

Lg

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎣ vpva(t)

vpvb(t)
vg(t)

⎤
⎦ (9)

Boost mode

In boost mode, switches S3 and S4 are turned on and off sinusoidally, and switches
S1 and S2 remain on throughout the operation mode.

Figure 5 represents the equivalent circuit of boost mode when switches S3 and S4
are turned on and switches S1 and S2 are also kept on throughout this operation.

By applying KVL to Fig. 5,

i ·L1(t) = − RL1

L1
iL1(t) + 1

L1
Vpva(t) (10)

i ·L2(t) = − RL2

L2
iL2(t) + 1

L2
Vpvb(t) (11)

i ·g(t) = 1

Lg
vC1(t) + 1

Lg
vC2(t) − RC1

Lg
ig(t) − RC2

Lg
ig(t) + Rg

Lg
ig(t) − vg

Lg
(12)

Voltage across capacitors C1 and C2 are

vC1(t) = 1

C1

∫ [−ig(t)
]
and vC2(t) = 1

C2

∫ [
iL2(t) − ig(t)

]
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Differentiating on both the sides,

v·
c1(t) = − ig(t)

C1
and v·

C2(t) = − ig(t)

C2
(13)

The state model can be obtained by combining Eqs. (10), (11), (12) and (13)

⎡
⎢⎢⎢⎢⎢⎣

i ·L1(t)
i ·L2(t)
v·
C1(t)

v·
C2(t)
i ·g(t)

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

− RL1
L1

0 0 0 0

0 − RL2
L2

0 0 0
1
C1

0 0 0 − 1
C1

0 1
C2

0 0 − 1
C2

0 0 1
Lg

1
Lg

− RC1+RC2+Rg

Lg

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

iL1(t)
iL2(t)
vC1(t)
vC2(t)
ig(t)

⎤
⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

1
L1

0 0

0 1
L2

0

0 0 0
0 0 0
0 0 − 1

Lg

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎣ vpva(t)

vpvb(t)
vg(t)

⎤
⎦ (14)

Figure 6 represents the equivalent circuit of boost mode when switches S3 and S4
turned off and switches S1 and S2 are made on throughout. This circuit is same as
buck mode operation when switches S1 and S2 are made on. Hence, the state model
remains the same.

Fig. 6 Equivalent Circuit when switches S3 and S4 are turned off
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⎡
⎢⎢⎢⎢⎢⎣

i ·L1(t)
i ·L2(t)
v·
C1(t)

v·
C2(t)
i ·g(t)

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

− RL1+RC1
L1

0 − 1
L1

0 RC1
L1

0 − RL2+RC2
L2

0 − 1
L2

RC2
L2

1
C1

0 0 0 − 1
C1

0 1
C2

0 0 − 1
C2

RC1
Lg

RC2
Lg

1
Lg

1
Lg

− RC1+RC2+Rg

Lg

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

iL1(t)
iL2(t)
vC1(t)
vC2(t)
ig(t)

⎤
⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎣

1
L1

0 0

0 1
L2

0

0 0 0
0 0 0
0 0 − 1

Lg

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎣ vpva(t)

vpvb(t)
vg(t)

⎤
⎦ (15)

Here, the parasitic resistances of L1, L2, Lg , C1 and C2 are RL1, RL2, Rg , RC1

and RC2, respectively. Because the grid frequency fg is sufficiently lower than the
switching frequency fs , the state space averaging approach is used. To simplify the
study Vpva , Vpvb and vg are assumed to be stiff voltage sources, with the impact of
input filter capacitors ignored. The system parameters values are considered to be as
follows: RL1 = RL2 = 0.12, Rg = 0.04, RC1 = RC2 = 0.26, Vpva , Vpvb, = 130 V.

2.3 Working of the Inverter

Figure 7 shows the working of the buck mode operation of the inverter for positive
and negative half cycles, respectively. For both buck and boost modes of operation,
during the positive half cycle, switches Sa and Sd are kept on while switches Sb and
Sc are kept off permanently. During the negative half cycle, switches Sb and Sc are
kept on while switches Sa and Sd are kept off permanently.

During buck mode, duty ratios of the switches S1 and S2 are varied sinusoidally to
maintain sinusoidal grid current (ig), while switches S3 and S4 are kept off. During
boost mode, duty ratios of the switches S3 and switches S4 are varied sinusoidally to
maintain sinusoidal grid current (ig), while switches S1 and S2 are kept on throughout
this mode.

If the irradiation level and operating temperature of panel 1 (Pva) and panel 2 (Pvb)
are different, then the voltages at maximum power point (Vpva and Vpvb), current at
MPP (Ipva and Ipva) and power at MPP (Ppva and Ppvb) will differ corresponding to
Pva and Pvb, respectively.

If all the subarrays are running at their respective MPPs and the losses occurred
in power processing stages are ignored, then the total power involved with C1 and
C2 are:

Pc1 = Ppva and Pc2 = Ppvb (16)

Pg is the average power injected into the grid over a half cycle,
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Fig. 7 Active operating states of buck mode during positive and negative half cycles, respectively

Pg = Ppva + Ppvb (17)

At any half cycle

vg = vc1 + vc2 (18)

Therefore, instantaneous injected power is

(Pg) is Pg = vgig = (vc1 + vc2)ig (19)

Here, vc1 and vc2 are the instantaneous quantities of Vc1 and Vc2, respectively.
As ig is in phase with vg ,

Ig = Pg
Vg

(20)

Here, Vg and Ig represents rms values of vg and ig .
The power injected to the grid is
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Pg = 1

π

π∫
0

pgd(ωt) = Pc1 + Pc2 (21)

Hence,

Pc1 =
π∫

0

Vc1m sin(ωt)Igm sin(ωt)d(ωt)

Pc1 = Vc1m Igm
2

and Pc2 = Vc2m Igm
2

(22)

where Vc1m , Vc2m and Igm are the amplitudes of vc1, vc2 and ig .
By combining (16) and (22):

Vc1m =
√
2∗PPVa

Pg/Vg
and Vc2m =

√
2∗PPVb

Pg/Vg
[from(20)] (23)

By combining (17) and (23):

Vc1m = Vm∗Ppva

Ppva + Ppvb
and Vc2m = Vm ∗ Ppvb

Ppva + Ppvb
(24)

The voltage patterns vc1 and vc2 appear as full wave rectified sinusoidalwaveforms
with amplitudes Vc1m and Vc2m . The amplitude of vg is denoted by Vm . The magni-
tudes of Vc1m and Vc2m are determined by the power extracted from each subarray,
as shown in (24).

If the power obtained from PVa is less than the power extracted from PVb, then
Vc1m < Vc2m , whereas if the power extracted from PVb is less than PVa , then
Vc2m < Vc1m .

The controller is intended to achieve the goals such as both subarrays operate
simultaneously at their respective MPP and ig (grid current) is sinusoidal and in-
phase with Vg (grid voltage) throughout the operating range. The controller used for
the circuit is the PI controller and it is used to connect the inverter to the grid. Details
are explained in the simulation.

2.4 Design of L1, L2, Lg, C1 and C2

To design the values of L1 and L2, the inverter’s buck mode operation is taken into
consideration and it is calculated using Eq. (25).
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Table 1 The designed values
of inductors and capacitors
are

Elements Values

Inductors L1, L2 10 mH, 10 mH

Capacitors C1, C2 30 mF, 30 mF

Grid frequency 50 Hz

i.e., L1 = VC12 ∗ �Ifactor
�IL1 ∗ fsw

and L2 = VC12 ∗ �Ifactor
�IL2 ∗ fsw

(25)

which is derived from [14] where VC12 is 320 V, the maximum ripple instant factor,
�Ifactor = 0.12, which is chosen from the ripple factor characteristic [15] for modu-
lation index = 0.87. A higher ripple current value reduces the inductor’s size and
endogenous losses. As a result, a value of not more than 20% is suggested, i.e.
inductor ripple currents, �L1 = �L2 = 0.19 A, and the switching frequency, fsw
= 20 kHz. To create a high stability margin and a wide control bandwidth, a value
smaller than L1 or L2 is used for Lg .

Capacitor value is determined by the reactive power absorbed in the rated state.
The design theory provided in [16] is used to select the value of the filter capacitorsC1

and C2. Taking x as a proportion of reactive power absorbed under rated conditions,

Cr = xC(x value must be lesser than 1, here it is assumed as 0.5)

The condition limits the upper capacitor value as,

C = 0.05(Prated)

V 2
g ∗ ωo

(26)

Here Prated is the rated power, i.e. 780Wwhile Vg is the fundamental RMS voltage
of the grid, i.e. 220 V, ωo is the fundamental frequency in radians per second, i.e.
(ωo = 2 * π * fg) where fg is the grid frequency = 50 Hz (Table 1).

3 Simulation Model and Analysis

Tovalidate themodel, theMATLAB/SIMULINKsimulation is carried out for various
conditionswhich contribute tomismatched power. The variation in insolation is taken
from 500 to 1000 W/m2. To simulate, the CANADIAN PV module of capacity 165
W is selected [17]. Its detailed parameters and its specifications are listed in Table 2.

The simulation is carried out considering mismatched environmental conditions
for subarrays, and it is simulated for 7 s. At standard test condition (STC), the MPP
parameters of each subarray are as follows: Ppva = Ppvb = 583 W, Vpva = Vpvb =
102 V and Ipva = Ipvb = 5.72A. With reference to Table 2, the simulation of the
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Table 2 The final designed values for the converter

Elements Values

PV array details Canadian solar polycrystalline modules
CS6P-165PE. Each subarray has four series
connected PV modules [18]

Vg and fg 220 V and 50 Hz

MPPT algorithm Perturb and observe

Inductors L1, L2 and Lg 10 mH, 10 mH, 0.08 mH

Capacitors C1, C2 30 mF, 30 mF

Switching frequency of switches S1 to S4 20 kHz

Carrier frequency of switches S5 to S8 7500 Hz

Load R 57.6 �

circuit is done and it summarises the variation in irradiation level and the temperature
with respect to time for the two subarrays.

4 Results

The variation of irradiance and other parameters are tabulated in Table 3. For
the power changing from 250 to 700 W, the maximum power is obtained during
5–6 s because the inverter is analysed for different environmental conditions and
its efficiency is tested. The simulation is carried out with the help of data given
in Tables 1, 2 and 3. Figure 8a represents the output of PV arrays from 0 to 7 s
for different variable irradiance conditions. From the waveforms, it is clear that the
maximum power is obtained during 5–6 s since PV modules are divided into two
serially connected subarrays and buck and boost based inverter is used in order
to control each of the subarray, and Fig. 8b represents the waveforms of inductor
currents and Fig. 8c represents the waveforms of capacitors voltages from 0 to 7
s for different variable irradiance conditions. Figure 9 represents the waveforms of
inductors currents and Fig. 10 represents the waveforms of voltages across capacitors
from 0 to 7 s for different variable irradiance conditions.

Table 4 represents the efficiency of the buck-boost inverter for the time duration
variations from 0 to 7 s. From the table, it is clear that the peak efficiency achieved
is about 96.47%.
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Fig. 8 Simulated waveform, a power versus time, b current versus time, c voltage versus time



984 S. Sneha and P. B. Savitha

Fig. 9 Simulated waveform: ınductors currents versus time

Fig. 10 Simulated waveform: capacitors voltage versus time

Table 4 Efficiency values obtained for the inverter

Time in (s) AC output power of inverter in
watts

DC input power of inverter in
watts

Efficiency in %

0–1 1680 1758 95.56

1–2 1680 1747.3 96.14

2–3 1680 1741.35 96.47

3–4 1680 1759.72 95.46

4–5 1680 1765.06 95.18

5–6 1680 1771.2 94.85

6–7 1680 1777.05 94.53
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5 Conclusion

In this work, an effort is made to limit the number of series connected PV subar-
rays so as to meet the desired DC link voltage in the case of the transformerless
grid-connected system during mismatched environment conditions is discussed. To
overcome this, an effort is made by rearranging/grouping the PV array into two
subarrays and the output voltage is fed to the buck-boost based inverter. It is anal-
ysed by the detailed small-signal of buck-boost based modelling. And the detailed
simulation of the inverter is carried out for mismatched environment condition using
MALAB/SIMULINK.
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Some Properties of Silicene Nanoribbons
When Doped with Two Lead Atoms
in an Electric Field

Hoang Van Ngoc

1 Introduction

Science and technology are developing more and more, creating products of great
value. The continuous development of science and technology requires the creation
of new materials with many new features. In recent years, scientists have been
constantly working to create new materials, especially low-dimensional materials.
Low-dimensional materials are an important step forward in miniaturizing electronic
devices, reducing product costs, and saving power consumption. Low-dimensional
materials have properties, principles, and many effects that are different from bulk
materials. Silicene is a two-dimensional material, and it has a band gap [1–3]. The
doping of atoms in silicene helps to adjust the band gap of silicene [4]. The external
electric field is also one of the causes to change the band gap of silicone [5]. Changing
the band gap width of the material helps to create applications with the appropriate
band gap. Silicon nanoribbons (SNRs) are one-dimensional materials whose edges
are modified by hydrogen or other atoms [4]. The change of atoms at the two edges
of the SNRs causes its energy band structure to change as well. In this paper, we
study the simulation of doping two Pb atoms in an unit cell of SNRs. There is a
constant external field acting on the system, which has a magnitude of 0.1 V/Å.
Thanks to the change of doping positions, we study three configurations to find the
most optimal configuration. These configurations will be optimized for simulation,
energy of formation calculation, energy band drawing, and density of states (dos)
diagram. The DFT theory is used for the calculation, which is a proven theory of
reliability. The subject configurations are stable in the electric field. The combination
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of lead doping and the external electric field produces a system with many distinct
electronic properties.

2 Configurations

Figure 1 shows the initial structure of silicene nanoribbons (SNRs), and Fig. 1 is
the structure of a unit lattice cell. This is a buckling structure, and its buckling has a
magnitude of about 0.538 Å. The distance between adjacent Si atoms is from about
2.29 to 2.21 Å (Figs. 2, 3, and 4).

The energy of formation is calculated according to the formula [6].

E f = Et−− Ep + 2 ∗ ESi−− 2 ∗ EPb (1)

Here, Ef is the energy of formation; Et and Ep are the total energy of doping
system and pristine system; ESi and EPb are the energies of free atom Si and Pb,
respectively.

Fig. 1 Pristine system

Fig. 2 Ortho-structure
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Fig. 3 Meta-structure

Fig. 4 Para-structure

Table 1 Energy of formation

Doped configuration Et (eV) Ep (eV) ESi (eV) EPb (eV) Ef (eV)

Ortho −70.01 −69.41 −0.135 −0.132 −0.606

Meta −70.10 −69.41 −0.135 −0.132 −0.696

Para −69.65 −69.41 −0.135 −0.132 −0.246

Table 1 shows formation energy of doped systems; looking at the data table, we
see that the meta-doped system gives the lowest formation energy, and we can see
that this is the most optimal configuration (Fig. 5).

3 Discussions

Figure 1 is the original undoped structure, this is a semiconductor, and its band gap is
0.325 eV. Figures 6, 7, and 8 show the ortho-,meta-, and para-structures, respectively;
the post-doped configurations are also semiconductors with band gaps of 0.4, 0.26,
and 0.41 eV, respectively. Thus, look back at the original structure, the ortho- and
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Fig. 5 Energy band (a) and Dos (b) of the original structure

Fig. 6 Energy band (a) and Dos (b) of the ortho-structure

Fig. 7 Energy band (a) and Dos (b) of the meta-structure
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Fig. 8 Energy band (a) and Dos (b) of the para-structure

para-structures have a wider band gap, while the meta-structure has a narrower band
gap, and the reason for this difference is because the doping position of Pb is changed.

The concentration of states is relatively similar for the three doped configurations,
but the state peaks of the three configurations are different. The change of states, as
well as band gap, is partly due to lead doping and partly due to the influence of
electrical field.

Figures 9, 10, and 11 show the contributions of partial states to the formation of
conduction and covalent regions. The contributions of silicon states are large due
to the large density of silicon particles in the structure. Although the Pb density is
small, the contribution of Pb(s) and Pb(p) states is relatively large, which indicates
the mobility of the outer shell electrons of lead. Lead and silicon both belong to
group IV, so the semiconductor systemwill conduct electricity with the same density
of electrons and holes. There are overlapping peaks representing the hybridization
between lead and silicon which gives stability in the doping configuration.

Fig. 9 States of Si (a) and Pb (b) of the ortho-structure
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Fig. 10 States of Si (a) and Pb (b) of the meta-structure

Fig. 11 States of Si (a) and Pb (b) of the para-structure

4 Conclusions

The article has studied Pb doping in SNRs, and there are two Pb atoms in an unit
cell. The external field effect on the system has a constant magnitude of 0.1 V/Å.
The doping site change produces the three studied configurations as ortho-, meta-,
and para-structures. DFT theory is used to determine the energy of formation of the
system. The simulation systems are stable in the electric field. The contributions of
partial states are also studied here. All three doped configurations are semiconduc-
tors, electron, and hole conductors with the same density. We can conclude that the
presence of Pb and the electrical field are the causes for the change in the energy
band, which leads to more diverse applications in electronic technology.
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Optimal Solution of Economic Emission
Load Dispatch Using a Hybrid Technique

Gutta Prem Kumar, G. V. Nagesh Kumar, and Vempalle Rafi

1 Introduction

In a huge integrated network of power systems, the operation of generating units has
become pivotal. Deciding on real-time problems multi-objective is essential. The
multi-objective model is significantly different compared with the mono-objective
model. Economic load dispatch concern with a single objective problem related to
a diminishing of fuel value. The goal of economic dispatch (ED) is to scrutinize the
production of generation from power units to encounter the load demand fulfilling
curtailment of inequality and equality. Enhancement of awareness in the public about
environmental issues and safety in 1990 passage amendment concern to clean air act
[1] pressurized utilities to concentrate on the strategies of operation of the thermal
power unit with the reduction in atmospheric emissions. Minimization of emissions
like SO2 and NOx leads to consideration of another objective which opens on to the
development of multi-objective economic emission dispatch (MEED) [2].

A power systemhas collaboratedwithmany optimization problems.Among them,
MEED is crucial and desirable for cost benefits as well as the reduction in emission to
avoid the contamination of the atmosphere. From the aspect of economic, valve point
loading [3] creates inequality in the cost functions, in input and production aspects
as well as ripples in the heat rate curve. MEED is a highly nonlinear and nonconvex
optimization problem. Over the past decade, many techniques have been applied
for the optimal value of the MEED optimization problem. In classical techniques,
MEED transfigured into a mono-objective problem [4, 5], but the drawback fails
in providing particulars related to the trade-off curve. Addressing two objectives
simultaneously has fascinated many researchers due to sophisticated evolutionary
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methods. Some of them are non-dominant sorting genetic algorithm-II [6], strength
Pareto evolutionary algorithm (SPEA) [7], niched Pareto genetic algorithm [8], Tabu
search [9], and multi-objective particle swarm optimization [10]. In recent periods,
from the PSO point of view, many approaches handle the multi-objective problems
in achieving the global solution.

The conventional PSO suffers from struck of local optima in the search space.
Many optimization techniques as their dos and don’ts. To enhance the performance
as well as more computational efficiency in searching space, hybridization was
focused. The hybrid method concerns the concept of integration of two or more algo-
rithms. Combined algorithms aremodified evolutionary programming and sequential
quadratic programming (EP/SQP) [11], augmented Lagrange multiple with self-
adaptive differential evolution (ALM/SADE) [12], fuzzy cluster-based swarm opti-
mization (FCPSO) [13], genetic algorithm and evolutionary programming (GA/EP)
[14], non-dominant sorting genetic algorithm-II, and population variant differential
evolution (NSGA-II/PVDE) [15]. In this paper, a novel hybrid method is applied
which is the combination of PSO and TSA techniques. To achieve better perfor-
mance, PSO focuses on inspecting the total search space globally and Tabu search
exploiting the below space nothing but a subspace.

The rest of the paper is ordered as follows. Section 2 dealswith the problem formu-
lation, Sect. 3 presents the methodology applied in solving optimization problem
which is amulti-objective, results and its discussion are provided in Sect. 4. Section 5
draws out a conclusion.

2 Formulation of Multi-objective Optimization Problem

2.1 Cost Function

The cost function is indicated in quadratic form with its cost coefficients. With
the incorporation of the valve point loading effect, linear function is transfigured
into nonlinear and non-smooth convex function. The second term sin represents the
inclusion of the valve point effect.

Fc = Fo(PGo) = ao + boPGo + coP
2
Go + |e0(sin( f0(PGomin − PGO)))| (1)

where ao, bo, co, are the power unit ‘o’ coefficients of cost, and eo, fo are constants
of the cost function of generating unit ‘o’ reflecting the effects of valve point. PGomin

represents the low power generation of unit ‘o’.
SO2 and NOx are the atmospheric pollutants liberated from the combustion of

fossil fuels during the operation of thermal units which is mathematically modeled
as the combination of quadratic form with an exponential term which is shown in
Eq. (2).
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Ec = E(PGo) =
n∑

o=1

(
αo + βo PGo + γoP

2
Go

) + ξo exp(λoPGo) (2)

where αo, βo, γo,ξo and λo are the ‘o’ generator emission coefficients, PGo is the real
power of the generating unit ‘o’. E represents the total emission of the thermal plant.
Multi-objective dispatch problem converted into a single-objective problem using
price penalty factor.

Tc = ao + boPGo + coP
2
Go + |eo(sin( fo(PGomin − PGo)))|

+ hk
[(

αo + βo PGo + γo P
2
Go

) + ξo exp(λoPGo)
]

(3)

Four different combinations of price penalty factor of power unit ‘o’ presented.
Min/min, min/max, max/max, and max/min are presented in Eqs. (4)–(7).

ho,min /max =
(
aoP2

o,min + boPo,min + co
)

(
doP2

o,max + eoPo,max + fo
) (4)

ho,max /min =
(
aoP2

o,max + boPo,max + co
)

(
doP2

o,min + eoPo,min + fo
) (5)

ho,max /max =
(
aoP2

o,max + boPo,max + co
)

(
doP2

o,max + eoPo,max + fo
) (6)

ho,min /min =
(
aoP2

o,min + boPo,min + co
)

(
doP2

o,min + eoPo,min + fo
) (7)

2.2 Constraint of Equality

In this equality constraint, total real power generation of all thermal units in the
power plant has to meet the load demand. The summation of active power has to
equate to the load demand.

n∑

o=1

PGo = PD (8)
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2.3 Constraint of Inequality

The generation of active power has to be maintained within the limits of low and
high values of power generation which described the inequality constraint.

PGomin ≤ PGo ≤ PGomax (9)

where PGomin and PGomax are the lower power and largest power generation of thermal
unit ‘o’.

3 Methodology

3.1 Particle Swarm Optimization

In 1995, Eberhart andKennedy introduced an optimization technique, particle swarm
optimization which belongs to the category of swarm intelligence. This stochastic
technique is a population-based one and is stimulated by the behavior of birds
swarming or fish schooling. PSOwas independent of genetic operators like mutation
and crossover. PSO algorithm is efficient for multi-dimensional spaces of search and
painless implementation with effective computational efficiency and good charac-
teristics of convergence. In this method, an optimal solution is predicted in a search
space with the prescribed number of particles with modernized generations.

Particle insists a bird in a bird flock which prescribes every single solution. Every
particle is associated with a certain velocity and is affected by social behavior and
cognitive at the period of exploration. PSO is a high-potential operative for multi-
objective, nonlinear, multi-model, as well as for complex problems. Based on the
performance, alteration of positions of the particles takes place and no peculiar
tuning of the parameter is required. In evaluating the local optima exchange of flying
information exist among all the particles. Based on the pertinent information tribes
explore auspicious areas in finding the global optima.

Modernization of generations at each iteration is implemented by two parameters,
namely pbest and gbest. Initially, each particle’s position and velocity are initialized.
In a search space having n-dimensional the velocity and position of a ‘w’ particle
are transfigured as a vector of Pw = {Pw1, Pw2, Pw3…Pwm} and respective velocity
is Vw = {Vw1, Vw2, Vw3…Vwm}. Let gbest = {P1best, P2best, P3best…Pnbest} and
pbestw = {Pw1best, Pw2best, Pw3best…Pwnbest} be the neighbor best and particle ‘w’
best positions, respectively.

V o+1
w = K

(
ω ∗ vo

w + Ca1 ∗ r1 ∗ (
Pbestw − Po

w

) + Ca2 ∗ r2 ∗ (
Gbestw − Po

w

))

Po+1
w = Po

w + V o+1
w (10)
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where Po
w and vo

w present position and velocity of ‘w’ particle at wth iteration, ‘ω’
indicates theweight of inertial,Ca1 andCa2 represents the coefficients of acceleration,
r1 and r2 is a random number. Inertia weight is expressed as

ω = ωmax − (ωmax − ωmin) ∗ iter/maxiter;

maxiter is a large iteration value, iter is the current iteration value. ωmax, ωmin are the
maximum, minimal inertial weight, acceleration coefficients are predicted as follows

Ca1 = C1max − (C1max − C1min) ∗ iter/maxiter;
Ca2 = C2max − (C2max − C2min) ∗ iter/maxiter;

θ = (Ca1 + Ca2); (11)

K = 2

|2 − θ
√

θ2 − 4θ | (12)

3.2 Tabu Search

In 1989, Glover introduced the Tabu search approach in finding the optimal value of
optimization problems. Hill climbing is the root of the Tabu search algorithm (TSA)
and the most satisfactory and powerful technique of optimization concerned with
the combinatorial. The positive sign of TSA is to migrate from the poor solutions
and desires in evaluating good solutions. Aspiration criteria and Tabu list are two
variables associatedwith TSA. The function of the Tabu list is to create the temporary
storage of fixed attributes to keep away from the newly generated solution until the
existence in the Tabu list. Entry of new attributes make free existence attribute by
controlling such directions leads to steer clear from the local optima.

Aspiration criteria is another pivotal component that evaluates which attribute
makes free and which attribute to make allowable if the move is more economical
as well as to allow banned attributes by satisfying the aspiration criteria. Figure 1
shows the flowchart which illustrates the process of Tabu search algorithm.

3.3 Hybrid Method

Hybridization is the process of combining two or more algorithms to enhance the
performance as well as to enhance the computational efficiency with the improved
convergence characteristics. In the proposed hybrid method, combination of PSO
and TS methods are applied. The procedure of hybrid method is as follows
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Fig. 1 Flow chart of Tabu search method

1. Initial parameters are initialized, i.e., population length, the maximum number
of iterations, minimum and maximum values of power generation, cost and
emission coefficients, and minimum and maximum velocities, Tabu list length,
Tabu list, restriction period, and maximum count.

2. Generate the random population and obtain the fitness value of each population
using Eq. (3). The randomly generated population has to satisfy the constraints
(Eqs. 8 and 9). Half the population is subjected to PSO with random velocities,
and another half of the population is concerned with TSA.

3. The velocity of the particle is modernized using Eq. (10).
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4. New positions of the particles are to be evaluated and updated the pbest and
gbest values are upgraded, go to step 3 until reaching stopping criteria from
which a minimum best value is predicted.

5. Let the initial solution is considered by the rest of the population for TSA
and evaluate the cost value. The current best solution is initialized as the best
solution.

6. Create the neighbor solutions and predict the fitness values and evaluate the best
neighbor solution. If the best neighbor solution is greater than the best solution,
then update the Tabu list and solution go to step 7 else update with the initial
solution.

7. Reset the Tabu status if recency period is greater than the restriction period and
frequency greater than maximum frequency set the Tabu status direction.

8. If the count reaches the maximum value stop process, else go to step 6 with an
increment in the count. Finally, the largest values eliminated from the result of
PSO and TSA.

4 Results and Discussion

The proposed hybrid technique is tested on a test system which is a nonlinear and
nonconvex optimization problem. In the MEED problem, price penalty factor and
valve point, the loading effect is contemplated. Price penalty factor is considered in
four ways namely low/high, high/low, max/max, and min/min and is evaluated using
Eqs. (4)–(7). The parameters that are initialized, size of population 40, maximum
number of iteration are 100, maximum acceleration value 0.9, and minimum accel-
eration value 0.4, C1max value 2.075 and C1min value 2.025, C2max value 2.025, and
C2min value is 2.125.

Case (i) In this study, to predict the efficiency of the proposed technique, it is
applied to a five-unit system. The data relating to emission and cost coefficients
with valve point effect, generation limits, are taken [16]. Three different loads are
considered 450, 650, and 850MW, and the price penalty factor with four ways aswell
as valve point loading effect is implemented for the three loads. The corresponding
scheduling of thermal units, as well as total cost values with 450, 650, 850 (MW)
with low/high, high/low, high/high, and min/min price penalty factor, is shown in
Tables 1, 2 and 3.

Table 4 shows the comparison between the hybrid method and BSA and conven-
tional method PSO. With the hybrid method, an improved cost value is achieved for
three different demand loads. Among different price penalty factors,minimumvalues
of cost and emission are achieved with the low/high penalty factor, and the maximum
values of cost and emission are obtained with high/low penalty factor. Figures 2 and
3 show the decay in the total cost value with an increase in the number of iteration.
With low/high penalty factor achieved the fuel price value is 1565956.923 ($/h) and
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Table 1 Comparison of cost values with different price penalty factors for a load of 450 MW

Load Load demand PD = 450 MW

Min/Max Min/Min Max/Max Max/Min

PG1 (MW) 75 75 75 75

PG2 (MW) 104.162 104.162 104.162 103.995

PG3 (MW) 62.737 62.737 62.737 62.969

PG4 (MW) 52.105 52.042 52.042 48.900

PG5 (MW) 155.994 156.057 156.057 159.134

Total cost ($/h) 1,607,654.413 3,133,804.052 3,131,326.415 61,091,229.740

Table 2 Comparison of cost values with different price penalty factors for a load of 650 MW

Load Load demand PD = 650 MW

Min/Max Min/Min Max/Max Max/Min

PG1 (MW) 74.999 75 75 75

PG2 (MW) 124.999 125 125 125

PG3 (MW) 104.388 104.387 104.387 104.562

PG4 (MW) 86.539 86.382 86.382 82.161

PG5 (MW) 259.072 259.230 259.230 263.275

Total cost ($/h) 3,722,858.022 7,252,969.814 7,248,282.808 138,014,913.268

Table 3 Comparison of cost values with different price penalty factors for a load of 850 MW

Load Load demand PD = 850 MW

Min/Max Min/Min Max/Max Max/Min

PG1 (MW) 75 75 75 75

PG2 (MW) 125 125 125 125

PG3 (MW) 175 175 175 175

PG4 (MW) 170.463 170.577 170.414 170.666

PG5 (MW) 304.536 304.422 304.585 304.333

Total cost ($/h) 7,338,560.787 14,297,805.311 14,286,505.776 271,044,474.883

Table 4 Comparison of cost values of the hybrid method with other methods for different loads

Load Min/max cost penalty factor

BSA PSO PSO-TSA

450 (MW) 2,075,700.00 2,075,900.00 1,607,654.413

650 (MW) 4,325,900.00 4,326,300.00 3,722,858.022

850 (MW) 7,396,900.00 7,397,100.00 7,338,560.787
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Fig. 2 Cost versus iteration with 450 MW

Fig. 3 Cost versus iteration with 650 MW
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the emission value 1,310,755.196 ($/h) at 450 MW load. Respective cost and emis-
sion values for a load demand of 650 MW and 850 MW are 3,624,414.063 ($/h),
2,668,235.407 (kg/h) and 7,143,845.158 ($/h), 4,509,745.300 (kg/h).

The potential of the hybridmethod illustrates theminimization in the running cost,
emission values as well as in total price for different cost penalty factors at different
loaddemands. Schedulingof thermal units in load sharingwithin the generation limits
is maintained and equating the load demand resembling the inequality and equality
constraints. The hybrid method enhances the performance as well as the efficiency
of computing the multi-objective optimization problem which is contradictory.

5 Conclusion

The hybrid method is proposed to predict the optimal solution of the multi-objective
economic emission load dispatch optimization problem. Nonlinear and nonconvex
objective functionwith cost and emission as objectives solved bymin/max,max/min,
max/max, and min/min price penalty factor using PSO and TSA. To illustrate the
potential of the hybrid method, test on a test system with five thermal units, and
results are evaluated for different penalty factors. Comparison with different penalty
factors illustrates cost, emission, and total cost value are minimum with min/max
penalty factor rather than compared with other penalty factors.
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Solution of Unit Commitment Using
Genetic Algorithm with Population
Refreshment

Gundra Bhargavi, G. V. Nagesh Kumar, and Vempalle Rafi

1 Introduction

In the operation of a power system, the common problem often concerns the
scheduling of thermal units. According to energy management, the generation of
real power has to encounter the growing load demand with small-scale utilization of
fuel cost [1]. The pivotal, first, and foremost thing is evaluating the scheduling oper-
ation of each thermal unit in the power system. The task of optimization enhanced
significantly because of the insufficiency of energy. There are many courses of action
to perform the planning operation of generators to equate the load demand. Among
them, unit commitment (UC) is one such course of action that provides more flexi-
bility in the solvent operation of the power network. Predicting the on/off commit-
ments of power units in an order of sequence over a period of time is termed unit
commitment. Solving optimization problem concern to unit commitment enumerates
the scheduling of thermal unit over a time period and also minimizes the generation
fuel cost. Incorporation of the security factors can be termed as security constraint
unit commitment [2].

The complexity of the problem enhances equivalently with the enlargement in
the size of the system. Consequently, there is an increase in the importance of unit
commitment. UC entails predicting the shutdown and start-up schedule of committed
units to satisfy load demand over a time period [3]. UC is associated with two perfor-
mances, namely scheduling of committed unit as well as economic dispatch perfor-
mance. Solvent dispatch is a nonlinear, non-convex, and non-smooth optimization
problem. The optimal solution of the UC optimization problem evaluates the genera-
tion of thermal units for each hour and start-up and shut down constraints of running
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units. UC predicts the scheduling of power units optimally with the aim of reduction
in cost generation by perpetuating the system constraints.

UC is a mixed-integer combinational problem of optimization, high-dimensional,
and nonlinear. Over a decade, many optimization techniques were implemented for
achieving an optimal value of aUCoptimization problem.Based on the availability of
literature, classical and stochastic are classified. Priority list method [4], Lagrangian
relaxation [5], Branch bound method [6], and Dynamic Programming method [7]
concern the classical optimization techniques. The drawback associated with the
classical techniques isminiature; UC problems are easy to solve, as the complexity of
the problem enhances the rate of convergences gets deteriorates which is unsuitable.
Stochastic techniques are heuristic in nature. Evolutionary programming [8], particle
swarm optimization [9], differential evolution [10], and bacterial foraging algorithm
[11] are related to the stochastic techniques.

These heuristic techniques are applicable for the large and medium networks of
the power system. In this paper, heuristic method, a genetic algorithm, is applied with
the refreshment of parent population and tested on a test system IEEE 39 bus system
with ten thermal units. To explicate the accuracy of the proposed method, results are
contrasted with the existing literature methods. Accuracy and efficacy with refresh-
ment population are better in termsof fuel cost. Thegenetic algorithmwith population
refreshment affirms the reliability and efficiency of complex UC optimization prob-
lems. The rest of the papers are as follows: Sect. 2 deals with problem formulation
of the unit commitment optimization problem. Section 3 presents the methodology
in solving the UC problem, Sect. 4 discusses the results that are obtained with the
heuristic method, and finally, Sect. 5 presents the conclusion.

2 Problem Formulation

The total cost is incorporated with fuel cost and start-up cost, and the objective
function of total cost minimization is represented in Eq. (1)

min
M∑

w=1

T∑

z=1

[
Fw

(
Pgw(z)

) + SUCw(1 −Uw(z − 1))
]
Uw(z) (1)

where Pgw represents the active power of ‘w’ unit, Uw indicates the ‘w’ power unit
on/off status, T is time in hours equivalent to 24, and the total number of generators
is represented as ‘M’. The quadratic form of the cost function is represented as

Fw

(
Pgw(z)

) = aw + bwPgw(z) + cwPg
2
w(z) (2)

Fw is the cost function, aw, bw, cw are the cost coefficients of thermal unit ‘w’. Pgw(z)
is the real power of unit ‘w’ at hour ‘z.’ The respective start-up cost of unit ‘w’ is
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expressed as

SUC(w) =
{
HC(w), ifMD(w, z) ≤ TC(w) ≤ MDzo

CSC(w), ifTC(w) > MDzo
(3)

where MDzo = MD(w, z) + CST(w).

CSC(w) is the cold start-up cost of thermal unit ‘w,’ HC(w) is the hot start-up cost,
MD(w) is the minimum downtime, TC(w) indicates the off duration of power unit
‘w.’ CST(w) is the cold start-up time of unit ‘w.’ The UC optimization problem is
associated with inequality and equality constraints.

2.1 Equality Constraint

The total power generation from the thermal units must meet the requirement of load
demand which is termed as equality constraint. At any instant of time, the total load
must be equated with the real power generation of power units. The mathematical
representation is represented as

M∑

w=1

Pgw(z).Uw(z) = do(z) (4)

where do is the initial load demand in megawatt at hour.

2.2 Spinning Reserve Constraint

The term spinning reserve indicates additional supply has to provide from the gener-
ating units to avoid the shortages that are concernwith the loss of units [12]. Themain-
tenance of reserve capacity is required. The mathematical equation is represented
as

M∑

w=1

Pgw(z).Uw(z) ≥ do(z) + SR(z) (5)

SR(z) is the spinning reserve at hour ‘z.’
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2.3 Power Generation Limits Constraints

The active power generated from each thermal unit has to maintain within the
maximum and minimum power generation limits. This constraint is related to the
inequality constraint.

Pgw,min ≤ Pgw ≤ Pgw.max (6)

where Pgw,.min is theminimumpower limit generation of thermal unit ‘w,’ and Pgw,.max

indicates the maximum power generation limit of ‘w’ thermal unit.

2.4 Minimum Down and Uptime

The minimum time that is required for the commitment and decommitment and vice
versa is indicated as a minimum up and downtime.

Xw,off ≥ MDTw (7)

Xw,on ≥ MUTw (8)

where Xw,off,Xw,on represents the off/on status of thermal unit ‘w,’ andMDTw,MUTw

are the minimum downtime and minimum uptime of thermal unit ‘w’.

3 Methodology

3.1 Genetic Algorithm

In 1975, genetic algorithm was developed by John Holland and a publicized by
Goldberg. It is based on the natural selection and mechanism of genetics. To obtain
a superior optimal value of an optimization problem, GA explores the search space
in predicting the fittest individuals based on the genetic operators. They are three
main genetic operators are associated with GA, namely crossover, selection, and
mutation. Based on the analysis of the optimization problem, the GA is chosen. The
downside associated with binary GA, enhancement in the problem dimension delays
the precise and convergence characteristics.

GA is population-based which is incorporated with chromosomes. Each chromo-
some is the combination of bits 0’s and 1’s, and each bit is termed as ‘gene.’ GA is
based on the fundamental concept of a healthy continuance solution in a specified
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population. The algorithm commences from an approximate and finally reaches the
near solution. Based on the strength of chromosomes, best solutions are reposited
during every generation of newly population. Genetic operators play a pivotal role
in evaluating the optimal solution to an optimization problem.

Selection Operator

The initial operator concerned to the GA is selection operator. It is a procedure in
predicting the fittest population for the process of reproduction. The possibility for
the participation of reproduction for the next generation will be eventually high for
the fittest population. Fitness is termed as strength of the individual population with
the available sources. Populations are selected for the next generation based on the
performance for a given optimization problem. The main criteria of the operator is
to eliminate the unfit population and to continue with high strength population with
the maintenance of population size.

Crossover

Crossover is the swapping of information between two parent populations for the
production offspring. Crossover is the pivotal among the three genetic operators of
GA. New chromosomes are generated with both properties of two parent population.
To enhance the diversity locally for each individual binomial, mutual crossover is
implemented. The set value of the crossover is chosen between 0 and 1, i.e., a random
number for achieving an optimal value of an optimization problem.

Mutation

The most essential operator of genetic operators is mutation. It is the procedure,
exchange of gene randomly in chromosome. The set value of the mutation operator
is selected a very low value. Mutation operator helps in forming a massive change
in a newly generated population, i.e., a modified structure for each population. The
range of mutation value is selected between 0 and 1. Mutation produces analogous
structure with a little specified probability by changing the portion of individual
structure randomly.

3.2 Procedure of Applying GA with Refreshed Population

The step involved in solving unit commitment optimization problem with popu-
lation refreshment is as follows. With reference to [13], the population variant is
implemented in the initial stage.

1. Explicate the fitness functions with incorporation of fuel cost function and start-
up cost function.

2. Initialize the population size satisfying the constraints, crossover rate, mutation
rate, and encode the objective functions.
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3. Predict the strength of each individual population and refresh the population.
The refreshment of population is as follows

(a) Bmin = 0.5*(Pgw.max − Pgw,min)
(b) Evaluate the median of Pgw.max and Pgw,min
(c) Predict the average value of median Pgw,min and median of Pgw.max
(d) If average value < Bmin

Lower = Pgw,min+ β * Bmin;
Higher = Pgw.max− β*Bmin;

(e) Generate the new parent population with modified generation limits in a
search space.

4. Evaluate the fitness of the new parent population and perform the genetic
operators for the generation of offspring’s.

5. Combine the parent and child population and select the best fitness population
of initial size.

6. Continue the process until the final iteration of criteria is achieved and obtain
the optimal value of cost minimization optimization problem.

4 Results and Discussion

The potential of the GA with population refreshment in the initial stage is applied
and tested on IEEE 39 bus system with ten thermal units. The initial population
size is considered as 40, crossover rate 0.9, and mutation rate 0.05. Maximum and
minimum power generation limits, emission coefficients, cost coefficients as well as
load demand are considered [14] andmaximum number of generation are 100. Based
on this parameters, the optimal value of minimization of cost function is obtained
for over 30 trails to confirm the strength GA with refreshed population. The value
of beta is selected such that the variation in limits results better optimal value. The
load demand with time horizon of one hour for period of 24 h is shown in Table 1.

Case study

In this case, the heuristic algorithm is applied on IEEE 39 bus system with 10
thermal units. The tentative on/off status of the generating units are obtained based

Table 1 Load demand on hourly base

Hour 1 2 3 4 5 6 7 8 9 10 11 12

Demand
(MW)

700 750 850 950 1000 1100 1150 1200 1300 1400 1450 1500

Hour 13 14 15 16 17 18 19 20 21 22 23 24

Demand
(MW)

1400 1300 1200 1050 1000 1100 1200 1400 1300 1100 900 800
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on proposed method GA with population refreshment which is implemented to eval-
uate the economic dispatch. The simulation is performed on MATLAB software.
The committed thermal units are scheduled for different 24 loads with time horizon
of one hour is shown in Table 2. The generated power of all thermal units are main-
tained within the generation limits, i.e., inequality constraint. The start-up cost and
the running cost value of all thermal units for different load demand is shown in
Table 3.

The highest and least running cost are obtained at loads of 900 and 1500 MW.
In comparison with existing methods concerned to GA, the proposed method shows
a better reduction in the total cost value which is shown in Table 4. Compared
with binary coded genetic algorithm, the reduction in the total cost value with the
proposed method is 2.22% and with modified genetic algorithm is 0.64%. During the
refreshment of the population, the generation limits get modified as a consequence;

Table 2 Unit commitment of thermal power units for different load demands

Pg1 Pg2 Pg3 Pg4 Pg5 Pg6 Pg7 Pg8 Pg9 Pg10

1 1 0 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0 0 0

1 1 0 0 1 0 0 0 0 0

1 1 0 0 1 0 0 0 0 0

1 1 1 0 1 0 0 0 0 0

1 1 1 0 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 1 0 1 0 0 0

1 1 1 1 1 1 1 0 0 0

1 1 1 1 1 1 1 0 1 0

1 1 1 1 1 1 1 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 0 1 0 0 0 1 0

1 1 1 0 1 0 0 0 0 0

1 1 1 0 1 0 0 0 0 0

1 1 1 0 1 0 1 0 0 0

1 1 1 0 1 0 1 0 0 0

1 1 1 1 1 0 1 0 0 0

1 1 1 1 1 0 0 0 0 0

1 1 1 1 0 0 0 0 0 0

1 1 0 1 0 0 0 0 0 0

1 1 0 1 0 0 0 0 0 0
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Table 4 Comparison of total cost value with different GA methods

Method Binary
coded
GA

ICGA IICGA IGA DMHGA MGA Proposed
method

Total
cost

5,67,367 5,66,404 5,55,421.7 5,63,931 5,56,760 5,58,341.43 5,54,752.9846

there is reduction in the search space. Over 30 trials are made, and at each trail is
commenced with different initial population.

5 Conclusion

The population refreshment with GA is applied for solving UC optimization problem
which is concerned with ten thermal units considering cost minimization as main
criteria. Variation of generation limits results a modification of search space which is
more essential in achieving a better optimal value of cost minimization. The potential
of the proposed method evaluated in achieving an optimal value for reduction in total
cost andmade a comparisonwith the existing relatedGAmethods. For the production
of optimal value, equilibrium constraints and inequality constraints are taken into
account. The deviation in the total cost value with the proposed method is 0.642%.
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Modelling Series RLC Circuit
with Discrete Fractional Operator

George E. Chatzarakis, A. George Maria Selvam, R. Janagaraj,
and D. Vignesh

1 Introduction

In applied mathematics, developing a model setup is an important task and which
is vital in understanding the process in wide range of fields like physics, chemistry,
evolutionary models, viscoelasticity, electrical and electronic communications and
so on. Setting up an electrical circuit model is beneficial to researchers of almost all
fields as it can be used to realize any systems of engineering like hydraulic thermal,
prediction of weather, traffic flow, nuclear and mechanical systems and so on. An
electrical circuit can be referred to as an electronic circuit if at least active elements
are present in the circuits.

Fractional calculus proves to be exceptional medium to describe the hereditary
properties of different processes. Although the field of non-integer order calculus
came into existence back in 1695, it was in recent times with development of
computers and simulation softwares the importance in modelling more complex and
physical problem is realized [1, 2]. Some recent applications of modelling conduc-
tion of heat through a semi-infinite solid [3] and impedance of transmission lines are
calculated numerically by [4]. The memory and hereditary effects of fractional order
equations are one of the most important aspects of modelling any processes [5].
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The discrete time fractional calculus has been of recent interest to researchers,
and several works on application to inverted pendulum, pantograph and vibrating
ear drum model are carried out in [6–8]. The term fractional difference calculus was
introducedbyMiller andRoss in 1989 [9], but itwas in last fewdecades the theoretical
framework of the forward and backward discrete fractional operators was developed
by works of [10–13]. Most common difference operators of fractional order that are
employed in modelling are Riemann–Liouville and Caputo type operators [14]. The
work of [15] illustrates the numerical methods that can be employed for fractional
difference equation. The analysis of qualitative behaviour of the fractional difference
equations like oscillation and non-oscillations, stability and asymptotic behaviour has
attracted awide range of researchers as in [16–22]. Inspired from the above literature,
this article develops a model of series RLC circuit using discrete fractional operator
and is validated with the simulations obtained from simulation software PSPICE.

The article is structured with some basic definitions and lemmas, which are essen-
tial throughout this work in Sect. 2. The solution of fractional equations of damped
and undamped series RLC circuit systems is obtained in Sect. 3. Some examples are
illustrated based on the theoretical results in Sect. 4 followed with a brief conclusion
in the last section.

2 Preliminaries and Basic Lemmas

In this section, some preliminary results of discrete fractional calculus are introduced,
which will be used throughout the paper.

Definition 1 [10] The falling factorial is defined as �(α) = �(�+1)
�(�+1−α)

, for any real

number and denotes the Gamma function. Also ��(α) = α�(α−1), where � is the
forward difference operator with �u(�) = u(� + 1) − u(�).

Definition 2 [10] Let α > 0. The α-th fractional sum �−α : Na → Na+α of f

is defined by �−α f (�) = 1
�(α)

�−α∑

m=0
(� − m − 1)(α−1) f (m), where f is defined for

m ≡ a mod(1) and �−α f is defined for � ≡ (a + α)mod(1).

Definition 3 [10] Let α > 0 and β −1 < α < β, where β denotes a positive integer
β = �α�. Set ν = β − α. The α-th fractional difference is defined as

�α f (�) = �β−ν f (�) = �β�−ν f (�).

Definition 4 [10] The shift operator E is defined as Eν f (�) = f (� + ν),ν ∈ N.

Lemma 5 [23] Let f, g : N0 → R, α, β > 0 and c, d be scalar. Then the following
equalities hold:

1. �−α�−β f (�) = �−(α+β) f (�) = �−β�−α f (�)
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2. �α[c f (�) + dg(�)] = c�α f (�) + d�αg(�)
3. ��−α f (�) = �−(α−1) f (�)

Lemma 6 [10] For any positive real number μ, the power rule is

�−α�(μ) = �(μ + 1)

�(μ + 1 + α)
�(μ+α).

Lemma 7 [10] For any α > 0, the following equality holds:

�−α� f (�) = ��−α f (�) − (� − a)(α−1)

�(α)
f (a).

Lemma8 [9] Let f, g be real-valued function defined onN0 andNα∪N0,α ∈ (0, 1].
Then

�−α( f g)(�) =
∞∑

q=0

(−α
q

)
[
�qg(�)

][
�−(α+q) f (� + q)

]
,

where � ≡ αmod(1) and

(−α
q

)

= �(1−α)

�(1+q)�(1−α−q)
.

Result 9 [23] Let f, � be defined on N0 and on Nα ∪ N0, respectively, and 0 <

α ≤ 1, then the α-th order difference of the product � f (�) is

�α[� f (�)] = α�−(1−α) f (� + 1) + ��α f (�).

3 LRC Series Circuit

The possibility of developing an electric circuit was made realistic in 1800, when
battery with continuously flowing current was invented byAlessandro Volta (see [24,
25]). The electric lighting is the first and foremost application of the electrical circuits.
RLC circuits are useful in tuning narrow frequency range in radio receivers and
television. One of the most common and basic RLC circuits is used in construction of
large electrical networks employed in communication systems.Mathematicalmodels
of different physical systems are represented by similar type differential equations
as in differential equations representing the mass damper system and RLC circuits.
It can be justified with the fact that an electrical circuit is developed for a mechanical
system, and the current in the circuit will be equivalent to the displacement of the
considered mechanical system with introduction of some suitable factors. In order to
increase the decay of oscillations in a RLC circuit, a resistor can be introduced. Thus,
constructing electrical circuits for a mechanical system is cost and time efficient due
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Fig. 1 LRC series circuit

to the fact that the circuit elements can be assembled with ease. Immediate and
accurate measurements on electrical circuits explain its practical importance and
go-to option than the mechanical system.

AseriesRLCcircuit is the series connectionof three basic passive circuit elements:
resistor with resistance (R), capacitor with capacitance (C) and inductor of induc-
tance (L) with possible connection to external source E(t); see Fig. 1. Let us now
consider a differential equation of second order with forcing term and damping given
by

m
d2x

dt2
+ β

dx

dt
+ kx(t) = f (t). (1)

Let the current through the series RLC circuit in Fig. 1 be i(�). Employing
Kirchhoff’s second law with the voltage E(�) introduced to the circuit yields

L
di

d�
+ Ri + 1

C
w = E(�). (2)

From the relation between the charge w(�) and current i(�) given by i = dw
d�
, the

Eq. (2) is transformed into the following

L
d2w

d�2
+ R

dw

d�
+ 1

C
w(�) = E(�). (3)
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3.1 Undamped Series Circuit Analogue System

Consider a RLC circuit in the absence of external electromotive force E(�) = 0 and
resistance R = 0, with non-decaying electrical vibrations for increasing �, and then
the circuit is undamped circuit and simple harmonic. So that

L
d2w

d�2
+ 1

C
w(�) = 0. (4)

Suppose that σ = 1√
LC

in Eq. (4),

d2w

d�2
+ σ 2w(�) = 0. (5)

Form the auxiliary equation, the above equation can be solved. It is not easy to
apply the discrete fractional order operator to (5). So apply the existence of a different
method to prove the result. By applying the discrete fractional order operator, first
transform the Eq. (5) into a first-order differential equation [26].

Let w(�) = �2+αu(�) for � �= 0, (5) lead to

d2

d�2
�2+αu(�) + σ 2�2+αu(�) = 0,

i.e.

�u2(�) + 2(2 + α)u1(�) + [
(2 + α)(1 + α)�−1 + σ 2�

]
u(�) = 0, (6)

here un(�) = dnu
d�n

, n = 0, 1, 2, · · · .
When (2+α)(1+α) = 0, Eq. (6) has two values of α’s, α = −2 and α = −1. For

the case α = −2, again obtain Eq. (5). Let α = −1 and u(�) = eη�v(�) for � �= 0.
Then u1(�) = eη�v1(�) + ηeη�v(�) and u2(�) = eη�v2(�) + 2ηeη�v1(�) + η2eη�v(�).
From (6) leads to

�v2(�) + 2(1 + η�)v1(�) + [
(η2 + σ 2)� + 2η

]
v(�) = 0. (7)

If η2 + σ 2 = 0, then η = ±iσ . Therefore, (7) becomes

�v2(�) + 2(1 ± iσ�)v1(�) ± 2iσv(�) = 0. (8)

Applying forward �γ discrete fractional order operator to (8) leads to

�γ [�v2(�)] + 2�γ [v1(�)] ± 2iσ [�v1(�)] ± 2iσ�γ [v(�)] = 0. (9)

Using Result (9) and Definition (4) leads to
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�γ [�v2(�)] = �v2+γ (�) + γEv1+γ (�)

�γ [�v1(�)] = �v1+γ (�) + γEvγ (�).

Using above equations in (9) yields

�v2+γ (�) + [
γE + 2(1 + ±iσ�)

]
v1+γ (�) ± i2σ(1 + γE)vγ (�) = 0. (10)

If 1 + γE = 0, then γ = −E
−1 = −1. So (10) implies that

�v1(�) + [1 + ±2iσ�]v(�) = 0,

or

v1(�) + (
�−1 ± 2iσ

)
v(�) = 0, (11)

which is a homogeneous first-order linear differential equation. Solving Eq. (11),
yields v I = A�−1e2iσ� and v I I = B�−1e−2iσ�. Hence, the general solution is

w(�) = C cos σ� + D sin σ�, (12)

where C = A + B and D = B − A are arbitrary constants. For (5), the initial
conditions are

w(0) = w0 and w1(0) = i0. (13)

Using Eq. (13) in (12) yields

C = w0 and D = i0
σ

.

Hence,

w(�) = w0 cos σ� + i0
σ
sin σ�, (14)

where the motion is a reciprocation action. This motion is called simple harmonic
motion.

Now, suppose that

w(�) = F sin(σ� + θ).

From (14)

w0 = F sin θ and
i0
σ

= F cos θ.
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Now tan θ = σw0
i0

and F =
√( i0

σ

)2 + w2
0, where θ and F are phase angle and

vibration amplitude, respectively. The reciprocation action T = 2π
σ

= 2π
√
LC .

3.2 Damped Series Circuit Analogue System

If E(�) = 0 in Eq. (3), the electrical vibration of the circuit is said to be free. Then

L
d2w

d�2
+ R

dw

d�
+ 1

C
w(�) = 0,

or

d2w

d�2
+ k1

dw

d�
+ k2w(�) = 0, (15)

where k1 = R
L and k2 = 1

LC .
Taking w(�) = �2+δu(�) for � �= 0 (15) yields

d2

d�2
[
�2+δu(�)

] + k1
d

d�

[
�2+δu(�)

] + k2�
2+δu(�) = 0,

or

�u2(�) + [k1� + 2(2 + δ)]u1(�) + [
(δ2 + 3δ + 2)�−1 + k1(2 + δ) + k2�

]
u(�) = 0.

(16)

Suppose that δ = −1 and u(�) = eβ�v(�) for � �= 0, which leads u1(�) =
eβ�v1(�) + eβ�v(�) and u2(�) = eβ�v2(�) + 2βeβ�v1(�) + β2eβ�v(�). From (16),

�v2(�) + [2 + (2β + k1)�]v1(�) + [
(β2 + k1β + k2)� + k1 + 2β

]
v(�) = 0. (17)

For β2 + k1β + k2 = 0

β = −k1
2

± 1

2

√
k21 − 4k2,

or

β = ε ± τ,

where ε = − k1
2 and τ = 1

2

√
k21 − 4k2. From (17), it leads to

�v2(�) + (ρ + 2)v1(�) + ρv(�) = 0, (18)
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where ρ = k1 + 2β. Apply �-discrete fractional order operator on both sides of
Eq. (18)

�v2+γ (�) + (γE + ρ� + 2)v1+γ (�) + ρ(γE + 1)vγ (�) = 0.

For γ = −E
−1 = −1 yields

�v1(�) + (ρ� + 1)v(�) = 0.

Solving the above equation,

v(�) = A�−1e−ρ�,

or

u(�) = eβ�v(�) = eβ�A�−1e−ρ�

or

u(�) = A�−1e
ρ

2 �− k1
2 �−ρ�.

Now,

w(�) = Ae
−

(
ρ+k1
2

)
�
.

Here, three cases are possible,

1. Overdamped: k21 > 4k2 or the damping coefficient is greater than the angular
frequency, and the result of k21 > 4k2 inside the radical is positive. Therefore,
the solution is

w(�) = Be
−

(
k1−

√
k21−4k2
2

)

+ Ce
−

(
k1+

√
k21−4k2
2

)

,

where B,C are arbitrary constants.
2. Critically Damped: k1 = 4k2 or the damping factor is equal to the angular

frequency, and the result of k1 = 4k2 inside the radical is zero. In this case, one
root of the equation and solution is

w(�) = (B + C�)e− k1�

2 .

3. Underdamped: k1 < 4k2 or the damping coefficient is smaller than the angular
frequency, and the result of k1 < 4k2 inside the radical is negative. Therefore,
the roots are complex and solution is
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w(�) = e− k1�

2 (B cosμ� + C sinμ�),

where μ = 1
2

√
4k2 − k21 .

Here, the critically damped solution and the overdamped solutions will not exhibit
an oscillatory behaviour. Because the equation has two distinct solutions. Letw(�) =
De− k1�

2 cos(μ� − ρ) = e− k1�

2 (D cosμ� cos ρ + D sinμ� sin ρ). Then

B2 + C2 = D2 and tan ρ = C

B
.

where e− k1�

2 is the damping factor and the motion is a vibration motion.

4 Analytical and Experimental Results

This section presents some numerical examples to show the validity of the theoretical
results. Also using the electrical circuit, the experimental results analysed to verify
the solutions obtained by the discrete RL fractional differential equation.

Example 1 Let L = 1h,C = 0.0004 f,E(�) = 0 and the initial conditions are
w(0) = 0c and i(0) = 2A. Now, σ = 1√

LC
= 1√

0.0004
= 50, T = 2π

√
LC =

0.1257 and i0
σ

= 2
50 = 1

25 . Therefore,w(�) = 1
25 sin(50�),which is undamped series

circuit analogue system. The theoretical and experimental graphs are displayed in
Fig. 2.

Example 2 Let L = 1
4h,R = 30�, C = 1

300 f,E(�) = 0 and the initial condi-
tions are w(0) = 4c and i(0) = 0A. Now, k1 = R

L = 120, k2 = 1
LC = 1200.

Hence, k21 > 4k2, which is overdamped. Therefore,w(�) = 3
2

(
1 + 3√

6

)
e(20

√
6−60)� +

a b

Fig. 2 Comparison of undamped series circuit analogue system with a theoretical and b
experimental
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3
2

(
1 − 3√

6

)
e−(20

√
6+60)�. The theoretical and experimental results of overdamped

series circuit are exhibited; see Fig. 3.

Example 3 Let L = 1
20h,R = 2�, C = 1

20 f,E(�) = 0, and the initial conditions
are w(0) = 5c and i(0) = 0A. Now, k1 = R

L = 40, k2 = 1
LC = 400. Hence,

k21 = 4k2, which is critically damped. Therefore, w(�) = (5 + 100�)e−20�. The
theoretical and experimental results of critically damped series circuit are exhibited;
see Fig. 4.

Example 4 Let L = 1h,R = 0.4�, C = 1
2 f,E(�) = 0, and the initial conditions

are w(0) = 0c and i(0) = 3A. Now, k1 = R
L = 0.4, k2 = 1

LC = 2. Here k21 <

4k2, Therefore, w(�) = 15
7 e

− �
5 sin

(
7
5�

)
. which is underdamped, the theoretical and

experimental results are presented in Fig. 5.

a b

Fig. 3 Comparison of overdamped series circuit analogue system with a theoretical and b
experimental

a b

Fig. 4 Comparison of critically damped series circuit analogue system with a theoretical and b
experimental
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a b

Fig. 5 Comparison of underdamped series circuit analogue system with a theoretical and b
experimental

4.1 Discussion

Numerical examples presented in this section with suitably supported simulations
illustrate the following behaviour of the fractional order RLC circuit. Figure 2 illus-
trates that an undamped RLC circuit exhibits a uniform electrical vibration for
increasing time which is supported by the uniform oscillation obtained for numerical
values given inExample 1. Impact of damping is presented in followingExamples 2, 3
and 4 describing the overdamped, critically damped and underdamped cases. It can be
observed from Figs. 3 and 4 for the case of overdamped and critically damped, where
there are no electrical vibrations, and with increasing time, the damping effect causes
the system to attain stability at origin. In case of underdamped cases in Example 4,
the circuit undergoes initial electrical vibrations which over period time decays and
approaches origin.

4.2 Experimental Implementation of Fractional Derivatives
in Series RLC Circuit

The introduction of the fractional order element in the RLC circuit is analysed, and
its dynamics for different fractional orders are presented in Fig. 6. The amplitude of
the oscillations for different fractional orders states the behavioural changes taking
place in the RLC circuit with respect to fractional orders.
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Fig. 6 Experimental analysis of fractional derivatives in series circuit

5 Conclusion

This article examined the second-order differential equation representingdamped and
undamped series RLC circuit system, and using forward discrete fractional operator,
the solutions are obtained. Also the theoretical results are verified from the illustrated
examples and comparedwith simulations fromPSpice for continuous fractional order
derivatives. In the near future work, this method can be applied to the nonlinear
equations such as Duffing equation, pendulum equation and van der Pol’s equation.

Acknowledgements The authors are thankful to the referee for useful remarks that developed the
paper.
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Design of Cascaded Multilevel
Inverter-based STATCOM for Reactive
Power Control with Different Novel
PWM Algorithms

Ch. Lokeshwar Reddy and G. Sree Lakshmi

1 Introduction

The importance of electric power quality has been drastically increasing year to
year. With the use of latest equipment plenty of research is going on to increase the
power quality, these could improve the transmission capability and the superiority
of the voltage waveform. This equipment’s are termed as Flexible AC Transmis-
sion System (FACTS) devices. The FACTS devices are made with power electronic
components. As per literature several FACTS devices are available, out of which
Static SynchronousCompensator (STATCOM) is themost important device in power
systems to increase the power quality by supplying the reactive power components
required by the load [1]. STATCOM is gradually exploited to increase the power
transmission capability and stabilize the voltage profile.

The STATCOM reduces the burden on source and smoothen the voltage profile
of the electric lines, by supplying or absorbing the reactive powers. STATCOM is
primarily one of the important shunt types of FACTS device; it comprises of an
inverter with capacitors as energy storage elements on the DC side. The STATCOM
is controlled with a control device to meet the load requirements [2]. With the use of
latest power semiconductor devices and novel topologies of inverters, the voltage
and power capacities of the power systems have increased. The output reactive
power of the converter is controlled based on variations in connected load. The
inverter is directly attached to medium level of voltages without the interface of
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coupling transformers. So, the cost and the losses associated with in transformer can
be reduced.

2 Cascaded Multilevel STATCOM

Multilevel converters have been chosen significantly for STATCOM application
to boost the compensator capability for medium or high voltage and large power
appliances. Mainly multilevel inverters are categorized into three categories for
STATCOM application. The cascaded multilevel inverter has many merits when
compared to other multilevel inverters and techniques.

Several advantages of cascaded H-bridge topology are:
It reduces harmonics in the output. It removes the need of transformer to deliver

the required voltage levels. Modularized layout and flexibility of circuit for packing
which is simple and ease of fabrication. Very easy to deliver high voltage levels
by connecting H-bridges in series for each phase. No extra circuit is needed for
stabilizingofDC linkvoltages anddecreases the capacitanceofDC linkbyemploying
a proper modulation method.

Shunt compensator like STATCOMwhich receives or delivers the reactive power
components can be done by the implementation of closed loop control to the inverter.
Unbalance of voltages among DC capacitors, the switching losses of the devices
due to different conduction time periods, implementation of control circuit for real
time environment [3, 4] are the major challenges in cascaded H-bridge STATCOM.
Balancing of DC link voltage and implementation of control algorithm is to be
accomplished by using cascaded H-bridge inverter as a STATCOM.

Balancing of DC link voltages in the inverters can be achieved by implementing
a suitable PWM technique. The commonly implemented PWMs for cascaded H-
bridge multilevel STATCOM are multi carrier PWM techniques. Mostly, these are
PhaseShiftedCarrier PulseWidthModulation (PSCPWM),where carriers are shifted
horizontally and the Space Vector Pulse Width Modulation (SVPWM) techniques
[5]. The frequency of switching devices can be improved by using latest developed
power electronic devices. With the use of different control techniques along with
high-frequency PWM techniques the harmonics generated by the STATCOM can
be estimated. The working of STATCOM can be explained by using a couple of
differential equations and by using switching functions the switching device can be
modeled.
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Fig. 1 Reference and carrier signal arrangement for SPSCPWM

3 Modulation Methods for Cascaded Multilevel STATCOM

The balancing and reduction of ripples in the voltages across DC link, minimizing
the harmonics in the output of STATCOM, providing reactive components of power
needed by the load can be achieved by implementing a suitable multi carrier type
PWM method. Several PWM techniques are preferred which are sinusoidal, space
vector and third harmonic injected.

3.1 Sinusoidal Pulse Width Modulation

For multilevel inverters the modulation techniques are developed based on the align-
ment carrier signals. The carrier signals moved horizontally with sinusoidal as refer-
ence is Sinusoidal Phase Shifted Carrier PWM (SPSCPWM). The reference and
carrier signal arrangement for SPSCPWM is shown in Fig. 1. The SPSCPWM tech-
nique is generally preferred for the cascaded multilevel STATCOM, due to this
method the power sharing among all switches is same and the execution is very
easy [6]. In all the Phase Shifted Carrier PWM techniques no harmonics will present
up to 2Nth carrier group, where N is the sum of H-bridge in each phase [7].

3.2 Modified Space Vector Pulse Width Modulation

In common SVPWM technique the switching time periods for multilevel inverters is
to be determined by mapping of the outer sector to the inner sector where the space
vector is located [8]. Switching times can determined for the present sector based
on relative switching vectors. During real time applications the computation time is
improved due to the existence of higher sectors [9].
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Suitable offset voltages can be added to the sinusoidal reference voltages during
the comparison with carrier signals to generate gate signals. Then the performance of
multi carrier-basedSPWMis almost same as SVPWMtechnique [10]. The evaluation
of voltage offset is reliant on modulus function and is depends on levels in the phase
voltage, amount of DC link and phase voltages. The subsequent equations are utilized
to determine the offset time Toffset.

Ta = Va ∗ Ts
Vdc

(1)

Tb = Vb ∗ Ts
Vdc

(2)

Tc = Vc ∗ Ts
Vdc

(3)

Ta , Tb and Tc are the switching times for a, b and c phases, Va, Vb and Vc are the
amounts of phase voltages and T s is the sampling time period.

Toffset =
[
T0
2

− Tmin

]
(4)

To = [Ts − Teffect] (5)

Teffect = Tmax − Tmin (6)

Tmax and Tmin highest and lowest values of phase voltages in a sampling period.
In a sampling period an offset voltage is added to reference voltages of each

phase, so the performance with multi carrier SPWM method is almost same as the
performance of SVPWMmethod. The generatedmodifiedSVPWMreference signals

Fig. 2 Modified SVPWM reference signals
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Fig. 3 Reference and carrier waveform arrangements SVPSCPWM

shown in Fig. 2. The switching signals can be delivered by the comparison of refer-
ence signal with shifted carrier signals. Figure 3 shows the arrangement of reference
and carrier signals for the modified Space Vector PWM (MSVPWM) technique.

In a sampling period an offset voltage is added to reference voltages of each
phase, so the performance with multi carrier SPWM method is almost same as the
performance of SVPWM method.

3.3 Third Harmonic Injected Pulse Width Modulation

Modulation strength of the three-phase inverter is to be enhanced by the addition
of third harmonic wave to the reference wave of every phase. The fundamental
component of line voltages will not be affected since the common mode voltage
components balance among the phase voltages only. Based on the modulation index
considered to exploit the reference voltage, the third harmonic magnitude of signal
inserted is 1/6th to rise the output of fundamental signal; the degree of reference p.u
is 1.15. The subsequent equations are considered to generate the reference signal in
Third Harmonic Injected Pulse Width Modulation (THIPWM).

Va(t) = 1.15 sin(wt) + (1/6) sin(3wt) (7)

Vb(t) = 1.15 sin(wt − 2 ∗ pi/3) + (1/6) sin(3wt) (8)

Vc(t) = 1.15 sin(wt − 4 ∗ pi/3) + (1/6) sin(3wt) (9)
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Fig. 4 Reference and carrier waveform arrangements for THIPWM Technique

The Third Harmonic Injected Phase Shifted Carrier (THIPSC) reference and
carrier waveform arrangement is shown in Fig. 4.

4 Control Strategy for Cascaded Multilevel Inverter-Based
STATCOM

The cascaded H-bridge five-level STATCOM as shown in Fig. 5. The cascaded five-
level inverter built STATCOM is to be coupled with the grid. Each H-bridge inverter
produces 3 levels of output, to produce 5 levels two H-bridges are coupled in series
in a phase. Generally, 2 m + 1 levels voltages in phase will be produced, where m is
total H-bridges connected in series in each phase.

In the STATCOM model the three-phase values like ial, ibl, icl, va, vb, vc, ias, ibs
and ics as currents of the load, voltages of the source and currents of the inverter, all
the quantities are converted in to idl*, iq*, vd , vq, id and iq in the reference frame of
synchronously rotating. The complete control technique block diagram is shown in
Fig. 6. The reference values of d-q axes of the inverter output voltages ed and eq can
be controlled as

ed = Vd + X1 − ωLiq (10)

eq = ωLid + X2 (11)

The source voltage value of direct axis is Vd and idl*, iq* id , and iq, are the d,
q axes load currents and inverter currents considered. The parameters of control X1

and X2 are controlled as

x1 = (
i∗d − id

)(
kp2 + ki2

s

)
(12)
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Fig. 5 STATCOM cascaded five-level

x2 = (
i∗q − iq

)(
kp3 + ki3

s

)
(13)

The reference current component of d-axis id* is

i∗d =
[(
V ∗
dc

) − (Vdc1 + Vdc2 + Vdc3 + Vdc4 + Vdc5)

(
kp1 + ki1

s

)]
(14)
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Fig. 6 PWM generation and abc to dqo and vice-versa control block diagram

The magnitude of reference voltage of DC link is Vdc* and the voltages of the
capacitors ofDC link in everyH-bridge areVdc1 toVdc6 . By considering the stationary
frame as reference and ed, eq are transformed into synchronous rotating frame as:

eds = (sinωt)eq + (cosωt)ed (15)

eqs = (cosωt)eq − (sinωt)ed (16)

By the consideration of different voltages of the inverter by taking reference
signals are considered as

var = eds (17)

vbr = −1

2
eds +

√
3

2
eqs (18)

vcr = −1

2
eds −

√
3

2
eqs (19)

From Vdc* and iq* inner and outer loops produce direct and quadrature axes
voltages reference, ed and eq for the cascade multilevel inverter which is considered
with STATCOM for reactive power compensation for different load changes. By
considering the reference voltages that are to be controlled which is interfaced with
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supply, the reactive currents which are essential to the load draws active currents to
regulate the DC link voltage Vdc*.

5 Simulation Results and Analysis

A cascaded five-level inverter is taken as STATCOM for simulation. The STATCOM
simulation is done in MATLAB/SIMULINK for various step variations in the load.
The inverter which can be controlled by adopting different PWM techniques like
Sinusoidal Phase Disposition (SPD) PWM, Modified Space Vector Phase Shifted
Carrier (MSVPSC) PWM, Sinusoidal Phase Shifted Carrier (SPSC) PWM, Third
Harmonic InjectedPhaseShiftedCarrier (THIPSC)PWMandModifiedSpaceVector
Phase Disposition (MSVPD) PWM techniques. The selected PI controller values for
voltage and current control loops and the simulation parameters are shown in Tables 1
and 2 correspondingly.

5.1 STATCOM Performance for Sinusoidal Phase Shifted
Carrier PWM

The various STATCOM performances by applying SPSCPWM method is shown
in Fig. 7, from the results it is seen that reference voltage of 1500 V is spreads

Table 1 PID controller
tuning of parameters

Controlled
variable

PID controller Proportional
controller gain

Integral
controller gain

Voltage PID1 0.08 0.2

Voltage PID2 0.07 0.2

Current PID3 4 6

Table 2 System parameters for simulation

Voltage at supply side (Phase-phase) RMS 415 V

Voltage across DC link 250 V constant for all PWM methods

Load values C = 1.5 mF, R = 4.6 � (for capacitive load) L = 12.4 mH,
R = 4.6 � (for inductive load)

Fundamental frequency 50 Hz

DC link capacitance 10 mF

STATCOM Interfacing resistance 0.13 �

Frequency for switching 1200 Hz

STATCOM Interfacing Inductance 2.19e-3 H
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a. Output Voltage Harmonic Spectrum

b. Harmonics Spectrum of Output current

c. Voltages across DC-Link capacitor

d. Ripples in voltage of DC-link capacitor

Fig. 7 Responses of STATCOM for sudden change of load from inductive to capacitive at 1 s with
SPSCPWM technique
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e. Reactive components of currents-Load and inverter

f. Phasor relations of source voltage and inverter current

Fig. 7 (continued)

similarly across every capacitor of the DC link in the H-bridges. The ripples in the
voltage across DC link capacitors are about 9 V and it is very low value. The output
current harmonics are of 3% and in the voltage, it is 26.31%. The harmonics are not
present below the frequency 4.8 kHz, because of the SPSCPWM technique. If the
load changes quickly also the STATCOM in a position to compensate reactive power
components, in this method it takes around 1.5 s to reach stability. The source voltage
and inverter currents exactly follow phasor relations before and after changing the
load.
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5.2 Performance of STATCOM for Sinusoidal Phase
Disposition Pulse Width Modulation

The various STATCOM performances by applying SPDPWM method is shown in
Fig. 8, from the results it is seen that the ripples in the voltage among the capacitors
of DC link is near to 30 V, which is very high value. The harmonics in output
current are 12.09% and in the voltage is 24.67%. The harmonics in output currents
are very high. If the load changes suddenly also the STATCOM in a position to
compensate reactive power components, but it takes around 2.5 s to reach stability.
The inverter currents lag with respect to source voltage for inductive load and it is
leading after 1 s by changing the load to capacitive. The ripples inDC link, harmonics
in output current, settling time for reactive power components, the ripples in reactive
power components during load changes are very high in this method with respect to
SPSCPWM technique.

5.3 STATCOM Performance for Third Harmonic Phase
Shifted Carrier PWM

The performances of STATCOM for the application of THIPSCPWM technique
is shown in Fig. 9, it is seen that the use of THIPSCPWM technique the ripple
content across DC link capacitor voltage is around 10 V and which is low similar to
SPSCPWM.The output current harmonics are 3.43%and, in the voltage, it is 22.51%.
If the load changes suddenly also the STATCOM in a position to compensate reactive
power components, it takes around 1.5 s to reach stability. The inverter currents
change from lagging to leading with respect to source voltage subsequently shifting
the load from RL to RC. Like in SPSCPWM technique here also no harmonics
detected below 4.8 kHz frequency. Over all this technique performance is even better
than the performance of SPSCPWM technique.

5.4 STATCOM Performances for Modified Space Vector
Phase Shifted Carrier PWM

The simulation results of the STATCOM for the MSVPSCPWMmethod is shown in
Fig. 10, it is seen that the ripples in voltage across the DC link capacitors is around
9 V and which is low similar to SPSCPWM and THIPSCPWM. The output current
harmonics are of 2.92% and in the voltage is 19.44%. If the load changes suddenly
also the STATCOM in a position to compensate reactive power components, it takes
around 1.5 s to reach stability. Like in SPSCPWMandTHIPSCPWMtechniques here
also no harmonics present up to 4.8 kHz frequency. This technique performance is
better than the performance of SPSCPWM and THIPSCPWM techniques in terms
all the performances.
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a. Output Voltage Harmonic Spectrum

b. Harmonics Spectrum of Output current

c. Voltages across DC-Link capacitor

d. Ripples in voltage of DC-link capacitor

Fig. 8 Responses of STATCOM for sudden change of load from inductive to capacitive at 1 s with
SPDPWM technique
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e. Reactive components of currents-Load and inverter

f. Phasor relations of source voltage and inverter current

Fig. 8 (continued)

5.5 STATCOM Performance for Modified Space Vector
Phase Disposition PWM

The simulation results of the STATCOM for theMSVPDPWM technique is shown in
Fig. 11, it is seen that ripples in the voltage across theDC link capacitor is around 20V
and which is high with respect to SPSCPWM and THIPSCPWM. The output current
harmonics are 13.10% and in the voltage is 27.22%. If the load changes suddenly
also the STATCOM in a position to compensate reactive power components, it takes
around 1.25 s to reach stability. The performance assessment of the STATCOM for
various PWM methods is shown in Table 3 and Fig. 12.
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a. Output Voltage Harmonic Spectrum

b. Harmonics Spectrum of Output current

c. Voltages across DC-Link capacitor

d. Ripples in voltage of DC-link capacitor

Fig. 9 Responses of STATCOM for sudden change of load from inductive to capacitive at 1 s with
THIPSCPWM
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e. Reactive components of currents-Load and inverter

f. Phasor relations of source voltage and inverter current

Fig. 9 (continued)

6 Conclusion

The main objective of the cascaded multilevel inverter-based STATCOM is to
compensate reactive powers under different load conditions. The DC link voltage
balancing and supplying of reactive powers required by sudden variations of load is
done by implementing various PWMmethods. TheMSVPSCPWMstrategy obtained
better output voltages and currents with THD in output voltage are 19.44% and
in output current 2.92%. The ripple in DC link voltage is minimum in SPSC and
MSVPSC techniques. Settling time obtained for reactive power components supplied
bySTATCOMduring sudden change of load is low for all the PWMtechniques except
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a. Output Voltage Harmonic Spectrum

b. Harmonics Spectrum of Output current

c. Voltages across DC-Link capacitor

d. Ripples in voltage of DC-link capacitor

Fig. 10 Responses of STATCOM for sudden change of load from inductive to capacitive at 1 s
with MSVPSCPWM



1050 Ch. Lokeshwar Reddy and G. Sree Lakshmi

e. Reactive components of currents-Load and inverter

f. Phasor relations of source voltage and inverter current

Fig. 10 (continued)

SPD. In all the Phase Shifted Carrier PWM techniques no harmonics will be observed
before 4.8 kHz frequency. From the comparison of PWM techniques, it is observed
that MSVPSCPWM technique performance is better and can be implemented easily
for all levels of cascaded multilevel STATCOM.
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a. Output Voltage Harmonic Spectrum

b. Harmonics Spectrum of Output current

c. Voltages across DC-Link capacitor

d. Ripples in voltage of DC-link capacitor

Fig. 11 Responses of STATCOM for sudden change of load from inductive to capacitive at 1 s
with MSVPDPWM
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e. Reactive components of currents-Load and inverter

f. Phasor relations of source voltage and inverter current

Fig. 11 (continued)

Table 3 STATCOM performances for various PWM methods

S. No PWM
technique(s)

Output voltage
%THD

Output Current
%THD

DC link voltage
ripple (V)

Settling time
(Seconds)

1 SPSC 26.31 3.01 9 1.5

2 SPD 24.67 12.09 30 2.5

3 THIPSC 22.51 3.43 10 1.5

4 MSVPSC 19.44 2.92 9 1.5

5 MSVPD 27.22 13.10 20 1.25



Title Suppressed Due to Excessive Length 1053

Fig. 12 Comparison of
different PWM technique
performances of STATCOM
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Outlier Detection Using Linear
Regression in Wind and Solar Integrated
Power Systems

Priyanka Khirwadkar Shukla and R. Mahalakshmi

1 Introduction

The traditional power system has four components—generation, transmission, distri-
bution and utilization. Recent years has seen unbundling of the components and led to
restructured power system. The present day restructured power system is a complex
mix of renewable and non-renewable or traditional energy sources.

Restructured power system provides a competitive market for buying and selling
electricity. Maintaining the power quality is prime importance in recent years. The
faults occurring in the power systemneed to bemonitored continuously andmitigated
as soon as possible to avoid the chances of cascaded faults leading to blackout of
the entire power system. To overcome this problem, digitalization of power system
comes into view and hence, introducing the concept of Smart Grid (SG). SG uses
low cost and high-quality sensors to gather data from vast areas over a long duration
of time. This data monitors the regulation and operational parameters of the power
system and hence, enabling the engineer to make quick decision.

This integration of renewable energy sources in traditional power systems has
led to more emphasis on system reliability, system stability, condition monitoring
(CM), fault diagnosis, unit commitment (UC) and economic dispatch (ED) which are
interdependent [1]. The rapidly changing power systemparameters require an equally
fast paced method for computation over traditional methods and hence, require an
automated process. The machine learning (ML) algorithms provide such a platform.
ML is defined as a subsection of artificial intelligence. It helps to design and develop
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algorithms to evaluate behavior built on empirical data. It programs the computers
to enhance output by using example or experience. However, outlier detection is
required before executing any ML algorithms to obtain proper results.

Outlier detection is the process of discovery of dataset points with different behav-
iors than as expected. Such objects are called outliers or anomalies [2]. Outliers
are abnormal values in a dataset that do not follow the regular distribution and
can undoubtedly distort any regression model. Therefore, outliers must be carefully
handled to get the correct information from the dataset. Statistical approach method
for outlier detection has two methods: parametric and non-parametric methods. In
parametric method, the models increase with model complication and not with data
size. In non-parametric method, the model is learned from input dataset rather than
assumptions. These methods are only applicable for numerical data [2].

Various literature has explored the traditional fault diagnosis methods, but they
cannot be applied to the dynamic power system. It is further unsuitable for complex
systems [3–9]. Haeberlin and Beutler [3] introduced novel method in which power
was standardized. Themethod led to dividing losses into its components which led to
thorough on-line and off-line scrutiny of irregular systemmalfunctions. A procedure
was developed in [4] where the satellite gave information regarding solar irradiance
which was swapped with measurements obtained from the site.

New analysis techniques where fault was categorized in four ways and the related
loss of energy was calculated in [5]. The real time monitoring and detection of fault
using inferential process for connected and disconnected mode was introduced in
[6].

In [7], proposed system constantly checked of the observed capture losses for a
PV system. A new monitoring was proposed in [8] where irradiation level data was
not acquired from PV module specification or the sensors. [9] used decision tree for
a fault detection and on PV array.

Khalil et al. [10] used Principal Analysis Component (PCA) and [11] used predic-
tive models for ML algorithms in hardware and semiconductor industries, respec-
tively. Random forest supervised model was used in [12] to find the correlation
between different impact factors and target outputs to detect chemical properties
of an element. Bishnu and Bhattacherjee [13–16] used ML algorithms—k-means
clustering, quad-tree-based algorithm, ensemble learning, ANN and SVM to predict
software faults. Though, [10–16] have used ML algorithms for fault detection they
have not mentioned outlier detection.

ML algorithms were used in [17–19] for wind and solar connected systems.
Chinmay Krishnan and Sindhu Thampatty [20] used ML for predicting sub-
synchronous resonance oscillations. However, the outlier detection was not consid-
ered. Hence, in this paper, outlier detection using linear regression has been
implemented on time—series dataset using Python.

This paper proceeds as follows: Sect. 2 shows theflowchart for the paper. Section 3
explains the data preprocessing of the dataset followedbySect. 4 for linear regression.
The results are discussed inSect. 5 and the conclusion for this paper in given inSect. 6.
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Acquire dataset 

Import Python libraries 

Import dataset 

Fill missing data 

Substituting Mean Substituting Zero 

Complete dataset 

Linear Regression 

Outlier Detection 

Fig. 1 Schematic diagram

2 Flow Chart

This section shows the step-by-step approach followed for outlier detection (Fig. 1).
Once the data is complete and structured, the ML algorithms for outlier detection
can be applied. In this paper, linear regression is applied for outlier detection.

3 Data Preprocessing

Data preprocessing is taking the raw data which is unstructured, incomplete and
inconsistent and structuring it such that the ML algorithms can understand it and
the relevant outputs can be obtained. Data preprocessing is an exhaustive process;
however, utmost caution should be taken as it is themost important step in developing
the ML models.

The dataset used in this paper was time series 60 min single index data for Great
Britain which included Northern Ireland and United Kingdom also. The dataset had
various features day ahead price, actual load, load forecast, solar capacity, actual
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Fig. 2 Incomplete dataset

solar generation, solar profile, wind capacity, actual wind generation, wind profile,
wind offshore capacity, actual offshore wind generation, wind onshore capacity and
actual onshore wind generation.

The dataset was having missing values (Fig. 2). This missing data was filled by
using the mean value of the column or zero value, depending upon the feature being
filled (Fig. 3).

For preprocessing, Python software was used. The dataset was uploaded in the
Python software and relevant libraries were imported. The missing data was then
filled by mean value or zero value and hence, a complete and structured dataset was
obtained.

4 Linear Regression

Linear regression is linear process for modeling the correlation between an indepen-
dent variable and its response. As linear regression is simple, interpretable, scientif-
ically acceptable and widespread available, it is the first choice for analysis of any
given dataset. Hence, this paper also uses linear regression for outlier detection.
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Fig. 3 Complete dataset

Let,

x = (x1, x2, . . . , xr )

where

x independent features (actual load, load forecast, solar capacity, actual solar
generation, solar profile, wind capacity, actual wind generation, wind profile,
wind offshore capacity, actual offshore wind generation, wind onshore capacity
and actual onshore wind generation).

r no. of predictors.
Y dependent feature (day ahead price).

Assume y and x are linearly related.

Y = β0 + β1x1 + · · · + βr xr + ε (1)

where β0,β1, . . . , βr—regression coefficients.

ε—random error.
LR evaluates the β values.
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For every i = 1 to n values, f (xi) and Yi should have minimum difference and
this difference is called residual. The weights of smallest residuals are the most
appropriate for LR. The weights are calculated by the summing up of all the squared
residuals (SSR) and selecting the minimum value for i = 1 to n.

SSR =
∑

i

(Yi − f (xi ))
2 (2)

This method is called the ordinary least squares (OLS) regression. The r-squared
value indicates the correlation between Y and x. The r-squared value ranges from 0 to
1 or 0 to 100%. The best fitted LR model has larger r-squared for better explanation
of the relationship of the output with different inputs.

5 Results and Discussion

The time series single index 60 min dataset was selected for the analysis. The dataset
had 30 features. Of these 30 features, day ahead price was the dependent feature and
the remaining 29 features were independent. The dataset was initially incomplete
and was filled by using mean value of the feature or zero value. The linear regression
algorithm was applied to the preprocessed dataset to get the results. OLS regression
method was used. Tables 1, 2 and 3 show the OLS regression results which are
obtained by running the ordinary least squares regression algorithm on Python.

Table 1 Ordinary least
squares regression results

Dep.
variable

y R-squared 0.319

Model OLS Adj. R-squared 0.319

Method: Least squares F-statistic 635.9

No.
observations

35,280 Prob
(F-statistic)

0.00

Df residuals 35,253 Log-likelihood −1.485e + 05

Df model 26 AIC 2.971e + 05

Covariance
type

Non-robust BIC 2.973e + 05

Table 2 Ordinary least squares regression results continued

Omnibus 86,864.639 Durbin-Watson 2.007

Prob (Omnibus) 0.000 Jarque–Bera (JB) 2,174,192,916.368

Skew 26.153 Prob (JB) 0.00

Kurtosis 1218.034 Cond. No 1.02e +16
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Table 3 Ordinary least squares regression results continued

Const Coef Std. err Const Coef Std. err

43.1465 3.189 ×15 0.0062 0.001

×1 0.0003 0.000 ×16 −0.0033 0.001

×2 0.0011 0.000 ×17 0.0129 0.006

×3 −0.1220 0.010 ×18 −3.5475 0.249

×4 −0.0013 5.23e-05 ×19 −0.0034 0.002

×5 −0.0629 0.852 ×20 −0.0002 0.000

×6 −5.0687 0.260 ×21 0.0001 0.000

×7 0.1379 0.166 ×22 0.1270 0.010

×8 −168.531 27.466 ×23 −0.0013 5.23e-05

×9 0.7440 0.129 ×24 3.5816 0.271

×10 −0.0670 0.083 ×25 −0.0065 0.002

×11 64.9987 10.067 ×26 0.7440 0.129

×12 1.4828 0.279 ×27 −0.0670 0.083

×13 −0.1394 0.166 ×28 −0.0074 0.242

×14 105.4003 17.645 ×29 0.0074 0.003

From Table 1, the following conclusions are drawn—R—squared value: percent
variation in dependent feature corresponding to independent features.

Adj. R-squared: modified r-squared value for regression.
Prob (F-Statistic): Significance of regression.
AIC/BIC: Akaike’s Information Criteria/Bayesian information criteria used for

model selection.
From Table 2, the following conclusions are drawn
Prob (Omnibus): Should be close to 1 to fulfill OLS. Here, the value is 0 that

means the OLS is not satisfied.
Durbin-Watson: Should be between 1 and 2. Here, the value is 2.007 that means

regression results are unreliable.
Prob (Jarque–Bera): Large value indicates errors are not normally distributed.
The r-squared value is calculated using the weights obtained from Table 3.
The standard errors assume that the covariance matrix of the errors is correctly

specified. Table 1 shows the coefficient of determination and standard error. The
range of t-value is from –23.891 to 13.531 and the probability of t-value is from 0 to
1. The smallest eigenvalue is 2.05 e−18. This indicates that the matrix is either highly
multicollinear or singular.

r_ squared value = 0.43912243123252714

Figure 4 shows the error terms density of predicted and actual y variable. Figure 5
shows the residual values with respect to the x variable data used for training of
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Fig. 4 Error

Fig. 5 Residual values

the algorithm. The residual values are error terms calculated based on predicted and
actual y variables.

The r-squared value obtained is 43.91%. The greater the r-squared value the
stronger the strength of correlation among the various features being analyzed. The
coefficient of determination or the r-squared value with 70% is considered good
and with 50% is considered a moderate fit. Hence, the r-squared value obtained
indicates that the ML algorithm used does not explain the variation in day ahead
price with respect to various features and hence, it does not explain the regression
model properly. So, it is not a suitable model for outlier detection.

6 Conclusion

The utilization of renewable energy has increased tremendously over the last two
decades for most of the countries. The integration of renewable energy sources to
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traditional power systems has led to power system stability issues. Hence, it is of
prime importance to have real time fast monitoring and control actions. The tradi-
tionalmethods are not fast paced tomatch the rapidly changing power system.Hence,
a fast and automatic process is required.

ML provides such a platformwhere the algorithms are trained using examples and
experiences. However, the dataset used for training and testing purposes should not
have any misleading/erroneous data. Hence, outlier detection comes as a precursor
of ML algorithms and ensures correct information is obtained from the dataset. So,
outlier detection was explored in this paper.

The outlier detection was done on a real time series 60 min single index dataset.
Initially, the dataset was incomplete and hence, it was preprocessed to obtain a
complete and structured dataset. The missing values of the dataset were filled by
using either the mean value or 0 value depending upon the feature being filled.

The dataset had various features: day ahead price, actual load, load forecast, solar
capacity, actual solar generation, solar profile, wind capacity, actual wind generation,
wind profile, wind offshore capacity, actual offshore wind generation, wind onshore
capacity and actual onshore wind generation which were correlated.

Once the dataset was preprocessed, linear regression using the ordinary least
squaremethodwas implemented. The coefficient of determination or r-squared value
was calculated. However, the results obtained showed that this method was not suit-
able for outlier detection for the chosen dataset. Hence, as a future scope, the other
ML methods are being suggested.
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Photovoltaic Systems Incorporated
with Energy Storage System
for Agricultural Implementation

V. Hemant Kumar, Pakki Pavan Kumar, R. N. Patel, and Vivek Bargate

1 Introduction

Renewable energy generation is friendly power option and which is quick creating
and sunlight based photovoltaic (PV) frameworks have outperformed record estab-
lishments lately. Writing on solar PV associated themes covers procedures for most
maximum point following (MPPT), which were as of late surveyed for instance
in, power quality upgrades and explicit regulators and explicit power electronic
circuitries for DC to DC converters, DC to AC converters, and single level power
converters. Since the solar radiance disparity between PV boards associated in
arrangement may restrict the force yield, the focal point of a portion of the distributed
exploration is on exhibit reconfiguration to adjust impacts. Different papers propose
segments incorporated converters, to such an extent that the MPP for every segment
can be trailed, yielding most of the extreme extraction of energy. PV Module coor-
dinated DC-DC converters linked with a main DC/AC converter were projected in
many configurations.

These days, sustainable power has been increasingly more alluring because of the
extreme ecological assurance guidelines and the deficiency of regular fuel sources.
Photovoltaic era is the approachwhich utilizes photo-voltaic cell to change sun-based
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energy over to electrical energy. Photovoltaic power is expecting progressively signif-
icant as an environmentally friendly power source due for its unmistakable potential
benefits, like basic arrangement, simple assignment, liberated from contamination,
low support cost, and so forth Nonetheless, the detriment is that photovoltaic age
is discontinuous, contingent on climate conditions [1]. Hence, energy stockpiling
component is important to help get steady and dependable force from PV frame-
work for burdens or utility lattice, and along these lines improve both consistent and
dynamic practices of the entire age framework. On account of it develop innova-
tion, minimal expense and high productivity, battery energy stockpiling framework
(BESS) is utilized broadly in conveyance age innovation. BESS can be coordinated
into PV age framework to shape a half breed PV/Battery age framework, which can
be steadier and more dependable [2]. A basic network associated PV/Battery age
framework is made out of PV exhibit, battery, power electronic converters, channels,
regulators, nearby loads and utility lattice.

The current paper talks about a topology of a PV systems to drive agricultural
loads using BLDC motor drive associated with synchronized energy stockpiling
arrangement. The PV framework under examination is isolated into a few areas, and
each part has its own DC-DC converters for conversion and allowing steady power
flow between the sources to preserve constant DC voltage across the link. In the
projected plan, the converters are made to acquire a voltage waveform practically
identical with that would be accessible from a staggered converter. The framework
and its strategy to control are recreated on a two individual PV power framework
utilizing the MATLAB/Simulink programming. A battery energy stockpiling frame-
work (BESS) is utilized to give capacity to the lattice if there should arise an occur-
rence of fractional or complete concealing after a proposed control plot as perwhich if
the battery’s condition of charge is lower than the PV systems. The results of motor
drive to validates that if there are dynamics in load variations there is a constant
voltage across it for its operation under varying irradiance levels.

2 Prosed Multi-PV System and Control

In PV applications, a numeral number of different methods have been established
and used over the last few decades. An intense review of such systems available in
many of the review papers. Only the some of the common approaches used in smaller
residential scale installations.

To use in high level of power-based instruments and technology, it is usually
seen that the PV plant is divided into many smaller units for optimal working. Each
smaller divided sections of the PV array is linked to boost converter, as a result the
generated PV voltage is tracked at its mpp region [3]. It has been that a simple boost
converter hasmany advantages over other dc to dc converters when there aremultiple
PV linked in the array. The output from the boost dc/dc converter is connected to
a bi-directional converter, which generally used to charge and discharge the BESS.
Figure 1 shows block diagram of our proposed topology. The battery for energy-
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PV array 

BESS

DC / DC
Converter

MPPT Controller

BDC 
Converter

Vdc

BLDC drive

Agriculture Implements

Vdc_link

Fig. 1 Proposed solar PV system for driving Agri-loads

storage system (BESS) is connected with the system such that it able to supply
power to the DC link done its own BDCwhenever there is less power generation due
to partial/fully shading on the PV-panels.

2.1 Single Model of Photo-Voltaic Cell

A Photo-voltaic cell is the utmost essential part in any PV framework [4–6]. A single
diode PV mathematic model is pertinent to reproduce silicon photovoltaic cells,
which comprises of a photo-current source Iph, a non-linear diode, internal series
and parallel resistances Rs and Rsh respectively, as shown in below Fig. 2.

Fig. 2 Single-diode
mathematical PV model

Iph D Rsh

Rs

I

Vpv
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The mathematic equation for the voltage-current for a single-diode equivalent
circuit can be described as:

I = Iph − Is
(
e

q(V+IRs)
AkT − 1

)
− V + IRs

Rsh
(1)

where, “Iph” is photo-current; “I” is diode saturation current; “q” is coulomb constant
(1.602 × 10−19 °C); “k” is Boltzmann’s constant (1.38 × 1023 J/K); “T” is cell
temperature (Kelvin); “A” is Ideality factor of P–N junction; “R and Rsh” are intrinsic
series and shunt resistances [7].

Radiations from sun and temperature at PN junction of PV cell, which can be
depicted in below as:

Iph =
(

S

Sref

)[
Iph,ref + CT (T − Tref)

]
(2)

where, “S” is the radiations coming from sun (W/m2); “Sref, T ref and Iph,ref” is the
reference values of solar radiations, absolute temperature of cell, tested standard
conditions photo current respectively; CT is the temperature coefficient (A/K) [8].

Variation of diode saturation current with respect to the temperature of cell is
given as;

Is = Is_ref

(
T

Tref

)3

e
[
qEg
Ak

(
1

Tref
− 1

T

)]
(3)

where Is_ref is the reference saturation current of diode in tested standard conditions;
Eg is the band-gap energy of the semiconductor cell (eV), which depends on the
material chosen for making cell.

2.2 MPPT Algorithm—P&O

Irradiance, panel temperature, and the I–V characteristic of a PV array are all
accounted for variations in MPP (as they are the dependent on the irradiance levels,
ambient temperature, heat exchange process efficacy, and panels’ operating point).
It’s vital to keep track of the MPP in order to enhance the generating capacity of a
PV system under a certain set of functional parameters.

The conversion of incident solar radiation into electrical energy is 30 to 40%
efficient in a standard solar PV panel. As a result, MPPT techniques are utilized to
increase the efficiency of PV panels [9]. According to the Maximal Power Transfer
Theorem, a circuit’s power output is maximum when the circuit’s source impedance
equals the load impedance, hence the maximum power point is reduced to an
impedance matching problem. As a result of their ease of implementation, MPPT
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algorithms are employed in PV systems to maximize power extraction under all
climatic circumstances.

The P&O MPPT algorithm approach is utilized to generate output power, PV
computation, and power change by taking the samples of both parameters such as
current and voltage of PV Array. The variations in voltage (V) are detected by the
MPP tracker, and the PV panel’s voltage is raised or altered on a routine basis. The
next perturbation will be in the same (opposite) direction if the perturbation causes
the differential change in PV power (P) to climb (drop). The duty cycle feed to the
DC chopper is adjusted until it achieves maximum power. The system oscillates as a
result of this variance, which can be decreased by reducing the perturbation step size
[10]. The PV array exhibits several typical PV curves with varying maximum power
points depending on the irradiance and cell temperatures. The DC-DC converter is
powered by the voltage at the point on the curve where maximum power corresponds
to maximum voltage. The P&OMPPT algorithm is depicted in the diagram (Fig. 3).

Start
P&O Algorithm

Measure V(k), I(k)

∆P > 0

V(k) - V(k-1) > 0 V(k) - V(k-1) > 0

Increase PV Voltage Increase PV Voltage Decrease PV Voltage Decrease PV Voltage 

Update
V(k-1) = V(k)
P(k-1) = P(k)

P(k) = V(k)*I(k)
∆P = P(k) – P(k-1)

Yes

YesYes No

No

No

Fig. 3 Flowchart of P&O MPPT algorithm
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Fig. 4 Circuit diagram of Boost converter

2.3 DC/DC Boost Converter

A boost converter constitutes the first stage of any photovoltaic power plant in
conjunction with MPPT system. The power output of photovoltaic module is at
low voltage level. For load operation the dc link voltage should be at least 1.5 times
the PV voltage as a result boost converter comes into existence. The circuit diagram
and basic principle of operation of a simple boost converter has been depicted in
Fig. 4.

The output voltage from the boost converter is made higher than input voltage
by controlling the on time of switch (Ton). The relation between input and output
voltage has been evaluated below. In the following derivation the ripple in the source
current has been neglected.

During the time when switch is on the whole source current flows through the
inductor (L) hence energy is store in the inductor. The store energy in the inductor
is expressed as:

Eon = Vdc × Ton × I (4)

where “Vdc” is the input supply voltage, “I” is the current drawn from the source.
When switch is turned off the source current flows through the load. During this

period stored energy from the inductor get release and delivers to the load. This
released energy can be expressed as:

Eoff = (Vo − Vdc) × Toff × I (5)

According to energy conservation theorem the energy stored during Ton in inductor
is equal to the amount of energy delivered to the load by the inductor during Toff,
where Toff is the turn off period of the switch.

Equating the equations, we have
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Vdc × Ton × I = (Vo − Vdc) × Toff × I

⇒ [Vdc × (Ton + Toff)]

Toff
= Vo

⇒ [Vdc × (T )]

1 − Ton
= Vo

⇒ Vdc

1 − δ
= Vo (6)

where I the source is current, δ = Ton
T is the duty cycle. The output voltage can be

varied by varying duty cycle.

3 Bi-Directional Converters

The bi-directional DC to DC converter is basically the extension to conventional
DC-DC converter, it is an optimal technique which offers solution to the problem
of bi-directional flow of energy [11–13]. With the advancements in technology, few
domains will comprise of bi-directional flow and management of energy. Generally,
DC-DC converters are unidirectional, the flow of energy is always from source to
load. In order to implement the bi-directional flow of energy, typically two conven-
tional unidirectional DC-DC converters will be connected in parallel, one of the
DC-DC converters control the energy flow from input to output, while the other
converter control the energy flow from output to input. But using two unidirectional
DC-DC converters in parallel will cause increased volume and overall cost of the
converter [14]. A bi-directional DC-DC converter can also control the magnitude
of energy output along with the direction of energy flow. The dc-dc bi-directional
converter are fundamentally used to attain the necessary voltage and current magni-
tudes of the considered electrical machines and battery for both modes of operation.
The direction of current in electrical machine will be reversed based on the mode
of operation. The acceleration process of electrical machines depends on current
flow from the batteries in motoring operation. And alternatively, in generating mode
the converter need to flow the energy generated by the machines for charging the
batteries [15].

A dc-dc bi-directional converter may interconnect a variety of available sources,
allowing the system to be more flexible. The switches in dc-dc bi-directional devices
allow electrical energy to flow between two sources that are used to move the force
from one direction or the other. These power devices are often used to charge and
discharge battery as a systemnot only to control the charging and discharging current,
but also to direct the discharger’s yield voltage level to an ideal worthwhile level so
that any extra energy is transferred to the battery. It has two modes of operation,
buck mode and boost mode. They are widely employed in application’s demanding
the flow of energy in both directions. These converters are intended for charging a
low voltage battery (12 V) during step down mode and for charging or boosting the
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Fig. 5 A
DC/DC—bi-directional
converter

high-voltage battery (400 V/600 V) during emergencies in Hybrid Electric Vehicles
(HEV) and Electric Vehicles (EV) [16]. This converter system is comprised of one
full-bridge power stage on the HV (high voltage) side that’s also isolated from a
full-bridge or push–pull stage on the LV side.

The operating Modes of a battery using BDC:

• Buck Mode: When V dc > V dc_ref, battery works in charging mode.
• Boost Mode: When V dc < V dc_ref, battery works in discharging mode.

For safe operatingmodes of a battery, it’s State of Charge (SOC) is kept in between
20 to 80% (Fig. 5).

Generally, pulse-width modulation (PWM) technique is used for controlling the
functionality of converter on either side of the converter. In this scenario, if the
converter’s input is adjusted or has minor distortions, it has a substantial impact on
the output. When the flow energy is from source to load, the converter operates as
a step-up (boost) converter and while the flow of energy is from load to source, the
converter operates as a step-down (buck) converter.

4 Energy Storage Systems

As illustrated in Fig. 1, the secondary source is the battery, which is coupled to
the PV through its own converter (i.e. BDC). The battery’s energy is extracted in
such a manner that it only drains whenever the PV system is unable to assist the
energy requirement. If its state of charge drops below the determined value during
other periods, it obtains charges from the grid. The reference active current (I*) is
obtained by adding the components viz., reference charging current (I∗

q_charge) and
reference discharging current (I∗

q_discharge) as mentioned in Eq. 9.

I ∗
q_discharge = [

Pref − (
Ppv + Pbattery

)] ∗
(
Kp + 1

Ki

)
(7)
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when Vb > Vb, minimum;

I ∗
q_charge = [

Pref − (
Vb,max + Vbattery

)] ∗
(
Kp + 1

Ki

)
(8)

when Vb < Vb, minimum;

I ∗ = I ∗
q_discharge + I ∗

q_charge (9)

From Fig. 6, it can be observed that the PI controller for charging the battery is
basically used to check whether the aggregate power produced by the battery storage
and PV system combinedly, coincide with the reference value, so that the battery is
primarily used to supply the total real power which is lost due to shading effect in PV
panels. The battery pack power as long as the battery’s terminal voltage is greater
than the voltage of the battery that addresses the base minimum state-of-charge.
The charging current gets regulated to deliver a current component that indicates the
magnitude of the force to raise the battery terminal voltage to a level that correlates
to the most extreme state-of-charge. The quantity of discharging and charging flows
is being used to compute the overall battery current. This plan’s active part of I* was
set to zero so that the battery would still not provide responsive force; this part can
also fluctuate.

*Delta

0.0

Comparator

PI 
Controller

PI 
Controller

+
-

+
-

Vpv

Vpv

Vpv_min

Vpv_max

Ppv

Pref +
-

*Iq_ref

*Id_ref

Fig. 6 Control Strategy for the battery charging and discharging



1074 V. Hemant Kumar et al.

5 Simulation Result and Analysis

Thorough simulation studieswere accomplished onMATLAB/Simulink climate, and
the outcomes got for different working conditions are introduced in this segment.
The upsides of boundaries utilized in the model for reenactment are recorded in
Table 1. The powerful contribution to the proposed framework during the activity
is displayed in underneath figures. In Fig. 7 shows unexpected decrement and slow
expansion in sun powered radiations levels as a contribution to framework.

For assessing the exhibition of the proposed framework created, the framework is
reenacted to testing situations. Figure 8 shows outrageous changes happening while
at the same time changing over the sun based light levels to accept uniform insolation
at the primary stretch when t < 1.5 s and t > 6 s by maintaining it around 36 V. The
temperature is taken as constant value of 25 °C (Fig. 8).

Figure 9 shows the recreation aftereffects of the PV exhibit power utilizing the
P&O MPPT. It tends to be seen that the comparing yield force of the PV exhibit
moreover gives a clearer understanding during the finding system, a different figure

Table 1 Parameters of a
single PV model

Parameters Value

Solar Irradiance; Gref 1000 W/m2

Cell temperature; T ref 25 °C

Open circuit voltage; Voc 38.8 V

Short circuit current; Isc 5.96 Amps

Maximum voltage; Vm 36.7 V

Maximum current; Im 5.58 Amps

Temperature co-efficient 6.175%
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Fig. 7 Varying solar radiations input to the PV system
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Fig. 9 Power generated from PV system with efficient MPP tracking

of the PV voltage portrayed in Fig. 8. The immediate force extricated from the PV
exhibit utilizing the P&O calculation shows the proficiency of following force by the
MPPT calculation compasses to its greatest cutoff for time stretch 1.5 to 6 s during
its activity.

Figure 10 shows the yield force of the DC/DC help converter related to multi-PV
cluster and BDC with battery. The force from the battery and the heap concerning
load variety and the natural conditions can keep upwith steady voltage as for changes
happening it close by. The state-of-charge and the nominal voltage of the battery are
shown respectively in Figs. 10 and 11.

The critical boundary of Battery energy stockpiling framework is state-of-charge
(SOC). Its function (SOC) demonstrates the leftover power of a battery cell and is
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Fig. 10 DC link voltage by boost and battery during their operation

Fig. 11 The state of charge (SOC) of BESS

perhaps the main boundaries to pass judgment on battery states. An exact assessment
of SOC can be utilized to deflect over-charging or over-releasing battery. Figure 12
shows the reproduction consequences of the SOC assessment by proposed frame-
work at SOC half essentially cover the majority of the unique force from the PV
frameworks.

In Fig. 13, it can be noticed that current drawn from and rush in the battery is able
to track the reference battery current for an efficient flow of power from source and
to the load while maintaining the constant DC link voltage during its operation for
charging and discharging the battery.

When the system is able tomaintain steady voltage for theBLDCmotor for driving
its load, solar irradiance is dynamic. Figures 13 and 14 shows the experimental



Photovoltaic Systems Incorporated with Energy Storage … 1077

Fig. 12 Waveform showing charging and discharging cycles

Fig. 13 Speed response of BLDC drive for dynamic load at 8 s

results of speed and torque response of the motor drive during the dynamic changes
occurring in the system. It has been observed that the estimated and actual speeds
differ of 40 rpm under free running condition of constant load of 2 Nm.

The above waveforms shown in Figs. 13 and 14 depicts the steady operation of
BLDC drive for agricultural implements satisfies under various varying insolation
conditions for proposed topology criteria.
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Fig. 14 Electro-magnetic torque for sudden change in load

6 Conclusion

The projected proposal in this paper indicates the integration of battery storage into
PV systems which uses a dc-dc converters (i.e., boost and BDC), which are seen as
of operating as charge controllers and MPPT features on a real-time basis. The key
objective of this type of configuration is to enhance PV system production as total
energy, improve PV system control to maintain dc-link voltage during power curtail-
ment, and achieve high efficiency when compared to other conventional approaches
that do use multiple power converters. Moreover, the suggested scheme provides a
low cost for battery-integrated PV systems with motor drive to power agricultural
loads. ThroughMATLAB/Simulink simulations of case studies with irradiance vari-
ation for a dynamic input, the detailed procedural aids of the stated configuration
with respect to output produced by PV for smoothing the power and adapting the
power generated while in operation were established. Finally, the steady-state opera-
tion as employed for Dc-Dc converter’s and its performance, as well as the variation
of various operation modes, were verified and validated, with the results provided.
The framework is illustrated through stimulation in the MATLAB. The proposed
configuration is capable of supplying uninterruptible power to dc motor drive loads,
and ensures removal of surplus photovoltaic power into the BESS.
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Residential Feeder Energy Audit
Analysis and Recommendation with
Aid of Software

K. Anitha, Shailesh, L. Ramesh, and Murugananth Gopal Raj

1 Introduction

Energy demand is an increasing pressure for any government. For the developing
country like India, the energy generated decides the economic growth of the country.
It is found that India has increased its installed capacity from 271.722 GW in 2015 to
383.37 GW (31May 2021). An energy audit can be defined as a process of inspecting
a building to identify the areas of energy loss at different level in order to reduce the
energy consumption and improve the overall efficiency.

The imbalance can be reduced by using the energy efficiently and by conserving
the energy. During study, we found that in India nearly 24% of total generated elec-
tricity is consumed by domestic users which would increase to eight times higher in
2050. As a consequence, Bureau of Energy Efficiency (BEE) has implemented norms
for appliance (star rating systems) for use of energy efficiently and conservation of
energy. By which, we can save nearly 20–30% of total energy generated by energy
conservation in residential houses by efficient way of usage lighting systems, air
conditioners which use almost 15–25% of electricity used, washing machine which
accounts about 25% of electricity bill and geyser/water heaters.

In order to reduce energywastagewith household users, several energy auditswere
undertaken at various home sites, and the results are provided in the next chapter.
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2 Literature Study on Residential Audit

A residential energy audit is one of the energy conservation methods in which the
energy flow consumption of a house is analysed in order to provide the best strategies
to increase home heating and air-conditioning efficiency. We would like to showcase
a few residential audits in this chapter, which were conducted in a multitude of
localities.

The audit has been conducted by Awanish and his team, at a residence in Madu-
ravoyal, Chennai-600095, in 2015 [1]. And after all the data acquisition analysis, it is
simulated in ETAP. There were two types of recommendations suggested : (1) with
investment and (2) without investment, on implementation of the suitable SLD via
ETAP. Through daily load analysis, a 50% reduction in load current was discovered.
Priyanka and her team conducted the audit of a distribution feeder in Chennai in 2016
[2]. This audit proposed two sorts of recommendations for all 132 residences. The
suggestions are tested with ETAP programme. Following their recommendations,
they could see a 35% reduction in power losses.

The survey was conducted by R. Pieterse and his team in South Africa in 2004
[3] at smart buildings, where huge loads are consumed. This research proposes a
wireless sensor network-based measuring system to monitor real-time energy usage
of household appliances and show the results on a computer’s graphical user interface.
ACORD is an appliance coordination mechanism introduced by Kantarci et al. A
minimum of 16.6% cost savings is recommended. An inspection was conducted
by Luis pirez-lombard et al. on the buildings energy consumption information in
the UK in 2007 [4]. The study or audit’s final conclusion is that private initiative
must be combined with government involvement to promote energy efficiency, new
energy production technologies, reducing energy consumption and improving public
knowledge of the rational use of energy. In 2013, Jukka Heinonen et al. conducted an
energy audit of urban and rural households in Finland [5]. With the help of this audit,
they proposed changing the way people consume power as well as implementing
renewable energy sources. In order to lessen the environmental burdens associated
with energy production, attention should be made to the fuels used.

Mathur et al. in 2018 [6] audited the U.A.E institutional building. (1) Schedule
and adjust AHU connected to BMS system to reduce bulk energy consumption. (2)
Manage the AHU’s frequency to control the motor/fan speed without sacrificing
the occupant’s comfort. (3) Determine the temperature settings of various building
zones to maximise energy efficiency. (4) Installation of tint windows and automatic
revolving doors are recommended.Building audits can enhance energy efficiency and
minimise energy consumption by improving HVAC and lighting systems. Pao and
Chen [7] surveyed the relationship of developed countries between energy consump-
tion, economic growth and carbon emission. The panel co-integration found that a
long-term, balanced relationship exists between carbon emissions and economic
growth, and these two variables are interdependent. During a time of economic
growth and clean energy usage, the study hypothesises that feedback will occur.
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To support energy research initiative towards United Nation Sustainable Develop-
ment Goal 07, Dr. M.G.R. Educational and Research Institute has taken initiative in
the year 2017 and inaugurated The Institution ofGreen Engineers-Energy Saving and
Awareness club named “ IGEN GREEN9 MGR ENSAV CLUB”. The contributed
research works under the pilot projects [8, 9] were published in Scopus publications,
and the reports are published by the Research Forum IGEN-GREEN 9 (Energy Effi-
ciency Research Group). This works in line with the energy conservation research
on residential places. In the following chapter, we thoroughly examined the residen-
tial feeder data, to which 65 houses were connected. In order to reduce the tariff,
three types of recommendations were proposed using ETAP simulation based on the
category of houses.

3 Data Observation and Simulation

As a first step, we audited a home and provided the results in a single-line diagram
made by ETAP simulation software, along with recommendations to minimise
electricity usage and cut electricity bills.

4 Data Observation

Residential power utilisation surveys have been completed for 65 homes. The prelim-
inary auditwas carried out in accordancewith procedure. The complete survey results
are shown in a pie chart. Through the survey, we found that most of the electricity is
wasted in the home, and that raising awareness about electricity is essential.

Figure 1 demonstrates that 1 ph current is used by 10.8% of persons in their
homes, whereas 3 ph current is used by 89.2%. 47.7% of people are unsatisfied with
the electricity bill they get, while 52.3% are happy with it.

The graph in Fig. 2 reveals that just 10.9% of people have put their micro-
renewable power generation to use, whereas 88.1% have. It also shows that 42.9%
of people know about equipment with star ratings while 57.1% do not.

Figure 3 shows that about 13.8% people uses florescent bulb, whereas 86.2% uses
CFL and 40% uses LED bulb.

Figure 4 emphasises percentage of consumer who have awareness about the star-
rated equipment.

Detailed Audit
The second phase of work began with a feeder inspection and a preliminary audit of
the house connected to that feeder. Underground power has been provided to themini
pillar box from a 500 KVA distribution transformer, and from there, three-phase and
one-phase power have been provided to the consumers for two streets. One standby
transformer has been installed at the intersections of both streets for backup purposes.
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Fig. 1 Ratios of different types of supply found in the home and the proportion of customers that
are happy with EB

Fig. 2 % of installed renewable power generation and % of star-rated machinery and apparatus

Fig. 3 % of different lighting used by consumer
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Fig. 4 % consumers
conscious of the star-rated
equipment

A single-line diagram (SLM) of the feeder has been drawn as well as the necessary
voltage and current details of R-Y-B-N phase (phase-to-phase and phase-to-neutral)
of all the pillar boxes have noted (Fig. 5).

Finally, SLD was created with the support of electrical transient analysis
programme (ETAP). ETAP simulation provided the various load flow analysis curves
aswell as the accuracy of power utilisation by the consumer in that feeder. Depending
on the various outcomes based on the survey results, the house has been classified
into three types based on the tariff and power consumption.

(i) Tariffs starting at Rs. 4000 and going up from there.
(ii) The price range is 2000–4000.
(iii) Tariffs of Rs. 2000 or less.

We considered one house sample from each category, where significant waste was
discovered and conducted an energy audit (Tables 1 and 2).

5 Recommendation

The residential feeder audit in Chennai, Kambhar Nagar, included feeder inspec-
tion as well as a preliminary audit of 65 houses connection to the inspected feeder.
Two streets are served by a three-phase and a single-phase supply provided by an
underground 500 KVA distribution transformer. Based on their energy consumption
tariff, house were categorized into three types. A complete detailed house audit is
conducted for one house from each categories. All of the houses’ SLDs have been
drawn and simulated in ETAP feeder. Individual and overall voltage and current
graphs have been plotted and compared with and without audit.

The first house category (1-BHK): There is very little equipment in that house, but
the losses are significant, which we identified and implemented in ETAP. In Fig. 6,
we can see the variation of current comparison with and without recommendation.

Houses in the second category (2-BHK): There was a limited amount of equip-
ment in that house, but it was accompanied by losses and old equipment, which we
discovered and implemented in ETAP. Figure 7 shows voltage comparison with and
without recommendation can be seen.



1086 K. Anitha et al.

Fig. 5 Single-line diagram of the feeder

Houses in the second category (2-BHK): There was a limited amount of equip-
ment in that house, but it was accompanied by losses and old equipment, which we
discovered and implemented in ETAP. Figure 8 shows n voltage comparison with
and without recommendation can be seen.
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Fig. 6 Voltage in different bus compared with and without recommendation
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Fig. 7 Current in different bus compared with and without recommendation

Fig. 8 Voltage in different bus compared with and without recommendation
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Fig. 9 Current in different bus compared with and without recommendation

Figure 9 compares the current of the feeder in different buses with and without
recommendations. It has been determined that the fluctuation is in the feeder,
which is caused by some consumers using the equipment incorrectly and equip-
ment consuming more power than necessary. As a result, we proposed some general
recommendations with and without investment, which were implemented in ETAP.

Figure 10 represents the voltage of the feeder in the various buses and compares it
with and without recommendations. It has been determined that the fluctuation is in
the feeder, which is caused by some consumers using the equipment incorrectly and
equipment consuming more power than necessary. As a result, we proposed some
general recommendations with and without investment, which were implemented in
ETAP (Fig. 11).

When comparing before and after recommendations, the overall power savings are
approximately 30% of the total power. The biggest savings are in the three-bedroom
house, which had a lot of heavy and old equipment.

Fig. 10 Voltage in different bus compared with and without recommendation
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Fig. 11 Current conditions in various buses when compared with and without recommendations

6 Conclusion

Finally, we have come with different ideas to implement the renewable source of
energy and also create awareness about the usages of equipment and saving the power.
We also recommend aspects of using renewable resources, tree plantation around the
building and make changes in the installation procedure for an effective, efficient,
cleaner and greener environment. From the overall installed capacity, 24% power
has been utilised by the residential, and the wastage of power is mostly done by the
domestic users.After implementing the suggested recommendation,weobserved that
the total energy consumption was reduced upto 30%, which changes the environment
more economically sustainable and freely available in the nature, that all wastage
reduction and power management can be done through energy audit, which is very
important to have better and balanced power with the sustainable range.

Table 1 Major equipment used in that 1-BHK house

Equipment No. of. equipment Watt Running, time/h Total units, used/month

Tube light 4 18 6 13

CFL 4 15 6 11.6

Fridge 1 200 3 144

Iron 1 1000 1 20

TV 1 80 8 19.6

Fan 2 70 4 17.36

LED 1 8 4 0.99

Fridge 1 200 24 148
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Table 2 Major equipment used in that 2-BHK house

Equipment No. of equipment Watt Time Total energy
used

Tube light 8 18 20 89.28

Fridge 1 200 24 148

AC 1 1000 7 7

TV 1 80 5 19.6

Fan 4 70 20 173.6

CFL 4 17 4 8.432
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An Investigation into the Applications
of Real-Time Simulator in Experimental
Validation of PMSM-Based Electric
Drive System

Anjaly Mohan, Meera Khalid, and A. C. Binojkumar

1 Introduction

Power electronics is one of the key technologies in any industry and is instrumental
in the fast-growing renewable energy and electric vehicle automotive industries [1].
Performance, cost and reliability must be considerably improved to fully harness
its potential. Simulation of testing systems by real-time digital simulation is not a
very new idea. But in power electronics and drive industry, it is rare because of
the difficulty in getting the small-time step required for simulation, since power
electronic systems are switched dynamic systems requiring fast switching [1]. In
academic research area, the experimental validation of the concepts is a challenging
task due to the difficulty in setting up the hardware and the time and cost involved. The
simulation software such asMATLAB and PSIM are used in research but they are not
real-time simulators. The Hardware-In-Loop simulator developed by Typhoon is a
promising solution to this problem. It is a real-time simulator in which the simulation
time exactly matches with the real world-clock time. This enables the users to study
and analyze the systems in real-time.
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Many research works are carried out in various fields with the aid of real-time
simulation tools and Typhoon HIL is a good platform with rich FPGA resources [2].
Various industrial applications of real-time simulation in the fields of avionics, motor
drives, power systems and robotics are presented in [3]. Application of real-time
simulator in modeling and testing of electric vehicles is detailed in [4–7]. PMSM
drives are implemented and tested in HIL mode to validate respective findings in
Field Oriented Controlled (FOC) drives, sensor less control, etc. in [8–11]. A wind
turbine emulator based on squirrel cage induction motor is implemented and tested
using HIL 402 in [12]. The problems like modeling accuracy, bandwidth and system
stability associated with real-time simulation platforms are discussed in [13].

Hardly, there is any literature detailing the procedure to be followed while using
such real-time platforms. Also, the HILmode of operation of the real-time simulators
is explained in almost all the past works whereas, the Rapid Control Prototyping
(RCP) and Rapid Batch Simulation (RBS) modes are little explored. This paper
aims at real-time analysis of a PMSM drive with space vector PWM control, by
utilizing the RBS and RCP modes of operation. First part of this paper describes
implementation of a PMSM drive system in RBS mode with a virtual motor. The
next part validates experimentally the simulation results obtained in RBSmode using
the Rapid Control Prototyping feature of the simulator.

The organization of the paper is as follows: In Sect. 2, a brief description about
the real-time simulation and the three modes of operation is given. Section 3 details
the features of Typhoon HIL. Section 4 deals with the implementation of the drive
system in this platform and Sect. 5 deals with the simulation and experimental results.
The concluding remarks are given in Sect. 6.

2 Real-Time Simulation

Real-time simulation refers to executing themathematicalmodel of a physical system
in real-time, where the execution time is same as the wall-clock time. Configuring
models to execute in real-time has many advantages and applications. The following
are the different ways in which real-time simulation platform can be utilized in
industrial, academic as well as research applications.

1. Rapid Batch Simulation.
2. Rapid Control Prototyping.
3. Hardware-in-Loop testing (HIL)

In massive batch run test, simulation is accelerated by rapid batch simulation
method. In this technique, both the controller and the plant are modeled inside the
simulator.

In rapid control prototyping scheme, a real-time simulator is used to quickly
implement a controller which controls a real plant. This enables fast experimental
testing in a plant with minimal implementation time. The controller is inside the
simulator in RCP, which controls the actual plant.
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The Hardware-in-Loop testing mode is just reverse of RCP mode. An actual
controller is tested on a virtual real-time plant which is modeled inside the simulator.
The controller is outside the simulator and the plant is inside the simulator. This is
especially useful when the actual plant is large and complex like a ship or an aircraft
and testing on the actual plant requires much time and cost.

3 Features of the Typhoon HIL Real-Time Simulator

The real-time simulator HIL 402 used in this work has 20 ns PWM resolution which
makes it highly suitable for wide band gap devices like SiC. It comprises mainly of
two parts; one is a software part and the other one is a hardware part. The software
part can either be run and viewed as an independent system or connected to the
hardware part, to connect with the external plant.

3.1 Software Section

Schematic editor in software section is used to draw the schematic diagram and
the SCADA platform, which is a graphical environment helps to view the simulation
results, using the built-in oscilloscope. Schematic Editor allows to create high-fidelity
models of the power stage for real-time simulations. It has a library, from where the
necessary components for creating the simulation model are selected. The waveform
for analysis is viewed in the SCADAplatform by connecting digital or analog probes.

3.2 The Hardware Module

Hardware module is used to interface the simulator with a controller, as in the case of
HIL mode of operation or to a real plant, as in the case of Rapid Control Prototyping.
In this, 16 analog Input/Output pins (I/O) and 32 digital I/O pins are available for
interfacing. I/O pins are configured using the SCADA panel.

4 Implementation of Drive System

In this article implementation of a 1.07 kW PMSM drive in RBS and RCP modes of
the HIL 402 real-time simulator is done and its performance analysis is carried out.

After compiling the model of the drive system created in the schematic editor,
the control is passed to SCADA where necessary waveforms are observed. The
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analog/digital input/output (I/O) pins of the Typhoon HIL simulator is configured
appropriately, to connect to the external hardware.

In RBS operation while switching from schematic editor to SCADA, “Load the
model to virtual device” mode is selected. In RCP operation, since hardware unit is
involved, the control is automatically passed to SCADA.

4.1 Rapid Batch Simulation

In rapid batch simulation, both the controller and the plant are modeled inside the
simulator. The motor can either be modeled from the basic equations or the available
library model can be used. In this example, model of the PMSM is developed using
d–q rotor reference frame theory and the equations used are as follows [14].

vq = Rsiq + ωr
(
Ldid + λ f

) + p
(
Lqiq

)
(1)

vd = Rsid − ωr
(
Lqiq

) + p
(
Ldid + λ f

)
(2)

The developed electromagnetic torque in the motor is given by,

Te = 3

2

P

2

(
λd iq − λq id

)
(3)

where vd and vq, id and iq, Ld and Lq, λd and λq are the d-axis and q-axis stator
voltages, currents, inductances and flux, respectively. Rs is the stator resistance and
λf is the rotor flux. The mechanical torque equation is,

Te = Tl + Bωm + J {dωm/dt} (4)

Solving for the rotor mechanical speed from Eq. (4).

ωm =
∫
{(Te − Tl − Bωm)/J }dt (5)

ωr = ωm{P/2} (6)

In the above equations,ωr is the rotor electrical speed andωm is the rotor mechan-
ical speed. Te and Tl are the electromagnetic torque and load torque, respectively. B
and J are the viscous damping coefficient and inertia of the motor. The basic block
diagram of the control strategy used for the speed control of PMSMdrive is presented
in Fig. 1. The speed of the motor is feedback and is compared with the reference
speed. The PI controller output represents the angular frequency, which is used to
determine the frequency of the required stator voltage of the motor (f *). The drive
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Fig. 1 Block diagram for the control of PMSM drive

control block generates the voltage command using the frequency command as the
input. The sine wave generator generates three 120° shifted sinusoidal modulating
signals (mR, mY , mB) using the commands from the drive control block. Modified
modulating signals (mR*, mY*, mB*) required for carrier-based space vector PWM
(SVPWM) are generated by the logic shown in Fig. 2.

Carrier-based space vector PWM generates equivalent switching patterns as
conventional space vector PWM. Different PWM techniques used for inverter fed
drives are detailed in [15–17]. In Fig. 2, the modified reference signals are generated
by injecting a common mode signal (mcm) to the three-phase, sinusoidal modulating
waves. These reference signals are then compared with a high frequency triangular
carrier wave to obtain the pulses for each of the Insulated Gate Bipolar Transistor
(IGBT) switches in the 3-phase inverter.

Fig. 2 Modulating signal generation for carrier-based space vector PWM
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4.2 Rapid Control Prototyping

In rapid control prototyping, the controller is implemented inside the simulator and
the control signals are taken out with the help of the hardware module, through
the I/O pins and is used to drive the actual inverter stack. The block diagram for
Rapid Control Prototyping is shown in Fig. 3. PWM isolation module is used for
providing isolation and amplification of the gate signals. In this experiment, a 3-phase
IGBT-based Semikron inverter module is used to power the motor.

5 Simulation and Experimental Results

The simulation study is carried out in RBS mode and the same is experimentally
validated in RCP mode. A 1.07 kW PMSM is used in both the cases. The motor used
is a surface mounted type (having equal d-axis and q-axis stator inductance) and the
parameters of the motor are listed in Table 1.

Fig. 3 Schematic diagram of the RCP mode of operation for a PMSM drive

Table 1 Parameters of motor Symbols Quantity Value

Prated Power 1.07 kW

V Rated bus voltage 300 V

N Rated speed 4000 rpm

Rs Stator resistance 2.2 �

Ld , Lq d-axis and q-axis stator
inductance

8.2 mH

P Number of poles 4

J Moment of inertia 5.53 * 10–4 kg m2
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5.1 Rapid Batch Simulation

The simulation diagram prepared in schematic editor of HIL for RBSmode is shown
in Fig. 4. This study is carried out to analyze the performance of the drive in terms
of its speed, torque, line voltages and stator current. SVPWM technique used here
is an effective method to mitigate the harmonics in the output voltage of the inverter
and to enhance the DC bus utilization. After compilation from schematic editor, a
new SCADA panel is created to control the system. Capture/Scope in SCADA panel
is an important widget used to view the waveforms at different parts of the model.

Continually running waveform is observed in scope, whereas it is captured using
the capture mode. The entire control panel in SCADA is shown in Fig. 5. The motor
is controlled by the commanded speed applied from the panel by means of slider.
The load torque of the motor is varied by means of a torque slider provided in the
panel. The controller gains Kp and Ki are designed and calculated using symmetric
optimum principle. The values obtained are Kp = 0.9 and Ki = 4.9.

Gages used for displaying the speed and torque shows exact tracking of the refer-
ences given. The trace graph depicts the speed of the machine in rpm. All the wave-
forms depicted in this paper are plotted in MATLAB by exporting the data points to
mat format. The 3-phase modulating signals shown in Fig. 6 corresponds to a funda-
mental frequency of 50 Hz. The shape of the modulating signals owes to addition of
third harmonic components to the three-phase sinusoidal reference signals.

These signals are compared with triangular carrier of 5 kHz frequency (it is
possible to develop switching signals up to 200 kHz) to generate the required
switching signals. The switching pulses for the switches in the first leg of the inverter
(S1 and S4) are given in Fig. 7 and these pulses are 180° phase shifted from each
other. The pulses for top switches of the inverter (S1, S3 and S5) are given in Fig. 8.
Here, 2 cases are considered for validation. One is the no load condition, where

Fig. 4 Simulation diagram for rapid batch simulation
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Fig. 5 SCADA panel for RBS mode of operation

Fig. 6 Modulating signals for PWM generation obtained in simulation in RBS mode for a
fundamental frequency of 50 Hz
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Fig. 7 Gate pulses to the switches in the first leg of the inverter obtained in simulation with RBS
mode

Fig. 8 Gate pulses to the top switches of the inverter from simulation in RBS mode

speed reference is changed through a speed reference slider and second is the loaded
condition, where load torque is applied using a torque slider at 1500 rpm.

The time variation of speed of the motor at no load condition is shown in the
Fig. 9. Initially the motor is made to run at fundamental frequency of 50 Hz and
after achieving steady state condition, the frequency is reduced to 40 Hz at 4.75 s.
Correspondingly, the speed varies from 1500 to 1200 rpm. From the results, it is
evident that the speed is following the given reference and is achieving the steady
state quickly. Corresponding currents measured from the motor terminals are given
in Fig. 10.

At 1500 rpm, the motor is drawing a sinusoidal stator current of 4.1 A (rms) and
when the speed reference is reduced to 1200 rpm, the current reduces to 3.5 A (rms).
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Fig. 9 Simulated speed behavior for a step change from 1500 to 1200 rpm at 4.75 s under no load
condition with RBS mode

The variation of electromagnetic torque developed, corresponding to a step change
in load torque from no load to full load, at a speed of 1500 rpm is depicted in Fig. 11.
The step change is given at 4.75 s. The non-sinusoidal components in the voltages
at the inverter terminals induces ripples in torque. Two line voltages corresponding
to 1500 rpm are depicted in Fig. 12 and it is clear that the fundamental line voltages
are shifted by 120°.

5.2 Rapid Control Prototyping

The results obtained in simulation carried out in RBSmode is verified experimentally
in RCP mode and the schematic diagram for the same is displayed in Fig. 13. The
PWM strategy used here is the same carried-based Kim–Sul approach adopted in
the simulation. The entire laboratory set-up for RCP mode of operation is shown in
Fig. 14. A 1.07 kWPMSM is used as the target motor and is powered using Semikron
make two level voltage source inverter module. Hardware module of HIL consists
of the main module HIL 402, the Digital Signal Processor (DSP 100) and the TI
controller (TMS320F28335). The control algorithm is simulated in the software part
of HIL and the generated gate pulses are taken out through the hardware module.
PWM isolation module used in this experiment functions as an isolator as well as an
amplifier to boost the level of the pulses generated from the HIL real-time simulator.
Figure 15 shows the modulating signals generated for the three legs of the inverter
and are exactly matching with that of RBS mode. The injection of third harmonic
component introduces flattening effect at the tip of the sinusoidal modulating wave
which ensuresmoreDCbusutilization.Thegiven result corresponds to a fundamental
frequency of 50 Hz. The experimentally generated gate pulses for the two switches
on the first leg of the inverter with a switching frequency of 5 kHz is shown in Fig. 16.
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Fig. 10 Simulatedmotor stator current waveform for a step change in speed from 1500 to 1200 rpm
at 4.75 s under no load condition with RBS mode

The pulses are of 15 V magnitude and are 180° out of phase with each other. A dead
time is introduced between these pulses to avoid the shoot through problem in the
inverter. Figure 17 depicts the PWM pulses given to the top switches of the two level
inverter and are 120° in line with the simulation results. The pulses are 120° shifted
to each other. The line voltage is measured using Tektronix P5122 high voltage probe
and the waveforms obtained are as in Fig. 18. The voltages are maintaining a phase
shift of 120°. The experimentally obtained stator current corresponding to a speed
of 1500 rpm is measured using Tektronix TCP312A current probe and is shown in
Fig. 19.

The current magnitude is seen to be 4.1 A with 1 A/V range selected in current
probe. The stator current obtained is a sinusoidal function corresponds to a funda-
mental frequency of 50 Hz. Two line voltages Vry and Vyb are shown in Fig. 18 in
order to depict the exact shifting between them. The line voltage and stator current
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Fig. 11 Simulated electromagnetic torque developed for a speed of 1500 rpm with step change in
load torque from no load to rated load at 4.75 s in RBS mode

Fig. 12 Simulated stator line voltages Vry VryVry and Vyb of the motor for a speed of 1500 rpm
in RBS mode

waveforms obtained by experiment (RCP mode) are identical with the simulation
results (RBS mode). The extensive simulation and experimental results validate the
efficacy of Typhoon HIL real-time simulator in emulating any complex system even
when the actual system is not available.
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Fig. 13 Simulation schematic for the generation of control signals in RCP mode

Fig. 14 Laboratory set-up for RCP mode of operation of PMSM drive with HIL 402
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Fig. 15 Experimentally generated modulating signals in HIL with RCP

Fig. 16 Experimentally generated gate pulses for the first leg of the inverter in RCP mode of
operation

6 Conclusion

Implementation and experimental validation of a PMSM-basedElectricDrive system
using Typhoon HIL 402 simulator is discussed in this paper. The motor is controlled
using space vector PWM fed inverter. Two example models are created in Rapid
Batch Simulation and Rapid Control Prototyping modes and implementation of the
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Fig. 17 Experimentally generated gate pulses for the top switches of the inverter in RCP mode

Fig. 18 Experimentally generated line voltages Vry VryVry and Vyb in RCP mode

same is explained. The experimental results are well matching with the theoretical
prediction and the simulation results. Complex control schemes like Field Oriented
Control, Direct Torque Control, Sensor less control, etc. can also be implemented
in a similar manner. It is possible to model and test electric vehicles, microgrid and
power system protection schemes using this platform.
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Fig. 19 Experimentally
obtained R phase stator
current in RCP mode
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A Genetic Algorithm Approach
for the Optimal Allocation of On-Site
Generation in Radial Distribution
Networks

Kasala Rajesh and J. Viswanatharao

1 Introduction

Electrical distribution system’s power consumption is steadily increasing, resulting
in increased load and voltage degradation. Restructuring idea has been already imple-
mented in existing power networks; distributed generation (DG) has gained interest
for its potential application. Distributed generation is when energy is created and
delivered using small-scale technologies closer to its end users. Two main types of
DG technologies used in distribution networks are renewable energy sources and fuel-
based energy sources. Distribution network’s operation is severely impacted by DG
installation. Location of DG is essential because an inappropriate placement might
result in power loss and voltage instability, and many studies have been conducted
to decrease loss in distribution network [1].

The issue may appear to be a DG location issue, but it could also be a power
quality (PQ) issue since it lowers voltage sag, which is definitely the most critical
power quality issue. The magnitudes of voltage sags are strongly connected to the
network’s short circuit level. Because the failure level in distribution systems was
relatively low, voltage sag is a key issue in distribution systems. DG connections raise
the short circuit level, which tends to decrease voltage sag. As a result, changing the
location of the DG connection may be an efficient strategy to decrease voltage sag.

The majority of sustainable power stations are expected to be connected as decen-
tralized generators (DGs). They are defined in [2] as electric power producers or
storage with capacities ranging from a few kilowatts to tens of megawatts that are not
part of amajor centralized power systemand are situated closer to the consumers.As a
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result, theyminimize the requirement for centralized energy production, transmission
line losses, and voltage instability nearer to feeder terminals.

If DG is installed properly, voltage profile of systemwill be improved, and system
losses will be reduced. Several variables, like as environmental, financial, and tech-
nical factors, should be considered before installing DG in distribution networks. [3]
have established analytical methodologies for proper position of DG in distribution
network for loss reduction.

Numerous optimization strategies are utilized in the literature [4]. Hung [5]
presents an analytical approach for determining the best allocation of on-site gener-
ation. The majority of the papers use population-based meta heuristic algorithms as
solution techniques. This includes particle swarm optimization, genetic algorithms,
and evolutionary programming, in which many objective functions are aggregated
to produce a single objective function and optimized.

The remaining sections of the paper are structured in the following order: Second
section introduces fundamentals of genetic algorithms. Third section explains how
to solve most favorable DG placement problem, and it covers load flow method.
Section four gives an idea of an optimization problem and how to solve it with a
genetic algorithm. Simulation results are analyzed, and conclusions are drawn in
section five.

2 Problem Formulation

Major goal is to keep voltage limitations while minimizing overall active power
losses (Ploss). Recommended algorithm approach will be utilized to compute least
distribution loss and find out appropriate DG size and best position [4].

Objective function is mathematically formulated as follows:

Min. f 1 =
Nb∑

b=1

I 2b ∗ Rb (1)

where b represents number of branches and Nb and Ib are number of branches in
total and branch currents, respectively.

f 2(x) = min

(
V1 − Vj

V1

)
(2)

where j = 2, . . . . , Nbus and V1 = 1.05.
Following constraints apply to optimization problem:
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(a) Following are the limits for DG power

Pmin ≤ PDG ≤ Pmax ∀i = NDG

DG DG

(b) Limits for thermal are given as

IL_i ≤ IL_max _i

(c) At all nodes, voltage restrictions are as follows:

vmin ≤ vi ≤ vmax

Number and sizes of DGs:

These are the constraints which fall under the DG and themselves. Generally,
commercially available sizes of DG are discrete in nature [4]. By partial derivating
Eq. (1), system total real power losses will be minimum with respect to injected
power.

PDGn = PDGn − 1

αnn

n∑

m

∑

m �=1

αnm Pnm − βnmQm (3)

QDGn = QDGn − 1

αnn

n∑

m

∑

m �=1

(αnmQnm + βnm Pm) (4)

The sizes of DG can be determined by combining Eqs. (3) and (4). The optimal
placement for DG is decided on the basis of lowest real power at the bus.

OPF = PDGn√
P2
DGn + Q2

DGn

(5)

Optimal allocation

As the method proposed in [4] is used for an optimal location, by this method first the
various locations with respective optimal sizes are calculated for different DG, and
their losses were calculated with optimal sizes for each case. Selection of optimal
location of each DG is based on the case which gives minimum losses. The main
advantage of this method is when dealing with the large distribution system, we can
avoid the unnecessary computations which can save time.

Practically, complex distribution system consists of less number of sources, many
buses, lines, and loads. As the power factor of each loadwill not be same, if each local
DG supplies to each load, then each DG power factor will be equal to their respective
load, where it results no current flow in lines. It shows total line power loss is zero.
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So it is unnecessary to use transmission line in such locations, and it would be not
recommended since capital investment cost of DG is very high; therefore, it reflects
there should be a limited number of installed DG in the system.

3 Proposed Methodology

The backward/forward sweep way of calculating power flow is an iterative approach.
The forward sweep is essentially a voltage drop computation with optional current
or power flow updates. Nodal voltages are refreshed in a forward sweep, beginning
with branches in the first layer and progressing to those in the final. The reverse
sweep is essentially a current or power flow answer with voltage revisions. It begins
with the branches in the final layer and progresses to the branches related to the root
node. Forward and backward sweep power flow method is used in this research, and
it is based on the usage of current injections that are similar [6]. Forward sweep and
backward sweep steps of load flow method are as follows.

Backward sweep:
In this step, the load current of each node can be calculated with N nodes in the
distribution system as equation (6):

−→
IL (n) = PL(n) − j QL(n)

−→
V∗(n)

(6)

[n = 1, 2, 3, 4 … N], where QL(n) and PL(n) denote reactive and active power
demand at node n, respectively, and (�x) indicates phasor values such as −→

IL , �V *, and
the following formula is used to compute the current in each branch.

−→
IL (nm) = −→

IL (m) +
∑

n

−→
IL (n) (7)

Forward sweep:

Following backward sweep, in this stage voltage is calculated at each node of a
distribution network, as follows:

�V (m) = −→
Vn(m) + �I (nm)Z(nm) (8)

where nodesm and n are receiving and transmitting end nodes for branch nm, respec-
tively, and Z(nm) is branch’s impedance. Equivalent current injections of node in
distribution system define this power flow technology.

Complex load Si of a node is described as follows:

Si = Pi + J Qi (9)
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Fig. 1 Genetic algorithm approach for optimal placement of DG

Figure 1 depicts the model of the proposed method. In this work, an approach is
developed for the location of several DGs and their size based on objective criteria,
with the goal of improving performance of the system. A genetic algorithm method
is used in the proposed structure. The suggested framework’s aims are to maxi-
mize voltage profile and reduce power loss [7]. The GA method is used for optimal
placement of multi-DG with appropriate size based on the objective function.

4 Problem Modeling with Genetic Algorithm

GA is based on evolutionary concepts like characteristic selection and a generation of
living organism. In this algorithm, the search method will be wisely randomized and
can have the potential to verify multiple closely spaced answers in a single iteration.
“It is based on Darwin’s Natural Selection and other evolutionary concepts” [7].

In general, there are three stages to search process in GA: Phase 1 is creation of a
primary population; an evaluation of fitness function was done in phase 2, and phase
3 is generation of a new population. Fitness function is the only variable that GA
optimizes. As a result, problem’s objective function and some of its constraints must
be converted into fitness function. This function, which is closely related to objective
function, measures quality of chromosomes [8–10].

A simplified version of entireMATLAB program is used for solving DG objective
function, which includes load flow algorithm and genetic algorithm. Figure 2 shows
the suggested optimization technique for choosing the best location and size of on-site
generator in a radial distribution system using a genetic algorithm.

5 Implementation and Results

MATLAB platform has been used to implement suggested genetic algorithm tech-
nique for optimal DG placement. A 33-bus, 11 kV radial feeder is used to test
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Fig. 2 Proposed genetic algorithm approach for optimal placement of DG
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Fig. 3 Single line diagram of 33-bus radial distribution test network

suggested approach. Single line diagram of a 33-bus radial distribution test system
is shown in Fig. 3. GA was repeated several times, each time with a different initial
population. Because primary population which offers earliest genetic chromosome
is generated at random, each experiment had a different set of results.

In general, method is entirely dependent on random processes.

5.1 Results of Computations Using Genetic Algorithm
Approach

In this analysis, forward and backward sweep distribution load flow is used. To
achieve required outcome for the 33-bus test system, a program/code was written in
MATLAB R2016a. Figure 4 shows a graphical depiction of system voltage profile
in basic scenario for a test system.

Figure 5 shows a voltage profile of 33-bus test systems with a disrupted load and
without any DG, and the voltage profiles are violated due to the change in load.
Active and reactive loads are modified as in [11]. When this case is implemented by
using the genetic algorithm, then the voltage profile will be enhanced.

The total active power generation is 3690 kW, with a total reactive power genera-
tion of 2843 KVAr, and total active power loss is 206 kW, with a 137 KVAr reactive
power loss. The minimum voltage without DG is 0.8823.

VSI is calculated for test network to determine appropriate node forDGplacement,
and bus numbers 6, 18, and 33 have lowest VSI value when compared to other buses,
as given in Table 1. It is obvious that device should be installed at bus’s weakest
location to enhance potential benefit. In consideration of this, bus numbers 6, 18, and
33 have been chosen as best locations for DG for 33-bus test system.
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Fig. 4 Base case voltage profile of 33-bus radial distribution test system without DG

Fig. 5 Voltage profile of test system with a disrupted load and no DG condition

Table 1 Computational results with genetic algorithm approach

Bus
location

Minimum
stability
index

DG size
(Mw)

Total DG
size
(MW)

Loss before
DG (kw)

Loss after
DG
(KW)

Power loss
reduction in
%
(KW)

6 0.7146 1.018 2.1 336.166 175.87 47.6

18 0.8607 0.4895

33 0.7882 0.662
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Figure 6 depicts a clear comparison of voltage profile in two different scenarios.
Case 1 shows the system performance with a disrupted load with out DG condition
and Case 2 shows the system performance was affected due to the disorganized
loading condition of the system, the performance was reduced and the constraints
were violated. When an on-site generator is placed in an appropriate location in the
disturbed load condition of the test system, it reduces losses while also improving
the system’s voltage profile.

Table 2 demonstrates outcomes of implementingDG for a 33-bus test systemusing
proposed GA approach. System’s minimum voltage after DG is 0.9335; proposed

Fig. 6 Voltage profile for 33-bus test system with load disturbance

Table 2 Obtained results of 33-bus test system with and without DG

S. No Bus No. Voltage profile’s (pu)

Base case At load disturbance After DG placement

1 1 1.0000 1.0000 1.0000

2 2 0.9975 1.0054 0.9979

3 3 0.9837 1.0259 0.9881

4 4 0.9755 1.0097 0.9829

5 5 0.9682 1.0123 0.9777

6 6 0.9498 1.0497 0.9649

7 7 0.9464 1.0007 0.9625

8 8 0.9416 0.9893 0.9531

9 9 0.9353 0.9537 0.9487

(continued)
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Table 2 (continued)

S. No Bus No. Voltage profile’s (pu)

Base case At load disturbance After DG placement

10 10 0.9295 0.937 0.9447

11 11 0.9287 0.9223 0.9441

12 12 0.9272 0.9258 0.943

13 13 0.9211 0.9155 0.9388

14 14 0.9188 0.9002 0.9372

15 15 0.9174 0.8945 0.9362

16 16 0.9161 0.8909 0.9353

17 17 0.9141 0.8873 0.9339

18 18 0.9135 0.8823 0.9335

19 19 0.9965 0.9922 0.9975

20 20 0.9929 0.9958 0.995

21 21 0.9922 0.9858 0.9945

22 22 0.9916 0.9838 0.9941

23 23 0.9794 0.9975 0.9855

24 24 0.9728 0.978 0.9808

25 25 0.9694 0.9598 0.9785

26 26 0.9479 1.0049 0.9636

27 27 0.9454 0.9955 0.9618

28 28 0.934 0.9871 0.9539

29 29 0.9258 0.9567 0.9482

30 30 0.9223 0.9355 0.9458

31 31 0.9181 0.9261 0.9429

32 32 0.9172 0.9156 0.9422

33 33 0.9169 0.9133 0.942

Bold text in the table reflect the best placement of DG in the system with respect to minimum
voltage.

GA approach has been found to reduce active power loss and improve voltage profile.
Figure 4 depicts voltage profiles for a 33-bus test system.

Incorporation of DG leads to a significant voltage profile improvement in the
systemwhen compared to base case and disturbed load condition and obtained results
are tabulated above.
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6 Conclusion

DG installation in distribution networks is critical in terms of electricity generation.
It improves voltage profile and helps distribution system to handle heavy loads while
also optimizing voltage profile and reducing losses. Purpose of this research is to
use a genetic algorithm to locate and size DGs in a radial distribution network, with
total active power loss of system as target. Simulation results also demonstrated that
good outcomes may be produced under disturbed loading situations, indicating that
proposed approach is feasible. After evaluating data, it was fulfilled that appropriate
on-site generator placement is favorable since it decreases system power loss and
improves distribution system’s voltage profile significantly.
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Nomenclature

A Area, m2

T Temperature, °C
me Mass of the water, kg
I Incident solar radiation, W/m2

k Thermal conductivity, W/m oC
η Efficiency (%)
P Saturated Vapor Pressure, Pa
hv Latent Heat, kJ/kg
μ Viscosity Coefficient, kg/m s
ρ Density of water vapor, kg/m3

Q Heat transfer coefficient, W/m2
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Greek and Suffix

a Air
g Glass
w Water

1 Introduction

Provision of freshwater is fetching a notable issue around the world. Most abundant
resources on earth are water, which covers about 3/4th of its surface. Only 3% (about
36 million km3) of it is the freshwater. Potable water is very scarce in arid and
semi-arid region, the issue being resolved by desalination.

Human civilization mainly depends up on fresh water resources. Contamination
of available fresh water resources by discharged sewage leads to further scarcity of
water. Naturally and freely available sunlight is used for the desalination of saline
(or) contaminated water. As a result of evaporation, yielded distillate water is without
heavy metal and salt impurities. Naturally available sunlight can be used as an alter-
native for the desalination of water at placed having low rainfall, arid and semi-arid
regions.

Hamdan et al. [1] showed that the productivity of freshwater mainly depends on
the value of radiation and the period of exposure. Productive yield of greenhouse
still for growing plants in the improved utilization of the available sunlight have
been analyzed by Selvakumar et al. [2]. Tiwari [3, 4] investigated the basin type still
which concludes that higher yield collector should be engaged only during daytime
analysis. Selvakumar et al. [5] observed the better performance still coupled with
charcoal absorber. Four-sloped basin solar still of area 0.986 m2 have been analyzed
by Jairaj et al. [6] and it is found that the observed efficiency is 33.99% while the
predicted one is 35.29%. Long term distillate yield of typical solar still is studied by
Mathioulakis et al. [7], Tripathi and Tiwari [8] and Singh and Tiwari [9, 10].

Shallow Solar Pond (SSP) is a thermal storage unit which is used for collecting
and storing incident solar radiation in the form of heat. Noteworthy model and tech-
nological application of SSP to industrial applicationwere studied byCasamajor [11]
and Dickinson and Neifert [12]. Application of SSP in Military had been analyzed
by Kudish and Wolf [13]. Results concluded that the water temperature depends on
its level. SSP with various water level were analyzed by Garg [14] and the results
inferred that better performance for the SSP with low water storage of around 4–
15 cm. Heat extraction of SSP had been investigated by Varghese and Awari [15]
and Kishore et al. [16]. Thermal performance of SSP with thermosyphon mode had
been studied by Casamajor and Parsons [17], Bansal et al. [18] and Sabetta et al.
[19]. Results concluded that thermosyphon mode is more efficient.

Chen et al. [20] studied role of ZnO/Al2O3 in the decomposition of hazardous
chemicals. Quynh et al. [21] demonstrated the COS conversion which reached
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the maximum level of 81% using ZnO/Al2O3 nanocomposites. Photocatalytic and
antibacterial studies were reported by Yadav et al. [22] and results showed the
optimal Photo-degradation of dye and improved antibacterial activity. Jensen et al.
[23] reported ZnO–Al2O3 nanoparticles and investigated their morphology.

In this report, for the first time, a shallow solar pond with heat extraction using a
copper heat exchanger coupledwith acrylic pyramid still to examine for high distillate
yield with and without ZnO/Al2O3 nanocomposites.

2 Materials and Methods

2.1 Synthesis of ZnO/Al2O3 Nanocomposites

All the reagents used in the experiments were in analytic grade was purchased from
SRL chemicals, India and used without further purification. The following chemicals
were used in the preparation method: Aluminum acetate [C6H9AlO6], Zinc acetate
[Zn(CH3CO2)2], ethylene glycol [C2H6O2], Urea [CH4N2O] and Deionized water.

In a typical process, the ZnO/Al2O3 nanocomposites were synthesized by using a
hydrothermal method, which is a solution reaction-based approach. Nanomaterials
which are not stable at preeminent temperatures are synthesized by hydrothermal
method. 0.02 M of Aluminum acetate [C6H9AlO6] and 0.02 M of Zinc acetate
[Zn(CH3CO2)2] are dissolved in 110 ml of Deionized water and 10 ml of ethy-
lene glycol dispersion agent is added along with it. 1 g of Urea via dropwise is
added to the above-mixed suspension and kept stirring for 30 min. Mixed solution is
heated for 8 h at 120 °C. Yielded sample is calcinated at 350 °C for 2 h to gain the
ZnO/Al2O3 nanocomposites.

2.2 Fabrication of Pyramid Solar Still (PSS)

Stainless steel material is used to design the PSS of area 0.50 m × 0.50 m. Height of
water storage basin is around 0.15 m. ¼ inch pipe is provided at of 0.13 m from the
base of the still for the inlet of water. Two pipes placed at the diagonally opposite side
in the base of the still is used for removal of salt contamination and also for water
circulation with SSP. Water collection segment of dimension 0.625 m × 0.0195 m
× 0.015 m is used to collect the distillate. 3 mm thickness of the transparent acrylic
sheet is used for top pyramid cover arrangement. PSS is placed in outer wooden box
with sawdust and glass wool for preventing the heat loss.
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2.3 Construction of Shallow Solar Pond (SSP)

SSP of dimension 1.05 m × 1.05 m × 0.15 m is designed by using thermocouple
and cement mortar. A base platform of a height of 0.1 m is laid with the help of
cement mortar. Its sides are covered with the help of bricks and cement mortar.
Thermocouples are placed at the bottom (0.15 m), middle (0.45 m) and surface
(0.60 m) of the insulation layer to measure the temperature of the SSP. The gap
between the insulation layer and the brickswall is also filled by pieces of thermocoles.
Water depth of 0.05 m is maintained and the surface is covered by a transparent
polythene sheet. Transparent glass plate with wooden frames is tightened using bolts
provided at the surface of the wall with cushions to reduce air leakage.

2.4 Experimental Arrangement

Performance of the SSP is studied by filling the pond with a 5 cm thickness of water
layer. The surface of the water is covered by using a transparent polythene sheet
which acts as an evaporation suppresser. The total volume of the water filled in the
storage basin is about 39 L. The hourly rise in temperature, incident solar insulation
and room temperature is measured. PSS basin is filled with 10 L of saline water
along with pre-calibrated thermocouples to observe the water and air temperature in
the basin. Distillate yield is collected using the measuring jars placed at diagonally
opposite ends.

In the combined performance study, the output of the still is the input of SSP
and the output of SSP is the input of the still. Input and output are connected with
CPVC pipes of diameter ¼ inch which is well insulated with glass wool of thickness
1¾ inch. This insulation is covered by using a PVC pipe of the inner diameter of 2
inches. Figure 1 shows the schematic representation of the combined performance
of PSS with SSP.

2.5 Characterization Techniques

Structural examination of the prepared sample was carried out by XRD, func-
tional groups associated with as-prepared samples were studied by FTIR spectrum.
Surface morphology of synthesized samples were investigated by SEM. Presence of
elemental analysis was conducted by Energy Dispersive Spectroscopy Spectrum.
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Fig. 1 Combined performance of Pyramid Solar Still (PSS) with Shallow Solar Pond (SSP)

3 Thermophysical Properties

Toyoma et al. [24] proposed the thermophysical physical parameters of distillate
yield using the condensation and evaporation temperatures as

k = 0.0244 + (0.7673 × 10−4) Tav (1)

μ = (1.718 × 10−5) + (4.620 × 10−8) Tav (2)

ρ =
(

353.44

273.35 + Tav

)
(3)

hv = 2324.6
[(
1.0727 × 103

) − (1.0167)Tav

+ (
1.4087 × 10−4

)
T 2
av − (

5.1462 × 10−6
)
T 3
av (4)

SVP and PR of the still under two modes of analysis is calculated using the
expression given by Brooker et al. [25]

P = 6893.03 exp

[
54.63 −

(
12301.69

T ′

)
− 5.17 ln(T ′)

]
(5)

PR =
(
me hv

I

)
(6)
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4 Heat Transfer Modes in PSS

Thermal performance of PSSwith SSP is enhanced by incorporating the heat transfer
by various means using the expressions given by Dunkle [26] and Adhikari et al.
[27].

4.1 Internal Heat Transfer Modes

Qci = 0.88

(
(Tw − Tg) +

(
(Pw − Pg)(Tw + 273)

268.9 × 103 − Pw

)1/3
)(

Tw − Tg
)

(7)

Qei = 16.273 × 10−3hci · R1
(
Tw − Tg

)
(8)

Qri = σε
[
(Tw + 273)4 − (

Tg + 273
)4]

(9)

4.2 External Heat Transfer Modes

Qce = hca
(
Tg − Ta

)
(10)

Qre = εgσ
[(
Tg + 273

)4 − (
Tsky + 273

)4]
(11)

Qbe = hb(Tw − Ta) (12)

5 Efficiency

Efficiency of PSS is calculated using latent heat and hourly distillate yield using the
formula

η =
(
me hv

I A t

)
(13)
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6 Results and Discussion

Structural analysis of as-synthesized ZnAl2O3 nanocomposite analyzed by XRD is
shown in Fig. 2. Characteristic peak of ZnO was observed (100), (002), (101), (102),
(110), (103), (112) and (201), respectively, and all these peaks were indexed the
JCPDS card No: 00-036-1451.

Similarly, for the Al2O3 structure, some characteristic peaks were observed at
(311), (400) and (440) and indexed by JCPDS card no: 00-010-0425 which showed
cubic structure. Interestingly, the characteristic peaks of ZnO and γ-Al2O3 were
broadened due to the superposition of peaks at 32.0°, and 36.4° [28]. Our results
were well supported by the previously reported work by Yadav et al. [29], He et al.
[30] and Romcevic et al. [31].

Other than ZnO and Al2O3, none of the other elements was observed and it was
confirmed by EDAX spectrum and elemental mapping analysis as shown in Fig. 3.

Fourier transform Infrared spectrum analysis of as-prepared ZnAl2O3 nanocom-
posite was performed as shown in Fig. 4. Strong bond region 450–950 cm−1 in the
FTIR graphwas ascribed to the inorganic network (Zn–O andAl-O) [32]. Small peak
observed at 682 and 778 cm−1 correlated to hexagonal phase of ZnO [33]. Peaks at
1120, 1409 and 1566 cm−1 infer the C=C bond. Peak at 1641 cm−1 correspond to the
C=O bond attached to metallic ions. Strong peak at 3446 cm−1 ascribed the presence
of the H–O stretching vibrational group in the as-prepared nanocomposite [34–36].

Fig. 2 XRD pattern of ZnAl2O3 Nanocomposite
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Fig. 3 EDAX spectrum (a) and elemental mapping (b–d) of ZnAl2O3 Nanocomposite

Surface morphology analyzed by SEM is shown in Fig. 5. High magnification
images showed the flower shapewith a small pedal. Elemental analysis of synthesized
composites was examined using EDAX spectrum which inveterate the presence of
Zn, Al and O. Atomic weight percentages were in the order of 47.7 wt.% (Zn), 15.6
wt.% (Al) and 36.6 Wt.% (O).

Thermal performance of PSS with SSP is examined without and with ZnAl2O3

Nanocomposites.
Instantaneous efficiency (IE) observed is around 2.4–9.92% and 2.42–10.79%

for the solar still performance study without and with ZnO/Al2O3 nanocomposites.
Performance Ratio (PR) obtained shows increasing trendwith time. PR is found to be
in the range of 2.11–10.60% and 2.38–13.08% for solar still study without and with
ZnO/Al2O3 nanocomposites. From the plot, it is inferred performance ratio sustains
steady state as the basin water temperature rises to the maximum value. Plot of IE
and PR is shown in Fig. 6.
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Fig. 4 FTIR Spectrum of ZnAl2O3 Nanocomposite

Figure 7 shows the plot of solar radiation and water collection for PSS with SSP
coupled without and with ZnO/Al2O3 nanocomposites. Solar insolation observed is
around 96.16–1050.7W/m2 and 46.61–1038.62W/m2 still analysis without andwith
ZnO/Al2O3 nanocomposites.

Yielded distillate is found to be 0.02–0.048 kg/0.25 m2 and 0.014–
0.056 kg/0.25 m2 for still without and with ZnO/Al2O3 nanocomposites. Water
collection tends to increase after attaining the steady state.Distillate yield is upheld till
late hours as a result of the coupling effect of the shallow solar pond and ZnO/Al2O3

nanocomposites in the combined performance study.
Observed values of SVP and LH under two modes of studies is shown in Fig. 8.

SVP reaches a maximum value as the distillate yield reaches maximum and starts
decline as the distillate is minimized. SVP predicted is found to be 4842.65 to
11,889.52 Pa and 5121.7 to 13,281.98 Pa for solar still study without and with
ZnO/Al2O3 nanocomposites. Due to the heat retention capacity of ZnO/Al2O3

nanocomposites and shallow solar pond, SVP is sustained even at off daylight hours.
Latent heat detected is around 2,416,722.46–2,375,960.52 kg−1 and

2,414,341.48–2,370,510.43 kg−1 solar still study without and with ZnO/Al2O3

nanocomposites. Results shows that latent heat reaches minimum value at higher
temperature (Tables 1 and 2).
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Fig. 5 SEM Images of ZnAl2O3 nanocomposite
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Fig. 7 Solar radiation and water collection with time for PSS with SSP under two modes of study

From the tabulation of thermophysical properties, it is determined that role of
water temperature is vital. Water temperature is enhanced due to incorporating the
solar radiation absorption effect of ZnO/Al2O3 nanocomposites in solar still and SSP.
It also concludes that the density of the distillate yield decreases as there is rise in
water temperature and vice versa.
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7 Conclusion

Results emphasize that distillate yield of PSS coupled with SSP is enhanced by the
substitution of ZnO/Al2O3 nanocomposites. Heat absorbing capacity of ZnO/Al2O3

nanocomposites escalates in alleviating water temperature of PSS with SSP, which
results in productive yield at later hours after the fall of solar insolation. It is found
that the productivity yield is increased to 23% than that without the shallow solar
pond.
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Table 2 Thermophysical properties

Pyramid solar still with SSP ZnO/Al2O3 nanocomposites
combined with pyramid solar still
and SSP

Thermal conductivity 26.887 × 10–3 W m−2 °C−1 to
28.186 × 10–3 W m−2 °C−1

26.968 × 10–3 Wm−2 °C−1 to
28.324 × 10–3 Wm−2 °C−1

Dynamic viscosity 18.678 × 10–6 Nsm−2 to 19.458
× 10–6 Nsm−2

18.738 × 10–6 Nsm−2 to 19.566 ×
10–6 Nsm−2

Density 11.552 × 10–1 kgm−3 to 10.948
× 10–1 kgm−3

11.512 × 10–1 kg m−3 to 10.874 ×
10–1 kg m−3
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