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Operating Speed Prediction Models
for Urban Streets in Residential Areas:
A Case Study in the City of Saskatoon

Hassan Hamad and Emanuele Sacchi

1 Introduction

The prediction of the speed at which drivers operate their vehicles (operating speed)
is an important area of research in highway engineering. Operating speed prediction
models can be used by highway engineers to verify, at the design stage, whether the
desired (designed) speed of a facility will be likely assumed by drivers.

Based on the Geometric Design Guide for Canadian Roads [8], three speed values
have to be considered in highway design: the design speed, the posted speed and the
operating speed. The design speed is the speed value employed to determine the
geometric elements of a road, such as superelevation, radius of a circular curve, sight
distance, and the length of crest and sag vertical curves. The posted speed is the speed
limit introduced to encourage drivers to travel at an appropriate speed considering the
design speed of the geometric elements and surrounding conditions. The posted speed
is set to be lower than the design speed limit to ensure a safety interval for drivers and
account for possible human errors. Finally, the operating speed is the speed at which
drivers are observed traveling under unimpeded (free-flow) conditions. Measuring
the operating speed is conducted with a speed survey under uncongested (free-flow)
conditions, so that the motion of a vehicle is not interrupted by other vehicles in
the traffic flow or by traffic control devices (e.g., traffic signals, stop or yield signs).
The 85th percentile of the distribution of speeds collected is widely considered to
be an acceptable measurement of the operating speed for a given roadway section.
Therefore, when the 85th percentile speed is aligned with the posted speed limit,
drivers travel below the design speed and it can be inferred that the design has
produced the intended travel speeds set by the designer.

H. Hamad · E. Sacchi (B)
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2 H. Hamad and E. Sacchi

In order to measure the operating speed (85th percentile) for urban streets, speed
measurements are usually collected mid-segment in free-flow conditions, away from
traffic interruptions caused by intersection controls. Speed measurements can be
collected using radar guns, pneumatic tubes, inductive loops or microwave sensors,
among others. The speedmeasurement collection at a specific spot along the roadway
is referred to as spot speed measurement (or time-mean speed). Spot speed measure-
ments can be either aggregated or disaggregated measurements meaning that speeds
are grouped in speed bins for the former and ungrouped for the latter. Spot speed is
defined as the arithmetic mean of speeds of vehicles passing a point.

In urban residential areas, operating speeds often exceed the intended design
speeds creating speeding concerns among residents. Speeding occurs when drivers
tend to travel at speeds above the posted speed limit. Speeding is a serious issue
because it increases mean speeds and speed variation among drivers, which has been
demonstrated to compromise the level of safety [4]. One reason for speeding is the
lack of performance-based design procedures that incorporate expected operating
speeds during the planning and design stages of urban roadways. In recent years, the
City of Saskatoon has conducted several speed surveyswithin its neighborhood traffic
reviews (NTRs) to gain an understanding of the traffic patterns at the neighborhood
level opposed to the case-by-case analysis prior to that [15]. Around eight neighbor-
hoods are selected each year for the analysis based on a prioritization criteria that
considers the residents’ concerns, collision history, the stage of development and the
age of the neighborhoods. Within this context, the goal of this research was to under-
stand the relationship between operating speeds and various road characteristics for
the sites reviewed within NTRs, with the ultimate goal of promoting performance-
based design procedures in highway design. Since the 85th percentile speed is widely
used to model operating speeds, 85th-percentile free-flow speed prediction models
were developed based on 140 residential streets in Saskatoon.

2 Literature Review

Operating speed predictors have been discussed in a large body of literature over
the years. Researchers have investigated those variables that could influence driver’s
speed choice, their level of significance in a model, their magnitude and positive
or negative association to operating speeds. Some of the more prominent studies
conducted in the past two decades were reviewed in this section.

In 1996, Tarris et al. considered aggregate and disaggregate 85th percentile speeds
for 27 urban collectors in Pennsylvania [17]. These streets were characterized by
different roadway alignment, cross-sectional elements, roadside elements and land
use. The analysis was focused on curves with radii values between 11 and 230 m.
The results showed that the 85th percentile speed depends linearly to the degree
of curvature and other roadway geometric design parameters. Fitzpatrick et al. [6]
analyzed eight suburban arterials in Texas. Free flow speeds were collected at several
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sections with varying geometric design characteristics. Two operating speed predic-
tion models for tangents and curves, respectively, were derived using approach
density (frequency of all approaches like driveways and intersections over the road
segment) and horizontal radius (for horizontal curves) as covariates. In the NCHRP
Report 504 [5], posted speed limit was introduced as covariate for urban-road speed
prediction models and it was demonstrated that speed limits progressively decrease
their effect on operating speeds when other variables like access density, parking,
and pedestrian activity level become more relevant.

Figueroa et al. [12] developed a speed prediction model able to estimate different
percentile speeds. Ordinary least-squares regression was applied to panel data struc-
ture. Factors affecting mean speed for tangent and curve sections included percent of
trucks, speed limit, grade, residential development indicator, sight distance, intersec-
tion presence, roadway width, shoulder widths, curve presence, degree of curvature
and superelevation. Factors affecting standard deviation of speeds for tangent and
curve sections included speed limit, grade, intersection presence, roadway width,
roadside clear zone, degree of curvature and superelevation. The linear combination
of both mean and standard deviation in the prediction model allowed to estimate
speed percentiles.

In a study conducted by Wang et al. [19], in-vehicle GPS devices were used to
collect continuous vehicle activity data along low-speed urban streets. Operating
speed models were developed for tangent sections of urban roads with speed limits
ranging from 30 to 40 mph. The factors used for the prediction of the operating
speed (85th and 95th percentile speeds) were: number of lanes, density and offsets
of road-side objects, density of T-intersections and driveways, raised curb presence,
sidewalk presence, on-street parking, and land uses. The study concluded that the
inclusion of the posted speed limit as a factor of operating-speed prediction is not
recommended due to the strong correlation between the posted speed limit and the
observed operating speed. This study attempted to develop operating speed models
with the consideration of driver and vehicle effects as random effects which allows
for the intercepts of those groups to vary independently from the population intercept.
34.9% of the unexplained variance was attributed to individual differences among
drivers and vehicle characteristics.

Bassani and Sacchi [1] developed multiple linear regression models to predict
operating speeds (85th percentile) at urban arterials and collectors in the city of
Torino, Northern Italy. Three models were developed: one for urban arterials and
collectors (aggregated analysis), and two for divided and undivided roads (disaggre-
gated analysis). The variables which were found to affect significantly the operating
speed were the posted speed limit, lane position, lane width, median width, roadway
width and pavement surface condition. A recalibration study of operating speed
models from other countries using the Italian data set was conducted at the end of
the study. Moses et al. [14] evaluated the 2010 HCM urban-street free-flow speed
prediction model. The model uses the posted speed limit and eight additional vari-
ables to predict the free-flow speed. The variables associated with the prediction
of the free-flow speed on urban roads are: the proportion of segment length with
restrictive median, the proportion of segment with curb on the right-hand side, the
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number of access point approaches on the right side in the subject direction of travel,
the number of access point approaches on the right side in the opposing direction
of travel, the segment length, the width of the signalized intersection, the number of
through lanes, and the distance between intersections. The 2010 HCM speed predic-
tion methodology applied to the study data underpredicted free-flow speed when the
segment posted speed limit was 35 mph or higher. The use of the predicted free-
flow speeds in determining the level of service of arterial segments yielded lower
levels of service for 10 of the 20 arterials in the study. The researchers concluded
that the prediction of the HCM model can be improved by decreasing the influence
of cross section and access density factors and by increasing the posted speed limit
coefficient.

Free-flow speed data was collected at tangential urban sections (arterials and
collectors) in the city of Edmonton [18]. Variables with significant effects on the
operating speed at arterial and/or collector roads were: segment length, median
width, posted speed limit, lane configuration, access density, tree and pole densi-
ties and their offsets, sidewalk presence, roadside treatment, road width, pedestrian
crossing, bus stops, service road presence, bike route presence, traffic composition
and end treatment. Variableswith significant effects on the speed variability at arterial
and/or collector roads were: posted speed limit, lane configuration, access density,
tree maturity, road width, average vehicle length, road class and roadside treatment.
Different models were developed for the different road classes. The parameters that
predict the operating speed and speed variation differed among different road classes.

Overall, research has showed that posted speed limit, number of lanes, access
points density, presence of sidewalks and roadside treatment were some of the most
common predictors of operating speed [3, 12, 14, 18, 19]. Other less common factors
included segment length, road width, median indicators, on-street parking, bike lane
presence, bus stop presence, grade, density and offsets of road-side objects and land
use.

3 Data Collection

Speed data to develop operating (85th percentile) speed prediction models was
obtained from the City of Saskatoon within NTRs. Data were collected at 140
locations in 7 neighbourhoods—suburban development areas (SDAs) (i.e., Core
Neighborhood SDA East, Core Neighborhood SDA West, Lakewood SDA, Nutana
SDA,University Heights SDA, Confederation SDA, and Lawson SDA). Speeds were
measured between themonths ofApril andOctober for the years 2017 and 2018 using
pneumatic tubes placed at mid-segments. 24 h of data were recorded at all sites for
an average of 6 days per location. In order to develop operating speed prediction
models, speed measurements needed to reflect free-flow conditions. Therefore, all
speed measurements for vehicles with headway less than 6 s were removed which is
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equivalent to volumes of less than 600 veh/h [7, 9]. Nighttime and weekendmeasure-
mentswere also removed fromspeeddata to eliminate biases due tovisual impairment
in low-light environments or unusual travel patterns/behavior in non-weekdays [14].

Regarding site-related characteristics, data was obtained from the Google Maps
and Street View tool. This latter survey was based on the conditions in 2018. Built-in
measuring tools were used to compile the data set along with satellite images. Length
andwidthmeasurements were directlymade on themapwhile density variables were
processed after counting was conducted. The specifications of the speed variable and
site-related characteristics were based on the literature of speed prediction model for
urban streets, following also the work of Moses and Mtoi in evaluating the free-flow
speeds at interrupted flow facilities [10, 13]. Table 1 presents a description of the
variables employed whereas summary statistics of them is reported in Table 2.

Table 1 Description of speed variable and site-related characteristics

Variable Description

V85 85th percentile speed; aggregated spot speed measurements in free flow-conditions
were used to generate speed distributions, sample mean, standard deviation and the
85th percentile for each site

L Length of the road segment, measured between two traffic control devices
interrupting the flow (signal, yield or stop sign)

AccPD Density of access points: the count of stop or yield-controlled accesses along the road
segment per unit of length; an access point has a minimum flow rate of 10 vehicles/h

DWD Density of driveways: the count of accesses to properties along the road segment per
unit length; a driveway has a maximum flow rate of 10 vehicles/h

PedXD Density of pedestrian crossings: the count of pedestrian crossings per unit of length;
pedestrian crossing points are only counted when a sign or pavement marking is
present

BSD Bus stop density: the count of bus stops per unit of length

Tree Tree density: the count of roadside trees per unit of length

Pole Pole density: the count of roadside utility poles (light poles, electricity and
communication poles) per unit length

TWW Travelled-way width: the cross-sectional width of the paved surface (curb to curb)

OSP On-street parking presence: 0 = not present on both sides; 1 = all other cases

SW Sidewalk presence: 1 = present on both sides; 0 = all other cases

BL Bike lane presence: 0 = not present on both sides; 1 = all other cases

CLP Centerline presence: centerline marking dividing two opposing way of traffic. 0 =
not present; 1 = present

SchZn School zone presence: accounts for the presence of a school zone sign indicating a
lower speed limit (30 km/h). 0 = school zone not present; 1 = school zone present
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Table 2 Summary statistics of variables

Variable Unit of measure Maximum Minimum Average Std. dev

V85 km/h 85.59 24.63 46.82 8.63

L m 1863.00 100.00 702.03 412.33

AccPD Access/km 18.13 0.00 7.43 4.46

DWD Driveway/km 132.40 0.00 47.02 27.24

PedXD Crossing/km 11.36 0.00 1.90 2.18

BSD Stop/km 20.51 0.00 3.17 4.08

Pole Pole/km 85.05 13.19 26.49 11.81

Tree Tree/km 310.00 0.00 76.08 45.49

TWW m 25.00 6.75 12.91 3.04

OSP 0/1 1.00 0.00 0.96 0.19

SW 0/1 1.00 0.00 0.89 0.32

BL 0/1 1.00 0.00 0.06 0.25

CLP 0/1 1.00 0.00 0.38 0.49

SchZn 0/1 1.00 0.00 0.20 0.40

3.1 Multicollinearity Analysis

Multicollinearity analysis was conducted as preliminary step to develop operating
speed prediction models (Table 3). Multicollinearity refers to the fact that one inde-
pendent variable in a multiple regression model can be linearly predicted from the
others and is measured through the Pearson correlation coefficient (ρ). The null
hypothesis of multicollinearity analysis is that there is no correlation between inde-
pendent variables. The t-statistic in Table 3 (shown below Pearson correlation coef-
ficient) demonstrates the significance of the relationship. Pearson’s correlation coef-
ficient values range from −1 to 1, where a value of −1 represents total negative
correlation, a value of 1 represents total positive correlation and a value of 0 repre-
sents no correlation. Table 2 demonstrated that most of the independent variables
showed low (−0.5 < ρ < 0.5) or insignificant correlation. The only variables with ρ

significant and higher than 0.5 were TWW and Pole. Therefore, Pole was discarded
from the analysis because TWWwasmore highly and significantly correlated to V85
than Pole (see column/row in bold in Table 3).

4 Methodology

Two multiple linear regression models were developed in this study in order to
predict V85 using site-related (road and traffic) characteristics, i.e., fixed-effects and
mixed-effects (random intercept) models. For the fixed-effects model, parameter
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estimates were constrained to be fixed among different sites/neighbourhoods. In the
mixed-effects model, the intercept of the model was estimated as a random variable
varying among the 7 different neighbourhoods. This latter modeling framework was
employed to account for possible unobserved heterogeneity at the neighbourhood
level. Unobserved heterogeneity refers to the fact that many components affecting
speed levels are not easily available to the analyst. The use of a random intercept
implies an additional variance component representing the variation of speeds among
different neighbourhoods. More details related to the modeling are provided in the
following two subsections.

4.1 Fixed-Effects Regression Model

LetYi denote the 85th percentile speed observed at site i (i = 1, . . . , n). It is assumed
that speed observations at the n sites are independent and:

Yi = β0 +
∑

βjXj + εi (1)

where Xj is the j-th independent variable, β0 and βj are model parameters and εi is a
normally distributed random error term with mean 0 and variance equal to σ2.

4.2 Mixed-Effects Regression Model

In this study, the n segments under consideration belong to 7 mutually exclusive
neighbourhoods. In such cases, an additional variance component can be included
in the model to allow for the possibility that different neighbourhoods have different
speed levels because of different local conditions. Suppose that the ith segment
belongs to neighbourhood h(i) ∈ {1, 2, …, 7}. Let Yi denote the 85th percentile
speed observed at site i (i = 1, . . . , n). It is assumed that speed observations at the n
sites are independent and:

Yi = β0 +
∑

βjXj + uh(i) + εi (2)

where uh(i) is a normally distributed error term of the random intercept with mean
equal to zero and variance equal to σ2

h.
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4.3 Bayesian Estimation

Bayesian estimation of model parameters was adopted in this study. In classical
(frequentist) inference, the parameters of the regression model are fixed quantities
which are obtained, for instance, by maximizing the likelihood function [11]. The
formulation of Bayesian models has the additional feature of requiring the formu-
lation of a set of prior distributions for any unknown parameter. A prior distribu-
tion summarizes any knowledge about the parameters that may be available before
observing any data. Then a posterior distribution is estimated with sampling tech-
niques. The specification of a set of prior distributions for a problem usually involves
hyper-parameters (i.e., parameters of the prior distribution).

In this study, prior distributions for the whole set of parameters (β0 and βj) and
hyper-parameter, σ2, were assumed as non-informative to reflect the lack of precise
knowledge of their value. In details, following [2], the regression parameter were
chosen as diffused normal distributions, with zero mean and large variance, i.e.
normal (0, 103), and as inverse-gamma (0.001, 0.001) for variances. Afterwards, the
posterior distributions were sampled using Markov Chain Monte Carlo (MCMC)
techniques so that it was possible to obtain approximate quantities of the posterior
mean and variance of the parameters.

The Bayesian analysis softwareWinBUGSwas selected as the modeling platform
for model estimations [16]. The code produced draws from the posterior distribu-
tion of the parameters, and given those draws, the MCMC technique was used to
approximate the posterior mean and standard deviation of the parameters. therefore,
the posterior summaries in this study where computed by running two independent
Markov chains for each of the parameters in the models for 20,000 iterations to reach
ratios of the Monte Carlo errors relative to the standard errors for each parameter
around or less than 5%. Chains were thinned using a factor of 10 and the first 10,000
iterations in each chain were discarded as burn-in runs. The convergence was also
monitored using the BGR statistics and visual approaches such as observing trace
plots.

The deviance information criterion (DIC) was used as a relative goodness-of-fit
measure formodel selection. In commonwithAkaike information criteria (AIC),DIC
penalizes the complexity of amodel (i.e., models with a higher number of parameters
are penalized more then those with a lower number) and, given two candidate models
for the data, the preferred model is the one with the minimumDIC. It is assumed that
a difference of more than 10 in the value of DICmight rule out the model with higher
DIC. Differences between 5 and 10 are substantial. However, it could be misleading
to report the model with the lowest DIC if the difference is less than 5 and the models
make very different inferences [16].



Operating Speed Prediction Models for Urban Streets … 11

5 Results and Discussion

All candidate variables in Table 1, apart from Pole whichwas found highly correlated
to TWW, were tested and backward elimination was used to achieve the lowest DIC
and retain only significant variables at the 95% confidence level. Table 4 shows
the parameter estimates for the fixed-effects model in Eq. 1: the estimates were
all significant as the 95% credible intervals were bounded away from zero. The
significant predictors (Xj in Eq. 1) of the operating speed (Yi) were length of the
roadway segment, density of pedestrian crossings, density of bus stops, tree density,
travelled way width, presence of on-street parking, presence of a centerline marking,
and presence of a school zone. The presence of bus stops, trees, on-street parking
and school zone had a negative association with the 85th percentile speed. On the
contrary, road segment length, pedestrian crossing points, travelled way width and
presence of centerline marking were positively associated with the 85th percentile
speed.

Afterwards, themixed-effectsmodel inEq. 2wasdevelopedusing the samecovari-
ates to predict the 85th percentile speed. Inference was similar in terms of magnitude
and sign of parameter estimates but a lower deviance information criteria (DIC) value
of 915.90 was found compared to the fixed-effects model (DIC= 919.93). This indi-
cated a better goodness-of-fit of the mixed-effects model supporting the hypothesis
of accounting for neighbourhood variation through a random intercept (mean of σh

= 1.792) (Table 5).
Overall, the results appeared in line with the literature reviewed in Sect. 2.

The positive association of the segment length (higher operating speeds for longer
segment without traffic controls) aligns with the findings related to the recalibra-
tion of the HCM2010 urban operating free-flow speed model by Moses et al. and
the operating speed model for urban collectors developed by Thiessen et al. [14,
18]. Regarding travelled way width, the positive association found in this research

Table 4 Parameter estimates of the fixed-effects operating-speed-prediction model

Variable Mean Std. dev 2.50% percentile 97.50% percentile

Intercept 36.260 3.967 28.480 44.080

L 0.005 0.002 0.001 0.008

PedXD 0.758 0.298 0.175 1.343

BSD −0.495 0.158 −0.807 −0.183

Tree −0.043 0.013 −0.069 −0.017

TWW 1.280 0.189 0.904 1.654

OSP −6.986 2.936 −12.840 −1.239

CLP 4.882 1.330 2.262 7.529

SchZn −4.241 1.526 −7.196 −1.257

σ 6.251 0.391 5.542 7.071

DIC 919.94
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Table 5 Parameter estimates of the mixed-effects operating-speed-prediction model

Variable Mean Std. dev 2.50% percentile 97.50% percentile

Intercept 36.810 3.937 29.170 44.760

L 0.004 0.002 0.001 0.007

PedXD 0.793 0.293 0.217 1.362

BSD −0.426 0.163 −0.743 −0.109

Tree −0.039 0.014 −0.066 −0.013

TWW 1.254 0.189 0.882 1.622

OSP −7.265 2.739 −13.030 −1.996

CLP 4.705 1.331 2.078 7.306

SchZn −4.036 1.548 −7.114 −0.976

σ 6.064 0.398 5.341 6.881

σh 1.792 1.412 0.049 5.060

DIC 915.90

(larger travelled way width associated to higher operating speeds) was also found
in Moses et al., Thiessen et al. and in the work by Bassani and Sacchi [1]. Density
of pedestrian crossings was found to be positively associated to the 85th percentile
speed but this finding is debated in the literature. In the study by Eluru et al. [3], the
presence of sidewalks (proxy for the presence of pedestrian traffic) on local urban
sections contributed to higher operating speeds. However, in other studies on urban
tangents, the presence of sidewalks or pedestrian crossings was associated to reduced
operating speeds [18, 19]. The reason for this difference can be related to different
adjacent land use, cultural differences in drivers’ population or, simply, issues related
to model specification. Higher bus stop density was associated to lower operating
speeds in the literature and this finding was confirmed in this study. This outcome
was also supported by the study carried out by Thiessen et al. in 2017 where the
density of bus stops was shown to contribute to lower operating speeds on urban
segments [18]. Similarly, in the studies by Wang et al. and Eluru et al., the presence
of on-street parking contributed to a similar behavior leading to lower operating
speed on urban road segments [3, 19]. The findings of Wang et al. and Thiessen et al.
were confirmed for the case of roadside tree density. The models showed a negative
association meaning that the higher the roadside tree density, the lower the operating
speed [18, 19]. Regarding the presence of school zones, lower speed limits are set
for drivers, i.e., 30 km/h instead of the 50 km/h speed limit across the city, to lower
operating speed levels around schools. This outcome was confirmed by the models
in this research which showed a negative association between the presence of school
zones and the 85th percentile speed (lower operating speeds when school zones
are present). Finally, the presence of centerline marking was found to be positively
associated to 85th percentile speed. In other studies, the presence of raised median
was explored and a positive association was observed. Therefore, the common result
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between this research and the literature is that dividing the two way of a road can
increase operating speeds (i.e., drivers tend to drive faster) [1, 14, 18].

6 Conclusions

Understanding factors that affect driver’s speed choice on urban streets is a topic of
primary importance in highway engineering. Prediction of operating speeds at the
design stage, is essential to determine an appropriate design speed and the corre-
sponding speed limit. In this work, two operating speed prediction models were
developed in order to understand the effect of roadway factors to higher or lower
operating speeds in Saskatoon’s residential streets. Several significant predictors
of the 85th percentile speeds were found in this research: segment length, pedes-
trian crossing density, bus stop density, tree density, traveled-way width, on-street
parking presence, presence of centerline marking and presence of school zones. It
has been demonstrated that the predictors of the 85th percentile were mostly in
line with the literature, with the exception of density of pedestrian crossings which
requires more evidence in terms of sign associated with 85th percentile speeds.
Furthermore, accounting for mixed effects contributed to a better model fit while
demonstrating that local speed variation related to drivers’ population, traffic and
environment of different neighbourhoods have an effect on the operating speeds and
should be considered in future evaluations.

As for the limitations of this study, one predictor of operating speeds not included
was the posted speed limit which is a variable commonly used in the literature of
speed prediction models. This was caused by the fact that almost all streets in the
dataset had a speed limit of 50 km/h.

The ultimate goal of this work was to provide tools to decision makers and prac-
titioners for performance-based design of urban streets and to promote a more quan-
titative approach in speed studies. Also, the significance of the modeling effort for
the city of Saskatoon can be used by other jurisdictions to predict operating speeds.
This will allow, in turn, to test these models on different environments to confirm or
recalibrate the parameter estimates.
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Exploring the Linkage Between Human
Factors and Road Geometric Elements
Influencing the Road Traffic Accidents
on the National Roads of South Africa

D. Das

1 Introduction

Road traffic accidents across the world particularly in developing countries is a
serious and recurring challenge. Over the years it has become very critical on the
national roads/highways [17]. Some of the important challenges attributed to the
occurrence of enormous traffic accidents in developing countries in contrast to devel-
oped countries are the lack of advanced infrastructure, lack of stronger legislation,
and poor road safety campaigns [22]. Further, human factors such as driver and road
user behaviour and errors as well as geometric elements of the roads are recognised
as significant reasons for the occurrence of accidents. Developed countries have
designed and implemented different strategies to reduce the scale and severity of this
problem through education, enforcement of regulations and engineering solutions
[16]. However, it remains a major concern in developing countries, because of the
severity of the ever-growing challenge, which warrants the development of feasible
countermeasures within the limited resources [3].

From the point of view of road infrastructure, appropriate design of roads is
argued to be one of themost essential requirements to improve road safety [3, 17, 20].
According to Dwikat [10], consistency in design and user-friendliness is necessary to
improve safety on roadways. Similarly, human factors influence the safe and efficient
movement of vehicles on the roads, which have a huge impact on the occurrence of
road accidents [23]. So, it is argued that road traffic accidents remain a serious
challenge as a result of both design inconsistencies in road geometric parameters
and errors emanated from the human factors and driver behaviour, although other
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vehicular, traffic, land use and road-related factors can contribute to the occurrence
of traffic accidents.

In the context of South Africa, this challenge has risen to a significant proportion
in recent years. A National Household Transport Survey (NHTS) conducted in 2013
indicated that the percentage of car ownership had risen from 22.9% in 2003 to
32.6% in 2013. Subsequently, there were more vehicles and more drivers, which
contributed to the increasing traffic accidents on South African roads. For instance,
a considerable portion of the high mortality rate (31.79 per 100,000 people) that is
being experienced in the country is contributed by road traffic accidents (9.3%) [19].
It is also found that young people ranging from the age group 15–44 years are the
major causalities [26]. National Roads such as the N1, N3, and N4 roads in South
Africa are found to contribute significantly to this high accident and mortality rates
in the country [6]. Thus, there is a need to explore why such a high rate of accidents
occur on the national roads of the country. In this context, the road users and drivers
often allege the poor design of the roads, which influence driving and sometimes
lead to the occurrence of accidents, particularly on the national roads, although all
the national roads have been presumed to be designed by following design standards
and norms. Apparently, there seems to be a gap between the design of roads and the
perceptions of the road users (drivers) and perhaps there might be a linkage between
the road geometric elements and human factors including driver behaviour on the
roads, which leads to road traffic accidents [14, 24].

Therefore, by using the study context of a national road (N1) and perceptions of
the road users and drivers of South Africa, the study examined the various human
and road geometric factors that influence the occurrence of accidents on the national
roads and explored linkages between human factors and road geometric elements.

A survey research method was used to collect both quantitative and qualita-
tive primary data on the human factors, and their influence on the road geometric
parameters and the occurrence of accidents from the road users and drivers. The
study revealed that the major human factors that influence the occurrence of acci-
dents include the driver reaction time, the influence of alcohol and nausea, driving
competency, awareness about traffic rules and regulations, awareness about the road
features, and awareness about the traffic conditions. These human factors perceived
to cause certain driver behaviours such as speeding, recklessness and overconfidence,
uncertain driving, poor control of vehicles, lack of respect towards traffic and rule
and regulations, which cause accidents on the national roads. Furthermore, shoulder
width and condition, merging of lanes, alignment, decision sight distance, stopping
sight distance and curvature, are the influential road geometric elements that are the
cause of concern for the drivers. As perceived by the drivers and road users, these
geometric elements are linked to different driver behaviour and contribute to the
occurrence of accidents on the national roads.

The findings of the paper will enable understanding of the relationship between
human factors and geometric elements of national highways from the road user
and drivers perspectives, which will assist in taking remedial measures in terms of
improving human behaviour and design of geometric elements of the roads to reduce
traffic accidents.
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2 Lessons from Literature

According to the World Health Organisation, road accidents are among the leading
causes of mortality for people between the ages of 15–44 [13, 26]. Given the current
trend, accident fatalities are projected to become the fifth leading cause of death
worldwide by 2020, resulting in 2.4 million deaths worldwide per year [9, 26].
However, the causes of road traffic accidents are related to humans, road and vehicles.
At the design stage of a road, it is important from the road safety point of view to
establish a harmony between the human factors and the road and vehicle-related
factors [14, 21, 24]. Scholars have argued that though, human factors are more
dominant than the road and vehicle factors, by making the geometrically acceptable
design of roads, it is possible to compensate for the other factors and thus decrease the
number of road traffic accidents [9, 12]. This makes it apparent that to establish road
safety, it is important to design the geometrical parameters of the roads appropriately.

Watters [25] suggested that although several factors influence the occurrence of
traffic accidents that need to be considered while developing strategies for improving
road safety, the relationships between road safety and road geometric design elements
can be seen intuitively as the first approach. However, the important point is to
determine the level of these relationships quantitatively. Although the relationships
generally show the same tendency, their levels vary according to road characteristics
and conditions.

Studies by Gomes [12] and Dinga [8] have also shown that an improvement of
infrastructure can also lead to an increase in road traffic accidents. This may be due
to road users believing that better-equipped roads are inherently safer, thus, they
become careless and less adherent to road operatives [12]. However, the inadequate
provision of road infrastructure leads to an even greater increase in road accidents
[8].

Literature also suggests that specific geometric factors have been found to influ-
ence road users/drivers differently, especially in relation to their age and driving
manner [2, 5]. For example, younger and older drivers aremost likely to be involved in
accidents than middle-aged drivers when experiencing heavy traffic volume, smaller
lane widths and multiple lanes [2]. Similarly, alignment consistency represents a
key issue in modern highway geometric design [1, 11]. A consistency in alignment
would allow most drivers to operate safely at their desired speed along the entire
alignment. Additionally, it is also found that in some cases existing design speed-
based alignment policies permit the selection of a design speed that is less than the
desired speeds of the majority of drivers [15]. Thus, the two foremost factors that
play a role in the occurrence of traffic accidents are related to human factors such
as driver behaviour, and the road geometric parameters. It is also suggested that
the road safety improvement approaches should be composed of three key aspects:
safe drivers, safe vehicles and safe roads [22]. Thus, if a hazardous location is to be
identified and develop effective strategies to improve road safety, there is a need to
consider all three of the above-mentioned aspects [17].
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Geometric design consistency evaluations are a widely used method of deter-
mining sections of roads that require improvement. This method identifies geometric
inconsistencies on roads bymeans of design evaluation criteria to conduct a geometric
design consistency evaluation [1, 25]. A road with acceptable geometric design
elements such as the average degree of horizontal curvature, increase in the number
of lanes, increase in lane and shoulder width, appropriate of intersections etc., is
important to reduce traffic accidents [4, 17, 20]. While the development of safe vehi-
cles remained an exogenous factor for road safety being looked after by automobile
engineers and companies, the human factor remains another important parameter in
achieving road safety [9, 18]. Although some researches have been conducted with
regards to examining the causes of road traffic accidents on the roads of South Africa
[7], not many significant researches have been conducted with regards to the national
roads. Also, literature revealed that the factors are mostly examined in isolation, for
example, the influence of geometric parameters or human factors on road safety.
However, no interlinkage among the factors such as between the geometric factors
and human factors have been established in the South African context. Besides,
unpacking the behaviour of the road users and drivers and their relationship with
other factors is not an easy task, so it is argued that correcting those inconsisten-
cies and deficiencies based on the interlinkages remains an important step for road
accident reductions [2]. So, exploring the interlinkage between the road geometric
parameters and human factors should provide a basis for the development of reme-
dial measures. Therefore, analyses of perceptions of drivers and road users who have
driven through the national road N1 was conducted to explore what road geometric
and human factors and how they are interlinked and contribute to the occurrence of
accidents on the national roads.

3 Study Context and Research Methods

3.1 Study Context

The section of the National Road N1 between the city of Bloemfontein and Johan-
nesburg has considered for the purpose of this investigation, specifically for the
collection of data. The N1 is a national route that connects the city of Cape Town
of South Africa and the Zimbabwean border at Beit Bridge passing through impor-
tant cities such as Bloemfontein, Johannesburg, Pretoria, Polokwane, etc. It covers a
distance of 1929 km (Kms). Generally, it constitutes a single carriageway with two
or more lanes, however, in certain sections of the road, it becomes a dual carriageway
road. Also, certain parts of the road have been developed as Freeway with two or
more lanes. Specifically, the chosen section for investigation constitutes both single
carriageway and dual carriageway at different sub-sections. The maximum speed
limit on the road is 120 km per hour in general although the speed limits could range
from 60 to 80 km at different road sections depending on the road or the surrounding
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conditions. The road is fully paved with asphalt, although some stretches are made
up of concrete pavements. All the road elements, and signage and road markings
are observed on the road. However, the road experiences a very high accident rate.
The various types of accidents include but not limited to rear-end crashes, overturns,
rollovers, falling in the side drains or ditches, side-on collisions between twovehicles,
etc. According to the Road Traffic Management Corporation (RTMC), at a national
level, human factor contributed to about 91% of the accidents, and 7.2% of the acci-
dents have occurred because of environmental factors. Also, male drivers contribute
to about 72% of accidents, which is also on the rise. Therefore, it is ascertained that
the human factor and driver behaviours are the major reasons for the accidents on the
roads of South Africa. However, arguments have emerged that the road geometric
factors engender certain kind of driver behaviour, and thus this study.

3.2 Research Methods

A mixed-method of research that includes both quantitative and qualitative methods
were used for this study. The mixed-method was adopted for two reasons. First,
not much structured statistical data was available relating to the occurrence of acci-
dents and different causes of the accidents on the national roads. Secondly, the study
focused on the human factors and driver behaviour, which need opinions and percep-
tions of the drivers and road users and their experiences. A questionnaire survey was
used to collect both quantitative and qualitative primary data on the human factors,
and their influence on the road geometric parameters and the occurrence of accidents
from the drivers and road users. The questionnaire survey was conducted among
the drivers and road users who have driven or travelled on the road section between
Bloemfontein and Johannesburg on the N1 route. The respondents were selected
randomly based on their willingness to participate in the survey. A total number of
210 (125 from Bloemfontein and 85 from Johannesburg) respondents participated in
the survey. Of the total respondents 82% (172 respondents) have driven on the road
and the rest 18% were travellers, who have passed through the road. Key attributes
on which the respondents’ perception and opinion were sought included, different
parameters which cause accidents, different road parameters which influence driver
behaviour while driving on the road, the mental and physical conditions that influ-
ence driving and decisionmaking, the relationship between different road parameters
and driver behaviour, in other words, how do they react or behave under different
road conditions, etc. The data on the perceptions of the respondents were collected
through a five-point Likert scale ranging between 1 and 5 in which 1 indicate not
influential, 2 indicates marginally influential, 3 indicates fairly influential, 4 indi-
cates significantly influential and 5 is most influential. The respondents were asked
to respond based on their own experiences than on theoretical perspectives.

Further, qualitative discussionwith 30 people (identified as respondent 1–30) who
took part in the survey was conducted, to provide their opinion on the practical occur-
rences on the road, traffic safety, status of geometric elements and human factors and
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driver behaviour related to traffic accidents. This informationwas collected to corrob-
orate the findings from the survey. Also, physical road geometric data were collected
from different sections of the road through physical survey and observations.

The major human factors and road geometric elements that influence traffic acci-
dents on the national roads were established using the perception index method and
significant tests (Z test). Further, the linkages between various human factors and road
geometric elements were established using significance tests (Z test) and narrative
analyses of the opinions collected from qualitative discussions.

The survey data was used to evaluate the perception index (PI) of various param-
eters that cause accidents. The PI was developed by use of the mean score of the
Likert scale. PI was obtained by using Eq. (1).

P I =
∑n

1 L I

N
(1)

where

LI Likert index assigned by each respondent.
N Total number of respondents.

However, standarddeviation (σ)was used to check the consistencyof the responses
based on which PI was developed. The σ values were calculated by Eq. (2)

σ =
√∑

(l I − L I (M))2

N
(2)

where

LI Likert index assigned by each respondent.
LI (M) Mean value of all Likert indices assigned by each respondent.
N Total number of respondents.

Further, significant test (Z test) was conducted and z probability values were
obtained to check the veracity and acceptability of the PI and establish the influence
of different road geometric factors and human factors on the accidents. The Z score
was obtained by use Eq. 3. The z probability values were obtained from Z probability
tables.

Zs = P I − L I (X)

σ
(3)

where

Zs Z score.
PI Perception index of each factor.
LI(X) Mean value of all Likert indices in the Likert scale.
σ Standard deviation.
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4 Results and Findings

The question under investigation is whether human (driver) behaviour is linked to the
geometric parameters of the road that lead to the occurrence of accidents. In order
to examine the interlinkage, this study first examined the various human factors
and driver behaviours and geometric parameters that influence the occurrence of
accidents independently and then explore the linkage between different geometric
parameters and human behaviour, which influence the occurrence of the accidents on
the national road N1. The results of the three aspects are discussed in the following
subsections.

4.1 Influence of Major Human Behavioural Factors
Concerning the Occurrence of Accidents on N1

Table 1 presents themajor humanbehavioural factors,which influence the occurrence
of traffic accidents on the N1 road. According to the respondents, with perception
indices greater than 4, the reaction time of the drivers (PI = 4.25), and influence
of alcohol and nausea (PI = 4.12) are the major human factors that influence the
occurrence of the accidents. Also, the high z probability values (z probability >
0.96) indicate that these factors are the most likely causes of accidents from the
human factor point of view.While health condition of the drivers or road users do not
influence the occurrence of accidents, withmoderate PI (3≤PI≤ 4) and z probability

Table 1 Influence of major human behavioural factors concerning the occurrence of accidents on
N1

Human factors PI SD Z score Z probability values

Driver reaction time 4.25 0.67 1.87 0.969

Driving competency 3.84 0.52 1.62 0.947

Awareness about traffic rules and regulations 3.64 0.54 1.19 0.882

Awareness about the road features 3.23 0.56 0.41 0.659

Awareness about the traffic conditions 3.62 0.51 1.22 0.888

Health condition 2.76 0.42 −0.57 0.284

Under the influence of alcohol and nausea 4.12 0.58 1.93 0.973

Driver behaviour

Speeding 4.30 0.67 1.94 0.973

Recklessness and overconfidence 4.24 0.62 2.00 0.977

Uncertain driving 4.03 0.63 1.63 0.948

Lack of respect towards traffic and rule and
regulations

3.42 0.54 0.78 0.782

Poor control of vehicles 3.82 0.58 1.41 0.920
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(≥0.6) values, competency of drivers (PI = 3.84, z probability = 0.947), awareness
about traffic rules and regulations (PI = 3.64, Z probability = 0.882), awareness
about the traffic conditions (PI = 3.62, Z probability = 0.888), and awareness about
the road features (PI = 3.23, z probability = 0.659) influence the occurrence of
accidents to a moderate extent. Similarly, from the driver behaviour point of view,
speeding (PI = 4.30), recklessness and overconfidence (PI = 4.24), and uncertain
driving (PI = 4.03) are the most influential behavioural aspects which are perceived
to cause accidents. The high Z probability values (z probability > 0.94) support
the findings. However, lack of respect towards traffic and rule and regulations (PI
= 3.42, Z probability = 0.782) also contribute to the occurrence of accidents to a
certain extent.

These findings are also corroborated by the findings of the narrative analysis. For
example, respondent 7, who is an experienced driver opine that:

…I have seen that people particularly some young people drive very fast without giving any
respect to the speed limit and surrounding conditions and lose control and meet accidents.

Another respondent (respondent 12) said that:

…. Some drivers react late to the situation, for example, while overtaking a number of
vehicles or large vehicles or while being overtaken by a very high speeding vehicle and end
upmoving sideways or breaking…consequently either hit other vehicles on the sides or slide
and end up in the ditch.

On the influence of health condition on accidents, a number of respondents (13.17,
21) opined that:

…Most people generally do not drive when they are sick and when they do, they are perhaps
very careful.

4.2 Design Elements Concerning the Occurrence
of Accidents

The influence of the road geometry factors on the occurrence of accidents as obtained
from the survey is presented in Table 2. The design of road elements has been
done in concurrence with the standards and norms and design criteria used by
South African National Roads Limited (SANRAL manual for the national roads). It
was observed that the majority of the sections of N1 are of the single carriageway
and with more than 2 lanes. Some of the sections have dual carriageways without
medians, however, demarcated by pavement markings. Besides, the major intersec-
tions are grade-separated but the minor intersection, i.e., the intersections joining N1
and minor roads are at the same level. However, adequate pavement markings are
provided for the flow of traffic. One of the major observations is that large sections of
the road have straight and long alignment, offering adequate stopping sight distance.
The curves are observed to be mostly gentle and according to the design standards.
Reserve lanes indicated by yellow lines ranging between less than 0.5 m (m) to
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Table 2 Influence of major road design elements concerning the occurrence of accidents on N1

Design elements Status PI SD Z score Z probability values

Road width 7.0–7.5 m (two lanes)
7.0–10.5 (three lanes)

2.12 0.43 −2.05 0.0201

Lane width 3.5–3.75 m 2.74 0.51 −0.51 0.305

Number of lanes 2–3 2.76 0.48 −0.50 0.308

Shoulder width 2.0–3.0 m 4.11 0.68 1.63 0.948

Reserve lanes 1.5–3.0 m 2.45 0.56 −0.98 0.163

Type of intersections Grade separated: At the
crossing of the major
roads

1.55 0.45 −3.22 0.0006

At the level: At the
crossing of minor roads
(road marking provided)

3.12 0.56 0.21 0.583

Kerbs 2.83 0.47 −0.28 0.389

Medians Lack of medians in dual
carriageways

3.83 0.54 1.54 0.938

Sight distance Stopping sight distance:
adequate: according to
design standards on
straight alignments

3.78 0.62 1.26 0.916

Decision sight distance:
uncertain according to
the drivers

4.01 0.69 1.46 0.927

Curvature Generally moderate to
low curvature

3.58 0.56 1.04 0.854

Merging of lanes On specific intervals of
about 1–3 km distance

4.05 0.58 1.81 0.964

Alignment Generally long and
straight

3.86 0.52 1.65 0.950

more than 2.0 m widths (at different sections) are provided throughout the road. The
merger of lanes and divergence of lanes have been created at a distance of 1.5–3.0
km to (approximate in general) to facilitate overtaking by fast vehicles. The distance
provided for merger and divergence of lanes is about 400. Despite the various provi-
sions and adherence to design standards, the road users and drivers perceived that
certain geometric elements of the road contribute to the occurrence of the accidents
both directly and indirectly. According to the respondents’ perceptions, road width,
lane width, number of lanes, reserve lanes, kerbs, and grade-separated intersections
(1.5 < PI < 3.0; z probability < 0.5) do not influence the occurrence of accidents to a
large extent. However, shoulder-width (PI = 4.11), merging of lanes (PI = 4.05) and
decision sight distance (particularly at high speed) (PI = 4.01) perceived to influ-
ence the occurrence of accidents significantly. Followed by, very long and straight
alignment, (PI = 3.86), lack of medians in dual carriageway sections (PI = 3.83),
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stopping sight distance (PI = 3.78), curvature (PI = 3.58) and intersections (at the
same level) (PI = 3.12) are perceived to influence accidents fairly. The findings are
supported by the high z probability values (>0.885). Also, the narrative analysis of
the qualitative discussions corroborated these findings.

As three respondents (3, 20, 24) pointed out that:

…The roads are wide with many lanes and reserve lanes…. drivers [we] do not face any
kind of problems while driving. However, at some sections, shoulders are dangerous, do not
have enough width, not well maintained… in some places, there are obstacles, if one skid
towards shoulders, may fall in a ditch if not careful.

According to respondents 12, 27, 29, and 30 stopping sight distance and curvature
can contribute to the occurrence of accidents to a certain extent. As per their opinion:

…some drivers drive very fast and at a high speed…. maybe beyond 120 km/hour, it very
difficult to stop a car suddenly. Also, in the curved sections, it is difficult to control a car at
a very high speed and may meet accidents.

Similarly, about 7 of the respondents (4, 9, 12, 15, 16, 23, 28) argued that the
merger of lanes is the most dangerous and likely cause of accidents. According to
them:

…Merging of lanes creates uncertainty among the drivers [us] when driving parallel or
alongside large vehicles such as large goods trucks. [We] are not sure …to pass the truck or
wait as trucks travel at a particular speed. In case the trucks do not allow us to move ahead
near the mergers, there is a possibility of ending on the shoulders, which can be dangerous.
A bad and narrow shoulder with an inconsiderate large truck driver may become dangerous
for the smaller vehicles like cars particularly at sections leading to merging of lanes.

4.3 The Perceived Linkage Between Road Geometric
Elements on Human Factors and Driver Behaviour

The perceived interlinkages between the road geometric elements and human factors
and behaviour are presented in Table 3. In the absence of statistical data to establish
the empirical relationship, the linkages were established based on perceptions index
and agreements among the majority of the respondents. It is observed that with high
perception indices, straight alignment is highly linked to recklessness and speeding,
which are found to be amongst twomajor human behavioural reasons for accidents on
the road. Similarly, long sight distance on account of straight alignment also causes
recklessness among the drivers to a large extent. Besides, it can cause complacency
and relaxation moderately among the drivers, which may lead to the occurrence of
accidents. Long sight distance in straight alignments is perceived to be linked to the
recklessness of the drivers highly and complacency moderately. On the other hand,
sight distance at the curved sections of the road can cause uncertain driving and
poor vehicle control to a moderate extent. Merging of lanes perceived to engender
uncertain driving, speeding and poor reaction time at high speeds to a moderate
extent. Curved sections also engender uncertain driving and can be attributed to poor
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Table 3 Linkage of geometric elements with human factors and driver behaviour

Design elements Human factors
and behaviour

Number of
respondents
agreed on the
linkage

Rating score
(1–5)

Significance

Alignment Recklessness 91 4.21 Highly linked

Complacency 72 3.98 Moderately
linked

Speeding 102 4.32 Highly linked

Merging of lanes Uncertain driving 83 3.69 Moderately
linked

Speeding 62 3.24 Moderately
linked

Poor reaction time 72 3.66 Moderately
linked

Curvature Uncertain driving 76 3.45 Moderately
linked

Poor reaction time 67 3.24 Moderately
linked

Sight distance on
straight alignments

Recklessness 84 4.03 Highly linked

Complacency 79 3.86 Moderately
linked

Sight distance on
curves

Uncertain driving 62 3.12 Moderately
linked

Poor control
vehicles

64 3.27 Moderately
linked

Shoulder condition Uncertain driving 78 3.84 Moderately
linked

Poor control of
vehicles

76 3.82 Moderately
linked

Shoulder width Uncertain driving 87 3.98 Moderately
linked

Poor control of
vehicles

92 4.26 Highly linked

Number of lanes Recklessness 82 3.66 Moderately
linked

Speeding 76 3.61 Moderately
linked

Unnecessary
overtaking

68 3.44 Moderately
linked

Type of
intersections: at the
level

Uncertain driving 69 3.32 Moderately
linked

(continued)
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Table 3 (continued)

Design elements Human factors
and behaviour

Number of
respondents
agreed on the
linkage

Rating score
(1–5)

Significance

Reserve lanes Speeding 62 3.12 Moderately
linked

Combination of
merging of lanes
and poor shoulder
width and condition

Uncertain driving 82 4.08 Highly linked

Speeding 79 4.03 Highly linked

Poor control of
the vehicle

76 4.01 Highly linked

reaction time. It is also found that shoulder width is related to poor vehicle control
and uncertain driving moderately. However, while shoulder condition is moderately
linked to uncertain driving, it is highly linked to poor vehicle control thatmight lead to
accidents. The number of lanes is related to speeding, recklessness and unnecessary
overtaking to a certain extent (moderately). Intersections at the level of roads are
linked to uncertain driving moderately. Also, reserve lanes are linked to speeding to
amoderate extent. However, most importantly a combination ofmerging of lanes and
poor shoulder width and condition is highly linked to uncertain driving, speeding
and poor vehicle control and could create lethal conditions for the occurrence of
accidents.

5 Discussion and Conclusions

Traffic accidents on the national roads of South Africa is a huge challenge. A lot
of critical accidents and fatalities are being experienced every year. The section of
the national road N1 between Bloemfontein and Johannesburg also experiences a
significant number of accidents. Apparently, the road has been designed according
to the design standards of the national roads and care is taken to provide all pavement
and roadside information, through adequate and appropriate signage, and pavements
markings. The carriageway is also well maintained. Despite the various provisions
that have been made, accidents are observed to be regular phenomena. Although
several reasons for the accidents have been identified at the national level, no specific
study regarding the causes of the accidents on the national roads has been conducted
so far. At the national level, human factors have been attributed as the major causes
of accidents. However, arguments have emerged that there might be a relation-
ship between the road geometric factors, which engender a certain driver (human)
behaviour that leads to accidents. Therefore, this study examined the linkage between
geometric elements and human factors and driver behaviour, which influence the
occurrence of accidents. In the absence of structured statistical data, the study relied
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on primary data obtained from a survey among the road users including the drivers
and both qualitative and quantitative interpretation of the data.

Findings suggested that driver reaction time, the influence of alcohol and nausea,
driving competency, awareness about traffic rules and regulations, awareness about
the road features, awareness about the traffic conditions are the major human factors
that cause accidents. The human factors apparently engender certain driver behaviour
such as speeding, recklessness and overconfidence, uncertain driving poor control of
vehicles, lack of respect towards traffic and rule and regulations, which cause acci-
dents on the national roads. Similarly, shoulder width, merging of lanes, alignment,
decision sight distance, stopping sight distance and curvature, are themajor geometric
elements of the roads that are causes of concern for the drivers. As perceived by the
drivers, these geometric elements engender different driver behaviour. For example,
a very long and straight alignment makes the driver complacent and speeding. Also,
at a higher speed, the reaction time reduces, leading to a higher likelihood of the
occurrence of accidents. Similarly, sight distance on acutely curved sections is a
cause of concern and lead to uncertain driving and poor vehicle control. Moreover,
the shoulder width and shoulder condition play critical roles in driver behaviour in
terms of uncertain driving and poor vehicle control. Merging of lanes perceived to
engender uncertain driving, sometimes speeding and poor reaction time. Specifi-
cally, car drivers tend to become uncertain whether to move past or wait when a
larger vehicle (large goods trucks) is moving alongside the car. This situation occurs
as the car driver becomes uncertain about the behaviour of the truck drivers as to
whether the truck driver would hold the lane and do not allow the fast car driver
to pass or slow down to allow the cars to pass. In this regard, no specific rules of
right of way are seemed to be adhered to by any of the drivers concerned in such
situations. Consequently, the drivers become uncertain and sometimes try to speed
up. In such a scenario, if one of the drivers do not yield, the driver on the outer lane
swerve towards the shoulder. However, if the shoulder is not wide enough and in
bad condition, then it becomes a lethal combination leading to loss of control and
accidents.

Thus, it is observed that according to the perceptions of the road users, geometric
elements and human (driver) behaviour are interlinked, which cause accidents on
the national roads. However, due to limitations of availability of structured statistical
data and long-term practical observation, those linkages could not be empirically
established, which is the further scope of the research. However, this study suggests
that while designing the national roads the linkage between human factors and driver
behaviour and critical geometric elements of roads needs to be considered while
designing the road elements to improve road safety.
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Development of an AI Tool to Identify
Reference Reaches for Natural Channel
Design

C. Kupferschmidt and A. Binns

1 Introduction

River channel morphological patterns and classification schemes have long been the
subject of investigation from academic and practical perspectives. While rivers are
complex systems and no two rivers are identical, inmany cases it is desirable to group
rivers into similar categories that generalize their morphologies and behaviours.
Numerous classification schemes have been developed for these purposes, with
commonly used examples including the Brice [1] or modified Brice [19], Rosgen
[15, 16], and Montgomery and Buffington [11] classification systems. Most existing
classification schemes tend to be hierarchical in nature, with some systems cate-
gorizing rivers based predominantly on channel planform geometry, while others
consider additional variables such as bed material, reach or valley slope, and channel
cross-sectional geometry.

The use of classification systems is particularly important in the fields of geomor-
phology and natural channel design, where they are often used to identify reference
reaches. According to Rosgen [17], a reference reach is “… a river segment that
represents a stable reach within a particular valley morphology.” The purpose of
identifying one or more reference reaches is to allow existing channels or proposed
designs to be quantitatively or qualitatively compared with the historical and current
behaviour of the reference reaches via an analog comparison. Reference reaches
are often used analytically for purposes such as assessing stream stability, inferring
geomorphic processes, predicting future geomorphic responses, and guiding stream
rehabilitation or restoration activities [7].

By the nature of their development, classification systems are subject to biases
imparted by their creators and divisions between classes may be arbitrarily selected
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based on characteristics that can be easily described using conventional subject
area terminology or descriptors. While this makes existing classification systems
easy to understand and apply, post-construction analyses of channel restoration
projects completed using such techniques show that many fail within months or
years of construction [10]. In fact, Juracek and Fitzpatrick [7] suggest that the
widely used Rosgen Level II classification system [16] which categorizes streams
into 41 categories using a two-tiered hierarchical system should not be used for any
purposes beyond description and communication of stream characteristics. Juracek
and Fitzpatrick [7] identify several limitations of existing classification systems,
notably convergence, which they describe as an inability to distinguish between “the
production of similar results from different processes and causes.”

Machine learning (ML) is a subset of artificial intelligence (AI) that uses training
data to develop algorithms that can be used to generate decisions or predictions.
Convolutional neural networks (CNNs) are commonly used in analyzing visual
imagery to extract high-dimensionality features [8]. These models are commonly
trained using labelled data (supervised learning) to develop tools that can be used
for classification. However, if labelled data is not available, CNNs can also be used
to extract features (unsupervised learning) for clustering similar examples. While
the use of machine learning does not eliminate human bias, it can help to reduce
its impact. Additionally, machine learning techniques have the potential to identify
patterns or features that may not be intuitive to human users or domain area experts.

In recent years, high-quality digital channel planform geometry data have become
increasingly available on national and global scales. In Canada, the National Hydro-
graphic Network [12] contains digitized polylines of stream networks across the
entire country, while the National Hydrography Dataset [20] provides similar infor-
mation for the USA. Decades of raster data of river channels collected via satellite
imagery are also available on a global scale through tools such as through the Global
Surface Water Explorer [13]. These large datasets are excellent candidates for use
with ML techniques such as CNNs. In the current study we present the development
and implementation of an unsupervised AI-based tool that uses CNNs and channel
planform geometry data to identify n potential reference reaches within a distance d
of a given location. The current development version of the AI tool is implemented
for a case study of the lower Albany River watershed in northern Ontario, Canada.

2 Methodology

2.1 Data Sources

TheNational Hydrographic Network [12] is a publicly available dataset that provides
geospatial data onCanada’s inlandwaterways including lakes and rivers. This dataset
is available in geodatabase (.gdb), shapefile (.shp), geography markup language
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Fig. 1 Location and study area boundary for the lowerAlbanyRiverwatershed inNorthernOntario,
Canada (04HA000)

(.gml) and keyhole markup language (.kmz) formats. Within the National Hydro-
graphic Network river planform geometry is represented using polylines that follow
the centre of the river channels. Surface water is represented using polygons that
delineate the boundaries of water-covered areas.

For the current study we used data for a single watershed (04HA000) located
in northern Ontario, shown in Fig. 1. This study area consists of the lower reach
of the Albany River watershed, where it flows into James Bay. This watershed was
selected because the region has experienced little historical development and there
were expected to be minimal human impacts on channel morphology.

2.2 Data Pre-processing

Hydrographic data was downloaded in shapefile (.shp) format. The dataset was pre-
processed to convert the data into a suitable format for input to the CNNs. The
following steps were used for pre-processing:

• Perform a geospatial clip of the river geometry polyline dataset using the surface
water polygon dataset to remove all lakes and other non-river segments.

• Re-project the clipped river geometry dataset into the local UTM coordinate
system (EPSG:2958 NAD83 (CSRS) UTM zone 17N was used for the current
study area).

• Remove any river polyline segmentswith fewer than 100 vertices from the dataset.
• Subdivide any river polyline segment with more than 224 vertices into multiple

segments with approximately equal numbers of vertices, resulting in between 100
and 224 vertices per segment.
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Fig. 2 Stream segment polylines for study area shapefile shown at input (left), after clipping
waterbodies (middle) and after applying filtering criteria (right)

• Remove any river polyline segments with a length of less than 500 m.
• Rotate each river segment so that a line drawn between the first and last point is

horizontal.
• Scale each river segment so that the maximum height and width do not exceed

224 pixels.
• Export each river segment as a .jpg image with a size of 224 pixels × 224 pixels

where the river segment is centered within the image.

The implementation of these steps on the study areawatershed produced 712 input
images that met the criteria for use in the current study. The clipped river geometry
polyline dataset was then filtered so that only segments meeting the criteria for use
in the study remain (Fig. 2).

2.3 AI Model Development

For the current study we used TensorFlow (2.4.0-rc0) through the Keras API in
Python (3.8.6) to implement two different CNN model architectures: VGG16 [18]
and ResNet50 [5], shown in Table 1. Both architectures take a 224 pixel by 224 pixel,
3-channel image as input, are relatively deep, and make use of small convolution
filters.

Since the input images produced in the data pre-processing step of the current
study are unlabelled, it was not possible to use traditional supervised learning tech-
niques to calibrate the parameters of these models. Instead, we elected to use a
technique known as transfer learning, where a model trained on one set of data is
used to evaluate a second different set of data.

The models used in the current study were pre-trained on ImageNet, an online
database of more than 1.2 million labelled images that represent 1000 distinct classes
[4]. It has become common to implement transfer learning by training CNN models
on ImageNet and adapting the output features for other tasks [6]. Models trained on
ImageNet have been shown to produce good general-purpose features, which allows
for these features to be used to evaluate classes not contained in the training dataset.
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Table 1 Model architectures
for ResNet50 and VGG16

ResNet50 architecture VGG16 architecture

input (224× 224 RGB image) input (224 × 224 RGB image)

conv {7-64} × 1 conv {3-64} × 2

maxpool maxpool

conv {1-64, 3-64, 1-256} × 3 conv {3-128} × 2

conv {1-128, 3-128, 1-512} ×
4

maxpool

conv {1-256, 3-256, 1-1024}
× 6

conv {3-256, 3-256, 1-256} ×
1

conv {1-512, 3-512, 1-2048}
× 3

maxpool

averagepoola conv {3-512, 3-512, 1-512} ×
1

FC {1000}a maxpool

softmaxa conv {3-512, 3-512, 1-512} ×
1

maxpoola

FC {4096, 4096, 1000}a × 1

softmaxa

a Layers removed for model use in current study

For example, despite not containing medical images, ImageNet is commonly and
successfully used for transfer learning-based medical image analysis [3]. Implemen-
tations ofVGG16 andResNet50 that have been pre-trained on ImageNet are available
through Keras and can be implemented in an off-the-shelf manner.

Since the purpose of using these models was to perform feature extraction rather
than classification tasks related to ImageNet, we removed the heads of the models
that contained the fully-connected (FC) and pooling layers, leaving the model base
layers behind. Each of the images in the input dataset were fed through the two
models, and the output features were used as inputs to the AI tool.

2.4 Model Fine-Tuning

In addition to using the features generated by the pre-trained models, we elected to
implement a fine-tuning process using a small subset of the input data, since fine-
tuned models can typically achieve higher accuracies than classifiers that use off-
the-shelf features [9]. To perform fine-tuning we froze the base layers of the CNN
models and implemented new model heads. The outputs of the final convolution
layer from the frozen model bases were flattened and fed into a 1 × 1 × 512 fully-
connected (FC) layer that uses the rectified linear unit (ReLU) activation function.
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Table 2 Implemented model
head architecture for
fine-tuning

Model head architecture

flatten

FC-512

softmaxa

a Layer used for training tasks only

This layer was then fed into a softmax layer used for classification. The implemented
architecture for the model heads is shown in Table 2.

For the training task, 200 random images were selected from the input dataset and
each image was assumed to each represent its own class (i.e. one class per image).
Since only one image existed for each of the training classes, we implemented a
self-supervised training approach by using a data generator to implement augmen-
tation methods and produce a training set. The implemented augmentations were a
combination of random flipping in both the horizontal and vertical directions, and
random cropping of between 0 and 40% of the image dimensions. In addition to
increasing the size of the training dataset by creating multiple examples per class,
this process helps to prevent the model from clustering stream segments based on
general features such as flow direction or overall stream segment convexity. The
original images were used as a validation dataset.

The model heads were trained for 100 epochs using random initialization with
a batch size of 64 images. The training optimizer used stochastic gradient descent
and cross-entropy loss to maximize classification accuracy of original images with a
momentum of 0.9 and a learning rates of 1e−3 for ResNet50 and 1e−4 for VGG16,
respectively. After fine-tuning, the softmax layer used for classification was removed
from themodel, so that the features generated by the final fully-connected layer could
be used for reference reach identification. Each of the images in the input dataset
were fed through the fine-tuned models, and the output features were used as inputs
to the AI tool.

2.5 Reference Reach Identification

To identify reference reaches, the AI tool uses the features output by the CNNs as
inputs. For both the models with no fine-tuning and the fine-tuned models, principal
component analysis (PCA) is used to reduce the number of features to 100 to reduce
computational requirements. Distance matrices are calculated for both the feature-
space and physical space for each of the input features. TheAI tool uses these distance
matrices as input. Please note that solving the distance matrix is an O(n2) problem
that may not be practical to solve for very large study areas or without using PCA.

The developed AI tool allows users to input a list of k study stream segments
and specify a number n of reference reaches to return for each input segment, along
with the CNN architecture to use for identifying the reaches. Potential reference
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reaches are then ranked and the n closest points in the model-space distance matrix
are returned using a k-nearest neighbours approach. In the current version of the AI
tool, limiting results to stream segments located within a distance d of the study site
must be performed in a separate step, which can be implemented either prior to or
after returning n ranked reference reaches.

For the current study we used the AI tool to identify reference reaches for
six randomly selected study site stream segments within the study area, returning
the seven closest reference reaches to each segment. The AI tool was run using
four different models: ResNet50 without fine-tuning, VGG16 without fine tuning,
ResNet50 with fine-tuning, and VGG16 with fine-tuning.

3 Results and Discussion

The training curves (Fig. 3) show that the training tasks in the fine-tuning process
resulted in validation accuracies of about 40% for ResNet50 and 15–20% for VGG16
after 100 epochs. Since themodels used 200 classes for training, these results suggest
that the models were able to develop considerable skill beyond a random classifier,
which would be expected to have an accuracy of approximately 0.5%. This suggests
that the fined-tuned AI models were able to extract meaningful features from the
stream segments that can be used to identify other similar segments.

Reference reaches identified using theAI tool for the six study stream segments are
shown without fine-tuning (Fig. 4) and with fine-tuning (Fig. 5). For the CNNs that
did not use fine-tuning, both ResNet50 and VGG16 identified at least one of the same
stream segments as reference reaches for all six of the evaluated sites. The fact that
both of these models were pre-trained to extract features used to identify ImageNet
classes may explain why similar predictions were produced by both networks.

A qualitative comparison of the study sites with the reference reaches in Fig. 4
shows that in some cases themodels appear to identify reference reacheswith channel

Fig. 3 Training curves for fine-tuning of the ResNet50 (left) andVGG16 (right) models. A learning
rate of 1e−3 was used for ResNet50 and a learning rate of 1e−4 was used for VGG16. Both models
used a batch size of 64 samples and were run for 100 epochs
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Study Sites

Rank

Reference Reaches (ResNet50 – No Fine-Tuning)

1           2           3            4            5           6           7

Reference Reaches (VGG16 – No Fine-Tuning)

1           2           3            4            5           6           7

Fig. 4 Ranked reference reach results (n = 7) for six study sites identified using the AI tool with
ResNet50 (left) and VGG16 (right) convolutional neural networks (CNNs) pre-trained on ImageNet
without fine-tuning. Dashed boxes denote reference reaches identified by both CNNs

Reference Reaches (ResNet50 – Fine-Tuned)

1           2           3            4            5           6           7

Reference Reaches (VGG16 – Fine-Tuned)

1           2           3            4            5           6           7

Study Sites

Rank

Fig. 5 Ranked reference reach results (n = 7) for six study sites identified using the AI tool with
ResNet50 (left) and VGG16 (right) convolutional neural networks (CNNs) pre-trained on ImageNet
with fine-tuning. Dashed boxes denote reference reaches identified by both CNNs
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morphology characteristics similar to the study site that can be described using tradi-
tional terms from geomorphology. For example, for SS645 and SS649 the multiple
wavelengths of meandering present in the study site morphology are also present
in many of the reference reaches. However, for several sites tortuous meanders are
present in some of the identified reference reaches but not the study site reaches.
Unfortunately, due to the black-box nature of machine learning algorithms, it is
difficult to know exactly why the algorithms selects specific reaches.

In contrast, the fine-tuned networks did not tend to yield similar predictions, and
identified different reference reaches than the pre-trained networks. Subjectively, the
fine-tuned ResNet50 model appeared to perform better than the fine-tuned VGG16
model, selecting reference reaches with more similar morphologies to the study
site. We believe that fine-tuning the model heads reduced the generalizability of
the models, and that identified features were not robust. We feel that the use of
alternative techniques involving a small amount of manually labelled data such as
semi-supervised learning may help to produce future models that are more robust.
For the current time, we recommend implementing the AI tool using the models
without fine-tuning to identify reference reaches.

The developed AI tool has potential uses to augment current industry practices
for identifying reference reaches, which tend to use time-consuming, manual tasks.
Even in its current state, the developed AI tool can be cautiously implemented as a
pre-screening technique to rapidly identify potential reference reaches. We do not
envision the current AI tool replacing the current expert-driven process, but rather
helping to augment the workflow (Fig. 6), where pre-screened sites identified using
the AI tool can be included as potential candidates for reference reaches along with
other manually identified sites. As when using any channel classification system, a
detailed review of reachmorphology and characteristics to ensure suitability between
the study site andpotential reference reaches should be implemented prior to selecting
one or more references for use in any type of analysis.

A potential use for the AI tool is in the rapid development of regional classifica-
tion systems. By limiting the input stream segment shapefile to only include streams
within a given watershed, and by using the processed stream segment image files,
it is possible to use the AI tool to perform local clustering. Localized approaches to

Study Site

Identify i potential 
sites within distance d
by manual inspection

Review 
characteristics of i
sites to identify j

reference reaches

Identify i potential 
sites within distance d
by manual inspection

Study Site

Identify n potential 
sites within distance d

using AI Tool

Review characteristics of i+n sites to
identify j reference reaches

Current Workflow Proposed Workflow

Fig. 6 Proposed workflow for reference reach identification using the developed AI tool
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channel classification can mitigate many of the risks described by Kondolf [10] and
Juracek and Fitzpatrick [7] that are associated with existing classification systems.
Regional or reach-scale channel classification schemes have been successfully devel-
oped and used in several cases (e.g. Rinaldi [14], Brierley and Fryirs [2]). While
the development of regional classification systems has historically been a time-
consuming process that requires an expert understanding of processes governing
regional channel morphology, the developedAI tool can be used to potentially reduce
the time required for this process.

4 Next Steps

The AI tool presented in this paper is still under development. While masking for
distance d must currently be done manually, future versions of the AI tool will take
this distance as an input and perform this task automatically.

Although we feel that the current fine-tuning tasks were not successful in
improving the performance of the model, we believe that it should be possible
to improve the performance of future versions by implementing different training
processes, including supervised, semi-supervised, or self-supervised learning.While
the use of manually labelled data will increase human biases in the model, they may
also help to produce findings that can be more easily explained using conventional
technical terminology such as degree of sinuosity or tortuosity. For example, future
data labels could include information such as bed slope, sinuosity, or even channel
class identified using an existing classification system.

Kondolf [10] suggests that existing classification systems and natural channel
designs may be biased towards single-thread channel geometries. In many existing
classification systems (e.g. Rosgen), braided or multi-channeled rivers tend to be
represented by a small number of classes relative to single-thread channels. While
the current study only evaluated the use of the developed AI tool on rivers that can
be represented using single channel polylines, there is no reason why the AI tool in
its current form could not be implemented for braided or multi-channeled rivers.

The source code for the latest development version of the AI tool is available for
download from GitHub at https://github.com/codykupf/river-cnn.

5 Conclusions

In the current study we present a case-study implementation of an AI tool for iden-
tifying reference reaches on the lower Albany River watershed in northern Ontario,
Canada. We found that fine-tuning the CNNs was not effective in improving the
model skill and suggest that features should be extracted by using the ResNet50
and VGG16 models pre-trained on ImageNet without fine-tuning for the time being.
Although the AI tool presented in this study is still in the preliminary development

https://github.com/codykupf/river-cnn


Development of an AI Tool to Identify Reference … 41

stage, even its current form it can potentially be used as a rapid assessment method
to identify a number of potential reference reach sites for further manual review. We
propose an augmented workflow that integrates the AI tool into existing workflows
for identifying reference reaches.
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Stability Analysis of an Overtopped
Spillway Using Computational Fluid
Dynamics

M. Freitas, P. Léger, and L. Pedroso

1 Introduction

The overtopping of non-overflow gravity dam sections is a serious problem for the
stability of the structure. Extreme floods, which have beenmademore frequent due to
global warming, can cause overtopping of these structures, threatening their integrity
(Fig. 1b, c). Overtopping is the cause of 43% of failures in masonry dams and 20% of
failures in concrete dams [14]. Faulty gate operation can also contribute towards the
occurrence of overtopping and the increase of the hydrodynamic loads [2, 9, 11, 19].
Likewise, the accumulation of floating debris is a problem during floods in several
parts of the world. They produce additional thrusts on structures and clog spillway
openings, thus reducing the discharge capacity while increasing the upstream water
level [1, 8, 24].

When subject to these conditions, several failure modes in gravity dams can occur
(Fig. 1a). The accurate determination of the flow velocity, pressure field and resulting
hydrodynamic pressures are a major challenge to the evaluation of the structural
stability. Traditionally, physical models and simplified analytical formulations have
been used to estimate those quantities. More recently, CFD (Computational Fluid
Dynamics) has been used as an alternative method that is more accurate than the
analytical formulations as well as cheaper and faster than building and testing phys-
ical models. CFD has been used to model standard ogee spillways [12, 22], stepped
spillways [25], as well as complex-shaped spillways [23]. CFD was also used to
calculate the structural stability of spillways [7, 10].
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Fig. 1 Dam overtopping: a Failure mechanisms of an overtopped dam [17]; b Chicoutimi dam in
normal operating conditions; c Chicoutimi dam during 1996 Saguenay flood

Herein, CFD is used to perform a back analysis of the Chute Garneau spillway,
which was overtopped due to a flood in 1996. The hydrodynamic pressures are
obtained with CFD using the software ANSYS Fluent. Then, the hydrodynamic
forces are calculated by integrating the pressures and those are input into the software
CADAM3D to perform the stability calculations using the gravity method. Then, the
sensitivity of the structure to the tensile strength and cohesion in the rock-concrete
interface is studied.

2 Stability of Overtopped Structures

2.1 Hydrostatic and Hydrodynamic Forces

The stability of dams and spillways is addressed in many guidelines [3, 6, 26]. Their
stability is a function of the hydrostatic and hydrodynamic forces acting on them
(Fig. 2). These guidelines suggest that the pressure on the upstream wall can be
considered hydrostatic. The magnitude of the force on the crest Fv and its position
x from the downstream crest face to upstream can be estimated as

Fv = 0.5(α + β)ρgBHo (1)

x = α + 2β

3(α + β)
B (2)
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Fig. 2 Expected loads on a gravity dam: a guidelines estimation and b CFD pressure fields

where ρ is the water density, g is the gravity acceleration, B is the width of the crest,
H0 is the overtopping water height, α and β are constants, usually taken as 1 and
1/2, respectively [5].

The pressure on the downstream face can be estimated by assuming that the tail-
water level Hd

s
is equal to H0 (Fig. 1) if the tailwater condition significantly reduces

or eliminates the hydraulic jump, or 0.6H0 otherwise. The amount of reduction in
the effective tailwater depth may vary according to the degree of submergence of
the crest and the backwater conditions in the downstream channel [26]. Thus, it is
expected that the downstream force computed from CFD might be larger than that
estimated by the guidelines. The forces on the upstream (Fx, us

and Fy, us
) and down-

stream (Fx, ds
and Fy, ds

) faces can be obtained by integrating the hydrostatic pressures
on the wetted surfaces. To compute the uplift pressure, however, the tailwater level
is always considered equal to H0.

Numerical studies with CFD showed that the hydrodynamic forces upstream are
nearly hydrostatic. The hydrodynamic force on the crest can be better estimated with
Eqs. 1 and 2 using α = 2

3 and β = 1
3 , rather than α = 1 and β = 1

2 . The downstream
hydrodynamic forces vary significantly in time due to the flow turbulence, but the
guideline recommendations for them are conservative [7].

2.2 Stability Assessment

The stability of dams and spillways is generally assessed in terms of the position of
the resultant, the sliding safety factor (SSF) and the stress state. For global stability,
guidelines recommend that the resultant position shall be within the middle third of
the structure base for usual load cases [3, 6, 26]. For unusual and extreme load cases,
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it may be outside of the middle third and within the base if the other performance
indicators satisfy acceptance criteria. This ensures that the structure will not fail by
overturning.

The SSF acceptance criteria are dependent on the considerations of friction and
cohesion. If only friction is considered, then the SSF must be equal to or higher than
1.5 for usual cases, 1.3 for unusual cases and 1.1 for flood cases [3]. However, if
cohesion is also considered and no tests are available, then the acceptance criteria
increase to 3.0 for usual cases, 2.0 for unusual cases and 1.3 for flood cases. The SSF
can be calculated with the gravity method as

SSF =
(∑

V −U
)
tan φ + cAc∑
H

(3)

where
∑

V is the sum of the vertical forces, excluding uplift pressures,U is the uplift
force, φ is the friction angle, c is the cohesion, Ac is the area under compression,
and

∑
H is the sum of horizontal forces.

Typically, cohesion and tensile strength of the concrete-foundation interface are
considered zero. However, in situ testing performed in multiple dams in Ontario,
Canada showed that the average tensile strength along the contact between rock and
concrete in existing dams is 1.08 MPa with a minimum of 0.18 MPa [20]. Other
studies presented data indicating that for the peak shear strength in concrete-granite-
gneiss foundations, the best fit cohesion c is 1.30 MPa, the friction angle φ is 57◦
and the tensile strength σt is 0.83 MPa. The lower bound cohesion is 0.48 MPa, the
friction angle is 57◦, and the tensile strength is 0.31 MPa [4]. Herein, a peak friction
angle φ = 55◦ is assumed and a small amount of cohesion and tensile strength,
within the experimental bounds observed in the literature, are used in some stability
calculations.

3 CFD Modelling and Simulation

3.1 Governing Equations

Computational fluid dynamics (CFD) consists of a series of methods and techniques
used to solve fluid flow problems numerically. Fluid flow problems are governed by
Navier–Stokes and continuity equations.Assuming an incompressible and isothermal
fluid, these equations can be written as [15]:

∇ · u = 0 (4)

∂u

∂t
+ ∇ · (uu) = −∇ p + ∇ · (ν∇u) + g (5)
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Fig. 3 Summary of CFD model boundary conditions, dimensions, mesh and flow properties

where u is the fluid velocity vector, p is the pressure, ν is the kinematic viscosity,
g is the gravitational acceleration and t is the time. For multiphase flow, besides the
continuity and Navier–Stokes equations, a multiphase model is needed. The volume
of fluid model [13] is used here for its good performance with models where there is
a clear separation between phases and no interpenetration. In this model, the volume
fraction parameter αw is used to track the motion of fluid (Fig. 3). This parameter
corresponds to the percentage of water within each given cell. Cells with αw = 0
contain no water (full of air), cells with αw = 1 contain only water and cells with
0 < αw < 1 contain a mix of air and water. The free surface is then computed with
interpolation between cells. The fluid properties for each cell are taken as a weighted
average of the properties of each phase using αw as the weight. The flow turbulence,
mainly present in the downstream section, is treated with the shear stress transport
(SST) k-ω model [21]. This model combines the benefits of the k-ε model, which
performs better in the free-flow region, and the k-ω model, which performs better in
the boundary layer.

3.2 Boundary Conditions

In the CFD models developed herein, the upstream boundary is set as a mass-flow
inlet, and the downstream and upper boundaries are set as pressure outlets. The
boundaries corresponding to the floor and structures are set as no-slip walls (Fig. 3).
The models studied are symmetrical, so only half of the geometry is modelled, and a
symmetry boundary condition is set in the symmetry plane. The vertical boundaries
parallel to the symmetry plane are set as no-shear walls. The downstream portion of
the domain is broadened to allow for aeration of the overflowing nappe.

In addition, the open channel option present in the CFD software is enabled,
which allows the specification of the inlet water level. The software then computes
the related inlet pressure. With this option enabled, the pressure in the outlets can be
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determined (i) by specifying the tailwater level, (ii) by interpolation from the neigh-
bouring cells, or (iii) by specifying a gauge pressure. On the downstream boundary,
the pressure is computed from the neighbouring cells; along the upper boundary, it
is set to the atmospheric pressure.

4 Back Analysis of Chute Garneau Spillway

4.1 Spillway Description

In 1996, a major flood occurred in the Saguenay region (Québec, Canada). The
rain-induced flow was much greater than the spillway capacity of the several gravity
structures located in this area. During this flood, the gravity dams and spillways were
subjected to intense hydrodynamic loading conditions, which resulted in overtopping
of more than 2 m in some cases [18]. One of the structures affected by this flood was
the Chute Garneau spillway, which is studied herein. This spillway is made of a series
of piers that support a 6.30 m high concrete bridge. During the flood, a considerable
amount of debris was accumulated between the gate lifting structures, blocking some
of the flow (Fig. 4a). Despite the considerable hydrodynamic forces, the structure
survived the flood event.

Fig. 4 Chute Garneau: a 1996 Saguenay flood, b 3D model geometry, c plan view, d elevation
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4.2 Model Description

Considering the geometry of the spillway (Fig. 4c, d), a 3D symmetrical CFD model
was developed to analyse the stability of this structure during the flood (Fig. 4b).
The CFD model is limited to one section with a symmetry plane across one of the
piers, with no normal flow along the lateral boundaries. Multiple CFD simulations
with varying overtopping heights, with gates opened, closed, partially closed and
with accumulation of floating debris were conducted. The hydrodynamic pressure
fields were then obtained and, by integrating them, the hydrodynamic forces were
calculated. Those forces were then input in the software CADAM3D [16] to assess
the structure stability with the gravity method.

Figure 5a, b shows the profile, and the water volume fractions on a cross-section at
the middle of the spillway chute and at the middle of the pier, respectively. Figure 5c,
d show the velocity contour plots and Fig. 5e, f show the pressure contour plots in
the same sections. All these results correspond to an overtopping height of 2.16 m.

Fig. 5 Chute Garneau spillway CFD model for H0 = 2.16m: water volume fraction at a spillway
section and b pier section, velocity contours at c spillway section and d pier section, pressure
contours at e spillway section and f pier section [7]
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4.3 Analysis of Spillway with Open Gates

The Chute Garneau spillway stability is evaluated under multiple scenarios: (i) with
the gates completely opened, (ii) completely closed, (iii) partially closed, and (iv)
with accumulation of floating debris. Table 1 summarizes the stability assessment
with opened gates such that they do not interfere with the flow. The CFD stability
indicators are obtained using the forces and uplift pressure obtained using CFD. The
stability indicators for α = 1 and β = 1

2 , and α = 2
3 and β = 1

3 are obtained using
the guideline recommendations for hydrodynamic forces, vertical force on the crest
obtained from Eqs. 1 and 2 and uplift pressure taken from CFD. This is because
the flow condition differs significantly from the overtopping of a gravity dam with
classical geometry, increasing the uplift pressure significantly.

The values of α = 1 and β = 1
2 overestimate the sliding safety factors by as much

as 34%. Using α = 2
3 and β = 1

3 also overestimate the sliding safety factors in some
cases, but only by 14% when H0 = 2.16m. This is consistent with the findings from
the literature that indicate that α = 2

3 and β = 1
3 better estimates the vertical force

on the crest [7].
To demonstrate stability and avoid brittle failure by cracking of the base, a small

amount of rock-concrete tensile strength (up to 70 kPa) was considered. Without
this tensile strength, the structure fails by overturning. Moreover, a small amount of
cohesion (up to 50 kPa) is needed to achieve the minimum safety factor of 1.3 in
case of flood [3]. The spillway is expected to exhibit a very brittle failure mechanism,
because it relies on the tensile strength to keep the structure stable. If a small amount
of tensile strength cannot bemobilised, the structure would suddenly crack, the uplift
pressure increases, and the structure fails. Both the 70 kPa of rock-concrete tensile
strength and 50 kPa of cohesion assumed in the model are within the lower bound
reported in the literature [4, 20], showing that these assumed values are reasonable
and likely to have been mobilised during the flood.

4.4 Analysis of Spillway with Closed Gates

The closed gates scenario is reported in Table 2. The spillway opening is completely
blocked by the gates, and water can only flow over the slab. This case is like the
overtopping of a gravity dam. Thus, the uplift pressure is estimated using the full
tailwater height. All forces are computed as in the opened gates scenario. For compar-
ison, the sliding safety factors using a tailwater height of 0.6H0, as recommended
by guidelines for the evaluation of the downstream force Fd

s
, is also computed.

Closed gates are the worst-case scenario for stability (ignoring the presence of
floating debris) because the destabilizing horizontal upstream force is significantly
increased, while the stabilizing downstream force decreases, and the vertical force
on the crest stays about the same. The use of α = 1 and β = 1

2 lead to a small
overestimation of the SSF (approximately 7% when H0 = 2.18 m), while α = 2

3
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Fig. 6 Chute Garneau CFD model: a partially closed gates (H = 7.42 m), b floating debris (H0 =
2 m)

and β = 1
3 yields an accurate estimation of the SSF compared to CFD simulations.

With gates closed, the amount of tensile strength to avoid cracking and cohesion to
reach the minimum safety factor are increased from 70 to 150 kPa compared with
the gates opened scenario. Likewise, the minimum cohesion necessary to ensure
stability increased from 50 to 110 kPa compared with the gates opened scenario.
Nevertheless, the assumed tensile strength and cohesion values are within the lower
bound limits presented in the literature [4, 20].Moreover, the resultant force is always
positioned outside of the section, and the only mechanism that prevents the spillway
from overturning is the tensile strength allowed.

4.5 Analysis of Spillway with Partially Closed Gates

Three cases with a partially closed gate were also modelled. In these cases, the gate is
lifted halfway up the spillway opening, partially blocking the flow over the spillway
chute and preventing overtopping on the bridge (Fig. 6a). For a flow of 12m3/s, the
total upstream headwater was 7.42 m, using c = 50 kPa; the SSF was 1.51, and the
maximum tensile stress was 81.6 kPa. These results can be comparedwith the opened
gates case with H0 = 1.10m (where the total upstream headwater is 7.40 m) and the
closed gates case with H0 = 1.06m (where the total upstream headwater is 7.36 m).
In the equivalent opened gate case, the SSF obtained was 1.64 and the maximum
tensile stress required was 33.7 kPa. In the equivalent closed gates case, the SSF
obtained was 1.33, and the maximum tensile stress was 94.6 kPa. This indicates that
the partially closed gates case is more critical in terms of the overturning moments
developed on the gate than in terms of the sliding forces (Table 3).

4.6 Analysis of Spillway with Floating Debris

Anopened gates casewith floating debriswas alsomodelled. The debris is considered
to get stuck in the gate’s lifting structure and accumulates for a length of 6 m, thus
spanning the entire spillway width. The presence of floating debris is considered,
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Table 3 Chute Garneau stability with partially closed gates

H (m) σt (kPa) c (kPa) SSF—FCFD
v Resultant position in %a—FCFD

v

5.58 0 0 2.52 60.63

50 3.04

6.4 24.4 0 1.72 76.47

50 2.10

7.42 81.6 0 1.17 101.84

50 1.51

a Expressed in percentage of base width from upstream

in a simplified way, by modelling an obstacle to the flow at the water surface level
(Fig. 6b). Only the additional inertial and drag force are considered. The force due
to the impact of the floating debris against the structure is not studied here. Beyond
adding the inertial and drag forces to the structure, the presence of debris also changes
the flow conditions, causing a modification in pressure fields.

A single case with floating debris is modelled, where the overtopping height is
2 m and there was 1 m of submerged debris. The total thrust caused by the debris
was computed with CFD as 16.8 kN and applied at an elevation of 7.75 m. The SSF
obtained with c = 50 kPa was 1.23, and the maximum tensile stress was 72.3 kPa.
An equivalent open gates case with no debris and 2 m of overtopping height was
modelled for comparison. The SSF obtained in this case was 1.30 and the maximum
tensile stress was 63.2 kPa. Similar to the partially closed gates case, the presence
of floating debris significantly increases the overturning moment, even with a small
increase in the sliding force.

5 Conclusions

This paper presented a back analysis of the Chute Garneau spillway under the 1996
Saguenay flood using CFD to estimate the hydrodynamic pressure acting on the
structure. The analysis indicated that for both opened and closed gates scenarios, the
minimum SSF acceptance criteria were met when 150 kPa of tensile strength and
110 kPa of cohesion were considered. The tensile strength and cohesion adopted in
the stability analysis are well within the range found in the literature [4, 20], which
present a lower bound of 310 kPa for tensile strength and 480 kPa for cohesion. This
shows that although the guidelines do not recommend reliance on rock-concrete
tensile strength to ensure stability, it may contribute significantly to stability during
an extreme flood. This may make the difference between the structure failing or
surviving the event. Both the partially closed gates and the floating debris scenarios
mainly affected the structure stability by increasing the overturning moment with a
relatively small increase in horizontal forces with a longer lever arm. Thus, in both
cases, the increase in the tensile stress is more significant than the increase in the
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SSF. The floating debris case should be further investigated by modelling the debris
either as a single solid floating particle (more simplified) or as a collection of particles
(more detailed) rather than an obstacle and by considering the impact force on the
structure.
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The Effects of Climatic and Design
Variables on Evapotranspiration
in Bioretention Systems

R. Nasrollahpour, A. Skorobogatov, J. He, C. Valeo, A. Chu, and B. van Duin

1 Introduction

Urbanization has led to the growth of impervious surfaces and in turn, resulted in
increased stormwater runoff volume and peak flow. In addition, stormwater runoff,
which mobilizes and transports a variety of pollutants deposited on the land surface,
is known to degrade the quality of water receiving bodies. To attenuate the adverse
impacts of urbanization, low impact development (LID) technologies are introduced
to supplement traditional centralized drainage or conveyance systems [5]. The LID
practices are green strategies tomimic the natural hydrology of a site using decentral-
ized microscale control practices by enhancing evapotranspiration (ET), infiltration,
and/or groundwater recharge. Bioretention systems are a typical LID practice with
confirmed benefits in improving stormwater quality, apart from retaining stormwater
runoff and decreasing peak flow rate [4]. In the urban hydrologic cycle, ET is one
of the critical components [3]; however, in the context of bioretention systems, the
understanding of ET is still limited and it is often unaccounted for in current practices
[2]. Therefore, the primary objective of this paper is to advance the understanding of
ET in bioretention systems, particularly to investigate the effects of design factors
(vegetation and media) and the climatic variables on ET. Linking ET to the design
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variables presents an opportunity to improve the design of bioretention systemswhich
could consequently have important practical implications.

2 Materials and Methods

A bioretention research facility was constructed in the Town of Okotoks, which is
45.3 km south of the City of Calgary, Alberta. The facility consists of 24 mesocosms,
each of which is approximately 2 × 2 m2 in surface area. Each cell is framed by
wooden walls and is 1.2 m in height, including 0.3 m ponding depth on the top,
followed by a 0.6 m growing media layer and a 0.3 m gravel drainage layer. The
mesocosms were individually lined at the bottom and sloped to a single corner to
drain via a standpipe. The mesocosms were constructed with three different media
types, each having a set of 8 cells (Fig. 1). Media 70 and 40, characterized by a high
percentage of sand and low clay content, are designated media types for the City of
Calgary [1]; media CL (clay-loam mixture) is commonly seen in the study region.
The average particle sizes (D50) of the media 40, 70, and CL are 0.58, 0.42, and
0.13 mm, respectively. In each set of 8 cells, cells 1, 4, 6, and 7 were planted with
herbaceous mixes; cells 2 and 3 were planted with woody mixes; cells 5 and 8 were
vegetated with turfgrass.

To examine the performance of the bioretention system, the mesocosms were
monitored under 49 simulated events in the growing seasons (May–October) of
2018 and 2019. This included performing simulated events corresponding to runoff
from 4 mm, 9 mm, 14 mm, and 24 mm storm events. A weather station was installed

Fig. 1 The layout of the bioretention mesocosms
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onsite to record climatic variables, and TEROS 12 sensors were deployed into the
cells at two depths (20 and 40 cm) to measure soil moisture. In the field seasons, the
average daily air temperature was 12.7 °C. As the focus of this paper is on ET, the
data collected in between the simulated events (dry periods) were used herein. The
variations in media moisture and field observations indicated that gravity drainage
lasted no longer than 1.5 days following each simulated event. The dry periods were
thus defined as the time from the end of gravity drainage to the beginning of the
next simulated event. However, the days when the total rainfall amount exceeded
3 mm were excluded from the dry periods as this amount of rainfall was observed to
produce a measurable change in the media moisture. In a dry day, ET was estimated
using the daily changes in media moisture at the surface (20 cm) and deep (40 cm)
layers. At each layer, ET (in mm/day) was quantified by multiplying the daily media
moisture loss by the media depth (300 mm). The daily climatic variables were their
average values over the day.

3 Results and Discussion

3.1 Effect of Climatic Variables

The role of several climatic parameters (i.e., solar radiation, wind speed, relative
humidity (RH), and air temperature) was investigated through correlation analysis.
As shown in Table 1, ET (at both depths) was positively correlated to air temperature,
wind speed, and solar radiation, while it negatively depended on RH. Among these
climatic variables, solar radiation, air temperature, and RHwere found to be strongly
associated with ET, especially at the surface layer, but the role of wind speed was not
as prominent as others. The energy supplied by solar radiation is the primary driving
force for the vaporization of water. However, ET can be affected by the combination
of solar radiation and other climatic parameters. In humid conditions, for example,
ET can be inhibited by a lack of notable vapor pressure differentials between plant

Table 1 Spearman’s
correlation coefficients
between climatic variables
and ET at the surface and
deep layers

Parameter Year Depth 20 Depth 40

Wind speed 2018 0.258 0.164

Air temperature 2018 0.660 0.324

RH 2018 −0.605 −0.286

Solar radiation 2018 0.612 0.289

Wind speed 2019 0.266 0.208

Air temperature 2019 0.492 0.273

RH 2019 −0.432 −0.317

Solar radiation 2019 0.527 0.275

Significant correlation coefficients at the level of 5% are boldfaced



60 R. Nasrollahpour et al.

Fig. 2 Box-whisker plots of ET at the surface and deep layers for different growingmedia. The box
covers the range of data between the 25th and 75th percentiles; whiskers extend to the minimum
and maximum values; median and mean are indicated by the line and diagonal cross inside the box,
respectively

stomata/moist substrate and ambient air. The obtained negative correlations between
ET and RH reflect this concept in the context of bioretention systems.

3.2 Effect of Growing Media

The data collected from all the cells were grouped for each media, irrespective of the
vegetation types, and compared using the Kruskal–Wallis tests followed by multiple
pairwise comparisons at both depths. As seen in Fig. 2, the median of ET in media
CL was significantly lower than that of the other two media types at both depths
throughout the study period. To improve the infiltration of CL cells, wood chips (at
40% in volume) were mixed with CL, which can create large drainable pores and
channels. This is supported by the fact that the CL cells had the greatest infiltration
rate (in an average of 1251.3 mm/h) and the lowest amount of water retained (in an
average of 8.5%). In 2019, when vegetation was more mature, the media 70 cells
had a higher ET compared to the media 40 cells.

3.3 Effect of Vegetation

All the recorded data were grouped in terms of the vegetation, irrespective of the
growing media, and compared using the Kruskal–Wallis tests followed by multiple
pairwise comparisons. As shown in Fig. 3, the median of ET in woody cells was
consistently higher than the control (grass) cells at both depths, whereas the median
of ET in herbaceous cells was not always statistically higher than that of the control
cells. In 2018, the absence of the significant differences between the woody and
herbaceous cells at the surface layer can be ascribed to the negligible differences



The Effects of Climatic and Design Variables … 61

Fig. 3 Box-whisker plots of ET at the surface and deep layers for different vegetation types. The
box covers the range of data between the 25th and 75th percentiles; whiskers extend to theminimum
and maximum values; median and mean are indicated by the line and diagonal cross inside the box,
respectively

in their roles at the early stage of vegetation development. At the deep layer, the
median of ET in woody cells was consistently higher over the study period, while
the significant difference in the median of ET between herbaceous and control cells
was not presented. These results suggest that, compared to herbaceous vegetation,
woody vegetation was more beneficial in improving water loss through ET, as this
vegetation type increased ET at both layers. In addition, the increased ET in the
vegetated cells throughout the study period demonstrates the temporal evolution of
ET and its potential role on the performance of bioretention systems.

4 Conclusions

The findings from this two-year study confirmed the roles of media and vegetation,
apart from the climatic variables, on ET in the bioretention systems. The results show
that themedia 70 cells vegetated with woodymixes outperformed (in terms of ET) all
other cells. This calls for the consideration of these design variables, whose roles on
ET are dynamic, when designing the bioretention systems for optimal performance.
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Wetted Area in Comparison to Habitat
Suitability Criteria Based Methodologies
for Sustainable Water Resources
Management

A. Kneale and H. Ghamry

1 Introduction

Sustainably managing the competing water needs of human societies and natural
freshwater ecosystems continues to challenge a variety of water resources profes-
sionals [4, 8]. Over the years, varying levels of approaches were developed to
address these environmental flow issues [3, 8]. One approach, known as the ecohy-
draulic assessment or hydraulic microhabitat assessment, attempts to describe suit-
able habitat at a spatial scale assumed to be consistent with the behaviour of fish
through the use of hydrodynamic-habitat modelling software [8]. Habitat suitability
criteria (HSC) are the core biological component of this approach [1]. HSC is based
on the known selection of particular habitat conditions during specific periods of
the species’ life history and is developed from a variety of different abiotic habitat
variables such as water depth, water velocity, bottom substrate, cover, water temper-
ature, dissolved oxygen, and turbidity. The most commonly used hydraulic variables
at a microhabitat scale are water velocity, depth, and substrate/cover [1, 8, 9]. For
a particular habitat variable, the HSC represents the degree of preference displayed
by the fish over a range of flows. Values of HSC generally range from zero (poor
habitat) to one (excellent habitat). HSC curves are developed based on (I) judgement,
(II) utilization (field studies), or (III) preference (utilization corrected by availability)
[1]. Category I HSC curves developed via literature sources, professional judgement,
and the Delphi technique are the most widely used.

To determine the quantity of available habitat for a species of fish and life stage
based on its habitat preferences, HSC curves are applied to hydraulic information
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associated with each point along one or more transects for a given discharge in
the hydrodynamic-habitat modelling software. The resulting value is defined as the
weighted usable area (WUA). Typically, WUA increases with flow until a peak flow
is achieved, at which point the WUA decreases as flows become too high to sustain
optimal habitat conditions [3, 11]. The habitat-flow relationship of the WUA curve
gives users the opportunity to link changes in fish habitat to broader population-level
processes, such as recruitment, growth, and migration [4, 7].

WhileHSC-basedmethodologies of aquatic assessment such asPHABSIM(Phys-
ical HABitat SIMulation system developed by the U.S. Fish and Wildlife Service)
are widely used, they are also widely criticized for its focus of modelling velocity,
depth, and substrate when different species of fish may cue on different hydraulic
variables or habitat components [8]. HSC-based methodologies of aquatic assess-
ment are further complicated by the lack of validation studies completed to illustrate
the accurate representation of HSC and WUA curves in nature [10].

To find an alternative to HSC-based methodologies that may allow for more
validation studies and avoid the use of data intensive models, we studied the potential
for a wetted area (WA)-based methodology as a more simplified approach to inform
management at larger temporal or spatial scales. Using HSC curves for five adult
freshwater fish species inhabiting the Embarras reach of the Athabasca River, our
objectives were to (a) build a hydrodynamic-habitat model to simulate changes in
habitat availability across a range of flows and (b) examine the relationship between
flow and HSC-based habitat availability relative to WA.

2 Study Site Description

Modelling was completed for the Embarras reach (58° 12′ 15.9′′ N 111° 23′ 41.4′′ W
upstream to 58° 14′ 05.4′′ N 111° 25′ 33.4′′ W downstream) of the Athabasca River,
which is situated in the northeast corner of Alberta, Canada (see Fig. 1 in [5]). The
river reach at Embarras is located between 165 and 171 km downstream of the city
of Fort McMurray, Alberta. The average width and length of the Embarras reach of
the river is 480 m and 6.3 km, respectively. The bed material is mostly sand. Flows
range from 75 to 2000m3/s and the water depth ranges from 0.71 to 7.15m. For more
information regarding the study site and methods used to collect the point hydraulic
variables see Ghamry and Katapodis [5].

3 Habitat Modelling

River2D (www.river2d.ca) was used to model the physical habitat (depth, velocity,
and substrate) for a range of relevant flows at the Embarras reach of the Athabasca
River. River2D is a finite-element model that, like other depth averaged models,
solves the conservations of mass (continuity) and momentum equations. It is based

http://www.river2d.ca
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on the resolution of the De Saint–Venant equations using the finite-element method.
The model can resolve flow details, which are generally larger than the depth of flow.
It is capable of simulating the flow of natural streams and rivers by accommodating
the supercritical and subcritical flow transitions. It also has established capabilities for
wet and dry area solutions [12]. See Ghanem et al. [6] for a more detailed description
of the model along with the solution of the 2D depth-averaged equations, underlying
assumptions, and finite-element formulation. Reference Ghamry and Katapodis [5]
for a detailed description of the calibration of the River2D model for the Embarrass
study site.

4 Habitat Availability

River2D was used to assess the variations in habitat availability at the study site for
five adult freshwater fish species with distinct habitat preferences. Two area values
were calculated: WUA and WA. In River2D, the WUA fish habitat component is
based on the concept used in the PHABSIM family of fish habitatmodels [1, 2]. In this
study, WUA values were calculated by multiplying the depth, velocity, and substrate
HSC curves for the adult life stages of Goldeye, Longnose Sucker, Northern Pike,
Walleye, and White Sucker against the simulated flow conditions [12]. WA values
were calculated by multiplying a pseudo depth, velocity, and substrate HSC curve,
where all habitat values were set to one (excellent habitat) above a minimum depth
of 20 cm, against the simulated flow conditions. Hydraulic modelling was limited
to the wetted channel, which corresponded to a maximum discharge of 2000 m3/s.
The depth, velocity, and substrate HSC curves for adult Goldeye, Longnose Sucker,
Northern Pike, Walleye, and White Sucker were provided by Trillium Engineering
and Hydrographics Inc. [13] for the Embarras reach of the Athabasca River.

4.1 Analyses of WA Relative to WUA

To examine the relationship between flow and HSC-based habitat availability rela-
tive to WA we calculated the percentage of WUA in relation to WA and absolute
percentage difference in optimal flow. Optimal flow is the point on the area-flow
curve where habitat area is optimized (i.e., the peak area before the area-flow curve
plateaus or recedes). Percent difference or change in optimal flow based on WUA
and WA was calculated with reference to the optimal flow from the WA curve. The
WA and WUA curves were plotted on the same figure for visual assessment.

Figure 1 presents the WA and WUA curves for adult Goldeye, Longnose Sucker,
Northern Pike, Walleye, and White Sucker at the Embarras reach of the Athabasca
River. TheWA curve plateaued at 1000 m3/s, at which point area increased gradually
with flow. The WUA curve for Goldeye, Longnose Sucker, Walleye, and White
Sucker followed a similar area-flow relationship as the WA curve up to a flow of
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Fig. 1 Total wetted area (WA) and weighted usable area (WUA) curves for target species

1000 m3/s. At this flow point, the WUA curve for Longnose Sucker and Walleye
began to decrease and the WUA curve for Goldeye and White Sucker plateaued.
Therefore, the optimal flow for Goldeye, Longnose Sucker, Walleye, and White
Sucker was 1000 m3/s (Table 1). The WUA curve for Northern Pike did not follow
the same trend as the WA curve. This is expected as Northern Pike prefer to inhabit
slow moving, heavily vegetated rivers. The largest available habitat based on HSC
curves for Northern Pike occurred at 100 m3/s, which was the lowest flow simulated
(Table 1).

The percent total habitat (WUA/WA) was calculated at low flow (100 m3/s) for
each fish species (Table 1). WA over estimated the amount of habitat available in

Table 1 Summary of habitat availability analysis for target species

Species Optimal flow
(m3/s)

Optimal flow
percent
difference (%)

Weighted usable
area at 100 m3/s
(m2)

Percent total
habitat at
100 m3/s (%)

Goldeye 1000 0 740,000 51

Longnose Sucker 1000 0 1,200,000 83

Northern Pike 100 90 630,000 43

Walleye 1000 0 980,000 68

White Sucker 1000 0 64,000 4
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comparison to WUA for each fish species. This was most notable for White Sucker,
where the WUA was 4% of the WA at 100 m3/s.

5 Conclusion

The percent difference in optimal flow indicated the value gained by using HSC
curves in aquatic assessments. The optimal flows based onWUA curves were equiv-
alent to the optimal flow based on the WA curve for four of the five fish species
studied. Therefore, no value was gained by using HSC curves to understand the
optimization of habitat availability for these four adult fish species. Future research
should focus on understanding the similarities in habitat preferences of the four fish
species that had equivalent HSC-based optimal flow as the WA curve.

The mean value of WUA as a percent of total habitat at low flow was 50%
(minimumandmaximumwere4%and83%, respectively).Basedon this research, the
WA approach does not provide a promising alternative to HSC-based methodologies
for habitat quantity offsetting requirements.

Preliminary results showed that HSC-based area-flow curves followed a similar
trajectory as the site-specific WA curve and that similar flows resulted in optimized
habitat for a majority of the fish species investigated in this study. To confirm this
study, we recommend expanding this research to other study sites, species of fish,
and fish life stages.
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Influence of Surge Waves
on the Transport of Macroplastics

P. Patel, M. Krol, and S. Karimpour

1 Introduction

Marine plastics represent 70% [1] to 80% [2] of total marine waste from surface
levels to deep-sea sediments. It is well understood that plastic waste has profound
consequences on marine wildlife, environment, and the human food chain; plastic
waste is still to blame for the death of 100,000 marine mammals and more than a
million seabirds each year [3]. In addition, plastic waste has been ingested by 52% of
sea turtles [4], and over 90% of seabirds [5]. Once consumed, microplastics (plastics
sized smaller than 5 mm) are known to release toxic chemicals and these chemicals
may also end up in the human food chain [6]. According to Plastics [7], 368 million
tonnes of plasticsweremanufactured in 2019, ofwhich 300million tonnes turned into
plastic waste. With the present trends, annual plastic production is expected to reach
1124 million tonnes by 2050 [8]. Polyethylene (low-density polyethylene and high-
density polyethylene), a lightweight synthetic resin with countless applications was
responsible for 30% of the total plastics market in 2019, followed by polypropylene
accounting for 19.4% of global plastics [7]. These two polymers also happen to
be predominant in aquatic environments. According to a recent study, about 200
million tonnes of plastic debris are currently circulating in the Atlantic Ocean [9].
Several studies carried out inmultiple lakes, rivers, beaches and five subtropical gyres
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concluded that polyethylene and polypropylene were the most abundant source of
plastic waste in marine environment [10–15].

Each year, an estimated 12.7 million tonnes of plastic waste manages to seep
into the marine environment through various pathways [16]. Land-based sources are
responsible for approximately 80% of annual plastics inputs, while the remaining
20% originates from marine activities. Rivers and coastal events are responsible for
transporting a significant portion of land-based plastics to the marine environment.
In 2010, coastal activities (human activities within 50 km of the coastline) produced
100 million tonnes of plastic waste, of that, approximately 33 million tonnes were
categorized as mismanaged plastic waste [16]. Inadequately managed waste near the
coastline can end up in marine environment with the help of coastal events (such
as tsunamis, surge, and flood events). For example, the most powerful tsunami ever
recorded in Japan transported 5 million tonnes of debris to the marine environment
[17]—this amount is within the range of annual global plastics input into the oceans.
Based on a recent estimate, coastal activities drive approximately 8.2 million tonnes
of plastic waste into the marine environment each year [18], and with increasing
plastic production this estimate is expected to rise. In addition, riverine systems are
analogous to highways for transporting plastic waste. World rivers transport 1.15–
2.41 million tonnes of plastic waste from inland sources to the marine environment
[19]. Regardless of the transport methods, accumulation and transport of plastic
waste is greatly influenced by the density, size and surface area of plastics, as seen in
numerical modelling of coastal waters [20]. Tidal bores have substantial impact on
the river mouth, as debris are suspended due to wave motion, and bed erosion takes
place beneath the bore front [21, 22]. Such phenomenon gives a sharp rise to sediment
concentration in thewater column and tidal bores then transport the suspended debris.
Windage also has the potential to transport plastic litter. Macroplastics (>5 mm) are
more susceptible to windage compared tomicroplastics, since buoyant macroplastics
drift in the upper layer where the stokes drift is more rapid and the transportation
is efficient [23]. Horizontal transport of plastic litter during a surge wave can be
explained by surge wave Froude number and other surge wave properties. However,
vertical behaviour of plastics in a surge/tsunami wave remains to be adequately
determined.

Substantial research efforts have been devoted to examining the abundance,
fate, and transport of microplastics and macroplastics in the marine environment.
However, the transport of plastic debris in coastal events and riverine system due
to surge waves have commonly been neglected. Low-density materials, such as
polyethylene (PE) and polypropylene (PP), are susceptible to turbulent mixingwhich
has a significant impact on the residence time, transport pathways, and accumulation
of plastic debris. Intense turbulent kinetic energy generated in breaking bores and
surge waves with a surge wave Froude number of (Frs) greater than 1.5 have substan-
tial influence on the movement of plastic debris. Therefore, the motive behind this
novel research is to comprehend the impact of the Froude number on the carrying
capacity of surge waves and transport of plastic debris.
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2 Methodology

2.1 Experimental Setup

For this research, a GUNT hydraulic flume with dimensions of 5000 mm by 309 mm
by 450 mm (Fig. 1) was used. A breaking bore was generated by obstructing the
incoming flow by a sudden closure of a sluice gate. Solid plastic balls (referred to
hereafter as particles) made up of PP or ACRwere introduced in a surge wave. These
polymers were selected as they are the predominant plastic seen in marine envi-
ronments [24, 25]; in addition, selected polymers have densities that are marginally
higher and lower than water, increasing the involvement of these polymers in a surge
wave. A GoPro Hero9 camera was utilized to observe the transport of plastic debris
at a resolution of 2.7K with 120 frames per second. Transport of the particles (with a
diameter of 1–2.5 cm) were analyzed with particle tracking velocimetry program. A
camera was mounted on the side viewing panel of the hydraulic flume, as depicted in
Fig. 1. A checkerboardwith 2 cmgridswas added to the rear of the viewing panelling,
allowing the grid to be visible by the camera. This calibration grid allowed for lens
correction during post processing.

TwoMic+35/IU/TCacoustic displacement sensors, recording at 50.00ms (20Hz),
were mounted on top of the flume to measure surface water displacement (Fig. 1).
The sensors were linked to the Catman Data Acquisition and Analysis program, with
the use of HBM QuantumX MX840B, to digitalize water depth measurements.

Surge waves with various Frs were generated by governing flowrate and upstream
water depth, d1:

Frs = u1 + c
√
gd1

(1)

where c is the celerity and u1 is the velocity upstream. Figure 2 illustrates positive
bore propagating in the upstream direction, where P#1 and P#2 indicate downstream

Fig. 1 Experimental setup schematic showing flume: a side view and b top view
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Fig. 2 Positive bore advancing upstream (observed from a stationary position)

Table 1 Summary of experimental parameters and results obtained at a flowrate of 25 m3/h. The
density of freshwater is denoted by ρw

Particle type Test# Polymer
density, ρP,
(g/cm3)

Particle
diameter
(cm)

d1 (cm) u1 (cm/s) d2 (cm) c (cm/s) Frs

ACR
(ρP > ρw)

1 1.17–1.20 2.54 3.90 57.62 7.72 53.00 1.79

2 1.17–1.20 1.91 4.11 54.67 7.61 53.00 1.70

3 1.17–1.20 1.11 4.01 56.06 7.74 53.00 1.74

PP
(ρP < ρw)

1 0.90–0.93 2.54 3.97 56.55 7.65 53.00 1.75

2 0.90–0.93 1.91 4.05 55.54 7.52 53.00 1.72

3 0.90–0.93 1.11 3.90 57.62 7.14 48.18 1.71

and upstream acoustic displacement sensor locations, respectively. Particles with
different diameters and densities were tested at a flowrate of 25 m3/h (Table 1).

2.2 Particle Tracking Velocimetry

Tracker, an open-source PTV program developed by themultiphase flow group at US
Department of Energy, National Energy Technology Laboratory [26], was utilized to
determine particle trajectories and velocities, and to examine themovement of plastic
clusters, while to manually correct particle trajectory ImageJ was employed [27]. To
minimize post processing effort, experimental equipment such as camera and lighting
were carefully set up. Lastly, curvature on camera lenses produces undesirable distor-
tion in a video signal and can generate inaccurate particle trajectories and velocities.
There are several post-processing methods to alter distorted images. Widely used
image manipulation software, Photoshop CS6, was used to correct distortion.
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3 Analytical Solutions

The analytical solution for surge wave Froude number is based on the reflection of
a bore on a sluice gate, where friction is usually neglected to simplify the analysis.
Considering a positive surge wave seen by an observer traveling at celerity, c, where
the upstream velocity is (u1 + c), and downstream velocity, u2, is (u2 + c). Figure 2
shows the parameters used in the analytical solutionswhere d1 is the initial flow depth
being impeded by a sluice gate closure, resulting in a positive borewith celerity, c, and
downstream flow depth, d2, advancing towards the upstream direction. Downstream
velocity is zero due to complete closure.

Considering the continuity equation, with a unit depth, in a moving frame of
reference (Eq. 2).

d1(u1 + c) = d2(u2 + c) (2)

Unit flow, q, is a product of upstream water depth and upstream velocity. This
relation leads to an analytical solution for celerity, represented by Eq. 3.

c = q

d2 − d1
(3)

Considering the momentum equation in a moving frame of reference we can
calculate the analytical upstream depth (Eq. 4).

1

2
d21 −

1

2
d22 =

c2d22
g

− (u1 + c)2d1
g

(4)

Replacing celerity with Eq. 3 and solving for q, yields Eq. 5, the analytical flow.

q2 = 1

2

g

d2
(d2 + d1)d1(d2 − d1)

2 (5)

Analytical downstream water depth can be obtained by solving Eq. 5 while the
analytical surgewave Froude numbermay also be represented bywater depth (Eq. 6).

Fr2s =
1

2

d2
d1

(
d2
d1

+ 1

)
(6)
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4 Results

Water depths before and after the surge wave were measured using acoustic sensors.
Based on flowrate and upstream water depth, d1, upstream velocity, u1, was deter-
mined. Experimental celerity was estimated based on the time lag and the distance
between two acoustic displacement sensors (26.5 cm) (Fig. 3). The resulting surge
celerity is shown in Table 1. Experimental surge wave Froude number was obtained
using Eq. 1, average experimental Frs are presented in Table 1. Using Eq. 3, analytical
surge wave celerity was calculated. Equation 5 was solved to obtain water depth after
the surge wave. The experimental surge wave Froude number was achieved with the
use of Eq. 6, analytical celerity, and analytical downstream water depth.

Based on the analytical solution, if flowrate and upstream water depth remains
constant, there would be no fluctuation in celerity and downstream water depth, and
as a result no deviation in surge wave Froude number. However, due to the turbulent
nature of the phenomena combined with the effect of environmental perturbations,
acoustic displacement sensors reported water depth fluctuation upstream, across,
and downstream of the surge wave. Surge wave Froude number is dependent on
upstream water depth, celerity and flowrate. Compared to the analytical solution, the
overall experimental mean downstreamwater depth, celerity, and surge wave Froude
number have a discrepancy of 7.9%, 3.0%, and 1.5%, respectively. Furthermore,
the identification of surge length based on depth profiles is not trivial, since it is
challenging to locate surge toe.

Transport of plastic debris is greatly influenced by their density. In this study,
two different polymer densities were examined: ACR and PP. The ACR plastic balls
have densities greater than of water and hence are negatively buoyant and sink,
whereas PP plastic balls have densities marginally lower than the density of water
and are positively buoyant (Table 1). Figure 4 shows series of frames of particle
trajectory for a particle diameter of 2.54 cm. As predicted, the low-density particle
(PP) was buoyant and considerably involved with the highly aerated flow in a roller
at the bore front (Fig. 4a). Conversely, the ACR particle settled on the flume bed
and was indifferent to surge wave Froude number of as high as 1.79 (Fig. 4b).

Fig. 3 Time lag observed between two acoustic displacement sensors (P#1 and P#2) during ACR-1
with an experimental Frs of 1.79. The grey lines denote the analytical solution with a Frs of 1.79
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Fig. 4 Sequence of images showing the interaction of a surge wave on the transport of a PP, and
b ACR particles of identical diameter. Particles were observed 0.042 s prior to impacting the surge
wave. Surge wave was propagating upstream (left to right). Geometric image distortion was 2.5%
and vertical perspective transformation was 8%

Figure 5 illustrates particles vertical displacement and shows that the PP particle had
substantial movement in the vertical direction during the entrainment process, while
the ACR particle displacement was minimal as the denser particle was not entrained
in the surge wave. However, although the ACR particle had settled on the flume bed,
it was still influenced by the upstream velocity and moved towards the downstream
region as the transient recirculation behind the surge wave had some impact on the
ACR particle’s trajectory and velocity. As a result, the ACR-1 particle’s downstream

Fig. 5 Tracker and ImageJwere employed to determine particle trajectory forACR-1 andPP-1. The
particle encountered the surge wave (propagating upstream—left to right) at x/d1 = 0. Horizontal
and vertical trajectory of the particle are indicated by the x-position/d1 (x/d1) and y-position/d1
(y/d1), respectively; the flume bed is situated at y/d1 = 0
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Fig. 6 Sequence of images showing the impact surge wave had on PP particle with a diameter of:
a 2.54 cm, b 1.91 cm, and c 1.11 cm. Particle behaviour was observed 0.042 s prior to arriving at
the bore front. Surge wave was propagating upstream (left to right). Geometric image distortion
was 2.5% and vertical perspective transformation was 8%

velocity started to decelerate, and it gradually changed direction towards the upstream
region during the passage of the surge wave (Fig. 5). Similar transport was observed
for ACR-2 and ACR-3.

Transport of floating debris can also be dependent on particle size. To analyze
the impact of particles with different sizes, tests were carried out with PP plastic
particles with varying diameters (Table 1). As previously discussed, PP particle with
a diameter of 2.54 cm was entrained in the surge wave. This is also shown in Fig. 6a.
Similarly, 1.91 and 1.11 cm PP particles exhibited this behaviour where the particles
were entrained in a roller at the bore front (see Fig. 6b, c). In addition, transport of
PP particles in the vertical direction exhibited similar behaviour regardless of the
particle size (Fig. 7). After closely analyzing the particle trajectories it was observed
that entrainment decreased as the particle diameter decreased (Fig. 7). The velocity
perturbation in the surge front and behind the surge have the ability to mobilize the
plastic debris in the opposite direction of its buoyancy. In smaller particles the force
required to overcome buoyancy is less and hence it is more likely for the smaller
particles to engage in the highly turbulent wave front.

5 Conclusion

Limited information is available to date on the transport of plastic debris due to surge
waves in rivers and coastal events. In this study, laboratory experiments were carried
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Fig. 7 Particle trajectory for PP-1, PP-2, and PP-3 was achieved using Tracker and ImageJ. The
particlewas impacted by the surgewave (propagating upstream—left to right) at x/d1=0.Horizontal
and vertical trajectory of the particle are indicated by the x-position/d1 (x/d1) and y-position/d1
(y/d1), respectively; the flume bed is located at y/d1 = 0

out with varying polymer densities and sizes to examine this transport process. Surge
waves with higher Froude number result in greater turbulent motion which suspends
particles in thewater column and the advected particles are then transported upstream
with the breaking bore. An ideal breaking bore was generated with a Froude number
of greater than 1.5 by regulating flowrate, gate closure, and upstream water depth.
Particles with varying densities and sizes were introduced into the surge wave, the
process was then recorded, and particle trajectories were obtained using PTV.

The effect of the surge wave on particles of two distinct polymer densities and
two different diameters were examined in this study. Firstly, the influence of particle
density was analyzed by using ACR and PP plastic particles. PP was entrained in the
surge wave, with considerable vertical transport due to turbulent motion in the bore
front and the lighter density of the particle. This was not observed with the ACR
particle even when the surge wave Froude number was as high as 1.79. However,
the ACR particle was still influenced by the transient recirculation in a surge wave.
When particles with the same density but varying diameters were analyzed, vertical
transport was quite evident for all PP particle sizes since PP is buoyant and fairly
involved with the turbulent motion in a surge front. Overall, as the diameter of PP
particles decreased, so did the involvement in the surge wave.

In future studies, several other polymer densities and sizes will be assessed with a
wide range of surge wave Froude numbers in order to fully comprehend the transport
of floating debris. In addition, 3D-PTV will be considered to examine the particle
movement in the z-direction (along the flume width).
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10. Gómez V, Pozo K, Nuñez D, Přibylová P, Audy O, Baini M, Fossi MC, Klánová J (2020)
Marine plastic debris in Central Chile: characterization and abundance of macroplastics and
burden of persistent organic pollutants (POPs). Mar Pollut Bull 152:110881

11. Klein S, Worch E, Knepper TP (2015) Occurrence and spatial distribution of microplastics in
river shore sediments of the Rhine-Main area in Germany. Environ Sci Technol 49(10):6070–
6076

12. Lebreton L, Slat B, Ferrari F, Sainte-Rose B, Aitken J, Marthouse R, Hajbane S, Cunsolo S,
SchwarzA, Levivier A, Noble K (2018) Evidence that the Great Pacific garbage patch is rapidly
accumulating plastic. Sci Rep 8(1):1–15

13. Mason SA, Kammin L, Eriksen M, Aleid G, Wilson S, Box C, Williamson N, Riley A (2016)
Pelagic plastic pollution within the surface waters of Lake Michigan, USA. J Great Lakes Res
42(4):753–759

14. Noik VJ, Tuah PM (2015) A first survey on the abundance of plastics fragments and particles
on two sandy beaches in Kuching, Sarawak, Malaysia. IOP Conf Ser Mater Sci Eng 78:012035

15. Suaria G, Avio CG, Mineo A, Lattin GL, Magaldi MG, Belmonte G, Moore CJ, Regoli F,
Aliani S (2016) The Mediterranean plastic soup: synthetic polymers in Mediterranean surface
waters. Sci Rep 6(1):1–10

16. Jambeck JR, Geyer R, Wilcox C, Siegler TR, Perryman M, Andrady A, Narayan R, Law KL
(2015) Plastic waste inputs from land into the ocean. Science 347(6223):768–771

17. Ministry of the Environment, Japan (2012) Estimated total amount of debris washed out by
the Great East Japan Earthquake. Retrieved from http://www.env.go.jp/en/focus/docs/files/201
20901-57.pdf

18. Parker L (2018) Fast facts about plastic pollution. National Geographic, December 20,
2018. Retrieved from https://www.nationalgeographic.com/news/2018/05/plastics-facts-inf
ographics-ocean-pollution/

19. Lebreton LC, Van Der Zwet J, Damsteeg JW, Slat B, Andrady A, Reisser J (2017) River plastic
emissions to the world’s oceans. Nat Commun 8(1):1–10

20. van Utenhove E (2019) Modelling the transport and fate of buoyant macroplastics in coastal
waters. Delft University of Technology

http://www.unesco.org/new/en/natural-sciences/ioc-oceans/focus-areas/rio-20-ocean/blueprint-for-the-future-we-want/marine-pollution/facts-and-figures-on-marine-pollution/
https://www.smh.com.au/business/consumer-affairs/microbeads-are-leaching-toxic-chemicals-into-fish-sparking-public-health-fears-20160816-gqtlpk.html
https://www.plasticseurope.org/en/resources/publications/4312-plastics-facts-2020
http://www.sciencedaily.com/releases/2020/08/200818114940.htm
http://www.env.go.jp/en/focus/docs/files/20120901-57.pdf
https://www.nationalgeographic.com/news/2018/05/plastics-facts-infographics-ocean-pollution/


Influence of Surge Waves on the Transport … 79

21. Docherty NJ, Chanson H (2012) Physical modeling of unsteady turbulence in breaking tidal
bores. J Hydraul Eng 138(5):412–419

22. Koch C, Chanson H (2008) Turbulent mixing beneath an undular bore front. J Coastal Res
24(4):999–1007

23. IIwasaki S, Isobe A, Kako SI, Uchida K, Tokai T (2017) Fate of microplastics and mesoplastics
carried by surface currents and wind waves: a numerical model approach in the Sea of Japan.
Mar Pollut Bull 121(1–2):85–96

24. Erni-Cassola G, Zadjelovic V, Gibson MI, Christie-Oleza JA (2019) Distribution of plastic
polymer types in the marine environment; A meta-analysis. J Hazard Mater 369:691–698

25. Schwarz AE, Ligthart TN, Boukris E, van Harmelen T (2019) Sources, transport, and accu-
mulation of different types of plastic litter in aquatic environments: a review study. Mar Pollut
Bull 143:92–100

26. US Department of Energy National Energy Technology Laboratory (2018) Tracker. Retrieved
from https://mfix.netl.doe.gov/tracker/

27. Rasband WS (1997) ImageJ. U. S. National Institutes of Health, Bethesda, Maryland, USA.
Retrieved from https://imagej.nih.gov/ij/

https://mfix.netl.doe.gov/tracker/
https://imagej.nih.gov/ij/


Establishing Acceleration Profiles
of Light-Duty Vehicles Departing
in a Straight Path from Two-Way
Stop-Controlled Intersections

Essam Dabbour and Olaa Dabbour

1 Introduction

At two-way stop controlled (TWSC) intersections, drivers on the minor road need
to select adequate gaps for their safe departure. Those gaps are needed for any
departure scenario, including right-turning departures, left-turning departures, or
straight departures along the minor road (see Fig. 1).

It is established that humans cannot directly perceive time gaps; and there-
fore, departing drivers must instead perceive the distance and speed of the vehicle
approaching in the cross-traffic stream to indirectly estimate the available gap, tapp.
Furthermore, departing drivers must also estimate the time needed for their departing
vehicles to clear the intersection, tdep, which depends on the acceleration capabilities
of the departing vehicle. Once departing drivers are able to estimate both tapp and tdep,
theymust compare them together to decide whether to accept the gap. These complex
mental tasks may result in some departing drivers failing to accurately perceive tapp
and tdep and colliding with an approaching vehicle if an inadequate gap was selected.

This paper establishes acceleration profiles of light-duty vehicles when departing
in a straight path from rest at TWSC intersections by understanding how drivers
depart those intersections based on their behavior patterns as well as the mechan-
ical characteristics of their vehicles. By understanding how drivers accelerate when
departing a TWSC intersection, we can understand how gap-acceptance decisions
are made so that countermeasures may be implemented to reduce the probability of
departing drivers accepting improper gaps. Furthermore, establishing an acceleration
profile is also important when analyzing and investigating intersection accidents at a
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Controlled minor Road

Non-controlled major road

An approaching vehicle
having the right-of-way

STOP sign

STOP line

An approaching vehicle
having the right-of-way

Stopped vehicle

Fig. 1 Straight departure of a stopped vehicle at TWSC intersections

microscopic level to understand how an accident occurred and whether the departing
driver was the one at fault (e.g., by selecting an improper gap), or the approaching
driver was the one at fault (e.g., by speeding).

2 Proposed Method

It was previously found that there is an inverse relationship between the speed and
the acceleration rate [8, 10]. This linear-decreasingmodel is one of themost common
models utilized to describe how vehicles accelerate when starting from a rest position
[2–7, 9, 10]. According to this model, the acceleration at any time is given by:

a = dv/dt = α − βv ± G1g (1)

where a is the acceleration rate (m/s2); v is the speed (m/s);α is the initial acceleration
rate (m/s2); β is the rate of change in acceleration with respect to speed (s−1); G1 is
the grade of the minor road (m/m); and g is the gravity (9.81 m/s2).

The speed at any time, v, may be obtained by integrating the above equation with
respect to time, t:

v = [(α ± G1g)/β]− [[(α ± G1g)/β]− v0]e
−βt (2)

where v0 is the initial speed (m/s). The traveled distance,d, is calculated by integrating
the above equation with respect to time, giving:
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d = [t(α ± G1g)/β]− [[(α ± G1g)/β]− v0]
[(
1− e−βt

)
/β

]
(3)

The following section provides a methodology to estimate the values of the
coefficients α and β when a vehicle departs a TWSC intersection in a straight path.

3 Collecting and Preparing Data

Global Positioning System (GPS) data logging devices were utilized to collect data
from different light-duty vehicles departing TWSC intersections in straight paths.
The logging devices registered the positions and speeds of the vehicles, on which
the logging devices were mounted onto, every second. The research team extracted
the records collected by those devices, as spreadsheets, into a personal computer.
In those records, each row represented the record collected at a certain second. The
records were also extracted to a map, which was linked to the spreadsheet using the
date and time stamps embedded in every record.

The were 32 participating drivers (18 male and 14 female) fromAbuDhabi (in the
United Arab Emirates) who participated in this study fromMarch 2018 to November
2019. The statistical models developed in this study were calibrated using data
collected from those drivers. Furthermore, the models were validated using more
data collected by 12 other drivers (7 male and 5 female) in the Greater Toronto Area
(in Canada) who participated in this study from June to August 2018.

Participating drivers were provided with GPS data logging devices so that every
driver would install a device on their private vehicle. Participating drivers used their
equipped vehicles for their daily routine trips for four to five days; after which, they
returned the devices to the research team to download the logged data. To maintain
the naturalistic nature of the experiment, the research team explained to the drivers
that the study aimed at generally understanding driver’s behavior without discussing
the exact details of the study. According to the approved research ethics application,
drivers’ identities were removed from the analyzed data to ensure their privacy.

The characteristics of the drivers and vehicles included in the study are shown
in Table 1, which shows that 32 vehicles/drivers were used for model calibration,
and 12 vehicles/drivers were used for model validation. Table 2 shows a sample of
a spreadsheet that represents one acceleration profile with 15 data points, and Fig. 2
shows the location of that acceleration profile. A vehicle was assumed to complete its
acceleration maneuver when the speed does not change by more than 1 km/h during
three consecutive seconds.

The collected data records consisted of 548 acceleration profiles for model cali-
bration, and other 174 acceleration profiles for model validation. The calibration
records included 381 profiles related to drivers who crossed major roads that had
four lanes, and 167 profiles related to drivers who crossed major roads that had two
lanes. The validation records included 102 profiles related to drivers who crossed
major roads that had four lanes, and 72 profiles related to drivers who crossed major
roads that had two lanes.
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Table 1 Drivers and vehicles
participated in the study

Characteristic Calibration Validation

Driver’s age (years)

Mean (and standard deviation) 36 (15.3) 40 (17.6)

Minimum 19 19

Maximum 71 70

Median 33 34

Vehicle age (years)

Mean (and standard deviation) 7 (3.8) 7 (5.5)

Minimum 1 1

Maximum 16 19

Median 6 7

Engine power (hp)

Mean (and standard deviation) 239 (81.8) 214 (38.7)

Minimum 106 172

Maximum 400 283

Median 237 195

Vehicle type

Passenger car 17 5

SUV 10 2

Mini van 4 3

Pick-up truck 1 2

The acceleration rate at the ith second, ai, during departure is calculated as the
difference between the speed during the previous second, vi−1, and that during the
next second, vi+1, divided by the time needed to change the speed from vi−1 to vi+1,
which is typically 2 s:

ai = (vi+1 − vi−1)

2
[0 < i < n] (4)

where ai is the acceleration rate at the ith second, vi+1 is the speed at the (i + 1)th
second, vi−1 is the speed at the (i−1)th second, and n is the total number of data
points during the given acceleration profile. Based on the relationship represented
in Eq. 4, a regression model may be developed by relating the acceleration rate, ai,
with the instantaneous speed, vi, as represented by:

ai = α − βvi + ε (5)

In Eq. 5, the speed, vi, is taken from the experimental data, and the acceleration
rate, ai, is estimated from Eq. 4. The maximum likelihood method is utilized to
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Table 2 Sample data sheet collected by the GPS data logging device

Index Track
number

Local
date

Local
time

Latitude N/S Longitude E/W Altitude Speed
(km/h)

1027 7 5/6/2019 15:55:06 24.32896 N 54.53313 E 8.564209 0.0

1028 7 5/6/2019 15:55:07 24.32894 N 54.53313 E 7.946899 0.1

1029 7 5/6/2019 15:55:08 24.32894 N 54.53313 E 7.981323 0.6

1030 7 5/6/2019 15:55:09 24.32891 N 54.53313 E 8.010742 1.3

1031 7 5/6/2019 15:55:10 24.32888 N 54.53313 E 8.042236 4.2

1032 7 5/6/2019 15:55:11 24.32885 N 54.53314 E 7.413208 13.1

1033 7 5/6/2019 15:55:12 24.32880 N 54.53314 E 7.391113 18.2

1034 7 5/6/2019 15:55:13 24.32873 N 54.53314 E 8.328125 26.7

1035 7 5/6/2019 15:55:14 24.32867 N 54.53314 E 9.501465 32.6

1036 7 5/6/2019 15:55:15 24.32861 N 54.53314 E 9.990479 39.9

1037 7 5/6/2019 15:55:16 24.32852 N 54.53314 E 10.38159 47.8

1038 7 5/6/2019 15:55:17 24.32844 N 54.53315 E 11.08057 54.2

1039 7 5/6/2019 15:55:18 24.32836 N 54.53315 E 11.41504 59.1

1040 7 5/6/2019 15:55:19 24.32827 N 54.53315 E 11.83789 61.7

1041 7 5/6/2019 15:55:20 24.32821 N 54.53315 E 11.97437 62.4

Fig. 2 Aerial image (from Google Earth ©2021 Maxar Technologies) showing the location of the
acceleration profile described in Table 2 (marked by the thick light-colored line)

estimate the parameters α and β. Finally, the error term, ε, accounts for the variation
in data that cannot be explained by the regression model.
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4 Acceleration Models

It was found from the collected data that the acceleration rate initially increases with
the increase in speedbefore it starts to decrease. Therefore, a data subsetwas extracted
from the records, which includes records for the initial 4 s where the acceleration rate
increases with the speed. The remainder of the data records were for acceleration
after 4 s from departure. The acceleration models for crossing two-lane major roads
are:

a = 1.1568+ 0.1285v (initial 4 s from the start of departure) (6)

a = 2.1994− 0.0847v (after 4 s from the start of departure) (7)

The acceleration models for crossing four-lane major roads are:

a = 1.1743+ 0.1326v (initial 4 s from the start of departure) (8)

a = 2.2789− 0.0853v (after 4 s from the start of departure) (9)

In Eqs. 6–9, the parameter a is the acceleration rate (m/s2) and v is the speed
(m/s). The p-values correspondent to the speed variable (v) in all the four models
are less than 0.05, which indicates that the coefficients are significantly different
from zero at the 95% confidence level. The calibrated models shown in Eqs. 6–9
have values of the coefficient of determination, R2, of 0.6743, 0.6381, 0.6579, and
0.6245, respectively.

5 Validation

There were 174 acceleration profiles reserved for validating the acceleration models.
Those profiles were collected from participants in the Greater Toronto Area in
Canada. It was found from the validation results that the mean squared errors were
insignificant, and the root mean squared errors were also insignificant with their
values close to the standard errors associated with model calibration. Based on these
results, it can be concluded that the developed models are robust and stable.

6 Comparison with Current Design Guides

Figure 3 shows the distance travelled by a departing vehicle in relation to the time
after departing a TWSC intersection. The distance was computed by applying Eq. 4
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Fig. 3 Distance travelled by the departing vehicle in relation to the time spent after starting
departure

with substituting the values of the coefficients α and β with those found in Eqs. 6–
9. Assuming a lane width of approximately 3.75 m and a typical vehicle length
of approximately 6.00 m, and assuming no median on the major road, a departing
vehicle would fully clear a two-lanemajor road in approximately 4–5 s, or a four-lane
major road in approximately 5–6 s. By assuming a minimum headway of 2 s as a
safety margin between the clearance of the intersection by the departing vehicle and
the arrival of the nearest approaching vehicle, the minimum safe gap, tapp, would
be approximately 6–7 s to cross a two-lane road, or 7–8 s to cross a four-lane road.
These values are mainly consistent with the suggested values found in the design
guide [1] of 6.5 s (when crossing a two-lane road) or 7 s (when crossing a four-lane
road).

7 Conclusions

In this paper, acceleration profileswere established for vehicles departing in a straight
path at TWSC intersections. Those acceleration profiles were established using GPS
data logging devices that recorded the positions and speeds of 32 vehicles operated by
volunteer drivers. It was found that when departing a TWSC intersection in a straight
path, the acceleration rate increases during the initial 4 s after the start of the departure;
and afterward, the acceleration rate decreases. It was also found that the acceleration
profile for crossing a two-lane major road is different from that for crossing a four-
lane major road. Assuming no median on the major road, it was found that a typical
vehicle would fully clear a TWSC intersection in approximately 4–5 s when two-lane
roads or 5–6 s when crossing four-lane roads. By assuming a minimum headway of
2 s as a safety margin between the clearance of the intersection by the departing
vehicle and the arrival of the nearest approaching vehicle, the minimum safe gap
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would be approximately 6–7 s when crossing two-lane roads or 7–8 s when crossing
four-lane roads. These values are mainly consistent with the suggested values found
in the geometric design guide in the United States.
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Dynamic Interaction of Twin Particle
Clouds in Stagnant Water

M. Janati and A. H. Azimi

1 Introduction

Particle clouds are formed when a finite mass of dense sand particles is released into
a quiescent ambient, whereas the continuous disposal of sedimentary materials into
a stagnant ambient forms a sand jet. The mixing of particles in ambient water has
been observed in different engineering applications, including wastewater disposal,
construction of artificial islands, dredging activities, and mining operations [1–3]. In
such activities, the understanding of how sand particles can be placed precisely in
designated areas and how sedimentarymaterials disperse in the ambient are important
to either preserve the sand mass for bottom placement or decrease the turbidity in the
aquatic environment, which can adversely affect the aquatic ecosystems. The initial
condition of releasing dredge materials, the type of dredged materials, and the local
conditions determine the level of environmental interferences. The understanding of
particle dynamics and their controlling parameters are important for proper design,
optimization, and monitoring of the dredging release processes.

Previous experimental studies have investigated the dynamic behavior of sand
particles in stagnant water [4–9]. A particle cloud is formed when a finite amount of
sand particles is released through a nozzle and dumped into the water. The particle
clouddescends andparticle evolution canbedescribedby three phases ofmotion [10].
The initial acceleration phase (Phase 1) within which the particle cloud accelerates
as a solid body until reaches a turbulent condition, the self-preserving or turbulent
thermal phase (Phase 2) where the vortex ring is formed inside the cloud so that
the cloud decelerates since the water entrains into the cloud from the edges and the
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dispersive or particle-settling phase (Phase 3) in which sand particles detached from
the entrained fluid and descend individually at their settling velocities (u∞).

A cloud number can be defined as the ratio of particle settling velocity of each
particle u∞ to the characteristic circulation velocity uc in the particle thermal as: Nc
= u∞/uc where uc = B1/2/ro, B is buoyancy, and ro is the bulk radius of the cloud
[10]. Moghadaripour et al. [11] rearranged the cloud number equation and stated
that particle cloud evolution depends on two main factors including the aspect ratio
(Lo/do) and the Stokes number (St), where the aspect ratio is the ratio of the length
of occupied sand in a pipe with a diameter of do as Lo = 4m/πdo2coρs, where co
is the initial sand volume fraction (i.e., co = 0.6 volume/volume), ρs is the sand
density, and Stokes number, St = [(ρs − ρw)d502uo]/18μdo where d50 is the mean
particle size and μ is the dynamic viscosity of water. Bond and Johari [12] found
that the effect of Lo/do is very remarkable and controls the motion of particle clouds.
Moghadaripour et al. [11, 13] conducted a wide range of experiments and found that
the aspect ratio has a significant effect on the growth of cloud width; however, it has
a small impact on the depth progression of particle clouds.

In recent years various studies were conducted regarding the behavior of particle
cloud in the presence of viscous fluid [14–16]. The dynamic of particle clouds in a
viscous fluid showed that the motion of particles and the number of frontal heads are
correlated with the aspect ratio as well [17]. It was found that the width of particle
clouds in viscous fluid increased with the aspect ratio, although it never exceeded the
growth rate of particle clouds in the water. Mohammadidinani et al. [16] performed
experiments on the dynamics of a sand jet passing through a layer of oil into the
water. They observed that the existence of an oil layer decays the initial velocity of
particle clouds. Consequently, the initial momentum of sand jets or particle clouds
can be controlled with an oil layer which acts as a damper in the system.

The cloud motion characteristics such as cloud length, width, and velocity were
evaluated to understand the motion of particle clouds dispersion. The particle
grouping and wake formation behind particles increase the velocity of particles and
these results in a bulk velocity higher than the individual settling velocity of parti-
cles. Azimi et al. [1] indicated a group settling velocity of 5u∞ for sand jets front
(i.e., Lo/do → ∞) and a threshold particle cloud velocity of 1.4u∞ was defined for
particle clouds with a limited aspect ratio to categorize the thermal and dispersive
phases [18]. The objective of the current study is to investigate the effect of releasing
sand particles in form of twin particle clouds in stagnant water and compare the
results with the corresponding single particle cloud.

2 Experimental Setup

Laboratory experiments were conducted in a 1.65 m (length) × 0.85 m (width) ×
0.95 m (depth) glass-walled water tank in the Multiphase Flow Research Laboratory
(MFRL) at Lakehead University. The water depth was set at 0.85 m in the tank
with a temperature of 20 °C ± 2 °C (μ = 9.77 × 10−4 kg/m s). A schematic front
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Fig. 1 A schematic front view of the experimental setup and coordinate system. The sample image
is related to Test No. T11 (Lo/do = 19.4, ε/do = 2.5)

view of the presented setup is shown in Fig. 1. Moreover, Fig. 1 shows a snapshot
images of twin particle cloud. Sand particles were released through two nozzles with
the inside diameter of do = 8 mm (Test No. T11). Single and twin particle clouds
with a relatively wide range of aspect ratios (i.e., 9.7 ≤ Lo/do ≤ 38.8) were formed
by releasing different mass of sand particles (i.e., m = 6 g, 12 g, 18 g, and 24 g)
with a density of 2564 kg/m3 through vertical nozzles into water. It should be noted
that the sand particles with a median sand size of d50 = 0.507 mm were carefully
washed and dried before filling the nozzles. The releasing processes of sand particles
with different aspect ratios and source separations were recorded by a high-speed
camera (Photron-FASTCAM, 1024PCI-100KC, Japan) with a frequency of 30 Hz
(30 frames per second). Particle clouds were illuminated with light sources (Woods
L13, 1000-W Telescope Work Light, Canada) to eliminate background reflection.
In order to minimize bubble formation due to air entrainment from water surface, a
5 mm distance was considered between the nozzles and water surface. In this study,
the Stokes number was calculated as St = 0.55 which means that sand particles in
this study are classified as hydrodynamically large particles [11].

To investigate the evolution of twin particle clouds, four tests (i.e., T1 to T4, see
Table 1) were carried out with ε/do = 0, which indicates that the two nozzles are
completely aligned and represents a single particle cloud. These tests are used as
benchmark tests in this study. 24 experiments (i.e., T5 to T28, see Table 2) with
various aspect ratios (Lo/do) and source separations (ε/do), were conducted and the
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Table 1 Experimental details of the benchmark tests (single particle clouds), ε/do = 0

Test Mass (g) L (cm) Lo/do Nc

T1 1 × 6 7.76 9.7 0.112

T2 1 × 12 15.52 19.4 0.099

T3 1 × 18 23.28 29.1 0.093

T4 1 × 24 31.04 38.8 0.089

Table 2 Experimental details of the twin particle clouds with different source separations, do =
8 mm, d50 = 0.507 mm

Test ε/do Mass per nozzle (g) L (cm) Lo/do Nc

T5 2.5 3 7.76 9.7 0.112

T6 5 3 7.76 9.7 0.112

T7 7.5 3 7.76 9.7 0.112

T8 10 3 7.76 9.7 0.112

T9 12.5 3 7.76 9.7 0.112

T10 15 3 7.76 9.7 0.112

T11 2.5 6 15.52 19.4 0.099

T12 5 6 15.52 19.4 0.099

T13 7.5 6 15.52 19.4 0.099

T14 10 6 15.52 19.4 0.099

T15 12.5 6 15.52 19.4 0.099

T16 15 6 15.52 19.4 0.099

T17 2.5 9 23.28 29.1 0.093

T18 5 9 23.28 29.1 0.093

T19 7.5 9 23.28 29.1 0.093

T20 10 9 23.28 29.1 0.093

T21 12.5 9 23.28 29.1 0.093

T22 15 9 23.28 29.1 0.093

T23 2.5 12 31.04 38.8 0.089

T24 5 12 31.04 38.8 0.089

T25 7.5 12 31.04 38.8 0.089

T26 10 12 31.04 38.8 0.089

T27 12.5 12 31.04 38.8 0.089

T28 15 12 31.04 38.8 0.089

results were compared with the benchmark tests to evaluate the performance of twin
particle clouds.

Four main aspect ratios were defined in this study based on sand particles mass
and nozzle diameter including Lo/do = 9.7, 19.4, 29.1, and 38.8. For twin particle
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clouds experiments, the totalmasswas split into two equal portions and particleswere
released in water through two nozzles which were held by a nozzle board above the
tank. In order to investigate the effect of source separation, the two nozzles were
distanced from ε = 2 cm to 12 cm and the source separations were normalized with
the nozzle diameter, ε/do (see Tables 1 and 2).

In order to analyze the recorded images, the MATLAB image processing toolbox
[19]was used to detect the cloud’s edges, binarize the images, and extract the required
data including cloud width, length, and frontal positions. Particle Image Velocimetry
toolbox (PIVlab) from MATLAB was employed to extract the velocity data of indi-
vidual particles inside the cloud along the centerline of particle clouds. The details
on image preparation and image thresholding procedures can be found in [20].

3 Results

3.1 Twin Particle Cloud Evolution

Time evolution of single particle cloud and twin particle cloud with nozzle distance
of ε = 4 cm in four different non-dimensional times (t/T ), is illustrated in Fig. 2 with
photo-illumination techniques. It should be noted that T is a characteristic time scale
(T = B0.5/u2∞), which is T = 1.38 s, 1.95 s, 2.39 s and 2.76 s for Lo/do = 9.7, 19.4,
29.1, and 38.8, respectively.

The illustrated single and twin particle clouds have the same aspect ratio of Lo/do
= 19.4 so that the effect of dividing sand particles mass into two equal portions can
be compared. As can be seen in Fig. 2, the most important effect of dividing the
mass into two masses is that the trailing part of the cloud in the water column can be
diminished quicker in twin particle clouds. As a result, the risk of turbidity and mass
loss, which can cause severe pollutions in the water environment, can be reduced.
Another benefit of splitting the total mass of sand particle into two parts is mixing

a) b) c) x
z

d)

t/T = 0.12

t/T = 0.5
t/T = 0.7 t/T = 0.85

Fig. 2 Time evolution of twin and single particle clouds with the aspect ratio of Lo/do = 19.4 in
different non-dimensional times. Test No. T2 (Lo/do = 19.4, ε/do = 0) for the single cloud and Test
No. T12 for the twin cloud (Lo/do = 19.4, ε/do = 5, T = 1.95 s)
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Fig. 3 Single and twin particle cloud development in a different phases of motion with Lo/do =
9.7 (1 × 6 g vs. 2 × 3 g, test No. T1 and T5 to T10): a initial acceleration phase t = 0.85 s, b
turbulent thermal phase t = 1.5 s, c turbulent thermal phase t = 2 s and d dispersive phase t = 2.5 s

enhancement and dilution improvement. As shown in Fig. 2d (t/T = 0.85), while the
single cloud is still in its first phase of cloud formation and is discharging into the
water, the two adjacent clouds are fully developed, entangled with each other, and
start to merge so that the dilution process initiates earlier in twin particle clouds than
the corresponding single clouds. Such process is helpful in minimizing the duration
of discharging process.

Figure 3 shows the evolution of twin particle clouds with Lo/do = 9.7 and ε/do =
0, 2.5, 5, 7.5, 10, 12.5, 15 (i.e., test No. T1 and T5 to T10) in four different times of t =
0.85 s, 1.5 s, 2 s, and 2.5 s. The effect of increasing the distance between two nozzles
on formation of twin particle clouds can be observed. As can be seen, the actual
planar cloud areas, which were shaded by sand particles, become larger once two
clouds are separated and distant from each other. Moreover, once the two clouds start
to merge, the trailing part of each cloud becomes smaller after the interactions. This
phenomenon can be useful in conditions where a vast area of the aquatic environment
needs to be nourished with nutritional substances. However, when two clouds are
released far from each other (even if they have no interactions), they still have impacts
on one another’s motion. At the beginning of the turbulent thermal phase, because of
the ambient entrainment between two clouds, twin particle clouds with large source
separation can force the adjacent cloud to move faster or slower (see Fig. 3b, c; ε/do
= 12.5, 15).
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Additionally, as shown in Fig. 3, the twin cloud with very close distances (i.e.,
ε/do = 2.5, 5) evolved in a dense and highly symmetric shape that lookalikes a sphere
with a sparse trailing section. However, by increasing the source separation (i.e., ε/do
≥ 12.5, 15), the two clouds are not fully merged even in the dispersive phase and they
only have a very small attraction toward each other (see Fig. 3d). In this condition,
the trailing part is wider than the twin particle clouds with smaller source separation.

3.2 Particle Cloud’s Length

In order to find out the percentage of the length reduction in twin particle clouds, the
variations of cloud length in single and twin particle clouds with time are illustrated
in Fig. 4. As mentioned before, the overall cloud’s length is diminished by dividing
the sand mass into two parts. However, the amount of this change is not exactly equal
to 50% of a single cloud’s length. As can be seen, by increasing the aspect ratio, the
percentage differences between single and twin particle clouds’ lengths are the same
in all aspect ratios except in Lo/do = 38.8. For example, in Fig. 4a–c with Lo/do =
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Fig. 4 Variations of single and twin particle clouds’ length for different source separations and
aspect ratios; a Lo/do = 9.7, b Lo/do = 19.4, c Lo/do = 29.1, d Lo/do = 38.8. (Test No. T1 to T28)
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9.7, 19.4, and 29.1, the maximum length of a single particle cloud is approximately
36% larger than the maximum length of twin particle clouds. However, in Lo/do =
38.8 due to the limitation of water depth in the tank, the single particle cloud acted
as a sand jet [20]. In high aspect ratios, the particle cloud’s length is not fully formed
and the particles reached the bottom of the tank due to high aspect ratio compared
to the tank depth. In all cases, the cloud’s length started to decrease after reaching
its maximum as the trailing part fell into the cloud’s head. It should be mentioned
that the cloud’s length is considered from the frontal cloud’s head to the back of the
cloud’s trailing part and calculated through imageprocessing techniques inMATLAB
software. Moreover, in twin particle clouds with large source separations (i.e., ε/do
≥ 10), the length of the twin clouds with the same aspect ratios was not extremely
affected by increasing the nozzle distances and the total differences between their
lengths are approximately 10%.

3.3 Particle Cloud’s Width

The cloud width was defined as the cloud’s maximum horizontal extent [5]. Figure 5
shows the effects of source separation and aspect ratio on variations of cloud’s width
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Fig. 5 Variations of twin clouds’ width in different source separations for different aspect ratios;
a Lo/do = 9.7, b Lo/do = 19.4, c Lo/do = 29.1, d Lo/do = 38.8 (Test No. T1 to T28)
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(w) with time. The distance between the adjacent nozzles (ε) was included on calcu-
lation of the total cloud width. As can be seen in all four plots, the growth rate of a
single particle cloud (i.e., ε/do = 0) is lower than other nozzle distances. However,
in all other source separations with different aspect ratios, the cloud’s width at the
beginning of the releasing process remains the same until t = 1 s. After t = 1 s, the
cloud’s width begins to deviate from each other with a gradual accelerating slope
for twin particle cloud with different source separations. However, for the minimum
source separations (i.e., ε/do = 2.5), the twin cloud’s width after t = 1 s started to
incline toward the single cloud’s width and even in small aspect ratios (i.e., Lo/do =
9.7, 19.4), their width in some stages is completely similar to each other. For example
for Lo/do = 19.4, the cloud’s width of a single cloud increased linearly from the start
point of the releasing process, but after t = 1 s to t = 1.5 s, the twin clouds width did
not change and had a constant value of approximately w = 7.5 cm. However, after
crossing t = 1.5 s, both cloud’s width increased with the same slope. Additionally,
in other source separations cases, the cloud’s width increased at a slow rate despite
increasing the distance between adjacent nozzles. As it is illustrated in Fig. 5a–d, the
width of the cloud in medium and large source separations (i.e., ε/do ≥ 7.5) slightly
increased by 15–20% as source separation increased.

3.4 Particle Cloud’s Velocity

The frontal cloud’s velocity was calculated based on the foremost position of the
particle cloud’s frontal head, which was obtained using the MATLAB programming
from the recorded images in this study. Figure 6 illustrates the variations of the twin
cloud’s frontal speed for Lo/do = 9.7 and ε/do = 2.5 and the results were compared
with the proposed equation of Moghadaripour et al. [13] for a single particle cloud
with the same aspect ratio. The equation for particle cloudswith a large particle size is
uf /u∞ = 9.9 (z/do(Lo/do)−0.4)−0.68 and this equation was proposed for particle clouds
with an aspect ratio (Lo/do) between 1.5 and 19.6. As can be seen in Fig. 6, in a very
close nozzles distance, (i.e., ε/do = 2.5), the results show promising compatibility
withMoghadaripour’s equation for z ≥ 20 cm, when the two clouds were completely
mixed and sand particles started to descend as a whole merged cloud instead of
bursting out. However, from the location where two clouds were released at z =
20 cm, some frontal velocity fluctuations can be observed. Figure 6 shows that as
soon as the two clouds are released into water, they tend to expand by the entrainment
of the surrounding ambient. However, when two particle clouds are discharged at a
very close distance (see Fig. 6), they have a common ambient and each cloud tries
to entrain the common water volume into its domain. This may be the main reason
why twin particle clouds were drawn toward each other and they have a tendency to
evolve as one single particle cloud. After frontal head mearging, the frontal velocity
gradually decreased until they reach the settling velocity of u∞ = 0.075 m/s at the
end of the tank.
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The related images of the experiments are added in different positions

In order to measure the velocity of sand particles inside the cloud (uz), the center-
line velocity of themain twin cloud (Fig. 7a1) and from the centerline of left (Fig. 7b1)
and right (Fig. 7c1) clouds were measured using the PIVlab toolbox (MATLAB),
and the results were plotted for test No. T11 (2 × 6 g, ε/do = 2.5, Lo/do = 19.4)
in Fig. 7a–c. Three critical lines were selected and the axial velocity profiles were
extracted from images. It should be noted that the PIVlab images on Fig. 7 (i.e.,
Fig. 7a1–c1), only show one frame of the test, however, the plots present the whole
test duration (i.e., Fig. 7a–c). Figure 7a represents data on the centerline of the main
twin cloudwhere uz(max) started to increase to itsmaximumvalue of uz(max) = 0.26m/s
in the first 3 s of the test and after that, it quickly diminished in the second half of
the test. This indicates that the plot has a sharp peak at approximately t = 3 s and
the velocity fluctuation intervals is approximately 0.05 m/s at that time. Figure 7b,
c show the maximum vertical velocity on the centerline of the left and right clouds.
The peak velocity occured at t = 1.7 s and the peak velocity values were similar in
both cases (i.e., uz(max) = 0.18 m/s). As can be seen, on the centerline of both indi-
vidual clouds on the left and right sides, the maximum centerline velocities increased
until they reached the plateau at uz(max) = 0.18 m/s and remained at this stage for
approximately three seconds. The velocity fluctuations were less than 0.007 m/s in
the plateau. Velocity fluctuations decreased until the end of the test. Overall, the
maximum velocity on the centerline of the main cloud (Fig. 7a) was 30% more than
the velocities on the centerline of the single particle clouds (Fig. 7b, c). Consequently,
once the velocities of the cloud in the middle of the main cloud became more than
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the velocities in the side clouds, the main cloud had a great tendency to develop from
the frontal middle point which is why the particle clouds develop a mushroom-shape
frontal head. Moreover, the reason why the velocity of individual particles inside the
clouds remained the same for 3 s in the middle of the test was that they have smaller
velocities therefore less interactions occurred in comparison with the main cloud’s
centerline. Therefore, it took more time for them to dissipate their kinetic energies
in comparison to the case in which the cloud has 30% greater velocities.

4 Conclusion

The present study shows the results of laboratory investigation on the behavior twin
sand particles in quiescent water. The main physical characteristics of twin particle
clouds such as length, width, and velocity of the clouds were obtained through
advanced image processing techniques and the effects of source separations and
aspect ratio were studied. The results were also compared with the corresponding
single particle clouds (ε/do = 0). It was found that, although themass of sand particles
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in twin particle clouds are divided into two parts and each of which contains 50%
of the total mass, their lengths were 64% of the length of the corresponding single
particle clouds. This outcome can be beneficial for the aquatic environments since the
remaining sand particles in water column can cause more environmental pollutions.
However, this is not applicable for particle clouds with large aspect ratios (i.e., Lo/do
= 38.8), since the particle cloud acted as a sand jet due to the limited depth of the
tank.

Moreover, twin particle clouds with source separation of ε/do = 2.5 have the
smallest cloud width amongst other source separations of twin clouds. Moreover,
in small aspect ratios (i.e., Lo/do = 9.7, 19.4) after passing one second from the
beginning of the test, the twin clouds’ width becomes as small as the cloud width
of single particle cloud. For source separations greater than 7.5do, increasing source
separations by 50%make the clouds’ width larger by approximately 15–20%, which
may be useful in particular dredging activities, where a designated area is defined
to dump dredged materials. For ε/do = 2.5, the cloud’s frontal velocity reached the
maximum amongst other source separations and this twin particle cloud had the
smallest width amongst the twin clouds as well.

The last part of this study focused on the particle cloud velocity at both macro
and micro levels. At the macro-level, the frontal velocity (uf ) of the whole cloud was
investigated and at the micro-level, the inside clouds’ maximum vertical velocities
(uz) were extracted with the PIVlab toolbox. It was found that the frontal velocity
of twin particle clouds was compatible with the study of Moghadaripour et al. [13].
However, at the beginning of the test, the frontal velocities had fluctuations until they
reached a certain position (i.e., for ε/do = 2.5, Lo/do = 9.7; z= 20 cm), where the two
cloudswere completelymerged.Moreover, the velocity of particles on the centerlines
of the individual clouds reached at most 70% of the ones on the centerline of the
main merged cloud, which showed that there were severe particle interactions and
collisions exactly on the centerline of the main cloud than the ones on the centerline
of the side clouds. In addition, particle velocities inside the individual clouds were
uniform with less fluctuation than the ones in the middle of the main cloud.
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Experimental Study of Sand-Water
Coaxial Jets with Low Velocity Ratio

F. Sharif and A. H. Azimi

1 Introduction

Particle-laden turbulent jets are consist of a central main carrier phase and a discrete
phase. They have a wide range of engineering applications such as in wastewater
disposals and mixing processes [7, 8, 10, 13, 26, 27, 43]. Due to the particle inertia
and the distinct behavior of the particles, the flow properties are more complex in
comparison to single-phase turbulent jets [1, 23, 37]. Coaxial jets are formed when
an annular fluid stream is added outside of a central jet flow to enhance the mixing
capabilities of different outlet streams. Coaxial jets have been used in combustion
chambers, industrial burners, air blast atomizers [10, 40].

Many research studies have analyzed the dynamics and the motion of particles
in two-phase turbulent jets [2–5, 9, 11, 17, 19, 26, 28, 31]. The calculation of the
particle Stokes number is important to study the dispersion and the response time of
particles to the carrier fluid in turbulent jets. The Stokes number can be defined as the
ratio of the particle momentum response time, τ p = ρsD50

2/18μ, and the time scale
of the flow, τ f = do/uo. where ρs is the density of solid particles, D50 is the mean
particle size, do is the nozzle diameter, μ is the dynamic viscosity of the ambient
fluid, and uo is the jet initial velocity. Particles with Stokes number less than one act
as flow tracers, if the Stokes number is close to unity particles are propelled off the
vortex core and respond to the turbulent eddies, and for Stokes number greater than
one, particles adopt limited properties of the carrier fluid and they are not responsive
to the velocity fluctuations [15]. The Stokes number can affect mixing parameters of
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particle-laden jets such as entrainment, particle collision, spreading rate, and depth
progression [3, 13, 27, 30, 34].

Many researchers have examined the dynamics and mixing capabilities of single-
phase coaxial jets as a function of the velocity ratio of annular to central streams, Ru
[10, 16, 47, 49]. Ko and Kwan [22] characterized the flow field properties in single
coaxial jets into three different regions: the initial merging zone, the intermediate
merging zone, and the fully developed zone. Champagne andWygnanski [14] studied
the effect of the velocity ratio on the length of the potential core in which the flow
properties are similar to the initial nozzle condition. They found also a self-similar
property of the jet flow in the downstream section due to entrainment. Dahm et al.
[16] indicated that the flow fluctuation in the inner and outer shear layers are strongly
paired together. Dinesh et al. [38] indicated that the vortex shedding led to velocity
fluctuation in turbulent coaxial jets.

Introducing solid phase to the single-phase coaxial jets can modify the dynamical
and mixing capabilities of solid–liquid jets [18, 21, 29, 32, 39]. Fan et al. [17] found
that in poly-disperse particle coaxial jets the particle concentration had a self-similar
behavior in the zone of the flow establishment. Furthermore, lighter particles are
radially dispersed in comparison to heavier particles. Pedel et al. [36] reported an
asymmetric pattern in initial flow zone of particle-laden coaxial jets. Mostafa et al.
[32] found that the presence of particles attenuated the turbulence intensity and led
to a higher energy reduction rate. The experimental results of [39] correlated the
decay rate of the centerline velocity and particle dispersion as a function of particle-
loading and velocity ratio respectively. A great reduction of turbulence intensity was
indicated byKannaiyan and Sadr [21] along the initial flow zone of two-phase coaxial
jets.

Several statistical methods can be used to capture the influence of particles on the
mixing and inter-scale coherent structures in turbulent flow fields. The most widely
used statistical method to resolve turbulent data is the Proper Orthogonal Decompo-
sition (POD) technique [24]. The POD technique decomposes the time-history data
into its lower-ranked special components modes and the frequency-ranked dynamic
modes. The Proper Orthogonal Decomposition (POD) technique has been exten-
sively used to identify the most persistent structures in the flow fields [12]. This
method was first proposed by Pearson [35] for the superlative description of multi-
component data sequences. Most recently, Schmidt et al. [42] proposed an empir-
ical method to extract coherent structures or modes in both space and time known
as Spectral Proper Orthogonal Decomposition (SPOD) based on the POD method.
Since coherent motions could occur at different scales of special, frequencies, and
energy levels, the traditional phase averaging methods (i.e., POD and DMD) are not
capable of obtaining coherent structures in both space-frequency. Therefore, SPOD
can extract the energy content and frequency by combining POD and DMD capa-
bilities. Schmidt et al. [42] indicated that the temporal coefficients of the orthogonal
modes of turbulent jets can be characterized by Kelvin–Helmholtz (KH) type wave
packets. Kadu et al. [20] employed the SPOD method to annotate the physical struc-
tures or modes in a coaxial jet. They found that the pairs of counter-rotating vortical
structures can be identified by the first two modes in the inner mixing layer. Zhang
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et al. [51] indicated that the different detected orthogonal modes and their frequen-
cies can be connected to the coherent structures in the near-field region of turbulent
jets.

The mentioned studies in the literature analyzed the characteristic of pre-mixed
particle-laden coaxial jets with high impinged velocity ratios [18, 21, 32, 36, 39].
A series of laboratory experiments on sand-water coaxial jets were performed by
a new coaxial jet set-up consists of two concentric nozzles to generate a central
water jet combined with an outer annular sand jet. As the first objective of this
research the axial and radial sand velocity and concentration profiles were examined
and were characterized for different low-velocity ratios. The secondary objective of
this paper is to study the low-ranked coherent flow configuration of the coaxial sand-
water jet using the Spectral Proper Orthogonal Decomposition technique. The SPOD
coefficients provide insight into the time scale associated with the spatial modes.

2 Experimental Setup

Laboratory experiments were carried out in the Multiphase Flow Research Labora-
tory (MFRL) at Lakehead University to study the dynamical and flow properties of
coaxial sand-water jets with low-velocity ratios. Circular coaxial jet nozzles were
used in the experiment with a core and a concentric annular nozzle with the diameters
of do = 6 mm and da = 12 mm, respectively, and an annular gap with a thickness
of 2.5 mm. The central jet was connected to the tap water through an accurate flow
meter (LZTM-15, UXCEL, China) and it was issued from the inner nozzle. In addi-
tion, the sand particles were released through the surrounded annular nozzle into
a rectangular tank of 1.65 m long, 0.85 m wide, and 0.85 m deep filled with tap
water and the ambient temperature of 20 °C ± 1 °C. Sand particles with a median
diameter ofD50 = 0.386 mm, the density of ρs = 2540 kg/m3, Stokes number of 0.7,
initial concentration of 60% by volume, and initial mass flux of ṁo = 10 g/s were
implemented. The initial flow Reynolds of 6622 to 11,919 were chosen to provide
velocity ratios in the range of 0 ≤ Ru ≤ 0.33. Overall, four experiments were tested
in this study to examine particle dynamical properties of sand-water coaxial jets.
Experimental details and non-dimensional parameters are listed in Table 1.

Table 1 Initial experimental details of sand-water coaxial jets

No. Test No. D50 (mm) do (mm) da (mm) ṁo (g/s) uwo (m/s) Re Ru St

1 C1 0.386 6 12 10 0 0 0 0.7

2 C2 0.386 6 12 10 0.75 6622 0.33 0.7

3 C3 0.386 6 12 10 1.16 9270 0.21 0.7

4 C4 0.386 6 12 10 1.49 11,919 0.16 0.7
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The axial and radial distributions of sand concentration and velocity were
measured by an advanced optical fiber probe (PV6, Institute of Processing Engi-
neering, Chinese Academy of Science, China). The probe is capable of measuring
simultaneous time series of sand concentration and velocity. The probe tip has a diam-
eter of 4mmwith twomutual 1mmdiameter light sources and light-refracting optical
sensors. The distance between two fiber optics is 2.14 mm and transmits raw analog
signals through a PV6 processing unit to a high-resolution data acquisition board
(National Instrument, Austin, U.S.).The optical probe has indicated high perfor-
mance in sand concentration and velocity and measurements in many experimental
studies such as solid-particle turbulent jets and solid fluidization systems [6, 19, 43,
44, 46]. To investigate the flow properties such asmixing and periodicmotions higher
frame rate snapshots were recorded using a high-speed camera (Photron-FASTCAM,
1024PCI-100KC)with a resolution of 1024× 1024 pixels. The camerawas equipped
with a 15–55 mmAF-S Nikkor, 1:3.5-5.6 GII (Nikon, Japan) lens to capture images.
Raw images were captured with a frame rate of 250–500 frames per second and a
shutter speed of 0.004 s.

3 Signal Processing

Filtering and noise removal techniques are commonly used in signal processing to
filter out and enhance the oscillatory properties of raw signals. In this experiment, the
eight-level and soft thresholding of theWavelet noise reduction toolbox ofMATLAB
[25] was employed to eliminate noises from captured voltage signals. The wavelet
denoising technique can analyze time and frequency domain at the same time and
It already was tested in turbulent multiphase flows [6, 43, 48, 50]. The MATLAB
signal processing toolboxwas utilized to carry out the cross-correlation technique and
analyzing different segment sizes of voltage signals to extract particles’ instantaneous
velocities. The effects of segment sizes, �Ls (i.e., �Ls = 29 = 512, 210 = 1024 and
211 = 2048) and segment overlap of 50% [48] on instantaneous velocity data was
studied and the results are shown in Fig. 1. The segment sizes correspond to sampling
frequencies of 120 Hz, 60 Hz, and 30 Hz. As depicted in Fig. 1 the cross-correlations
of voltage signalswith a lower segment size have led to the high-velocity fluctuations.
It was found that the data uncertainty associatedwith 2048, 1024, and 512were±4%,
±9%, and ±13%, respectively. It was also found that the maximum data uncertainty
of velocity between 0 and 50% overlap was ±1.5%. Therefore, a segment length of
2048 with 0% overlap (i.e., no overlap) was selected for all data in this study.

Each time series of voltage signals recorded by the probe’s tips can be attributed
to the sand concentration of measured points through a calibration curve [19]. The
acquired velocity and concentration data accuracy were examined by the integrated
mass flux (i.e., the mass of a substance which passes per unit of time) at different
cross-sections along with the sand-water coaxial jet as:
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Fig. 1 The effect of data
segmantation on
instantaneous sand velocity
data with Ls = 0% (i.e., no
overlap), and 50% and
segment lengths �Ls for Ru
= 0.16, x/do = 20. a �Ls =
2048; b �Ls = 1024; c �Ls
= 512

ṁ = dm

dt
= 2πρs

r∫

0

courdr (1)

where u is the particle velocity and r is the horizontal distance from the jet axis. The
integration results demonstrated the mass conservation of above 90%.

4 Spectral Proper Orthogonal Decomposition (SPOD)

The Spectral POD method is conceptually and algorithmically (i.e., eigenvectors
of a matrix) similar to the POD method. The main algorithm of SPOD is based on
Welch’s decompositionmethod [42, 41].Welch [48] proposed an averaging technique
to the converting time history data set from the time domain to the frequency domain
knows as the Power SpectrumDensity (PSD). Therefore, temporal coefficients of the
orthogonal modes can be explained as an increasing range of frequency spectrum.
The initial step to perform the SPODmethod is by adjusting a time series of snapshots
to construct a single data matrix P using Np snapshots andMp pixels. The matrix P
first needs to be segmented into Nb blocks that overlap by No snapshots. The size
of the Nb block can be obtained as Nb = (Np − No)/(Nf − No) where Nf is the
length of segmentation (i.e., 64, 128, 256, …) corresponding to an overlap of 50%.
However, by choosing larger block sizes and overlap them, the variance of data is
increased accordingly. The Welch periodogram method was employed to constructs
an ensemble of realizations of the temporal Fourier transform of the data from a



108 F. Sharif and A. H. Azimi

single time series consisting of Np snapshots by breaking it into Nb then, reordering
it by frequency in each block. The POD of an ensemble of frequency-based blocks
PB leads to the extraction of the spatial modes such that any image of each block
can be expressed as a linear weighted sum of the modes and can be described by
Sirovich [45]:

PBi (x, t) =
rp∑
j=1

αi jφ j (x) (2)

where x and t are the independent variables denoting space and time, respectively, i
= 1 to Nb, j = 1 to rp < Nb. Besides, the coefficient αij(t) can be defined as:

αi j (t) = βi j (t)λ
0.5
j (3)

where β ij is the temporal coefficients and λj is called the eigenvalue. The orthogonal
eigenvectors or spatialmodes,φj(x), represent the ensemble-averaged spatial features
of the whole ensemble. The eigenvalues are arranged in decreasing order (λ1 >λ2

>λ3· · · ) yields the SPODof each block. Therefore, SPODmodes are the eigenvectors
of a cross-spectral density tensor at each frequency corresponding to themodal kinetic
energy.

5 Results

Figure 2a shows the effect of velocity ratio (i.e., 0.16 ≤ Ru ≤ 0.33) on the variations
of the normalized axial mean centerline sand concentration of coaxial sand-water
jets along with the normalized distance. The uncertainty of sand phase concentra-
tion measurements was shown by the overbars indicators. The data uncertainty of
concentration measurement was found to be ±9%. The axial sand concentration of
slurry jet and particle cloud were also added Fig. 2a [19, 43]. As can be seen, all
given velocity ratios had a similar non-linear dissipation rate for x/do ≤ 16, and the
results are independent of Ru. Such correlations can be attributed to the formation
of the intermediate mixing zone. However, for x/do > 16, the sand water coaxial jets
with Ru = 0.33 had a smaller decay rate in comparison with Ru = 0.16 and 0.21
which decay at a faster rate close to the slurry jet model. For all cases, sand concen-
tration in coaxial sand-water jets dissipated lower than particle clouds indicating the
dissipation rate as a function of the velocity ratio further downstream of jets. The
potential core (i.e., cm/co ≈ 1) of the sand-water coaxial jet was found to be five times
the nozzle diameter which is 5.8do for slurry jets [19]. The axial normalized sand
velocity with different velocity ratios (i.e., 0.16≤ Ru≤ 0.33) are depicted in Fig. 2b.
The sand centerline velocity models for particle cloud [43] and water jet [23] were
also added in Fig. 2b. The maximum uncertainty of sand velocity measurements was
found to be approximately±11%.As shown in Fig. 2b the axial velocities decay rates
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Fig. 2 a The variation normalized axial sand concentration, cm/co, with normalized axial distance
from the nozzle, x/do with different velocity ratios; b The variation normalized axial sand velocity,
um/uo, with normalized axial distance from the nozzle, x/do with different velocity ratios

are independent velocity ratio for x/do ≤ 16. However, for x/do > 16 decreasing the
velocity ratio (i.e., Ru = 0.16) caused a higher decay rate similar to the water jet and
adopting the water phase flow velocity. However, coaxial jets with the velocity ratio
of 0.33 and 0.21 had higher dissipation in comparison with particle clouds and the
dissipation rate was smaller than slurry jets. Figure 3 shows the transverse profiles
of the normalized sand concentration, c/cm, with the normalized transverse distance
from the nozzle, r/do, for sand-water coaxial jets with the velocity ratio of Ru= 0.16
and 0.21. As can be seen, all velocity ratios and the radial concentration exhibited a

Fig. 3 The normilized radial distribution of sand particles concentration for 10 ≤ x/do ≤ 40: a Ru
= 0.16; b Ru = 0.21
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Fig. 4 The normilized radial distribution of sand particles velocity for 10 ≤ x/do ≤ 40: a Ru =
0.16; b Ru = 0.21

near-field hump at r/do = 1.25 indicating the migration and mixing of particles jet
towards the jet’s axis and reduction in the intensity of hump further downstream in
the flow development zone. It was found that by increasing the velocity ratio particle
distribution in the radial direction was increased (see Fig. 3b).

Figure 4 shows the vertical velocities of solid particles in different normalized
radial sections. As can be seen in Fig. 4a, the hump similar to the radial distribution of
sand concentration exists at r/do = 1.25 and for x/do ≤ 30. The normalized distance of
x/do ≤ 30 corresponds to the flow development zone. The intensity of the peak axial
velocity decreased by decreasing the velocity ratio indicating a faster particle-flow
mixing velocity ratio decreased (see Fig. 4b).

The high-speed images of sand water-coaxial jets with various velocity ratios
(i.e., 0 < Ru < 0.33) are shown in Fig. 5. As shown in Fig. 5a, b particle and flow
oscillation was high for Ru = 0 and 0.33. However, by increasing the initial water
phase Reynolds number (leading to smaller velocity ratios) more uniform flow and
particle distribution were observed (see Fig. 5c, d).

The SPOD analysis was performed for the series of 1500 high-speed snapshots
to investigate the low-rank dynamic of particles and flow properties. The block size
was chosen as 256 data with a 50% overlap. The first SPOD mode visualization
for the frequencies of 0, 3.91, and 7.81 Hz for the velocity ratio of 0, 0.16, and
0.33 are shown in Fig. 6. The Kelvin–Helmholtz (KH) type wave packs can be
distinguished in all exhibited velocity ratios. The large size in wave packs for the
velocity ratio of 0 and 0.33 with the frequency of 0 and 3.91 Hz can be distinguished
at the downstream section for the frequency of zero (see Fig. 6a, d). Such wave packs
indicate particle oscillation and shedding which was already shown in instantaneous
high-speed images (see Fig. 5a, b). However, by increasing the Reynolds number
of water and decreasing the velocity ratio (i.e., Ru = 0.16) wave packs turned to an
axially elongated shape. Comparing the modal shape represented in Fig. 6g with the
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Fig. 5 The instantaneous high speed images of sand-water coaxial jets with different velocity
ratios: a Ru = 0; b Ru = 0.33; c Ru = 0.21; d Ru = 0.16

Fig. 6 Visualization of the SPOD mode number one for frequencies of 0, 3.91 and 7.81 Hz for the
velocity ratios of Ru = 0, 0.33 and 0.16

high seed images demonstrated an almost uniform flow and particle pattern along the
jet axis (see Fig. 5c, d). In all three cases ofRu for the frequencies of 3.91 and 7.81Hz,
the a-wave train dominant mode can be observed and localized further downstream.

Besides, the SPOD energy spectrum or eigenvalues, λ, the turbulent kinetic energy
decreased by a reduction in the velocity ratio from 0.33 to 0.16. The SPOD energy
spectrum, λ, for the first seven modes with the velocity ratio of 0.16 and 0.33 are
displayed in Fig. 7. Large separation between the eigenvalues is a good indicator of
dominant mode and energy contribution. As shown in Fig. 7a the first two modes
had a larger separation due to higher energy levels. The separation between eigen
spectra of the modes implies that vortex shedding dominated the dynamics of the
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Fig. 7 The SPOD eigenvalue spectra of the first seven modes: a Ru = 0.33; b Ru = 0.16

connected modes [33]. However, by decreasing the velocity ratio, the separation
distance decreased accordingly due to less vortex shedding intensity (see Fig. 7b). It
was found that most of the turbulence kinetic energy was stored in the first ten modes
especially for smaller velocity ratios (i.e., Ru = 0.16) in sand-water coaxial jets.

6 Conclusion

A series of laboratory experiments were carried out to investigate the effects of
the velocity ratios smaller than 0.5 on the dynamics of sand-water coaxial jets in
stagnant water. A light refractive optical probe was implemented to measure sand
concentration and velocity of sand-water coaxial jets in axial and transverse direc-
tions. The probe accuracy and data measurements consistency were examined by
conservation of mass in different cross-sections with an uncertainty level of 10%.
The initial mixing zone was indicated around 5 times the nozzle diameter and the
zone of intermediate flow establishment was found to occur at x/do ≤ 16. The axial
alternation of velocity and concentration were found to be self-similar in the inter-
mediate zone of flow establishment. However, by decreasing the velocity ratio in the
zone of flow development (i.e., x/do > 16), the decay rate increased accordingly and
became similar to single-phase water jets. The concentration decay rate was found
to be smaller than the decay rates of particle clouds and slurry jets, particularly for
the high-velocity ratio (Ru = 0.33). The radial distributions of concentration and
velocity profiles were also investigated. A near-field hump was observed at r/do =
1.25 for all cases in concentration and velocity profiles due to migration and mixing
of particles with the central water jet. The presence of a hump indicated that a signif-
icant portion of the turbulence kinetic energy and flow vortex shedding is stored in
low-frequency modes of coaxial sand-water jets with a higher velocity ratio (i.e.,
Ru = 0.33). Furthermore, for velocity ratios smaller than 0.16, most of the energy
distribution occurred in the first ten modes. The Kelvin–Helmholtz (KH) type wave
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packets were observed in low frequencies and the first ten modes associated with the
annular nozzle.
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Design of Roundabout to Replace
All-Way Stop Controlled Intersection:
Case Study in Niagara-on-the-Lake

N. Farag, F. T. Choudhury, Y. Cao, D. Ponce, C. Del Rosario, S. Alkarawi,
M. Rataul, S. Arkatkar, and S. M. Easa

1 Introduction

Concerning future community growth, Niagara Region is undertaking various trans-
portation improvement initiatives in order to prepare for the need for better connec-
tivity and capacity as set out in their Transportation Master Plan (TMP), How we
Grow. Furthermore, providing better and safer access to active transportation facil-
ities is another primary consideration of future projects [9]. This study focuses on
the intersection of York Road and Four Mile Creek Road, in the municipality of
Niagara-on-the-Lake.

The existing four-legged intersection uses All-Way Stop Control (AWSC) to
assign the right-of-way between approaching vehicles. However, the existing design
poses several challenging movements, and the potential of insufficiency to address
future traffic demands considering an anticipated 2% growth rate. To address these
concerns, this report proposes three alternative improvements: (1) implementation
of a roundabout, or (2) signalization of the intersection, as well as (3) the do-nothing
alternative (i.e. maintaining AWSC). Other alternatives such as interchanges were
explored in the initial stages but were ruled out in the preliminary stages consid-
ering the existing and projected traffic volumes, cost, and space requirements. The
proposed alternatives were evaluated based on cost, safety, environmental impact
and operational benefits to the study area.

The original project from the Municipality of Niagara included conducting an
Environmental Assessment (EA). While many components of the EA process are
omitted in this study, this report nonetheless strives to identify existing problems
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within the intersection and assess the impact and effectiveness of various traffic
control measures in the study area, including environmental impacts. The critical
component tasks to completing this project included a literature review, development
of design alternatives,modelling and analysis, followed by evaluating the alternatives
to determine the optimal choice, and a detailed design of the best alternative. The
literature review consisted of relevant topics including a review of the Environmental
Assessment process, geometric, safety and operational effects of roundabouts and
signalization, relevant standards and guidelines, and case studies on similar projects.
Further details about the findings in this paper can be found in the full capstone study.

The following sections discuss the study area and identified design alternatives.
This is followed by the evaluation methodology, including weighting and sensi-
tivity analyses. Lastly, a detailed design of the optimal alternative and operational
modelling is presented (Fig. 1).

Fig. 1 Project tasks
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Fig. 2 Study roads for York Road and Four Mile Creek Road [9]

2 Study Area

The study area is a four-legged unsignalized intersection operatingwithAll-WayStop
Control between York Road (RR81) and Four Mile Creek Road (RR100) located in
Niagara-on-the-Lake, Ontario. The study area is bounded by York Road at distances
of 250 m to the North and South, Concession 3 Road on the East, and 250 m to the
West of Four Mile Creek Road as shown in Fig. 2.

Issues encountered at the existing unsignalized intersection primarily include
complicated movements in the eastbound and northbound right-turn channels.
Furtherly, the study area is connected to the Queen Elizabeth Way (QEW) in the
west and the community of Queenston in the east, generating high traffic volumes
through the intersection. Simulation of existing conditions produces intersection
delays of 15.4 s with LOS C, with projected intersection delays for the year 2041 of
101.5 s, at LOS F.

3 Alternatives

The three alternatives proposed included a roundabout, signalization, and the do-
nothing alternative (i.e. maintaining AWSC). Modelling of the current intersection
after application of a 2% growth rate determined that the existing AWSC design
would be insufficient to accommodate projected volumes given a LOS F. As such,
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this alternative was eliminated from further consideration. The other two alternatives
are explored in detail in the following section.

3.1 Roundabout

The first alternative considered was implementing a roundabout within the intersec-
tion to improve traffic operations, and improve safety for all road users, including
vehicles, cyclists, and pedestrians. Overall, compared to unsignalized intersections,
roundabouts are safer as they promote lower travelling speeds to reduce crash severi-
ties and probabilities [11]. Roundabouts can often also provide low delays and traffic
control in moderate traffic conditions [11].

The majority of design guidance for preliminary evaluation of the roundabout
were based on typical values from NCHRP 672 [11]. Based on traffic counts of the
intersection from Niagara Region, the projected peak hour traffic would not exceed
1600 veh/h, which a typical single-lane roundabout would sufficiently serve. The
preliminary design speed limit would be reduced from the posted limit by 10 km/h,
to a design speed of 40 km/h. A preliminary design circulatory road width of 4.5 m
was used to accommodate a theoretical S-BUS-40 design vehicle. The dimensions
of the inscribed circle diameter would range between 27 and 55 m for a single lane
roundabout and is dependent on the specific design vehicle. For preliminary evalu-
ation design purposes, a typical roundabout alignment angle of 90° was assumed.
As shown in Fig. 3, while a diameter of 27 m would result in the least disruption to
the surrounding features in the study area, the larger diameter of 55 m would still be
feasible.

Fig. 3 Inscribed circle diameter of 55 m (left) and 27 m (right) on study intersection
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Fig. 4 Typical phase composition [5]

Table 1 Preliminary phase
timing design [8]

Phase element Timing (s)

Cycle time 62.0

Minimum green time 20

Amber 4.1

All-red 2.0

Pedestrian walk time 14.0

3.2 Signalized Intersection

The second alternative presented is the implementation of fully actuated traffic
control signals. This alternative would pose minimal effects to existing infrastruc-
ture, as well as the potential to reduce vehicle delays and organize traffic movements
for road users, including pedestrians and cyclists.

Actuated signal control is highly dependent on the sensors that make decisions
regarding cycle lengths and other phasing elements [15]. As the signalization design
is actuated, the signal would typically rest on green on themain road until a vehicle or
pedestrian calls for movement on the minor road. However, for evaluation purposes,
it was assumed that equal timing would be provided to both directions and a cycle
length between 70 and 90 s would be provided. Using an iterative approach for phase
composition, a typical 2-phase design as shown in Fig. 4 was used for analysis.

Furthermore, following Niagara Region and Ontario Traffic Manual (OTM)
standards, the phase timing as shown in Table 1 was tentatively devised [8].

4 Evaluation Methodology

4.1 Evaluation Criteria

4.1.1 Operations and Mobility

Quality of service is a subjective observation on the performance of a transportation
facility concerning road users [13]. Control delay is a measure of increased travel
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5.5 s

9.4 s
13.6 s

16.2 s

Year - 2016

Year - 2041

Signalization Roundabouts

Fig. 5 Intersection delay (seconds) for alternatives for current and future traffic volumes

time, driver discomfort and frustration among other factors contributing to quality
of service. Overall (intersection) delay is used for evaluation in this study due to
its quantitative nature, compared to the Level of Service (LOS) metric being non-
quantitative in nature.

Traffic Reports from Niagara Region in the year of 2016 for the PM period were
used for analysis, where a 2% growth rate was used for a design period of 20 years to
calculate the anticipated traffic demand and used for delay calculations. Forecasted
volumes are calculated using Eq. 1, where AADT is the Annual Average Daily
Traffic, AACR is the growth rate, and n is the number of forecasted years [14].

AADTfuture = AADTcurrent(1+ AACR)n (1)

The All-Way Stop Module in Highway Capacity Software (HCS) 7 was used to
construct a model of the existing AWSC intersection. The intersection was found to
produce an LOS F, indicating the current design would fail to service future traffic
demand. As such, the do-nothing alternative was eliminated from further consider-
ation. Simulation models based on preliminary design parameters were constructed
for the roundabout using the Roundabouts module in HCS7, and the signalization
design in InterCalc software. Assumptions were made regarding geometric features,
heavy vehicle characteristics, peak hour factors, and other parameters within reason-
able tolerances and following design guides. Figure 5 demonstrates the intersection
delays simulated by using alternatives to service existing and future traffic volumes.
While both alternatives scored an overall LOS A, it is evident that the roundabout is
more robust in reducing delays with a lower overall delay of 9.4 s.

4.1.2 Safety

Of the various criteria that can be used to evaluate the overall efficacy of transporta-
tion facilities, safety is the most critical factor [1]. Crash frequency is a fundamental
indicator of safety in transportation-based decision making. CMFs are an excellent
tool for evaluating the effectiveness of different treatments or designs and are calcu-
lated as the expected crash frequency ratio before and after treatment. In general,
CMF factors between 0 and 1 will indicate a reduction in crash frequency, whereas
a CMF greater than 1 indicates an unsuccessful treatment.

Before-after studies of converting five, rural, single-lane stop-controlled inter-
sections to roundabouts in the U.S. found a CMF of 0.42 for overall crashes and
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0.18 for injury crashes, respectively [10]. While later research has concluded that
there are insignificant effects on safety when converting from AWSC to roundabouts
[11], the former empirical report was used for further calculations. In the study by
Persaud, Retting, Garder, and Lord, CMFs for converting signalized intersections
to roundabouts were determined to be 0.65 and 0.26 for overall and injury crashes,
respectively. Using the mathematical concept of CMFs, it can be inferred the CMF
of converting AWSC to a signalized intersection would be approximated at 0.729.
As such, the roundabout alternative is more effective in reducing crashes compared
to the signalization alternative, the former with a CMF of 0.42 and the latter with
a CMF of 0.729. As noted, while the later research on AWSC-roundabout CMFs
would discredit the previous study by Persaud et. al, the values used from this only
produce a more conservative comparison between the two proposed alternatives, and
the difference would not impact the conclusion.

4.1.3 Environmental Impact

Traffic intersections are often characterized as significant contributors to air pollution;
when vehicular traffic is forced to slowdown and idle at intersections, there is a higher
incidence of fuel consumed and consequently, higher vehicular emissions [7]. Long-
term air quality is largely impacted by the pollutants found in vehicular emissions,
including carbon monoxide (CO), carbon dioxide (CO2), nitrogen oxides (NOx), as
well as hydrocarbons, and overall fuel consumption.

Due to their design, modern roundabouts significantly reduce vehicular emis-
sions compared to other intersection control methods by reducing idling time. As
traffic rarely stands still within a roundabout, the overall emissions produced by
vehicles is minimized. Conversely, signalized intersections are considered signifi-
cant proponents of causing vehicular emissions and adverse environmental impacts
due to significant levels of idling at such intersections and higher levels of congestion
[6]. For emissions at a roundabout to be equal to that of a signalized intersection, the
average delay at the roundabout would need to be significantly larger than that of the
signalized intersection. A model constructed by Várhelyi [16] using a before-after
study comparing roundabout and signalization found significantly lower emissions
at roundabouts as demonstrated in Fig. 6.

57

80.5

7

57

361.1

505.7

Roundabouts

Signalization

Fuel Consumption (kg) NO2 (kg) CO2 (kg)

Fig. 6 Roundabout and signalization emissions [16]
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4.1.4 Cost

Several factors that contribute to the budget required to install and maintain traffic
facilities, including intersections. From a case study done for an intersection in
the city of Hamilton, the total 20-year costs for roundabouts and traffic signals
are summarized in Table 2. Typical costs for implementing an average round-
about include construction, land purchase, design and engineering costs, and opera-
tional and maintenance fees. Roundabout maintenance may consist of landscaping,
restriping and repaving, and snow removal and storage during winter. For a signal-
ized intersection, some fees to consider are the signal design costs, fixture installa-
tions, and annual maintenance of facilities. There is also a significant additional cost
required which is the re-timing and replacement of the traffic signal. Injury crash
costs are typically higher for signalized intersections than for roundabouts. This is
due to the higher severity of crashes and incidences of crashes from more conflict
points at signalized intersections.

4.2 Selection of Best Alternative

The proposed design alternatives, (1) roundabout and (2) signalization, were evalu-
ated based on the four criteria outlined, and the results of theweighted evaluations are
summarized in Table 3. Criteria scores were first normalized. The priority-weighted

Table 2 20-year costs of
implementing roundabouts
and signalization [2]

Roundabout Signalization

Total estimated capital cost $410,000 $426,000

Property costs $29,500 $13,000

Injury crash costs $314,850 $626,000

Annual maintenance $40,000 $80,000

Future traffic signal replacement – $75,000

Total $794,350 $1,220,300

Table 3 Results of evaluation

Evaluation criteria Non-weighted score Priority weighted
score

Equally weighted
score

Alt. 1 Alt. 2 Alt. 1 Alt. 2 Alt. 1 Alt. 2

Safety 4.2 7.29 1.47 2.55 1.05 1.82

Operations 0.94 3.52 0.25 1.23 0.23 0.88

Cost 4.25 6.43 0.63 2.25 1.06 1.61

EI 7.9 12.2 1.82 4.27 1.98 3.05

Total 17.3 29.4 4.18 10.30 4.32 7.36
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scheme allocated weights as the following: safety (35%), operations (27%), environ-
mental impact (15%) and cost (23%). This weighting scheme was largely based on
consultation from industry clients due to limitations preventing public consultations.
An additional equal weighting scheme was used, allocating a weight of 25% to each
criterion. In this scheme, a lower score indicates higher success; thus, it is concluded
that Alternative 1 with lower scores is the optimal solution. Additionally, it is noted
that this conclusion is independent of the weights allocated to the evaluation criteria.

5 Detailed Design

Several design elements crucial to the safe and successful operation of a round-
about, including geometric design, illumination, and adequate landscaping, which
help achieve overall speed control, mobility and visibility objectives.

5.1 Design Considerations

Before geometric design, several determinations must be made with regards to the
design of the roundabout. First, based on existing and projected traffic counts, it
was determined that with a 23% left-turning volume and overall AADT under
16,000 veh/day, it would be viable to go forward with a single-lane roundabout
design based on NCHRP 672 recommendations [11]. As the existing area of the
intersection is not adequate to accommodate a four-legged single lane roundabout,
it would be expected that additional property may need to be purchased. A signifi-
cant consideration in geometric design is accommodating the design vehicle, which
depends on anticipated road users, and the needs of the surrounding road network.
The most suitable design vehicle was determined to be the WB-20 (WB-67). Lastly,
speed management is a significant factor to be considered to ensure safe operation of
the intersection. With existing posted road speeds of 50 km/h, and due to the existing
geometry of the approaches, it was determined that a posted intersection speed of
20 km/h would be required to ensure sufficient sight distance on all approaches.
Using specific provincial standards in Ontario, lane widths used are a minimum of
3.5 m.

5.2 Geometric Design

The selection of geometric design elements for roundabouts are primarily dependent
on area constraints, the requirements of the design vehicle, while also providing
enough deflection to control speeds. The design parameters chosen are summarized
in Fig. 7, a diagram of the final geometric design. This section discusses some of the
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Fig. 7 Geometric design of roundabout

rationales behind many of the geometric design choices based on guidelines outlined
in NCHRP 672 [11], while a comprehensive design and discussion can be found in
the complete capstone research paper by the authors.

The inscribed circle diameter is the total distance across the circulatory segment of
the roundabout, which is the sum of the central island diameter and double the circu-
latory roadway width. A suitable inscribed circle diameter should be large enough to
accommodate the design vehicle, however, provide tight turning radii to slow down
smaller vehicles. Through an iterative process to provide adequate movement for
the design vehicle, while also considering space requirements, a circle diameter of
53.0mwas selected. Additionally, considering that circulatory roadwaywidths range
between 4.8 and 6.1 m [11], a value of 5.5 m was used for this design in conjunc-
tion with the truck apron. As such, the central island would result in a diameter of
42 m given the other geometric design choices. Lastly, a truck apron with a width
of 4.0 m was provided to allow for the movement of the design vehicle through the
roundabout, while restricting the movement of smaller vehicles to prevent speeding.

While it is typically advantageous to employ an intersection aligning at 90° for
all approaches, due to the existing alignment of the intersection, a non-standard
alignment as shown in Fig. 7 was used to minimize disruptions to the existing land
features. However, through manipulation of the entry and exit radii, it was ensured
that approach angles were not less than 20° as recommended by the AASHTOGreen
Book [12]. As for entry design, entry widths were used within the typical range of
4.2–5.5 m. Large entry widths may confuse drivers who may consider the large entry
widths to be two distinct lanes. Additionally, while entry radii may range from 15 to
30 m [11], typically entry radii exceeding 20 m has been found to be inconsequential
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in improving roundabout capacity. As such, entry radii of 20 m were used on all
approaches to ensure there is adequate deflection to prevent speeding. Lastly, exit
radii of 60 m were provided on all exit legs. Exit radii should exceed that of the
entry curb to prevent congestion or crashes, while providing enough deflection for
vehicles to yield to pedestrians.

Lastly, while a detailed discussion on splitter design is not presented in this
paper, the splitter islands were designed with lengths exceeding 30 m to provide
adequate visibility and prevent entering or exiting traffic from entering conflicting
traffic streams. Furthermore, typical nose and corner radii were used as provided in
AASHTO and NCHRP 672 guidelines. Additionally, splitter islands were no less
than 1.83 mwide to provide sufficient refuge to active transportation users. Sidewalk
and curb widths were designed at 1.80 and 0.80 m according to Niagara Region
Complete Streets guidelines.

5.3 Active Transportation

Data onmovements in the existing intersection shows that there isminimal pedestrian
and cyclist volumes. With this said, with community growth and improvements to
transportation facilities, the increase in active transportation (pedestrians, cyclists)
may increase. Traditionally, modern roundabouts do not implement traffic control
devices. However, pedestrian signals may be applied should the need arise in the
future. In the absence of additional control, adequate deflection in the circulatory
roadway leading to the exit and sufficient visibility is provided to drivers in the
roundabout to slow and yield for pedestrians. The pedestrian has the responsibility
to determine an appropriate time to enter the crosswalk. For cyclists, there is no
additional facility implemented as a dedicated bike lane on the circulatory roadway
would be unsafe [11]. Thus, cyclists can choose to cross as pedestrians, or seasoned
cyclists may traverse the circulatory roadway by merging with vehicle traffic.

5.4 Sight Distance and Visibility

As vehicles approach a roundabout, it is required to provide adequate visibility of
vehicles already circulating within the roundabout, and vice-versa. As such, round-
about design requires the analyses of two types of standard sight distances: (1)
intersection sight distance (ISD), and (2) stopping sight distance (SSD). Both are
explored in detail for all approaches in the authors’ full capstone paper. However,
the following section summarizes ISD calculations for a single approach. It is noted,
ISD, SSD, and additional checks for swept path and fastest path formobility purposes
were verified in the complete study.

IntersectionSightDistance (ISD) is expressed as the necessary distance for a driver
to identify gaps in a conflicting traffic stream to complete safe movements [3, 4].
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ISD should be checked at the entry each leg at two locations: (1) a specified distance
(15m) before the yield line, and (2) a vehicle at the yield line. From these points, ISD
triangles are made to the entering and conflicting/circulating vehicles to determine
if yielding vehicles have enough visibility to stop or slow down if necessitated. It
should be noted that excessive ISDmay result in compromised safety. Thus, strategic
landscaping was employed to control unnecessary visibility. First, the length of the
conflicting leg to a circulating vehicle (d1) can be calculated from Eq. (2), where tc
is the critical headway for entry into the roundabout (seconds), and Vcir is the design
speed for the conflicting circulating movement.

d1 = 0.278tcVcir (2)

Next, the length of the conflicting leg of the entering vehicle (d2)may be calculated
usingEq. (3), inwhich theVenter is the design speedof the conflicting entrymovement,
and dcir is the distance travelled along the circulatory roadway from the point of entry
to the travelled along the circulatory roadway from the point of entry to the y-axis of
the roundabout [3].

d2 = 0.278tc(Venter + Vcir)/2− dcir(Venter − Vcir)/2Vcir (3)

For the south leg, the critical gap was assumed to be 5.00 s based on software
defaults, and the design speed used for the circulating vehicle was 20 km/h, with a
northbound entry speed of 35 km/h, producing a distance d1 of 27.8 m, and d2 of
48.7 m as demonstrated in Fig. 8. Figure 8 also demonstrates the section of non-
commercial property that would require tree landscaping (or alternatives) that would
restrict visibility past the sight leg to the conflicting circulating vehicle.

Fig. 8 ISD triangle for
approach 1 (South Leg)
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Table 4 Critical simulation
results for future volumes

Approach leg Time interval (s) Delay (s) LOS

NB 800–900 15.96 C

SB 400–500 7.11 A

WB 200–300 12.19 B

EB 500–600 18.04 C

Intersection total 800–900 7.77 A

5.5 Simulation

5.5.1 Results

The roundabout design was simulated in VISSIM for an interval of 15-min using
afternoon peak-hour volumes for the current and projected traffic demand, as
discussed in Sect. 4.1.1. The roundabout was reconstructed based on the geometric
design elements within the current iteration, and all other inputs were left as defaults
in the software. The summary of the critical delays and LOS during the simulation
of projected peak hour traffic summarized in Table 4. The overall intersection delays
were minimal, producing the critical LOS A for the entire simulation interval. Inter-
section delays were reduced significantly from the existing AWSC intersection, at
93.73 s less delay for design year demand.

5.5.2 Limitations of Results

Due to the limitations of the software, it was not possible to input traffic volumes per
turning movement. Therefore, volumes and heavy vehicle percentages were aver-
aged for each approach leg for hourly volumes, given 3-h peak demands. Addition-
ally, while there was minimal pedestrian volume in current traffic counts, pedestrian
volumes were estimated to be 10 pedestrians per approach leg for the entire interval
for future simulation.

6 Conclusions

With the growing population and the greater demands on transportation networks,
there is a need to improve existing road facilities using improved intersections such
as roundabouts. As such, in accordance with the Niagara Region’s TMP to evaluate
specific options to improve the existing AWSC intersection, two design alternatives,
(1) signalization and (2) a roundabout were considered along with the do-nothing
alternative (i.e. maintain AWSC). It was determined that maintaining the current
intersectionwould fail to service the anticipated traffic volumes for the 20-year design
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period. The evaluation of the alternatives showed that a roundabout would be the
optimal choice to improve the existing intersection. A detailed design using NCHRP
672 recommendations and existing literature was constructed, and the roundabout
design’s operational abilities was simulated. From AWSC, the roundabout improved
the overall LOS from F to A. Due to the level of intricacies to this project, several
details and discussions have been excluded in relation to costs, grading, and splitter
design, among other considerations.
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12. Stančerić I, Ahac S, Bezina Š, Vlaović F (2019) Design limits for intersection angles between
approach legs of suburban roundabouts. GRAÐEVINAR 71:389–399

13. Transportation Research Board (2016) Highway capacity manual—a guide for multimodal
mobility analysis, 6th edn. Transportation Research Board, Washington, DC, USA

14. U.S. Department of Transportation (2018) Traffic data computation method. Department of
Transportation, Washington, DC, USA



Design of Roundabout to Replace All-Way Stop Controlled … 131

15. Urbanik T, Tanaka A, Lozner B, Lindstrom B, Lee K, Quayle S, Beaird K, Tsoi S, Ryus P,
Gettman D, Sunkari S, Balke K, Bullock D (2015) NCHRP report 812: signal traffic manual,
2nd edn. Transportation Research Board, Washington, DC, USA

16. Várhelyi A (2002) The effects of small roundabouts on emissions and fuel consumption: a case
study. Transp Res Part D Transp Environ 7(1):65–71



Improving Selected Intersections Across
Niagara Region for Miovision’s Smart
City Program
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1 Introduction

Niagara Region is a developing region that is continuously expanding in population,
employment, and business. By 2041, the population is expected to balloon by 168,000
people and add 80,000 jobs [4]. As a result, traffic and commuting infrastructure will
require additional management to ensure existing facilities can meet the forecasted
demand. To identify areas that may require an improved level of service (LOS),
the Niagara Region, in collaboration with Miovision, has decided to identify the
three most problematic intersections in the region and develop solutions that can
accommodate the traffic demands of this growing region.

This project entails determining the top three intersections from the shortlist of ten
historically problematic intersections that benefit the most from proposed solutions.
The ten intersections are as follows:

1. Carlton Street/North Service Road and Geneva Street
2. Christie Street Clarke Street/South Service Road
3. Bunting Road and Queenston Street
4. Burgar Street and Division Street
5. Dunlop Drive and Geneva Street
6. Dieppe Road/North Service Road/Ramp and Niagara Street
7. Dunn Street and Stanley Avenue
8. Garner Road and Lundy’s Lane
9. Geneva Street and Westchester Avenue
10. Niagara Street and Parnell Road.
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Fig. 1 Top three most problematic intersections (Niagara 2020)

In selecting the three most high-risk intersections, a weighted scoring system was
used to determine the relative safety compared to the other intersections. This analysis
considers quantifiable data such as collision data and social impact, intersection LOS,
and pedestrian and cyclists based on peak movement counts. In addition, qualitative
data such as land use in the area, local businesses, and stakeholders were considered
to gain a complete understanding of the area. A two-sided analysis was used to deter-
mine the three most problematic intersections: Carlton Street/North Service Road
and Geneva Street, Geneva Street and Westchester Avenue, and Dieppe Road/North
Service Road/Ramp and Niagara Street. Figure 1 illustrates the location of the top
three intersections.

Moving forward, the objective of this report is to provide a concrete plan of action
for each intersection to improve its overall performance. This will be determined
after minor changes and software simulations are conducted. The team will first
investigate a combination of signal timing optimization and geometric changes for
each intersection until a significant improvement in LOS or delay timing is achieved
based on these changes. Following this, minor changes that can be immediately
implemented, such as improvements and additions in signage, will be considered.
Lastly, a final analysis will be provided showcasing the necessary changes, compared
to the “do-nothing” approach, that can be made to each intersection to improve its
LOS and effectively conduct traffic flow and volume.
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2 Methodology

2.1 Selecting the Top Three Intersections

In this project, a combination of weighted rankings and scaled criteria was used to
perform the analysis to determine the top three intersections out of the ten intersec-
tions initially provided. The weighted ranking was used for quantitative analysis,
which helped organize and analyze the dataset that factored in multiple layers of
numerical data. A higher weight was assigned to a parameter that would potentially
contribute to making the intersection less safe throughout all the weighted equations.
This ensured that the intersections with the highest scores were the more problematic
intersections. The scaled criteria were used for qualitative information, which helped
analyze subjective characteristics of each intersection that cannot be expressed as a
number. A three-part scoring system was also used in the analysis process: Score I,
Score II, and Final Score. Score I consisted of the sum of all the individual parame-
ters that made up the equation. Score II consisted of the sum of each parameter after
being multiplied by their respective weight. The Final Score utilized a calibration
method such that the Score II for each collision was divided by the highest Score II
in that data set. This method gave the collision with the highest score a final score of
100, which helped to have a more organized and adequately calibrated data set.

To select the top three intersections, an objective evaluation criterion was devel-
oped to yield the intersections that are deemed unsafe and problematic. The objective
evaluation assessed the various impacts of a single criterion and related this score
to the objective function. The function considered both quantitative and qualitative
information, including collisions, intersection LOS, pedestrian LOS, cyclist LOS,
and social impact. The objective function was as follows:

I f inal = 0.25C + 0.13S + 0.25I LOS + 0.20PLOS + 0.17CLOS (1)

where

Ifinal final objective intersection function
C collision analysis
S social impact
ILOS intersection level of service
PLOS pedestrian level of service
CLOS cyclists analysis.

Each parameter was evaluated individually and then combined into Eq. 1 using
weightage. The weights chosen for the parameters were subjective and were solely
based on the severity of their effects or indication of an intersection that may classify
the intersection as unsafe or problematic. A sensitivity analysis was also performed
with two additional trials using different weightage parameters to see if the chosen
weights are suitable and if they have a significant effect on the top three intersections.
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Subsequently, following the analysis and simulations of the intersections in the
Niagara Region, the three intersections that deemed to be the most problematic
regarding the above-mentioned methodology were:

1. Carlton Street/North Service Road and Geneva Street
2. Geneva Street and Westchester Avenue
3. Dieppe Road/North Service Road/Ramp and Niagara Street.

For a more detailed explanation on selecting the top three intersections, the reader
is referred to [8].

2.2 Implementing Countermeasures

The chosen three intersectionswere then further analyzed to decide onwhat course of
action should be taken for the individual intersections to optimize their functionality
and improve their Level of Service. As per the requirements of the Niagara Region,
the countermeasures recommended for the intersections were:

1. The “Do-Nothing” Approach
2. Level of Service Improvements
3. Safety Countermeasures.

To select the countermeasures for each intersection, a planning process utilized
to produce the best overall results. The intersection analysis process evaluated “Do-
Nothing”, LOS Improvements, and Safety Countermeasures. For the LOS Improve-
ments, the signal timing optimization and the geometric design improvements were
considered. If the intersection elapsed, further adjustments were made to these coun-
termeasures until ideal results were obtained. Minor improvements, such as signage,
were then added to the intersection to account for the intersection’s safety.Theprocess
also carefully considered the additional factors that would impact the intersection,
such as cost, and environmental and social impacts.

2.2.1 The “Do-Nothing” Alternative

When solving traffic networks’ concerns, the “do-nothing” countermeasure involves
no newly developed facilities. It is typically chosen due to multiple factors that
outweigh the need for change, such as cost, construction process, or environmental
factors (Municipal Engineers Association 2020). For this project, the “do-nothing”
alternative was considered a reference point for future traffic projections and to
understand how each of the intersections will be affected if no changes are made.
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2.2.2 Level of Service

Signal Timing Optimization
At each intersection, an existing timing plan is designed and provided by the Niagara
Region, responsible formanaging and controlling the trafficflow.Dependingonwhen
the signal timing plan was created, it may be reaching the end of its design period,
meaning it is not managing traffic adequately. This would lead to multiple failures
per cycle, and there would be long delays and lower LOS as a result. Therefore,
adjusting the timings of signals would seem to be the most cost-effective and instant
boost to intersection performance.

In this project, Synchro 11 software was used in tandem with traffic counts
provided by the Niagara Region. The timing plans produced in this report have
a design period of 10 years and should meet traffic demands barring any sudden
growth or shifts in population. Using the existing traffic counts, the counts ten years
into the future were projected at a growth rate of 2% per year, leading to a cumulative
growth figure of 22% of original volumes.

Using Synchro11, detailed reports of each movement and its corresponding LOS
and the overall intersection delay, and the volume/capacity (v/c) ratios of the move-
ments were determined. The first approach was to use the optimized splits and opti-
mize cycle length options provided by Synchro. If that change was not significant,
other options were explored, including increasing total splits to allow more green
time for the deficientmovements. It alsomeant extending protectedmovements to see
the effects that it would have on the movement delay, v/c ratio, and total delay. Once
these options were exhausted, the following changes investigated the turn types for
each movement and their effectiveness. Some of the options include split, permitted,
protected, permitted plus protected, and reserved.

Once satisfactory results were achieved, Synchro’s optimized split and optimize
cycle length options were utilized. This final step will have produced optimal results
and minimize delays for all approaches. It is worth noting that the delays shown are
representative of rush hour volumes. As a result, it is not unusual to see LOS D or E
during these times.

Geometric Design Improvements
A geometric change aims to provide a safe and efficient roadway that addresses the
conflicting needs and concerns of all users of the intersection. Behind every inter-
section geometric design, there are basic elements that must be considered. These
are human factors (driver habits, pedestrian characteristics, and bicyclists), traffic
considerations (crash history, traffic movements, and turning movements), physical
elements (sight distance, environmental factors, and traffic control), and economic
factors (improvement costs, energy consumption, and right-of-way impacts) [9]. In
order to create a well-designed intersection that can provide a safe and sufficient
traffic flow for commuters, these factors must be taken into consideration. A series
of geometric additions/changeswere implemented into the intersections through soft-
ware simulation on Synchro to determine any improvements. Some of the geometric
improvements consideredwere the addition of left-turning lanes, auxiliary lanes with
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right/left-turning movements to increase capacity and reduce crashes, roundabouts,
pedestrian, and bike lanes as needed, and a lane addition.

2.2.3 Safety Countermeasures

Minor Improvements
Minor changes to a road facility may significantly improve its level of service and
reduce the safety risks at aminimal cost.Aminor improvement schemeon the existing
intersection stays consistent with the general characteristics of the road network with
the least amount of disruption. Someminor improvements include increasing the size
of the regulatory signs, adding additional lights for visibility during night times, and
optimizing pedestrian countdown signals (PCS). It is important to note that minor
improvements for each intersections are different, depending on the intersection’s
characteristics. These minor improvements will follow the Ontario Traffic Manual
(OTM) Books, the TAC manual, and other guidelines to follow the transportation
regulations in Ontario.

Crash Modification Factors
To evaluate the safety conditions of the problematic intersections, improvements will
be made based on the Crash Modification Factor (CMF) of the selected countermea-
sures. The CMF provides a quantitative estimate of the safety effect of the counter-
measure and is used to identify countermeasures to reduce the number of collisions
that will occur. The CMF values collected will be obtained from the Transportation
Association of Canada manual and various studies provided by Crash Modification
Factors Clearinghouse, where only the studies with a minimum of four stars are
considered. Studies with a four or five-star rating indicate the studies’ high level of
accuracy, precision, and general applicability.

2.3 Additional Factors

Some of the factors that were considered while determining the countermeasures for
each intersection were the cost, the environmental impacts, and the social impacts of
the project. The cost considered was associated with any changes that were made per
intersection. The environmental factors considered were the impact of each change
on the air quality in the surrounding. Air quality was measured by the emissions
report obtained from the SYNCHRO, which consists of carbon monoxide (CO),
nitrogen oxides (NOx), and volatile organic compounds (VOC) emissions at each
intersection. Some social factors that were considered included land acquisition, fuel
consumption, and any noise or disruption caused by the changes. It was determined
that land acquisition would be required to make any geometric design change to
the intersection, which would consist of contacting the owner of the land under
consideration. For this project, the design changes suggested were made assuming



Improving Selected Intersections Across Niagara Region … 139

that the required land has been acquired. While certain factors such as greenery,
aesthetics, and disruption are not quantifiable, the suggestions made in this project
were made after careful consideration of these factors as well.

3 Analysis and Results

The analysis and results for improving Intersection 1 (Dieppe Road/North Service
Road/Ramp and Niagara Street) are presented in this section for illustration. For
more details on evaluating the three intersections, the reader is referred to [8].

3.1 Level of Service Improvements

3.1.1 Signal Timing Optimization

In this analysis, the traffic data and signal timing plan were provided by Niagara
Region to get a baseline understanding of how the intersection was performing.
From this data, the peak PM hour was used to find the critical state of the intersection
when it was experiencing its highest volumes. After inputting the differentmovement
volumes and existing timing plan into Synchro 11, the resulting LOS of service
calculated according to the Highway Capacity Manual Sixth Edition was LOS C
with a 29.7-s control delay. For this study, these volumes were projected ten years
into the future using a growth rate of 2% annually. This projection would ultimately
lead to an increase of 22% in volume for each movement. The labelled diagrams of
each movement and its associated volume before and after are shown in Figs. 2 and
3.

Considering the “do-nothing” approach, if this intersection was left as is with a
2% annual growth rate over ten years, it would have a LOS D with a 51.2-s delay
according to HCM 6th. LOS D at PM peak is not unheard of and is still acceptable;
however, this study looked to optimize conditions and improve conditions. From
the HCM 6th report generated in Synchro 11, the failing traffic lanes traffic were
identified as the through and through/right turn lanes in the southwest leg of the
intersection, as shown in Figs. 4 and 5.

This approach had a LOS of F with an 82.9-s delay, significantly higher than
the other two approaches, 43.0 s going northwest and 32.6 s going northeast. The
v/c ratio for the through and through right were 1.05 and 1.07, respectively. This
indicates the volume travelling in the lane is greater than the lane capacity and thus
is failing. Based on these findings, this is where the adjustments began.

The solution found was a simple increase in green time for these movements.
Although this solution was simple, there was some nuance in balancing the amount
of green time added such that the other delays would not increase. In this case, adding
8.5 s of green time to the southwest and northeast splits proved to remedy the issue.
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Fig. 2 Current traffic
volume

Fig. 3 Projected traffic
volume

After implementing this revised plan and increasing the volumes, the LOS of the
intersection is D with a 38.7-s delay. The v/c ratio for the two critical lanes was
reduced to 0.93 and 0.94, meaning although it is functioning at the upper end of its
capacity, it is still within capacity. This solution improves each movement’s LOS by
distributing the delay between the northwest and southwest approaches, as shown in
Figs. 6 and 7.
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Fig. 4 Projected level of
service

Fig. 5 Projected delay

Comparing these results to if no action was taken, the difference is a delay of
51.2 s (do-nothing) against 38.7 s (revised timing plan). Therefore, applying this
change yields a 24.4% decrease in delay times for this intersection.

With the positive results found through just a signal timing change, this inter-
section does not warrant any geometric changes at this point. However, in the next
5–10 years, additional lanes or reconfiguration may be required as many of them
are operating near capacity. This methodology of identifying critical spots, adjusting
timing and turn, and implementing geometric changes will be carried through to the
other two intersections that are in progress.
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Fig. 6 Improved level of
service

Fig. 7 Improved delay

3.2 Safety Countermeasures

3.2.1 Minor Improvements

The minor improvement at the intersection of Dieppe Road/North Service
Road/Ramp andNiagara Streetmainly consist of regulatory signs,which are essential
in terms of the intersection’s safety.
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Locations of ONE-WAY signs should be placed near the right corner or the far-left
corner of an intersection and facing the traffic perpendicular to a one-way street [6].
The current location of the ONE-WAY sign in the intersection of Dieppe Road/North
Service Road/Ramp and Niagara Street needs to be changed. Currently, the sign is
not visible to most drivers as they turn onto the one-way street into opposing traffic,
as evident in the collision data. Thus, an additional ONE-WAY sign will be located
along the westbound corner of Dieppe Road and Niagara Street.

A speed limit sign (maximum speed in km/h) will be added along Niagara Street
within 150 m of the intersection lights. This is because no speed limits signs exist
on any of the approaches, meaning drivers may unknowingly be above or below
the posted limit. Adding a speed limit sign can reduce the number of accidents and
increase safety precautions.

Another factor that will be considered at this intersection is a supervised school
crossing by school cross guards. Since there is a school near the intersection, the
children must travel safely alongside the high traffic volume. These school crossing
guards will allow a right-of-way for school children as vehicles are yielded and will
be located at Niagara Street and Facer Street corner during particular hours to provide
children indicators of when to cross and deliver safety measures [5].

3.2.2 Crash Modification Factors

TheCollisionDetails Report of Dieppe Road/North Service Road/Ramp andNiagara
Street entails many angle collisions compared to the other impact types. To combat
this issue and the overall safety of the intersection with the consideration of
pedestrians and cyclists, red-light cameras and larger diameter signal displays will
be installed, and signal operations will be optimized. Table 1 will present the
effectiveness of each countermeasure previously listed:

Table 1 Dieppe road/north
service road/ramp and
Niagara street—safety
countermeasures [3, 7, 10]

Countermeasure Targeted crash type CMFa CRF (%)b

Red-light camera All angle 0.916
0.623

8.4
37.7

Larger diameter
signal display

All angle 0.8–0.9
≥0.5

10–20
≤50

Optimizing
signal operations

All pedestrian and
cyclist

0.92
0.63

8
37

a CMF ≥ 1 indicates an increase in collisions; CMF ≤ 1 indicates
a decrease in collisions
b Crash Reduction Factor (CRF) = percentage of decrease in
collisions
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Table 2 Dieppe road/north service road/ramp and Niagara street—total gas emissions

Emissions (g/h) Current Projected Solution

Carbon monoxide (CO) 4258 6938 5792

Nitrogen oxide (NOx) 828 1350 1126

Volatile organic compound (VOC) 1078 1608 1342

Total 6164 9896 8260

Table 3 Dieppe road/north
service road/ramp and
Niagara street—fuel used

Current Projected Solution

Fuel used (gal) 35 60 51

3.3 Additional Factors

3.3.1 Environmental Impacts

Table 2 demonstrates the total emissions of carbon monoxide, nitrogen oxides, and
volatile organic compounds observed currently, after the 22% projection, and after
the proposed solution at Dieppe Road/North Service Road/Ramp and Niagara Street.
It can be observed that the emission levels for the proposed solution are lower than
the projected emissions, which was the ideal goal.

3.3.2 Social Impacts

The suggested changes atDieppeRoad/North ServiceRoad/Ramp andNiagara Street
are a combination of signal timing optimization and minor improvements. Imple-
menting new signage and optimizing signal timings have minimal social impacts as
the construction disruption would be temporary. In addition, it is also essential to
consider that the signal timing optimization will result in a positive impact, in the
form of reduced delay and emissions, thus improving the air quality. Moreover, it is
also important to note that the changes will increase the overall functionality of the
intersection, which is the goal for a positive social impact. Finally, as shown in Table
3, the fuel used at each intersection is reduced with the proposed solution as well.

3.3.3 Cost

Additional costs considered in implementing the minimal changes and optimizing
the signal timings are listed in Table 4.
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Table 4 Dieppe road/north service road/ramp and Niagara street—estimated cost (Canadian
Automobile Association 2017; City of Toronto 2021) [11]

Estimated cost Information

One-time cost ONE-WAY sign ×2 $154

Speed limit sign $39

Signal timing change $7000

Red-light camera $150,000

Total cost $157,193

Annual cost School crossing guard $6370

Total cost $6370

4 Other Intersections

4.1 Geneva Street and Westchester Avenue

After applying the same evaluation process toGenevaStreet andWestchesterAvenue,
it became apparent that the southbound left-turn lane onGeneva Street would become
damaging to the intersection with its projected traffic volumes. A proposed right-turn
storage lane will be added to the westbound lane to lower the volume to capacity
ratio and improve traffic flow. This right-turn lane will reduce intersection delay
by approximately 24%. However, the southbound left lane will remain problem-
atic. Although the project’s scope for the team ended here, two possible solutions
were proposed to combat the issue of the left-turn lane. Out of the two solutions,
constructing an elevated ramp exclusively for left-turns was deemed the safest and
with the most favorable long-term effects. Therefore, the team completed this partic-
ular intersection with optimization to the signal timings and minor improvements to
the intersection that includes; adding MERGE sign, reducing the speed limit, and
implementing bike lanes.

4.2 Carlton Street/North Service Road and Geneva Street

Finally, after analyzing Carlton Street/North Service Road and Geneva Street, the
solution proposed is a geometric change in addition to signal timing optimization and
minor improvements. In order to resolve the intersection level of service and delay
time, a 150 m right-turn storage lane is proposed for the eastbound and westbound
approaches. The addition of these storage lanes decreases the delay timing by 36%,
allowing the intersection to operate smoothly even with a 22% increase in volume.
Furthermore, including minor improvements such as auxiliary signal heads, red-
light cameras, and necessary speed limit signs will allow this particular intersection
to function at an acceptable level of service for the next ten years.
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Table 5 Sensitivity analysis

Intersection Delay (seconds)

22% increase 25% increase

Dieppe road/north service road/ramp and Niagara street 38.7 41.8

Geneva street and Westchester Avenue 90.8 96.0

Carlton street/north service road AND Geneva street 79.4 85.8

5 Sensitivity Analysis

In this project, the design period for analysis was ten years. However, only the
current traffic countswere available. As a result, traffic volume forecasts were created
by assuming a growth factor of 2% per year for all movements. The 2% would
be compounded over the 10-year design period, leading to a 22% increase in the
current traffic volumes. This assumption was most significant as there is bound to
be uncertainty associated with the forecasts. Therefore, a sensitivity analysis was
performed to determine the impact of this uncertainty on the analysis results. The
impact was investigated by increasing the current intersection volumes by 25% to
determine the effect of such traffic growth on intersection delay. The results are
shown in Table 5. As noted, the intersection delay did not substantially change with
the increase in traffic volumes by 25%, compared to that of 22%.

6 Conclusions

To improve the traffic network in the Niagara Region, ten signalized intersections
were evaluated. Based on this evaluation, the three most problematic intersections
were selected for improvements. The alternative improvements to the intersections
included the “do-nothing” alternative, level of service improvements, and safety
countermeasures. In this study, minor improvements and signal timing optimization
are recommended to improve the first and second intersections (Dieppe Road/North
Service Road/Ramp and Niagara Street and Geneva Street andWestchester Avenue).
In addition, the second intersection requires a significant geometric improvement
beyond the scope of this study. The third intersection, Carlton Street/North Service
Road and Geneva Street, includes minor changes, signal timing optimization, and
geometric design changes.

The lessons learned from this study indicate that the nature of improvements
to the signalized intersections in the Niagara Region depends on the intersection’s
geometric and traffic characteristics and the location of the intersection within the
network. For example, the left-turn movement at the second intersection involved
mostly traffic that aims to enter the freeway. The LOS for this movement was F
and could not be improved using traditional traffic management strategies. A sepa-
rate ramp should be explored in the future to improve the level of service for this
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movement. Moreover, sensitivity analysis is essential to assess the reliability of the
proposed solution regarding the uncertainty associated with traffic volume fore-
casting. The solutions outlined in this study and the findings from this analysis
should help improve the traffic network in the Niagara Region.
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Exploring the Use of Artificial Neural
Networks for Scour Prediction

M. Marrocco, P. Williams, R. Balachandar, and R. Barron

1 Introduction

Scour around bridge piers has been a topic of interest in hydraulic engineering prac-
tice for many years. The scour process can be defined as the erosion or movement of
bed material due to flowing water, and can be the result of general scour, local scour,
contraction scour, or any combination of these. The present paper focuses on local
scour (i.e. scour caused directly by the presence of an abutment and/or bridge pier).
Scour around bridge piers can affect the stability of the structure and can ultimately
cause failure. It has been established that scour and erosion are the leading cause of
bridge failure in North America, with approximately 60% of bridge failures being
attributed to scour and scour-related complications [21, 26, 29].

Currently, foundation designwith respect to bridge pier scour is based on approved
code-specifiedmethods. Thesemethods are typically empirical equations, developed
by curve-fitting to experimental data, used to calculate the depth at which foundations
should be placed to avoid a loss of lateral support due to scour. These equations
tend to be limited to certain flow and geometric conditions and extrapolating to
field situations should be done with caution. Recent research shows that there are
several deficiencies with current prediction equations, including unnecessarily high
estimates [30]. Challenges arise in developing an accurate equationwith curve-fitting
due to the complexity of the scourmechanism,which is further discussed in this paper.
Additionally, some factors influencing scour depth, such as inter-particle behaviour in
a given sediment, are difficult to quantify. Scale effects further increase the challenges
of precisely estimating scour depth in the field by extrapolating laboratory based
experimental results.
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In recent years, utilization of machine learning methods has become increasingly
popular for analysis of the scour problem. A machine learning methodology that
has been widely used for this application is artificial neural networks (ANN). This
paper provides a review of research that has been conducted in relation to the use of
ANNs in the prediction of scour depth. Various ANN models have been applied to
the scour problem in an attempt to improve the accuracy of scour depth predictions.
The efficacy of such models is discussed herein, and their results compared to the
performance of accepted empirical formulae.

2 The Scour Process

Local scour can be defined as the erosion induced by the presence of a bridge pier
or abutment. The scouring mechanism is complex and consists of downflow on the
upstream surface of the pier, a horseshoe vortex around the pier, wake vortices,
trailing vortices, or any combination of these. The scour process is initiated at the
pier sides, when the pressure around the pier decreases in the downstream direction,
as a result of flow acceleration around the sides of the pier. A ring of scoured material
is then created as the scour increases in the upstream direction, until the upstream
face of the pier is reached [12]. The downward pressure gradient that is created at the
pier face causes an increased downward flow velocity, which induces the scouring
action. The horseshoe vortex is created when this downflow curls up and around
itself, getting trapped in the scour ring and causing a rapid removal of sediment [12].
The bed material continues to erode until an equilibrium scour depth (dse) is reached.

The equilibrium state of local scour differs under clear-water and live-bed condi-
tions. In clear-water conditions, the bed material is at rest and equilibrium state is
reached at the point in time when bed material is no longer being removed from the
scour hole, as the velocity of the circulating flow in the hole is no longer capable of
doing so [6]. The equilibrium condition for clear-water scour is reached when the
critical shear stress of the bed material at the bottom of the scour hole is equal to the
shear stress caused by the horseshoe vortex [10]. For live-bed conditions (e.g. when
bed material is transported by the approach flow), the equilibrium condition can be
defined as the scour depth at which the rate of sediment transport out of the scour
hole is equal to the rate of sediment transport into the hole [6].

2.1 Parameters Influencing Scour

There are many parameters that have an affect on the equilibrium scour depth around
a bridge pier. Most of these parameters can be classified into three general groups:
flowproperties, bed sediment characteristics, and pier geometry [20]. Flowproperties
include density (ρ), dynamic viscosity (μ), temperature, flow depth (h), energy slope,
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near-bed shear stress (τ), angle of incidence (θ) andmean flow velocity (U). Bed sedi-
ment characteristics include sediment density (ρs), median sediment size/diameter
(d50), uniformity of particle size distribution (σg), cohesiveness, shape factor (k),
angle of repose (ϕ), fall velocity and critical velocity of the bed material (Uc). Pier
geometry includes pier diameter (D), shape (α), surface condition, pier orientation (β)
and debris accumulation. Since scour is a temporal process, time is another parameter
that should be considered, but does not fit into the three aforementioned categories.
A schematic of local scour around a bridge pier is shown in Fig. 1.

Typically, only those parameters which have the greatest influence on dse are
retained for analysis, i.e.,

dse = f
(
ρ,μ,U,Uc, h, ρs, d50, σg, g,D, α, β

)
(1)

where g is the gravitational acceleration. Through dimensional analysis, the number
of parameters can be further reduced. Typically, the equilibrium scour depth is
normalized by either the flow depth or pier diameter. Using the pier diameter, the
dimensionless form of the equation for equilibrium scour depth is

dse
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= f
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h

D
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D
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,
ρUD
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)
(2)

In general, the input parameters utilized in developing the ANNmodels have been
based on governing parameters previously defined in the literature. The blockage
ratio, defined as the ratio of pier diameter (D) to channel width (b), is often not
considered as a governing parameter since early research has suggested that blockage
effects are negligible when the blockage ratio is less than 10% [6]. None of the
ANNs in the studies reviewed considered the blockage ratio in the development of
the prediction models. However, recent research has indicated that the blockage ratio
has a discernable influence on the scour geometry, even when it is below 10% [8, 13,
31, 32]. The inclusion of blockage ratio may improve the performance of ANNs in
predicting equilibrium scour depth.

Fig. 1 Scour around a circular bridge pier
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3 Artificial Neural Networks

There aremany different tools in artificial intelligence (AI) andmachine learning that
can be applied to predict scour. These tools include, but are not limited to, ANNs,
multivariate adaptive regression splines (MARS), group method of data handling
(GMDH) and neuro-fuzzy models. Each of these tools attempts to find relations
between selected input variables and a target output variable. This paper focuses on
ANNs and their application to the scour process.

ANNs are mathematical models that are devised from an analogy to brain cells
and biological neural networks. As an AI tool, ANNs can be applied to various
fields and are capable of solving intricate problems such as optimization, simulation,
estimation, prediction, as well as model complex problems. Three common types
of ANNs are feed-forward (FF) neural networks, radial basis function (RBF) neural
networks, and general regression (GR) neural networks [11]. Generally, ANNmodels
consist of an input layer, a hidden layer or layers, and an output layer. Nodes, also
called neurons, make up each of these layers, with the number of nodes varying,
depending on the development of the model. Both the number of nodes in the hidden
layer(s) and number of hidden layers used are typically selected through trial and
error. The type of ANN most commonly applied to the scour problem is the feed-
forward model.

The general schematic of an ANN with one hidden layer is illustrated in Fig. 2.
Input signals are received and summed (perhaps weighted) by the nodes, the sum is
then passed through an activation function and an output is generated. The output
signals are then sent out to other nodes in the network. The resulting output variables

Fig. 2 General schematic of
an ANN
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are produced by merging the connection weights with each input node after passing
through an activation function. Activation functions can be used to introduce non-
linearity to the model. An example of a common activation function used for FF-
ANNs is the sigmoid transfer function [Eq. 3]. On the other hand, RBF-ANNs utilize
a Gaussian transfer function [Eq. 4]:

f(x) = 1

1 + exp(−x)
(3)

fi(x) = exp

(

−‖x − ci‖2
2σ2

j

)

(4)

where x is the known input vector, ci is the centre of the radial basis function for
node i, and σi is the width of the Gaussian function which indicates the selectivity
of the neuron (i.e. controls the smoothness properties of the radial basis functions).

GR-ANNs are a variation of RBF-ANNswhich do not require an iterative training
process [11]. These types of ANNs consist of four layers: an input layer, pattern layer,
summation layer and an output layer. The input layer is connected to the pattern layer
where each neuron presents a training pattern. Each neuron in the pattern layer is
then connected to two neurons in the summation layer, one which computes the sum
of weighted responses and one which computes unweighted outputs of the pattern
neurons. The summation and output layers then work together to normalize the
output set. The hidden layers of a GR-ANN contain activation functions as in the
other ANNs discussed above.

Two data sets are used in the development of a neural network, a training data set
and a validating data set. Typically, the training data set is larger than the validation
set, but this is not necessary. The training data set is first used by the ANN to train
the network. Next, the validation data set is used to assess the performance of the
network. The ANNs are trained using learning algorithms which are selected by the
model developer. The performance of ANNs is typically measured using statistical
quantities, such asmean absolute error (MAE) and coefficients of determination (R2).
Equations 5 and 6 show how the MAE and R2 values are calculated, respectively.

MAE(%) =
∑n

j=1

∣∣yj − ytj
∣∣

n
× 100 (5)

R2 = 1 −
∑n

j=1

(
yj − ytj

)2

∑n
j=1

(
yj − ȳj

)2 (6)

Here yj is the output, ytj is the target value, ȳj is the average of outputs and n is
the total number of events considered.

Since the use of ANNs is a data-driven approach to solving problems, there are
advantages to its use in the application of the scour problem over curve-fitting and
linear regression. One main advantage is that no relationship between the input and
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output variables is assumed. Furthermore, the underlying physics of the problemdoes
not need to be known. These aspects are favourable for the scour problem because
of the complexity of the scour mechanism—despite the considerable body of work
in this area over the past several decades, the scour process is not fully understood.

4 Review of Applications of ANN to the Scour Problem

Many different approaches to development of ANNs for predicting equilibrium scour
depth have been reported in the literature. The development of the models varies by
the types of ANNs and learning algorithms applied. Most of the studies reviewed
took multiple approaches in developing a model so that their performances could
be compared. Some of the studies also applied different AI tools such as adaptive
neuro-fuzzy inference systems (ANFIS) and took nonlinear regression (NLR) or
multiple linear regression (MLR) approaches to compare their performances to that
of the ANNs. However, only the ANN models are reviewed in this paper. Also,
different approaches have been taken in the literature to reduce the data set, resulting
in different input variables for each prediction model.

4.1 Influence of Training Data Sets

As previously mentioned, the majority of current methods of estimating scour depth
were developed from curve-fitting experimental data and extending empirical equa-
tions for field prediction should bedonewith caution.Of the literature reviewed,many
of the ANN models were developed and tested using data obtained from laboratory
experiments. As such, the accuracy of these models for field use is also unknown.
However, it is expected that the predicted scour values will lack the desired accuracy
for use in practice, as ANNs produce optimal values when applied to data in the
range from which it was trained and field data and laboratory data rarely occur in the
same range.

Table 1 outlines MAE values from studies which developed models from both
laboratory and field data sets. The MAE values from the models developed from
field data are significantly higher than those developed from laboratory data. Of the

Table 1 MAE values for
models developed from
laboratory data and field data

Source MAE value [%]

Laboratory Field

Choi and Cheong [7] 14.6 66.3

Toth and Brandimarte [28] 2.0 48.0

Shamshirband et al. [24] 2.9 52.0
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literature reviewed, it was also discovered that, in general, R2 values from field-
developed models were lower than those from models developed from laboratory
data. The difference in error values is most likely due to the larger variation and
paucity of field data compared to laboratory data. Additionally, field data tends to be
noisier than laboratory data, which can have an effect on the training of theANNs and
consequently the accuracy of their results. As indicated above, improved accuracy
in ANN models developed from field data is required for use in practice.

In a study conducted byToth andBrandimarte [28], the validation datawas divided
into seven subsets with increasing specificity. The first set contained all data, which
was then separated into field and laboratory conditions, then separated once more
into live-bed and clear-water conditions. The results of the study showed a strong
improvement of the performance of the models as the specialization of the data
increased. This phenomenon should be considered when comparing the performance
of various models, a model trained on a larger data set, where data was obtained from
multiple sources with varying conditions, may produce less accurate results than a
model trained on a smaller dataset with fewer variations.

4.2 Learning Algorithms

ANNs require selection of a learning algorithm to train the model. Review of the
literature found that the Levenberg–Marquardt (LM) algorithm, back propagation
algorithm (BP), particle swarm optimization algorithm (PSO) and Firefly (FA) algo-
rithm have been applied to train ANNs for the scour problem. The BP and LM
algorithms were more commonly used than the PSO and FA algorithms, as they are
implemented in theMATLABneural network toolbox. Figure 3 is based on validation
data and shows the predicted versus measured or actual scour depth values from the
different learning algorithms applied to laboratory scour data. The 45° line indicates
a perfect match between predicted and observed values. The other two solid lines
show the 20% error bounds. As can be seen in the plots, each of the learning algo-
rithms generate relatively accurate scour predictions, with most of the data falling in
the 20% error range.

The coefficients of determination were averaged from the reviewed literature to
determine the average R2 value for each learning algorithm. The PSO algorithm
yielded the highest R2 value of 0.936, while the BP algorithm yielded the least with
an R2 value of 0.907. The LM and FA algorithms yielded R2 values of 0.908 and
0.918, respectively. These values suggest that the PSO algorithm is most optimal for
training ANNs for scour prediction, however the values do not vary significantly.
These values agree with the study completed by Dang et al. [9], who compared the
use of the LM algorithm to the PSO and FA algorithms and found that the model
trained by the PSO algorithm was the most accurate. However, since the BP and
LM algorithms have been applied to more models than the PSO algorithm, and the
PSO algorithm is relatively new to the scour problem, there is more data for the
applicability and accuracy of BP and LM algorithms. Also, it is important to note
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Fig. 3 Predicted versus observed equilibrium scour for a LM algorithm, b BP algorithm, c PSO
algorithm, and d FA algorithm

that each of the literature models used their own dataset, making direct comparison
of error values difficult.

4.3 Type of ANN

Figure 4 displays the plots of the predicted versus observed equilibrium scour depths
for different ANN types developed from laboratory data, based on validation data.
These plots can be compared to those in Fig. 3, which show the predicted versus
observed scour depth plots for FF-ANNs. As can be seen from these plots, the GR-
ANNs and RBF-ANNS have a higher percentage of data points outside of the 20%
error range. When the R2 values for the different types of ANNs are compared, the
FF-ANNSyields the highest value of 0.924, while theGR-ANNandRBF-ANNyield
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Fig. 4 Predicted versus observed equilibrium scour for a an RBF-ANN and b an GR-ANN

significantly lower values of 0.781 and 0.788, respectively. These results suggest that
the FF-ANN is the most optimal type of ANN to be applied to the scour problem.
Studies completed byKermani et al. [16] and Bateni et al. [2] support these results, as
the results of their studies suggest that FF-ANNs provide more accurate results than
RBF-ANNs. However, the study completed by Firat and Gungor [11] contradicts
these results, as it was concluded that the GR-ANNs provided more accurate results
than the FF-ANN. As displayed in Fig. 3b, a significant number of data falls outside
of the 20% error range for the FF-ANN developed by Firat and Gungor [11], which
is not the case for the other models. This suggests that the model presented byFirat
and Gungor [11] may not be an accurate representation of the performance of FF-
ANNs in the application of scour. Since no other study that was reviewed developed a
GR-ANN, there is no further data from the current study supporting or contradicting
these results.

In a recent study, conducted by Pal [22], deep neural networks (DNN) were
evaluated in the application of predicting scour around a bridge pier. DNNs can be
defined as a neural networkwith “two ormore hidden layers having a large number of
nodes and using sophisticatedmathematical modelling” [22]. The results of the DNN
were evaluated against the predictions of an FF-ANN trained with a BP algorithm.
The results of this study indicate that the predictions from the DNN were more
accurate than the FF-ANN, with coefficients of determination of 0.925 and 0.878,
respectively.

4.4 Comparison to Existing Formulae

The performance of the ANNs were also compared to various accepted empirical
scour prediction methods. Results from the literature [1, 3, 11, 16, 18, 22, 24, 27]
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Table 2 Values of average
R2 for different prediction
models

Model R2

ANN 0.883

Breusers et al. [5] 0.203

Richardson et al. [23], HEC-18 0.518

Johnson [14] 0.729

Laursen and Toch [17] 0.654

Melville and Chiew [19] 0.515

Shen [25] 0.486

Williams et al. [31] 0.718

was reviewed and the average R2 values were computed for those formulae which
have been evaluated bymore than one study. An equation proposed byWilliams et al.
[31] was also evaluated. A comparison of the average error values from these studies
can be found in Table 2. In all of the literature reviewed, the ANN models produced
more accurate results than the empirical methods. This solidifies the proposal that
the application of ANNs in scour prediction should be further investigated for the
use of foundation design.

A summary of the literature reviewed for this study can by found in Table 3. The
table includes information on the type(s) of data used for development, the type(s)
of ANNs used, the learning algorithm(s) (LA) used, as well as any other models that
were evaluated in comparison. The optimal model from each study, along with the
coefficient of determination (R2) from that model, is also presented.

5 Conclusions and Recommendations

The current methods for predicting the equilibrium scour depth for bridge pier foun-
dation design have various shortcomings. Literature was reviewed to explore the
application of ANNs in the scour problem. Statistical analysis found that learning
models developed from laboratory data were more accurate than those developed
from field data. This is logical since the laboratory experiments were conducted
under well controlled conditions and the data tended to show less variation. However,
models developed from laboratory data may not be applicable in field conditions.
Further analysis of different learning algorithms found that models trained using the
PSO algorithm yielded the most optimal results. Comparison of different types of
ANNs resulted in some discrepancies. Overall, the FF-ANNs seemed to produce
the most accurate results. Further investigation into GR-ANNs is recommended to
confirm the results presentedbyFirat andGungor [11]. Pal [22] also introducedDNNs
to the scour problem, which produced more accurate results than the FF-ANN. Since
the PSOalgorithmandDNNs are relatively new to the application of scour prediction,
further investigation into their applicability and accuracy is recommended. Statistical
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analysis also found that ANN models are capable of producing more accurate scour
depth predictions than current accepted empirical methods. Future research into the
use of ANNs to predict scour around bridge piers should include blockage ratio as
a governing parameter, as studies have shown that blockage effects influence scour
geometry.
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Valuing Demand Response on Electric
Vehicles Charging

H. Yang and Y. H. Kim

1 Introduction

Due to the concerns of the greenhouse effect caused by fossil fuels, generating elec-
tricity from renewable energy becomes an ideal alternative to reduce emissions to the
environment. Moreover, renewable energy can diversify electricity facilities’ energy
supply and reducing dependence on conventional fossil fuels. Currently, renewable
energy sources provide about 18.9% of Canada’s total primary energy supply [17].
Wind energy, one of the fastest-growing sources of electricity in Canada [17], has
become a new contributor to decrease the power systems’ marginal cost. In 2019,
Canada’s installed capacity of wind generation had reached 13,413 MW, and more
than 300 wind farms are operating across Canada [7].

However, the renewable energy supply fluctuations raise a challenge for electric
facilities to match real-time supply and demand. Generating electricity by wind
turbines is not continuously available during the whole day, and greatly affected by
the weather condition. When the wind speed is not sufficient to rotate the shaft, the
renewable energy supply will be low, and utility operators must assign electricity
generated from conventional fossil energy at a higher cost to meet the demand. On
the other hand, the excess supply of wind energy leads to a decrease in the wholesale
electricity price due to the merit-order effect [11].

Thus, electricity facilities have developed many strategies for the supply fluctu-
ations of varying timescales, e.g., energy storage, demand response, and bilateral
contract. Electric vehicles (EVs) connected with an electric grid can adopt these
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strategies to flat the supply fluctuations; nowadays, the number of electric vehicle
sales in Canada keeps steady growth. Many studies have investigated the integra-
tion of EVs into power systems without increasing the grid stress. Borba et al.
proposed to maximize the integration of wind energy supply in power grid through
scheduling plug-in hybrid electric vehicles (PHEVs) charging times [6]. Bellekom
et al.’s study showed that implementing EVs into power systems with load manage-
ment can decrease the excess in wind electricity production [3]. Wang et al. analyzed
the interactions among PHEVs, wind power, and demand response, concluding that
the operating cost of the electricity system can be significantly reduced [23].

While these studies focus on the potential impact of EVs participating in DR
programs, few studies discuss what are proper incentives for EV users shifting their
behaviours of charging. According to Luft [14], the reward cause more considerable
improvement for habit development relative to punishment. Thus, a DR program that
customers are rewarded with appropriate incentives will have a greater performance
in shaving the excess wind energy at the supply peak. Conversely, if the cost of
the DR program for renewable energy is over than its benefit, electricity utilities
have no motivation to introduce or expand the DR program to EV users. Therefore,
quantifying the value of DR can better encourage more EV users involved in the DR
program, and help the utility operators manage the power system more efficiently.

Different DR programs can be classified into two main categories: incentive-
based programs and price-based programs [1]. Incentive-based programs usually
offered to large industrial or commercial customers, provide incentives to targeted
customers that adjust their power demand responding to the demand requests. Price-
based programs vary the electricity price over time so that the end-use customers can
change their electric usage at times of low unit prices.

In this study, we propose offering additional incentives through a put option to
EVs users that participating in RTP, which can achieve valley filling at the renewable
energy supply peak. In addition, we value three different price-based DR programs
on EVs charging utilizing the historical data of HOEP. Results show the proposedDR
program can significantly decrease EVs’ overall cost andmitigate the price volatility.

Section 2 introduces the electricity market and DR program currently existing in
Ontario, Canada. Then, Sect. 3 discusses the price-based DR programs and outlines
the optimal EV charging strategies under different DR programs. Section 4 presents
the detail of the proposed DR program, while Sect. 5 provides a numerical study on
the Ontario electricity market. Lastly, Sect. 6 concludes with the finding.

2 Electricity Market

Similar to other commodities, electricity is bought and sold in the electricity market.
Participants in the electricity market, including operators, producers, and wholesale
consumers, help make pricing competitive. The electricity market cost-effectively
aligns the electricity productionwith the need for electricity, which varies throughout
the day. To achieve the real-time balance, the electricity system operators forecast
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the expected demand for the days ahead, then producers can submit offers to supply
and wholesale consumers bids on the consumption based on the forecast. The lowest
cost to produce electricity offer will be accepted first to fulfill the forecast demand;
hence, the renewable energy sources, whichmarginal costs are close to zero, aremore
frequently to meet demand than conventional fossil fuels. However, the operators
have to address the excess/lack of electricity supplement in the real-time market.
When the supply drops below the demand, flexible forms of power generation (more
expensive start-up cost than non-flexible ones) are brought online to meet demand,
causing the wholesale price to rise considerably; on the other hand, the electricity
price will decrease when the power supply is higher than demand, and negative
prices might occur under this circumstance. The decreasing price represents that it is
hardly possible to reduce the supply froma technical perspective or involves relatively
high shutdown costs for the producers [20]. Along with increased renewable energy
source shares, the mismatch between supply and demand will occur more frequently.
To address the balance concern, electricity utilities have offered a wide range of DR
programs to the consumers that provide them an opportunity to reduce or shift their
electricity usage during peak periods in response to the financial incentives [22].

In Ontario electricity market, both incentive-based programs and price-based
programs are being used to actively engage end-users in adjusting their consump-
tion in response to prices and system needs. The Independent Electricity System
Operator’s (IESO) capacity auction is one of the incentive-based programs, which
allows DR program participants to submit bids including clearing prices and quanti-
ties, receive payments after satisfying their capacity reduction obligations. Also, the
IESO, similar to other power operators, such as the California Independent System
Operator (CAISO), provides ancillary services to help ensure the reliable operation
of the power system easing the renewables integration [2, 15]. Price-based programs,
such as time-of-use pricing (TOU) or real-time pricing (RTP), also play an impor-
tant role in the operation of the electric grid to meet Ontario’s reliability needs in a
cost-effective way. Under TOU pricing, consumers (residents or small businesses)
pay higher prices during the on-peak period, while the price is cheaper at mid-peak
and cheapest during the off-peak. Mid-sized and large businesses are charge under
real-time pricing (RTP), which is called Hourly Ontario Energy Price (HOEP). The
HOEP is the average of the twelve market clearing prices set in each hour, changing
hourly based on the real-time supply and demand availability [15]. In the next section,
we will discuss the price-based programs in detail.

3 Price-Based DR Programs

Both electricity utilities and customers can receive benefits fromDR programs. From
the electricity utility perspectives, DR programs have been considered as a cost-
effective resource to reduce the power system peak and defer the need for increasing
the generating capacity; thus, the valuation of DR program can be estimated from
cost-saving aspects: avoided generation capacity cost, transmission cost, ancillary
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services costs, energy cost and so on [10]. As customers participate in DR programs,
especially EVusers, themajor benefit is the significant savings on the electricity bills.
Therefore, the intrinsic value for EV users changing their charging periods can be
directly measured by the charging cost-saving comparison. Before evaluating these
DR programs, it needs to be identified that EV users are less likely to participate the
incentive-based programs because (1) there is some discrepancy between individual
charging behaviour of EVs, (2) an individual EV user’s load is small to reach the
minimum load curtailment requirement of incentive-based programs; (3) EV user
might have resistance to inconvenience resulting from unscheduled shifting loads
and/or privacy issues [24] therefore, only price-based programs will be discussed in
this study.

3.1 Time of Use Pricing

In Ontario, residents or small business consumers pay TOU prices facing on-peak
(11 a.m. to 5 p.m. on weekdays), mid-peak (7 a.m. to 11 a.m. and 5 p.m. to 7
p.m. on weekdays), and off-peak (7 p.m. to the second day 7 a.m. on weekdays)
demand charges that reflect the cost of generating electricity at different times of
the day.1 These prices are set by the Ontario Energy Board (OEB), which can fluc-
tuate during the summer and wintertime. Since the majority of Ontario residents are
currently enrolled in TOU pricing, TOU pricing can be treated as the baseline when
comparing with other DR programs. Under TOU pricing, the best strategy for the
EVs to minimize the electricity bill is to shift the entire charging process to off-peak
hours.

min Z(T ) = yof f · T · PW (1)

where Z(T ) is the total cost of charging, in cent/kW, yof f is the hourly off-peak
price, in cent/kWh, T is the total charging time, in hour, and PW represents the EVs
charging power, in unit of kW.

As the OEB only regulates the price plan bi-annually, the main drawback of TOU
pricing is unable to capture the hourly variation in the demand and supply; thus, it
only provides limited support for renewable energy integration [21]. In other words,
TOU pricing has a minor impact on shaving the surplus wind energy supply.

1 We ignore the current special case: Starting from January 1, 2020, the Government of Ontario is
currently providing a temporary COVID-19 Recovery Rate: a flat price of 8.5 cents per kWh, 24 h
a day, 7 days a week.
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3.2 Real-Time Pricing

Under the RTP, large customers who participated in the market are charged the real-
time electricity price on an hourly basis (in form of HOEP in Ontario). As HOEP is
determined hourly by IESO, it reflects more accurately the cost of producing elec-
tricity based on supply and demand than TOU pricing due to a shorter adjusting
period. Although the target client of RTP pricing is large businesses, there is still
a possibility to provide individual customers electricity at wholesale price when
the number of participating is large enough. Boisvert et al.’s study indicated that
customers, who are getting involved in the New York wholesale market, have
contributed to reducing market prices and emergency demand response program
(EDRP) events [4]. For those electricity consumers in Ontario paying the whole-
sale price, the cost of purchasing electricity during the supply peak is significantly
decreased as the wholesale price can be zero or even negative, e.g., the price at 7–8
a.m. on April 13, 2019, is 0 cent per kWh, and it drops below zero at the same day,−
1.32 cents per kWh between 10 and 11 a.m. By subscribing to the RTP program, the
real-time price can be a signal for consumers shifting their energy demand to meet
the supply peak, which can contribute to integrate renewable energy sources into
the power system. Currently, customers must rely on historical or forecast electricity
prices to schedule their usages [21]. Also, to avoid the dramatic high energy price,
the EVs users must keep monitoring the hourly-ahead price through certain smart
technology when charging the EVs.

min Z(T ) =
n∑

i=1

xn · yn (2)

where

x1 + x2 + · · · xn−1 + xn = 1

x1 = x2 = · · · xn−1

For the charging period, T , it is charged at equal fractions from t = 1 to t = n−1
hours, and xn is the remaining fractions of the total EV batteries be fully charged
after n − 1 hours, yn is the real-time electricity rate (HOEP) at hour n, in cent/kWh.

4 Real-Time Pricing with Option

The electricity producers can hedge their financial risk of production through trading
electricity options in the market [18]. An option is a contract that allows the contract
holder to have the right to buy/sell a specified amount of asset at the maturity date
at a fixed price called the strike price, while a forward contract required the holder
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to buy/sell the asset regardless of their willingness. In such a DR program, it is
incentivizedwith options to EVs users in addition to the real-time electricity rate. The
producers purchase a put option 24 h in advance based on the day-ahead forecasting
prices that allow them to sell a certain amount of electricity at the strike price during
the delivery period, as illustrated in Figs. 1 and 2. Since renewable energy resources
have great uncertainty and intermittency, significant deviations might exist between
day-ahead scheduling and real-time delivery of electricity.At the time ofmaturity (1 h
before physical delivery), the demand peak occurs causing the price inflation, then the
producers choose to sell the electricity without exercising the option; meanwhile, the
consumers receive the price increment signal so that they can decrease their energy
demand to reduce the bill. On the other hand, it is expected that the producers exercise
the option during the supply peak period. In that case, the consumers will follow the

Fig. 1 Structure of proposed DR program

Fig. 2 Timeline for pricing the electricity price in the proposed DR
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dispatching request to consume electricity at the supply peak, receive the benefit from
the relatively low electricity pricing, and the option fee payment from the producers.
Thus, the electricity utilities can hedge the price and production-availability risks
with a properly constructed put option combined with RTP, while the customers can
get appropriate incentives from the option payment Pn and lower risk involving the
real-time market.

min Z(T ) =
n∑

i=1

(xn · zn − Pn) (3)

zn =
{
max(yn, K ) ex < Etot

yn ex ≥ Etot
(4)

where

x1 + x2 + · · · xn−1 + xn = 1

x1 = x2 = · · · xn−1

Similar to RTP, the EV is charged at equal fractions until t = n − 1 hour, K
is the fixed electricity rate (strike price) through the put option, and zn represents
the actual electricity rate paid by EV customers at hour n. If the amount of put
options already exercised,ex , is less than the upper put option exercise limit amount,
Etot , and the real-time electricity rate yn is below the strike price K , the producers
exercise the option of selling the electricity at the strike price K ; oppositely, if the
real-time electricity rate yn is above the strike price K , or the amount of put options
already exercised,ex , is greater than the exercise limit amount, Etot , the put option
will be expired, and the real-time electricity rate becomes the electricity hourly
wholesale price yn . Considering the capacity of the EVs’ batteries, the put option
can not be exercised more than once per day. The value of the put option follows the
Black–Scholes-Merton (BSM) formula, given by:

Pn = Ke−r tm N (d2) − St N (d1) (5)

where

d1 =
I n St

k +
(
r + σ 2

2

)
tm

σ
√
tm

d2 = d1 − σ
√
tm

r is the risk-free interest rate, tm is the maturity date, in terms of years, σ is the
implied volatility of the electricity, N (·) represents the normal distribution function.
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5 Numerical Study

Different fromother commodities, electricity cannot be stored efficiently like conven-
tional fossil fuels, which need to balance production and consumption all the time.
Kluge [12] indicated that the inelasticity of demand and supply makes electricity
prices very sensitive to extreme events. When the penetration of renewable energy in
the grid increases, the electricity price will bemore volatile due to the uncertainty and
intermittency of renewable energy resources. Therefore, it is essential to construct a
price forecasting model for the electricity market so that the option incentives can
be accurately valued, and the electricity facilities can incorporate them into the DR
strategies. There are two different ways to estimate the future price in the market.
One is to determine the day-ahead market price through matching bidding offers at
the supply and demand equilibrium price, which is used by the electricity producers.
The second approach is based on historical data with statistical techniques. We will
follow the second approach to forecast the day-ahead electricity price since the statis-
tical techniques allow us to be clear about the impact of exogenous factors [25], such
as total consumption.

The generalized autoregressive conditional heteroskedasticity (GARCH) model
has shown a great predictive performance when the data exhibits time-varying
volatility and volatility clustering.Many studies have explored applying the GARCH
model to predict electricity prices. Garcia et al. [9] proposed a GARCHmethodology
to forecast hourly prices in thederegulated electricitymarkets ofSpain andCalifornia,
and average forecast errors are around 9%. Liu and Shi’s research [13] concluded
that autoregressive moving average (ARMA) models with GARCH processes are in
general an effective tool for modelling and forecasting the mean and volatility of
electricity prices. Thus, this paper forecasts the day-ahead electricity price based on
the AR-GARCH model.

5.1 Market Data

The data [15], which the analysis presented, covers the 5-year period from January
1st, 2015 to December 31st, 2019. It consists of 43,824 observations of the Hourly
Ontario Energy Price (HOEP), which represents the wholesale price of electricity in
the real-time market. Normally, a data point that exceeds three times the standard
deviation of the sample is considered as an outlier representing significantly different
fromother observations. The outliers in the data, which can be detected throughTable
1, should be replaced with the mean of the respective week before feeding into the
models. Moreover, the data are divided into two parts: one part (January 1st, 2015 to
December 31st, 2018, 35,064 observations) is used for model parameter estimation,
and the other part (January 1st, 2019 to December 31st, 2019, 8760 observations) is
used for forecasting and simulation.
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Table 1 Descriptive statistics for HOEP 2015–2019 (Unit: cent/kWh)

Year Observations Mean Max Min Median Std. dev. Kurtosis Skewness

2015 8760 21.24 584.56 −22.42 17.44 27.10 118.0 7.78

2016 8784 14.89 1619.60 −9.82 10.38 32.16 1088.7 26.0

2017 8760 13.73 847.51 −67.08 7.36 24.73 200.3 9.17

2018 8760 22.44 365.64 −4.39 17.05 22.13 28.4 3.10

2019 8760 16.72 1028.52 −59.29 14.36 23.55 716.6 18.8

5.2 Assumption and Setup

In the numerical simulation, the consumer price index (CPI) effect on purchasing
electricity is neglected in the numerical simulation, i.e., the purchasing power of one
dollar in 2019 is the same as one dollar in 2015. No friction exists when purchasing
electricity in the market, i.e., there is no global adjustment fee or grid congestion
fee. Also, there is no black swan (unpredictable) event that significantly affects the
consumption of electricity, for example, health pandemic. For EVs charging under
RTP, the current technology can not ensure finding a daily optimal charging time to
minimize the cost among the charging day; therefore, it is assumed that EVs will be
charged based on an optimal charging time of the same day in the previous year. Also,
for EVs charging under RTP with option, the put options are exercised at the first
hour period among the charging day that the real-time electricity rate yn is below the
strike price K ; moreover, the remaining portion will be charged at the daily optimal
charging time in the previous year. According to Plötz et al. [19], we assume that
the daily commute distance of EVs is 35 km/day that requires charging 1.62 h of
charging every day, and the charging power is 3.6 kW, the annual limit of the option
exercised, Etot , equals 360.

5.3 Price Modelling and Forecast

Firstly, the data examined in the Engle’s test [8] confirms that ARCH effects are
presented. The null hypothesis of no ARCH effects in the residuals can be rejected
with a highly significant test statistic of 6846 (<0.0001). In other words, an AR (m)
-GARCH (p,q) model can be used to fit the data, which includes an autoregressive
process of order m, and GARCH error components. The GARCH error components
include a GARCH polynomial with a degree of p and an ARCH polynomial with a
degree of q. The AR process can be defined as:

yt = μ +
m∑

i=1

øi yt−i + ξt (6)
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Table 2 The parameter
estimates for AR (1)-GARCH
(1,1) model

Variable Estimate value Standard error

μ 0.2695 0.0278

ø1 0.9642 0.0014

ω 11.004 0.3451

α1 0.6706 0.0220

β1 0.3295 0.0070

and theGARCHerror components, first proposedbyBellerose [5], can be represented
as:

ξt = √
ht zt (7)

ht = ω +
p∑

i=1

αi ht−i +
q∑

j=1

β jξt− j (8)

where yt is the electricity price at time t , ht denotes its conditional variance, zt stands
for N(0,1), ω is the long-run variance, ξ is the error term, and α, β are the additional
coefficients to set up a stationary model, which fulfill the requirement α+ β < 1 and
α > 0, β > 0 (Table 2).

After feeding in the processed market data, the parameters of the AR (1)-GARCH
(1,1) model can be estimated through the least-squares estimation (for AR order)
and maximum likelihood estimation (for GARCH order) [16]. It can provide a future
insight into the hourly price and the conditional variance of electricity. Based on
the day-ahead forecast price and predicted volatility, the value of the option can be
established followed the BSM formula.

5.4 Result and Discussion

Based on Sect. 5.2, we evaluate three price-based DR programs discussed through
the annual cost of charging for one EV, and the result is shown in Fig. 3. As Eq. (1)
indicated, customers under TOU are charged at fixed electricity rate regardless of
demand/supply peak; meanwhile, the daily cost of RTP and RTP with option keep
fluctuating. From Fig. 3, in March and April 2019, the daily cost of RTP is signifi-
cantly higher than RTP with option, which represents that the demand peak occurs
causing RTP increases. In such a scenario, the electricity operators exercise the put
option so that EVs users can shift their load from high demand to low demand period.
However, the situation is reversed in May and June that EVs customers under RTP
with option pay much more than under RTP. The main reason that contributed to the
situation is that the excess wind energy cause price deflation. At renewable energy
supply peak, electricity utilities exercise the put option to lock in their profits when
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Fig. 3 Daily cost of EV charging

the real-time price is lower than the strike price. Therefore, the daily cost of EV users
under RTP with option increases when the demand is low. Through purchasing the
put option, electricity utilities avoid the potential losses due to the excess renewable
energy supply and keep most of the benefits from high market-clearing price. In
September, the RTP with option will be slightly cheaper than RTP due to the put
option payment to customers, which implies that the wind energy supply is neither
surplus nor insufficient.

Table 3 reveals that EVs customers receiving the option incentives (except RTP
with Option (90)) have lower average daily cost than involving in TOU or RTP.
Moreover, customers under RTP with option program can avoid high price volatility
compared to RTP. As the options exercised limit increases, there is less financial
risk to be confronted. Less financial risk cannot guarantee a lower cost because the
real-time electricity fluctuates. Still, it is recommended that EV customers should

Table 3 Daily cost of EV
charging for DR programs

DR program Average daily cost
($)

Standard error ($)

TOU 1.080 0

RTP 1.034 1.319

RTP with option
(90)a

1.054 1.188

RTP with option
(180)

0.965 1.027

RTP with option
(360)

1.005 0.915

a RTP with Option (.) represents the limit of options exercised
annually
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involve in RTP with Option (360), as it reduces the exposure to price inflation risk,
and costs less than RTP and TOU. In addition, the option payment, Pn , as a direct
reward that varies hourly, can reinforce their acceptance to DR program and attract
more users subscribing to DR programs.

The numerical study shows the feasibility of valuing DR through the annual elec-
tricity cost to EVs users. RTP combined with option not only provides an appropriate
incentive for customers responding to demand requests but also reduces the grid stress
caused by the excess renewable energy supply. With consumers’ participation, fewer
fossil backup power systems are required allowing electricity utilities to optimize
grid operations and resources dynamically.

6 Conclusion and Future Work

This paper proposes that afinancial option canbeused as an additional incentive toEV
customers involving in RTP. We estimate the value of DR based on the average daily
cost of EVs charging. Exploiting the historical data of HOEP, an AR (1)-GARCH
(1,1) model is calibrated to predict the financial risks for electricity producers in the
market. The electricity retailers will pay EVs users through the put option to hedge
the potential losses at the supply peak. Through a comparison of three different DR
programs, it can be validated that the RTPwith option will deliver the most beneficial
outcome to all those involved, improving the environment by increasing renewable
energy usage, and significantly reducing electricity costs and price volatility for
consumers. In future work, some improvements could be made by introducing more
option trading strategies to cover both the supply and demand peak. In this study,
only the supply peak is covered by the put option, while the demand peak relies on
the real-time price signal. Thus, future work can be expected to increase a much
greater renewable energy share in the electricity market.
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Advancing the Practice of Soil
Bioengineering in Alberta—The Bow
River Bioengineering Demonstration
and Education Project

M. Gallant, N. Posada, J. Slaney, and P. Raymond

1 Introduction

Along the Bow River in Calgary, approximately 26% of the river banks have been
hardened using traditional riprap revetments that significantly impact the rivers envi-
ronmental, aesthetic, and recreational opportunities [7]. The City of Calgary devel-
oped the Riparian Action Program (RAP) in 2016 to implement a comprehensive and
coordinated approach to protect riparian areas in Calgary [2]. One of the key actions
of the RAP is to implement soil bioengineering techniques due to their increased
ecological benefits compared to hard engineering practices. The City of Calgary in
partnership with The Province of Alberta developed the Bioengineering Demon-
stration and Education Project (BDEP) as a way of demonstrating and encouraging
the use of alternative softer forms of bank protection including bioengineering. The
project had several goals beyond erosion protection including:

• Creating Room for the River—The banks of the river were pulled back to reduce
upstreamwater levels and create different overbankflood levels to benefit different
riparian ecosystems;

• Wildlife Corridor—As wildlife preferentially use river valleys for migration, a
wildlife corridor was created within the project to help guide animals (e.g., deer,
coyote, porcupine) under the adjacent bridge rather than over it;
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• Fish Habitat—Fish habitat features were integrated into the design itself rather
than post design which greatly improved the overall fish habitat value of the
project; and,

• Education—Extensive interpretative signage has been placed at the site demarking
the various soil bioengineering techniques. Student groups are viewing the site
from the water on organized rafting guided tours as part of the RiverWatch
program. In addition, an informative website has been created (Calgary.ca/BDEP)
where design and monitoring documents are available for download.

2 Description of the Project Site

BDEP is located on the right bank of the Bow River in the historic community of
Inglewood in Calgary, Alberta. The site is approximately 700 m long and featured
several challenging bank conditions including:

• severely eroded riverbanks at 1:1 or steeper slopes;
• a wildlife passage pinch point between Pearce Estates Park and Inglewood Bird

Sanctuary at Cushing Bridge and 17 AVE SE Bus Rapid Transit bridge crossings;
• a riverbank toe adjacent to one of the deepest scour holes on the Bow River in

Calgary;
• unhealthy riparian areas due to severe bank erosion, historic bank protection, and

human use; and,
• a section of existing riprap bank protection and two groyne structures that were

constructed because of 40 m of bank erosion from the 2013 flood.

3 Bioengineering Techniques Used

A focus of the BDEP was to demonstrate that soil bioengineering is a feasible alter-
native to conventional riprap and to focus on strict application of the design guide-
lines developed for bioengineering in Calgary [1]. Fourteen different soil bioengi-
neering techniques were constructed at 10 treatment areas with a variety of hydraulic,
geotechnical and environmental conditions. The list of techniques used at BDEP is
provided in Table 1. Of the techniques used, half were new to Calgary, including the
vegetated timber crib wall with fish shelters, the box fascine, and the hedge brush
layers illustrated in Fig. 1.

4 Monitoring Methods

Monitoring at the site is being conducted according to the BDEP Bioengineering
EfficacyMonitoring Plan (BEMP) [6], wheremonitoring occurs in years 2019, 2020,
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Table 1 Bioengineering techniques used at BDEP

Bioengineering techniques Length of bank treated (m) Shear stress resistance (N/m2)
(initial—grown)

Vegetated riprap with rooted
long live cuttingsa

75 > 350b

Vegetated timber crib wall witha

and without fish shelters
120 600d

Vegetated soil wraps with brush
layers

145 100–300c

Brush mattress with and without
a rock toe

102 50 to >300b

Box fascinea 135 250b

Brush layer with contour fascine 82 100–300c

Contour fascine 20 60–150c

Hedge brush layersa 25 100–300c

Live staking 25 100–150b

Three techniques to vegetate an
existing riprap revetmenta

215 >350b

Conventional riprap d50 =
500 mm

– 400b

a Bioengineering techniques that are new to Calgary
Sources b Lachat [11], c Fischenich [5], d Evette et al. [4]

Fig. 1 Illustrations of BDEP bioengineering techniques developed for the education program

2021, 2023, and 2028 (year 1, year 2, year 3, year 5, and year 10 post-construction).
Post-construction monitoring at the BDEP consists of the following:

(1) FishandFishHabitat—monitoringmethods include underwater photography
and snorkel surveys to assess fish use of the site, visual redd surveys and kick
sampling to assess fish spawning in the reach, electrofishing and minnow traps
to assess fish abundance anddiversity,water qualitymonitoring, andfish habitat
assessment;

(2) Wildlife—monitoring methods include breeding bird surveys, and wildlife
cameras at the wildlife corridor to confirm use;
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(3) Riparian Health—monitored according to the Large River Riparian Health
Methodology developed by Cows and Fish [3], and,

(4) Bioengineering Structural Integrity—monitoring methods are based on
detailed structural (i.e., inspections of erosion, condition of construction mate-
rials, evaluation of river flow and shear stress) and vegetation survival assess-
ments that were developed as part of the City of Calgary Riparian Monitoring
Program [8].

5 Results to Date

Most bioengineering techniques used at the site are flourishing. In particular, the
hedge brush layer technique (Fig. 1), which involves adding a container plant species
that does not form adventitious roots in a conventional brush layer, has shown to
perform very well. Results by monitoring component are provided below [9, 10].

(1) Fish and Fish Habitat: In 2019, 48 fish from 10 species and in 2020, 120
fish from 9 species were observed to be using the project area for migration,
foraging, overwintering, rearing, and spawning purposes. Species including
brown trout, rainbow trout, burbot, northern pike, andmountain whitefish were
observed in the fish shelters, boulder clusters, and surrounding habitats during
winter, spring and summer assessments.

(2) Wildlife: In 2019 over 120 individual birds from 31 species, and in 2020
50 individual birds from 16 different species were observed during breeding
bird surveys. The wildlife cameras captured 212 individuals in 2019 and 317
individuals in 2020 using the wildlife corridor with the most common species
being white-tailed deer, coyote, and white-tailed jackrabbit.

(3) Riparian Health: There has been a marked improvement in riparian health at
all three BDEP sites since the baseline assessment in 2016. Vegetation ratings
are substantially higher for Sites 1, 2 and 4, ranging from 2 to 2.5 times higher
than the vegetation rating for a theoretical conventional riprap design site. Also,
overall ratings for Sites 1, 2 and 4 range from 34 to 54% higher than the overall
rating for a theoretical conventional riprap design site.

(4) Bioengineering Structural Integrity: Flows in the Bow River from 2018 to
2020 were at or lower than the 2-year peak flow. In general, the physical condi-
tion of the site structures, including fish habitat structures appear to be stable,
with no signs of major erosion, scour, or displacement. Vegetation survival
results are good with overall survival (all sites included) of 80% in 2019.

6 Lessons Learned/Recommendations for Future Projects

Based on preliminary analysis, using soil bioengineering techniques at the BDEP
resulted in an estimated cost savings of about $1 M over a conventional riprap
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approach. The site has achieved its goal of demonstrating that soil bioengineering is
a more cost effective, environmentally friendly, and aesthetic alternative to conven-
tional riprap where shear stresses allow. It is hoped that the education component of
the project will encourage local practitioners to use these techniques in the future.

Additional technical lessons learned from the project are listed below.

• Hedge brush layers and rooted long live cuttings are successful new techniques
used in the BDEP that should be incorporated in other projects. By adding rooted
plant species in the brush layer to form a hedge brush layer, biodiversity is
improved, and fruiting shrubs for wildlife food and nitrogen fixing species are
included. At the BDEP, 5-gallon size chokecherry, river alder, red osier dogwood
andbalsampoplarwere placed at oneplant permetre in combinationwith regulator
live cuttings.

• By using rooted long live cuttings in one site, the contractor was able to construct
the site in August which is outside of the traditional construction window for soil
bioengineering projects and was then able to meet a tight construction schedule.

• 2019 and 2020monitoring results of the three techniques used to vegetate existing
riprap revealed that covering the riprap with planting material resulted in greater
vegetation establishment success versus the void-fill methods. However, hot and
dry conditions for vegetation growth in existing riprap have limited the overall
establishment of woody vegetation at these sites. Recommendations based on
observations of these techniques are that topsoil void-fill appears to provide better
growth than awell graded granular material but is more easily washed out; placing
live cuttings in void spaces prior to placing void-fill is preferred; and, using a
telebelt or similar method allows placement of void-fill material deep into the
riprap voids on a site with limited construction equipment access.

• TheBDEPhighlights the importance of a reliable contractorwith skilled personnel
to implement a strongmaintenance program forweeding and irrigation installation
and scheduling. While vegetation has established throughout the site, at some
locations seeded herbaceous vegetation and invasive weeds are competing with
the planted woody vegetation for growing space, nutrients, moisture and light.
This is causing stress on the woody vegetation and is restricting growth. Irrigation
practices have led to good establishment inmost areas but survival in the vegetated
timber crib wall is below expectations due to challenging watering conditions.

Monitoring of the project will continue to 2028, where it is expected that
the collected data will result in more refined recommendations to improve soil
bioengineering practices in Calgary.

References

1. AMEC (2012) Design guidelines for erosion and flood control projects for streambank
and riparian stability restoration. Technical Report prepared by AMEC Environment &
Infrastructure for The City of Calgary. Available online at: Calgary.ca/BDEP



182 M. Gallant et al.

2. City of Calgary (2017) Riparian action program. Available online at: https://www.calgary.ca/
uep/water/watersheds-and-rivers/riparian-areas.html

3. Cows and Fish (2018) Alberta Lotic Wetland Health Assessment for Large River Systems
(Survey) User Manual (Technical Report prepared by Alberta Riparian Habitat Management
Society [Cows and Fish])

4. Evette A, Jaymond D, Recking A, Piton G, Rauch HP, Frossard PA (2018) The limits of
mechanical resistance in bioengineering for riverbank protection. International Association for
Life-Cycle Civil Engineering, Ghent, Belgium

5. Fischenich C (2001) Stability thresholds for stream restoration materials—EMRRP Technical
Notes Collection (ERDC TN EMRRP-SR-29). USACE Research and Development Center,
Vicksburg, MS

6. Hemmera (2018) Bioengineering demonstration and education project bioengineering efficacy
monitoring plan—final report. Technical Report prepared for Alberta Environment and Parks
by Hemmera Envirochem Inc

7. KCBL (2017) The City of Calgary morphology and fish habitat study—main report. Technical
Report prepared by Klohn Crippen Berger Ltd. for The City of Calgary

8. KWL (2018) The City of Calgary riparian monitoring program monitoring plan. Technical
Report prepared for The City of Calgary by Kerr Wood Leidal Associates Ltd

9. KWL (2020) Bioengineering demonstration and education project—2019 monitoring report.
Technical Report prepared for The City of Calgary by Kerr Wood Leidal Associates Ltd

10. KWL (2021) Bioengineering demonstration and education project—2020 monitoring report.
Technical Report in preparation for The City of Calgary by Kerr Wood Leidal Associates Ltd

11. Lachat B (1999) Guide de protection des berges de cours d’eau en techniques vegetales,
Ministère de l’Aménagement du territoire et de l’Environnement, France

https://www.calgary.ca/uep/water/watersheds-and-rivers/riparian-areas.html


Case Study of Flood Profile Hydraulic
Modeling Uncertainty

Nathan A. Valsangkar and David G. McLean

1 Introduction

Flood maps are an important component of floodplain management and emer-
gency planning. Flood maps can be used to communicate a variety of information,
including inundation extents, hazards (such as flow depths and velocities), and conse-
quences/damages. A primary flood mapping input is the design flood profile, defined
as the predicted water levels corresponding to a design return period [5]. Standard
engineering practice is to estimate design flood profiles using hydraulic models.

Flood profiles estimated by hydraulic modeling are subject to several sources of
uncertainty [4, 5, 14, 15]. Themodel itself has structural and numerical uncertainties,
as well as uncertainties in its parameterization. External to the model, there are
informational uncertainties in boundary and initial conditions, as well as in observed
data used formodel calibration [14]. Natural variation, such as geomorphic processes
and climate change, can modify flood profiles within the life of the maps and present
additional uncertainty.

The conventional approach to addressing uncertainties is the addition of a fixed
vertical freeboard to design flood profiles. In British Columbia, there is no provincial
standard for freeboard. Historical flood mapping studies have used fixed freeboards
of either 0.3 m or 0.6 m when flood profiles were estimated using peak instantaneous
discharge or average daily discharge, respectively [1]. The use of standard fixed
freeboards can be arbitrary and has been questioned by several authors [5, 16, 20].
They advocate for using a probabilistic approach to identify and evaluate the sources
of uncertainty and their impacts on design flood profiles. To the authors’ knowledge,
probabilistic approaches are seldom applied to flood mapping projects in British
Columbia.
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The purpose of this study was to complete an uncertainty analysis of flood profile
hydraulic modeling for a reach of the Cowichan River, Vancouver Island. In 2020,
Northwest Hydraulic Consultants Ltd. (NHC) completed floodplain and erosion
hazard mapping for the reach on behalf of the Cowichan Valley Regional District
(CVRD). The outcomes of the analysis are compared to historical freeboard standards
and are used as a defensible basis for design freeboard selection.

2 Study Area

The Cowichan River has its headwaters at Hooper Mountain, near the western end of
Lake Cowichan, BC. From Lake Cowichan, the river flows east 46 km to tidewater
near Duncan. The study area is an approximately 14 km long reach of the river near
Riverbottom Road (Fig. 1). Within this reach, the channel has an average gradient of
approximately 0.4% and a typical bank-full top width between 40 and 100 m. The
river has an irregular wandering planform with frequent irregular bars, vegetated
islands, and in-channel wood debris. It is often confined on one or both sides by
steep terraces of glacial and glaciofluvial materials. Historically, the river has been
subject to bank erosion and intermittent, rapid channel shifting and avulsions [17].

Peak flow events in the region typically occur in November toMarch when Pacific
cyclonic depressions pass over the Strait of Georgia. Orographic effects result in
high rainfall rates along the mountains of Vancouver Island. Severe flooding on the
Cowichan is often generated by rain-on-snow events [17]. Land use within the flood-
plain generally consists of rural residential properties and forested land. There are
no dikes in this reach, though many riverfront properties include erosion mitigation
works such as riprap revetments.

Fig. 1 Overview of study area
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3 Hydraulic Model Development

3.1 Model Selection

The US Hydrologic Engineering Center (HEC) HEC-RAS 5.0.7 one-dimensional
hydraulic model was selected for use in the study. The model was run for steady
gradually varied flow, wherein water surface profiles are computed between stream
cross sections using the standard step procedure. Flow resistance is computed using
the Manning equation. A detailed description of HEC-RAS can be found in the
HEC-RAS River Analysis System Hydraulic Reference Manual [6].

3.2 Model Geometry

The model geometry was developed using single-beam sonar bathymetry data
collected in winter 2020, and topographic LiDAR data collected in summer 2019.
The geometry includes 45 channel and floodplain cross sections, with an average
spacing of approximately 250 m between cross sections. Ineffective flow areas were
delineated based on qualitative analysis of the topographic LiDAR data, as well as
known floodplain areas that are subject to ponding during overbank flow.

3.3 Boundary Conditions

The model’s downstream boundary condition was set to normal depth at a bed slope
of 0.4%. The downstream boundary is located approximately 250 m downstream
of the study limit. The CVRD adopted the 200-year return period peak instanta-
neous discharge (Q200i) as the design hydrologic boundary condition for regulatory
floodplain map development. The design flood must also consider potential climate
change impacts [1]. The following summarizes the approach used to estimate the
design flood magnitude.

The study reach is located between two Water Survey of Canada (WSC) hydro-
metric gauges: 08HA002 Cowichan River near Lake Cowichan (upstream of study
reach) and 08HA011 Cowichan River near Duncan (downstream of study reach).
The gauges’ upstream drainage areas are 594 km2 and 826 km2, respectively; the
drainage area for the study reach is 735 km2. A flood frequency analysis was carried
out to estimate the gauges’ Q200i magnitudes. The estimates were 344 m3/s and 747
m3/s, respectively.

The Modified Index Flood method (Eq. 1) was used to scale the incremental
Q200i flow gain between 08HA002 and 08HA011 to the incremental watershed area
between 08HA002 and the study reach. The incremental Q200i flow gain estimate
was 277m3/s. The total Q200i estimate for the study reach is the sum of the 08HA002
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flood magnitude and the scaled incremental flow gain to the study reach, equal to
622 m3/s.

Anoverviewclimate change assessmentwas carried out in accordancewithEGBC
guidelines [1, 10]. CVRD climate change projections [8] for the Cowichan River
watershed indicate increasing trends in the magnitude of extreme precipitation. The
Mann–Kendall test was applied to peak flow records for the Cowichan River WSC
gauges to evaluate whether temporal trends exist. Statistically significant increasing
trends (α= 0.05) were found in the Duncan gauge (08HA011). Per EGBC guidelines
[18], a 20% increase on design discharges is appropriate when trend analyses indicate
increasing flood magnitudes over time. The Q200i design flood magnitude is 746
m3/s.

Q2 = Q1 · (A1/A2)n (1)

Equation 1 relates the discharges (Q) of two watersheds based on their respective
areas (A) and a scaling exponent (n). For British Columbia, Eaton et al. [9] reported
an average n value of 0.75.

3.4 Model Calibration and Validation

Model calibration was carried out using a continuous water surface profile surveyed
during a flood flow of approximately 79 m3/s. Calibration was completed by varying
channel and overbank Manning’s n values; calibrated average channel and overbank
Manning’s n values were 0.048 and 0.11, respectively. The model was validated
using additional data from high water mark surveys. The surveys were completed
during the February 1, 2020 flood event, which had a return period between 30 and
50 years. The surveyed points include five water surface elevations and three inferred
high-water marks, such as rafted wood debris. Surveys were completed at several
flood stages; the approach described in Sect. 3.3 estimated a range of flows during
the survey of approximately 278–464 m3/s. Table 1 summarizes the calibration and
validation results.

Note that the water surface profile used for calibration is subject to measurement
uncertainties on the order of ±0.07 m. The high-water marks used for validation
have higher measurement uncertainties, particularly the inferred high-water marks.
The total uncertainty is not quantifiable but may be on the order of ±0.1 to 0.3 m.

Table 1 Summary of model calibration and validation

Model run Number of
measurements

Mean error (m) Maximum absolute error
(m)

RMSD (m)

Calibration 45 0.00 0.17 0.09

Validation 8 0.05 0.37 0.19
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The flow estimates used as hydrologic boundary conditions for validation are also
uncertain (see Sect. 4.1). Root mean squared difference (RMSD) values (Eq. 2) for
calibration and validation are considered comparable to the inherent uncertainties of
the calibration and validation datasets.

For the validation dataset, the model results had a non-zero mean error of +
0.05 m. However, a single-tailed t-test (α = 0.05) indicates that the mean error is
not statistically greater than zero. The authors acknowledge that Manning’s n can be
systematically different at low and high flows (see Sturm [19]). This can introduce
bias in design flood profiles if calibration is conducted at very low flows. The impact
of systematic bias on flood profile uncertainty has not been assessed.

RMSD =
√
√
√
√

n
∑

i=1

(ei)2/n (2)

Equation 2 (see Willmott and Matsuura [21]) defines the root mean squared
difference (RMSD), where ei is the difference between pairwise matched obser-
vations (whether modeled or observed), and n is the number of pairwise matched
observations.

3.5 Design Flood Profiles

The calibrated and validated model, along with the Q200i design flood magnitude,
was used to estimate the 200-year return period design flood profile for the study
reach (Fig. 2).

Fig. 2 Design flood profile for study reach, corresponding to Q200i
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4 Uncertainty Analysis

4.1 Uncertainty Quantification

A complete uncertainty analysis would involve the rigorous identification of all
sources of uncertainty and their joint probabilistic impacts on design flood profiles
[14]. Such an analysis would be computationally intense and likely impracticable.
The uncertainty analysis instead focuses on two major contributors to uncertainty:
hydrologic boundary conditions and Manning’s n [4, 5].

Uncertainty quantification for the Q200i hydrologic boundary focused on flood
frequency analysis uncertainty and uncertainty in the scaling exponent used in Eq. 1.
The uncertainty associated with climate change is beyond the scope of the study and
has not been quantified. Flood frequency analysis uncertainties for the two WSCS
gauges were estimated by percentile bootstrapping [7]. Uncertainty in the scaling
exponent was quantified using the regression uncertainties reported by Eaton et al.
[9]. The overall uncertaintywas estimated usingMonteCarlomethods, whereby each
simulation applied the areal scalingmethodology (see Sect. 3.3) to randomly sampled
flow and scaling exponent values. The mean Q200i estimate was 746 m3/s, with a
95% confidence interval of 668–834 m3/s over 25,000 Monte Carlo simulations.

Manning’s n is an empirical parameter describing the flow resistance of the river
channel and overbank floodplains [2]. Uncertainty quantification for Manning’s
n values focused on the linkages between model parameterization and calibra-
tion/validation error. The sensitivity of the calibration/validation flood profiles was
evaluated by globally varying the model’s base Manning’s n values (Fig. 3). For
calibration flows, Manning’s n variations of ±12 and ±24% produced mean flood
profile changes equivalent to one and two times the calibration RMSD, respectively.
For validation flows, the same Manning’s n variations produced mean flood profile

Fig. 3 Sensitivity of flood profiles to global changes in Manning’s n for calibration (left figure)
and validation (right figure) conditions. The orange and green lines, respectively, represent one and
two-times the RMSD of calibration (left figure) and validation (right figure)
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changes of somewhat less than one and two times the validation RMSD. Note that
the validation’s hydrologic boundary conditions and surveyed high water marks are
inherently more uncertain than those used for calibration (Sect. 3.4). The results
indicate that global variations in Manning’s n of ±12 and ±24% can approximate
the statistical properties of calibration and validation uncertainty. We quantified the
Manning’s n uncertainty using a normal distributionwithmean of zero and a standard
deviation of 12%.

4.2 Uncertainty Propagation Analysis

The joint probabilistic impacts of hydrologic boundary and Manning’s n uncertainty
were evaluated using Monte Carlo uncertainty analysis. The analysis approach is
adapted from the [20], described as follows and as illustrated in Fig. 4:

1. The uncertainty in Q200i values was characterized by an empirical probability
density function (PDF) derived from the Monte Carlo simulation ensemble
described in Sect. 4.1.

2. The hydraulic model was used to develop a family of stage-discharge curves
for variable Manning’s n values at each model cross section. The curves define
the uncertainty in flood elevations for various discharge values.

3. For eachMonte Carlo simulation a Q200i value was randomly sampled from the
Q200i PDF and a Manning’s n value was randomly sampled from the normal
distribution defined in Sect. 4.1.

Fig. 4 Example of Q200i PDF and stage-discharge curve uncertainties for a model cross section
located at the upstream limit of the study reach. The Monte Carlo simulation example shows the
modeled flood elevation corresponding to randomly sampled Q200i and n values. This Monte Carlo
simulation method was repeated 10,000 times to generate an ensemble of modeled flood elevations
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Fig. 5 Monte Carlo uncertainty propagation results, differences from the mean design flood profile
at the 80th, 90th, and 95th percentiles after 10,000 simulations

4. The stage-discharge curves were used to estimate the flood elevation at each
model cross section corresponding to the sampled Q200i and Manning’s n
values.

5. Steps 2 and 4 were repeated to generate a Monte Carlo simulation ensemble of
flood elevations at each model cross section. Approximately 2500 simulations
were required to converge the ensemble mean flood elevations to within 5 mm.

Note that this approach considers the global uncertainty on Manning’s n and does
not varyManning’s n independently for each cross section.HEC-RAS’s standard step
backwater procedure uses the hydraulic geometry both upstream and downstream of
a given cross section when calculating flood profiles. By calibrating and validating
the model to field data, the Manning’s n uncertainties at each cross section cannot
be considered independent.

The Monte Carlo simulations produced an ensemble of 10,000 design flood
profiles. 80th percentile differences from the mean flood profile ranged from 0.09
to 0.34 m, with a RMSD of 0.19 m. 95th percentile differences ranged from 0.19 to
0.71m,withRMSDof 0.40m (Fig. 5).Uncertaintieswere highest in narrow, confined
sub-reaches such as canyons and lowest in sub-reaches with broad, low-gradient
floodplains.

4.3 Impacts of Geomorphic Change

Geomorphic change can impact hydraulics and flood elevations [11]. In BC it is not
typical practice to prepare floodplain maps that consider potential future channel
configurations [1]. The exception is alluvial fan hazard maps, where significant
geomorphic changes can be expected over time and during the design event. Flood-
plain maps may include a recommended period of applicability, after which the
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maps should be reviewed and updated to reflect changes to the design flood, channel
geometry, diking, or floodplain use.

Air photo records indicate a history of lateral channel migration and avulsions
(major channel-shifting events) within the study reach [17]. A 1993 bathymetric
survey is available from historical floodplain mapping completed by the Province
[3]. A comparison of the 1993 and 2020 bathymetries indicates bed level changes
ranging from−1.5 to 2.0 m along the study reach. Four avulsions occurred between
1993 and 2020.

The potential for geomorphic change over the life of the maps can be consid-
ered an additional source of flood profile uncertainty. This was investigated by
comparing the Province’s 1993 hydraulic model to the 2020 model. The Province’s
model (HEC-2 format) was converted to HEC-RAS and updated to match the 2020
model boundary conditions. The model has 24 cross sections, compared to 45 used
in the 2020 model. The Province’s Manning’s n values were originally calibrated to
an incorrect hydrological boundary condition and are not considered reliable (NHC
2020). For simplicity, the Manning’s n values in both the 1993 and 2020 models
were updated to match the mean calibrated values from the 2020 model (0.048 and
0.11 for the channel and overbanks, respectively.) This removes a component of the
uncertainty associated with comparing the two models’ flood profiles.

Seventeen of the 1993 model cross sections were located within 50 m of the
2020 model cross sections. The 2020 model’s flood elevations at these locations
were estimated by flood profile interpolation and compared to the 1993 model’s
flood elevations (Fig. 6). The flood elevation differences were normally distributed
(Shapiro–Wilk test, α = 0.05) with mean and standard deviations of 0.04 m and
0.36 m, respectively. There does not appear to be a reach-scale trend of aggradation
or degradation. The results indicate local variations in flood elevations, typically on
the order of ±0.25 to 0.5 m, due to morphological changes extending over scales of
several channel widths.

Note that the differences are not solely attributable to geomorphic changes that
occurred from 1993 to 2020. The two models’ flood profiles are subject to uncertain-
ties from cross section spacing and numerical errors; it was necessary to complete

Fig. 6 Differences in design flood elevations between the 2020 hydraulic model and the updated
1993 hydraulic model. Both models use average Manning’s n values of 0.048 and 0.11 for the
channel and floodplains, respectively
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flood profile interpolation in the 2020 model; and the 1993 model used lower-
resolution topographic data to define the overbank floodplain geometry. However,
both models’ cross section spacings are within the backwater threshold suggested by
Samuels equation (see Samuels [18]). Some uncertainty from cross section spacing
and flood profile interpolation is present, but it is likely smaller than other uncer-
tainty sources. The uncertainties associated with overbank floodplain geometry and
numerical errors have not been quantified.

4.4 Influence of Channel Confinement

The uncertainty propagation results (Sect. 4.2) indicate that the degree of channel
confinement influences flood profile uncertainty with respect to hydrologic boundary
conditions and Manning’s n. This effect can be explored theoretically through the
form of the Manning equation (Eq. 3). Partial derivatives of flow depth with respect
to discharge and Manning’s n (∂H/∂Q and ∂H/∂n) yield gradients that are inversely
related to channel width. If bed slope is held constant, halving the channel width
increases the gradients of the partial derivatives by approximately 52%. This implies
that changes, or uncertainties, in discharge and Manning’s n will produce greater
changes in floodprofiles for a narrow, confined channel than for awide, unconstrained
channel.

H = Q3/5W−3/5S−3/10n3/5 (3)

Equation 3 presents the wide rectangular channel approximation of the Manning
equation for normal depth [19], where H is flow depth (m), Q is discharge (m3/s),
W is channel width (m), S is bed slope (m/m), and n is the Manning roughness
coefficient.

It is well documented that constraining rivers through dike construction and flood-
plain encroachment can increase flood elevations [10, 20]. Klijn et al. [12] argue that
channel confinement also has implications for the robustness of river systems from
a flood risk management perspective. In BC, the design of flood defense works
must consider the potential for future climate change within the design life of the
works [10]. The impact of climate change on river flood magnitudes is highly uncer-
tain and may not be quantifiable [13]. Flood defenses that are highly sensitive to
discharge uncertainties may have an increased probability of failure over time [12].
Probabilistic design methods can mitigate uncertainty [20], however, freeboards that
consider significant climate change uncertainty may be impracticably large.

We further investigated the impact of channel confinement by including hypo-
thetical streambank dikes in the calibrated/validated 2020 model. The dikes were
located on both channel banks to simulate a “traditional” dike configuration rather
than a setback dike configuration. TheMonteCarlo uncertainty propagation approach
described in Sect. 4.2 was applied to the diked model. As expected, adding dikes
increased the mean design flood profile, with a RMSD of 0.44 m from the base 2020
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Fig. 7 Monte Carlo uncertainty propagation results for the 2020 calibrated/validated model and
the 2020 model with dikes. Differences from the mean design flood profile are at the 95th percentile
after 10,000 simulations

model. Uncertainty in the design flood profile also increased, as demonstrated by the
two models’ 95th percentile differences from the mean flood profile (Fig. 7). The
diked model increased the 95th percentile difference from the mean flood profile by
up to 0.18 m, with a RMSD 0.10 m. In areas that currently have wide, uncon-
fined floodplains, adding hypothetical streambank dikes resulted in the greatest
increases in flood elevations and flood profile uncertainties. An example is river
stations 2500–3000 (Fig. 7).

5 Discussion

Hydraulic models are powerful tools for assessing flood hazards and designing flood
mitigation measures. However, communicating realistic estimates of flood profile
uncertainties to stakeholder and regulatory agencies should be recognized as a neces-
sary part of any flood investigation [15]. The commonly used approach of adding a
standard freeboard to design flood elevations does not account for local site condi-
tions. Freeboard can often be misinterpreted by non-technical stakeholders as a very
conservative additional “safety factor”. On some other projects in BC, stakeholders
and planners have confused model calibration statistics with the likely accuracy of
the overall design flood level. The results of this study demonstrate that good model
calibration does not necessarily provide sufficient insight on the overall uncertainty
of flood profile estimates.

This study demonstrated that relatively simple methods can be used to represent
uncertainties in someof the key components that governflood levels, includinghydro-
logic boundary conditions, channel roughness, and changes in channel/floodplain
topography due to geomorphic change. The results show that the uncertainty in
predicted water levels is greater in narrow, confined sections of the river than in wide
sections. This result reinforces the findings of [12] who showed that flood profile
model sensitivity testing could be used to quantify the resiliency of flood defenses.
Ultimately, the authors recommended a 0.6 m freeboard on the mean design flood
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profile for use in the 2020 floodplain mapping study. This considered the uncertain-
ties stemming from hydrologic boundary conditions and channel roughness, as well
as the fact that other uncertainties were not quantified in the analysis.

Accounting for geomorphic change over the duration of flood map usage is diffi-
cult to assess given the limited data. Based on surveys from 1993 and 2020 (27-year
span), the results showed no overall trend of aggradation or degradation in the reach
(the mean change in flood elevations was 0 m). However, local flood elevation vari-
ations of ±0.25 to ±0.5 m occurred due to morphological changes that extended
over length scales of several channel widths. Note that these variations are transient
in nature because geomorphic change is ongoing. A location with increased flood
elevationsmay experience lowered flood elevations 10 or 20 years fromnow, and vice
versa.As such, it is challenging to directly incorporate geomorphic change into design
freeboard levels. For the 2020 floodplain mapping study, the authors recommended
that the maps be reviewed ten years from publication, after any significant avulsion,
or after a flood with a recurrence interval greater than approximately 25 years.
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Surrogate Model Development
for Bioretention Cell
Simulation-Optimisation Applications

R. Khalid, E. Snieder, and U. T. Khan

1 Introduction

With urbanization, rural and undeveloped lands are continually converted to urban
areas. Impervious areas such as parking lots, buildings and streets replace the native
vegetation, consequently disrupting the natural water balance of a watershed [8].
The amount of stormwater runoff and peak flow rate is increased as it no longer
infiltrates into the native soil, contributing to a greater risk of pluvial flooding in
urban cities. Additionally, urbanization is considered to be the biggest contributor
to non-point source pollution, resulting in deteriorated stormwater quality due to
increased nutrients, bacteria and toxic metals concentration [1, 3, 11, 25]. Further
amplifying the risk of pluvial flooding is the increased frequency and intensity of
extreme rainfall events due to climate change [16]. According to Gaur et al. [14] 40–
60%ofCanadian cities are projected to encounter increases in flooding frequency due
to climate change, with 100-year storm events predicted to occur every 15 years in
Toronto.Onepotentialmethod tomitigate these risks is through theuse ofLowImpact
Development (LID), a common approach that aims to mimic the pre-development
hydrological conditions of the developed landscape through increased infiltration
and evapotranspiration [10, 12, 28].
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Fig. 1 a The main vertical layers of a bioretention cell. b Delineated subcatchments of the study
site. The BRC is denoted by subcatchment F

1.1 Bioretention Cells

Bioretention cells (BRC), a type of LID, are designed to infiltrate, filtrate and
temporarily store runoff. Their general profile is as follows; a top vegetation layer, a
soil growingmedia layer, a gravel storage layer and possibly an underdrain, as shown
in Fig. 1 [6]. BRCs have been extensively researched, both in field and laboratory
settings, with proven performance in reducing runoff volume, peak flow rate and
improving stormwater quality [1, 2, 18, 19, 28].

However, reported results have varying efficiencies ranging from 66 to 96% in
peak flow reductions, 62–93.5% in runoff reduction [17, 18] and 48–99% in Total
Nitrogen (TN) change of mass [17, 19]. These differences highlight the sensitivity of
BRC performance to different designs parameters (such as varying growing media
depth, composition of growing media and gravel storage layer depth), land-use,
inflow pollutant concentration, and site specific hydrological conditions. Addition-
ally, existing design guidelines offer a range of values for design parameters [2],
which can make it difficult to arrive at an optimal site specific design.

BRCmodelling is typically performed using the Stormwater Management Model
(SWMM) software, which is a physics-based model. Physics based models utilize
existing principles of physics to model a system [29], and are often computationally
expensive to run requiring a significant allocation of time for models with a large
number of simulations. Surrogate models (SMs) are one alternative to physics-based
processes, offering a number of advantages to modelling and designing BRCs, which
are discussed in detail below.

1.2 Surrogate Models for LID Modelling

Surrogate models otherwise known as meta-models, are simplified computation-
ally inexpensive numerical approximations of the original model [20]. SMs are
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constructed by first generating outputs using a set of known values from the original
model (such as SWMM) and subsequently training the SM to predict the known
output. SMs have been utilized extensively in the fields of hydrology and envi-
ronmental modeling, including LID applications. For example, Brunetti et al. [5]
evaluated the efficacy of using SMs in place of physics based models by using a
Kriging model in place of Hydrus-2D for LID numerical analysis. In a study by
Raei et al. [26], an Artificial Neural Network (ANN) was used in place of SWMM
to evaluate LID design in an multi-objective optimization framework. Mohamma-
diun et al. [24] also utilized ANNs as a surrogate to SWMM in their multi-objective
optimisation framework aimed at designing Urban Stormwater Drainage Systems.
Their study favourably highlighted the large saving in computational time when
using surrogate instead of the original models. Therefore, existing literature demon-
strates the effectiveness and need for SMs in LID research and modelling. However,
there are limitations associatedwith the use of SMs including: the stochastic nature of
ANNs,meaning the same results cannot be replicated twice, creating uncertaintywith
regards to their predictions [30]. Additionally, data drivenmodels such as ANNs only
produce reliable predictions for input values which lie within the training sample’s
range. Further, uncertainties associated with selecting the number of input candi-
dates, selecting the best input candidates for optimal performance and specifying the
number of training samples per input remain. The focus of this research will be on
this last component.

BRCs are commonly designed using synthetic design storms to evaluate their
efficacy in reducing runoff and improving water quality. However, their design can
be a computationally intensive task as the given range of design values in existing
guidelines calls for a trial-and-error approach. As such, evaluating BRCdesign in this
iterative process using traditionalmodels such as SWMMis time consuming andmay
limit designers from further refining their designs due to the added computational
complexity. Therefore, we propose using SMs in place of physical-based models to
perform BRC designs.

1.3 Objectives

In this research, the main objective is to develop a robust, efficient and accurate SM
that is capable of simulating SWMM results for runoff quantity. The surrogate is
deemed a reliable substitute for SWMM if the quantified difference in model results
is minimal. ANN’s are selected in this research as the basis of the SMs, since they
are widely used in rainfall-runoff simulations [9]. ANNs can be also be considered
universal approximators, capable of simulating complex non-linear relationships [9],
making them an ideal candidate for SMs.

Secondly, the optimal number of training samples required to achieve high ANN
accuracy is investigated. ANN accuracy is highly dependent on the quantity of
training samples provided at the beginning of model synthesis. Too few training
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samples may hinder the ANN’s ability to infer the system’s underlying relation-
ships accurately, which may cause the ANN to under or overpredict result values.
Conversely, providing too many training samples may negatively impact the ANN’s
ability to generalize, resulting in overfitting, which renders the ANN unable to accu-
rately predict results for input variables not yet encountered [9]. To investigate this,
the number of training samples are varied from 50 to 200 for various rainfall events
to determine the impact the number of training samples has on ANN performance.
Further, the optimal number of samples required, beyond which including additional
training samples would not significantly increase model performance, is determined.

Finally, the performance of a universal SM versus an event-based model is
compared. A universal model promotes ease of use amongst designers and policy-
makers as it facilitates design, owing to the fact that the only necessary inputs become
the design parameters of the BRC and rainfall depth associated with a certain event.
Developing a universal SMwould further strengthen the case for using SMs as it can
be shown that they maintain high performance and the ability to generalize under
various conflicting rainfall depth inputs.

This research uses a BRC located near York University, in Toronto Canada, as
the case study to develop and test the BRC SM. The following sections describe the
study site, the development of the SM, synthesis of selected rainfall events, sampling
methods and performance metrics chosen to evaluate SM performance.

2 Methods

All the calculations conducted in this study were performed using MATLAB 2020a.
The SWMM model was developed using EPA SWMM version 5.1.015.

2.1 Study Site

The proposed BRC will be built at the intersection of Evelyn Wiggins Drive and
Murray Ross Parkway, situated at York University, shown in Fig. 1b as subcatchment
F. This locationmainly receives runoff from the residential area south of York univer-
sity as well as from the University itself. Therefore, the runoff is originating from a
residential and mixed land-use area. The area draining into the BRC was quantified
to be approximately 2000m2. According to the design guidelines, the recommended
ratio of upstream impervious area to BRC pervious area are 5:1 to 15:1 (Credit Valley
Conservation (CVC) and Toronto and Region Conservation Authority (TRCA) [7].
Accordingly, the maximum area of the BRC was estimated to be 400m2. Addition-
ally, the design guidelines recommend a growing media depth of 1–1.25 m and a
gravel storage layer depth of 300 mm, which were implemented in the BRC.
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Table 1 Characteristics of subcatchments draining into the BRC

Subcatchment ID Subcatchment Width (m) Area (m2) Slope (%)

A Collection point 1 13 229 1.5

B Collection point 2 15 183 1.5

C Roadway 83 1000 1

D Grass hill 47 461 2

E Grass slope 47 221 10

F BRC 3 Variable N/A

2.2 SWMMModel

To develop the hydrologicalmodel in SWMM, theBRC subcatchment characteristics
were established using ESRI’s ArcGIS Pro. A 1 m resolution Digital Terrain Model
(DTM) was obtained from the Government of Canada [15] and used to determine the
slope, flowdirection and flow accumulation. TheBRCwatershedwas then delineated
to accurately calculate and map out the area draining into the BRC. Subsequently,
the SWMMmodel was developed to reflect the various subcatchments draining into
the BRC, as outlined in Table 1 and shown in Fig. 1b.

Initial BRC design was built following the design guideline recommendations
with a ponding depth of 300 mm, a growing media depth of 1000 mm and a gravel
storage layer depth of 300 mm with an underdrain offset 100 mm from the bottom.
Calibration of the SWMM model was not possible as the BRC has not been built
yet. However, model parameters were selected to represent the characteristics of the
surrounding area as closely as possible. It is important to note however, calibration of
the model does not affect the objective of this paper since interest lies in investigating
the SM’s ability to replicate any physical process.

2.3 Surrogate Model Synthesis

An ANN consists of a set of interconnected layers, namely the input, hidden and
output layers, in a feedforward network. ANNs commonly consists of 3 layers, where
the information in the first input layer is moved through to the nodes in the hidden
layer and subsequently into the output later, as illustrated in Fig. 2. Each connection
from the inputs to the hidden nodes has an associated multiplicative weight, wk ,
which is iteratively adjusted at each training step to minimize the difference between
the predicted model output and observed output. Biases, bk , are also adjusted in a
similar manner. This method of training is known as error backpropagation, which is
the most common training algorithm across ANNs [9]. The number of hidden nodes
is generally determined by a trial-and-error approach terminated based on a user
specified performance level. Too few hidden neurons may hinder the ANNs ability
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Fig. 2 Overview of ANN structure with: input nodes (xn), hidden nodes (hk), output node (y),
weights (wk) and biases (bk)

to fully form connections that accurately describe the system. Conversely, too many
hidden neurons can result in an ANN that requires excessive training computational
effort [9].

The ANN in this study consists of 3 layers, with 6 inputs, 10 hidden nodes and one
output to predict the runoff generated by the BRC. BRC area, growing media depth,
storage layer depth, rainfall depth, rainfall average intensity and peak intensity are
used as the input variables. Levenberg–Marquardt backpropagation is used as the
training algorithm. It is often the fastest and more efficient training algorithm and
thus commonly used in ANN training [27].

Commonly, the input dataset is subdivided into three subsets: training, validation
and testing. The training data is used to adjust the network weights and biases, the
validation subset is used as an early stopping technique to avoid overfitting, and the
testing subset is used to quantify model performance. In this research, the training,
validation and testing data split was 60–20–20% respectively.

In this research, an ensemble of 100 ANN’s is created by randomly initializing
the weights and biases 100 times and retraining the ANN, a procedure known as
multi-start. An ensemble helps in capturing any uncertainties associated with using a
single model, as well as the ensemble averaged output has less variability than what
may be present in a single ANN [4].
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2.4 Data Preparation

Selecting well-distributed training samples is critical to ANN development as it will
facilitate the ANN’s ability to interpolate or extrapolate values not yet encountered
in future evaluations.

2.4.1 Rainfall Scenarios

To facilitate BRC design under various storm frequencies and durations, 18 different
storms were selected for this study, 6 return periods and 3 durations. The return
periods selected were 2, 5, 10, 25, 50 and 100-year storm events with durations
of 6, 12 and 24 h each. These storms were selected as they are commonly used
durations and return periods for designing hydrological infrastructure. The total
rainfall depth was used to develop design storms following the Atmospheric Envi-
ronmental Services (AES) Southern Ontario (SO) distributions. Utilizing AES-SO
storms is advantageous over other distributions due to the fact that they were created
based on Canadian data [21]. Total rainfall depths were obtained from the historical
data for the Toronto North York Station (ID: 615S001) provided by the University
of Western’s climate change tool. Historical data fitted to the Gumbel distribution
was selected, to facilitate in comparison with the historical values provided by the
Ministry of Transportation. The historical information for the rain station is retrieved
from Environment Canada’s North York monitoring station.

2.4.2 Design of Experiments

One of the key components in the development of an SM is the selection of the initial
sampling points. A well-distributed initial design set ensures the entire design space
is explored [5, 13], and is well-represented. A number of sampling methods exist
such as Random Sampling, Stratified Sampling and Latin Hypercube Sampling [23].
In this study, LHS has been used as the sampling method. LHS is an extension of
stratified sampling first proposed by McKay et al. [23]. The range of each input Xi,
i = 1… N, is divided into N strata of equal marginal probability 1/N, with only one
sample taken from each stratum [23].

In this study, the number of input samples per rainfall event was selected to be 50,
100 and 200. MATLAB’s built in lhsdesign function [22] was used to produce the
stratified range for BRC area, growing media depth and storage layer depth. Initial
values for BRC area ranged from 1 to 460m2 based on the recommended impervious
to pervious ratio, the growing media depth values ranged from 1 to 1000 mm and
the gravel storage depth values ranged from 200 to 300 mm, in accordance with
the guidelines [7]. These initial minimum values were chosen to ensure the SM is
exposed to the full spectrum of possible design parameter values. The gravel layer
begins at 200 mm to allow for users to place an underdrain at least 100 mm away
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from the bottom of the gravel storage. The inputs for all the rainfall events were then
combined into one matrix to develop a universal SM. The total number of inputs per
model was thus 900, 1800 and 3600. These inputs were first evaluated in SWMM to
calculate the runoff generated in the study area. Subsequently, the inputs and output
were grouped together and used to train the ANN.

2.5 Performance Metrics

To accurately gauge model performance, a number of performance metrics are used
in this study: the Nash–Sutcliffe Efficiency (NSE), Continuous Ranked Probability
Score (CRPS) and Percent Capture (PC). Given the nature of an ANN ensemble, its
performance cannot be calculated using metrics such as NSE, therefore, given its
deterministic nature, the NSE will be calculated using the averaged ensemble results
for the test dataset per ANN model in the ensemble and finally averaged across all
models. The CRPS is a probabilistic measure used for ensemble verification, taking
into account both calibration (statistical compatibility between the ensemble fore-
casts and observed values) and sharpness (spread of a distribution) [4]. PC measures
how frequently the observed value is foundwithin the bounds of ensemble prediction,
which can be indicative of whether a model is over or under predicting.

A value of 1 for NSE indicates perfect agreement between the observed and
predicted values [27], which is desirable though difficult to achieve. Models with an
NSE value greater than 0.75 are considered to have very good performance. A CRPS
value of 0 is considered a perfect score, therefore, the aim is to minimise the CRPS
to 0 as it has no upper bounds. Finally, a 100% percent capture indicates that the
observed value always falls within the ensemble ranges.

3 Results and Discussion

Firstly, the use of an SM in place of SWMM for BRC design was evaluated. A
number of BRC design configurations, obtained from the LHS stratified sampling,
were simulated in SWMM to determine the amount of runoff leaving the BRC. These
values were then used to train and evaluate BRC performance. The predicted SM
runoff values, shown in Fig. 3, for the three models with 50, 100 and 200 inputs for
the 10-year 24-h storm, are plotted against observed runoff values for multiple BRC
area configurations, obtained from SWMM. The modelled storm is based on the
Canadian Atmospheric Environment Service (AES) storm distribution. Area values
go up to 400 m2 in accordance with the impervious to pervious ratios dictated in
the design guidelines. Given that the SM is an ensemble consisting of 100 ANNs,
there are 100 different predictions for runoff values under each design configuration.
These results are plotted in the light blue, depicting the ensemble spread. Averaged
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Fig. 3 Comparison plots of the models with different input size for the 10 year 24 h storm event.
Top: SM with 50 inputs. Middle: SM with 100 inputs. Bottom: SM with 200 inputs

ensemble results are also plotted for comparison. The observed values are indicated
by the red stars and the ensemble average is indicated by the green crosses.

3.1 Surrogate Model Performance in Place of SWMM

As is evident from the plots in Fig. 3, the averaged ensemble results, which represent
the range of ANN runoff predictions, and observed values, i.e. actual runoff values
obtained from SWMM, are very close with the exception of a few outliers. This
indicates that averaging ensemble results can yield highly accurate results. Model
performance in the outliers can be improved by including more high flow design
configurations in the training dataset.

A more quantitative analysis of model performance using the three performance
metrics: NSE, CRPS and PC is given in Table 2. As previously mentioned, the NSE
was evaluated on the test dataset, which is completely independent from the training
and validation dataset, providing a more accurate depiction of model performance.
The CRPS and PC were calculated using the entire dataset as they are aimed at

Table 2 Performance metric
results for the three models

Model NSE (unitless) CRPS (cm) PC (%)

LHS 50 0.97 0.004 98.0

LHS 100 0.98 0.003 95.0

LHS 200 0.99 0.002 91.5

Event based 0.83 0.003 99.0
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evaluating total ensemble performance. Based on the NSE results, the SM is able to
simulate SWMMresultswith accuracy ranging from97 to 99%.Thevery smallCRPS
results indicate that the ensemble range was mostly centered around the observed
values with very minimal variance. Finally, the extremely high values for PC show
that the observed values were usually within the ensemble range, indicating no bias
within the SM. Both qualitative and quantitative results point towards the efficacy of
using SMs in place of SWMM.

3.2 Model Performance Under Increasing Training Samples

SMperformancewas evaluated for 50 inputs, followed by 100 and 200. The observed
values are plotted against the predicted ensemble range in Fig. 3. The figure indicates
ensemble spread decreases as the number of inputs increase, which is expected as the
more training samples the ANN has, the more precise the predicted results will be.
Conversely, ensemble spread does not impact the accuracy of the averaged ensemble
results.

While the figure comparison pointed to the LHS 200 model as the best model in
terms of ensemble spread, the performance metrics are indicative of the opposite.
All the models were extremely close in the performance metrics with no clear best
model. The LHS 100 model is slightly better performing in terms of NSE and CRPS
than LHS 50, however is lower for PC than LHS 50.

Prior to the development of an SM, all the inputs used for SM trainingmust first be
evaluated using the traditional model. This means that for each SM model, SWMM
had to be run for 900, 1800 and 3600 times respectively to obtain the runoff values,
which were then used as the target output for the SM. Thus, using less inputs to train
the SM results in significant savings in computational time and effort as the original
model is run for fewer evaluations. As such, given that the differences in performance
between the three models is negligible, using 50 instances of each model input is
recommended as the performance remains high without the added computational
effort.

3.3 Universal and Event Based Surrogate Model

Acomparison to determinewhether an event based SMor universal SM ismore accu-
rate is performed. The universal model included all 18 storm events, and thus for the
LHS 50 scenario, will include 900 training samples, whereas the event based surro-
gate will contain only the inputs and target output relevant to the modelled storm, in
this case the 10-year, 24-h storm.The event based surrogate is also runusing themulti-
start method, therefore it is an ensemble with 100 ANNs. This facilitates comparison
between the two models. The same inputs used to train the universal surrogate are
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Fig. 4 Comparison plots of the universal and event based surrogate model. Top: Event based
surrogate with LHS 50 sampling. Bottom: Universal surrogate with LHS 50 sampling

also used to train the event based surrogate. Based on previous performance results,
the event based model was trained using 50 training samples.

A comparison of ensemble spread and averaged ensemble results plotted against
observed values for both models is presented in Fig. 4 and the top plot in Fig. 3.
Interestingly, the ensemble spread for the event based surrogate is much larger than
that of the universal surrogate. This is due to the fact that the universal surrogate had
900 training samples and is thus able to more accurately discern which rainfall event
is being modelled and its respective runoff value for each BRC design configuration.
Additionally, as is clear from Fig. 4 due to the larger ensemble spread, the averaged
runoff predictions are less accurate than those of the universal surrogate. Referring to
Table 2, the event-based surrogate has a poorer NSE performance than the universal
surrogate, and similar performances in CRPS and PC. These results indicate that
a universal surrogate is more accurate than an event based surrogate. This is an
important finding as universal surrogates are also more efficient for users, allowing
users the opportunity to model BRC design under many different rainfall events in
one simple click of a button.

By specifying a required runoff value and design storm, the corresponding area,
growing media and storage layer depth can be determined instantaneously using
the universal SM. This can aid policy-makers and designers with BRC design in a
more efficient and expedient manner as many possible BRC design configurations
can be obtained without the need to rely on slower physical-based models such as
SWMM. This is demonstrated in Fig. 5 and the top plot of Fig. 3, where the user
can specify a certain runoff value and find the corresponding BRC area, growing
media depth and gravel storage layer depth. For example, for a runoff value of 0.2
cms, the approximate corresponding BRC area from Fig. 3 is 80 m2 with a growing
media depth of approximately 40 mm and a gravel storage depth of 250 mm, found
in Fig. 5.
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Fig. 5 A comparison plot of BRC design parameter values for given runoff values

4 Conclusions and Recommendations

In this research, a surrogate model was developed to be used for BRC design in
place of SWMM. Using 50 training samples proved to be almost as accurate as using
100 and 200 samples per rainfall event. Therefore, it is recommended that surrogate
models are trained using 50 samples as it much more efficient and less computation-
ally intensive than using SWMM. Additionally, results showed that using an event
based surrogate model is not as accurate as using a universal surrogate. This is an
important finding as it allows users to easily switch between rainfall events, making
the BRC design process more efficient and streamlined.

Universal model performance may be improved by ensuring the model is trained
on more high flow scenarios to eliminate the outliers found. Future research should
focus on determining the lowest possible amount of training samples without
sacrificing the achieved accuracy of an LHS 50 model.
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Segregation of Particles in Multi Size
and Density Beds by Circular Wall Jets

H. Hernandez, A. Mostaani, and A. H. Azimi

1 Introduction

Prediction the geometrical characteristics of scour and deposition such as depth,
width, and length downstream of hydraulic structures such as, spillways, gates, weirs,
and jets is of utmost importance from the engineering point of view [4, 5, 15, 16]. The
local erosion of erodible beds considerably affects the stability of hydraulic struc-
tures and bridge piers. Moreover, understanding the scour process is important in
many environmental and industrial applications [17]. However, the sediment segre-
gation process in mineral and coal mining operations by a 3D wall jet has not been
thoroughly analyzed to date. The bed materials in natural streams can be transported
and separated using more environmental friendly methods to separate in mining
operations that will help environmental conservation.

Erosion inducedbydifferent types of jets has been studied for a variety of hydraulic
conditions [6, 8, 20, 21]. Dimensional analysis has been used to predict the scour
characteristic lengths downstream of submerged turbulent wall jets at the equilib-
rium stage [2, 6, 11]. However, less attempts have been made to investigate the
scouring caused by a circular wall jet in confined channels. Some empirical equa-
tions have been developed to predict the scour dimensions using by employing
dimensional analysis and most empirical models correlated scour dimensions with
densimetric Froude number. The densimetric Froude number describes the relation-
ship between the tractive and resistive forces on a single particle and is defined
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as FDe = uo/(gDe�ρ/ρ)1/2, where uo is the mean jet velocity at the nozzle, De is
the effective diameter of the bed particles, g is the acceleration due to gravity, ρ

is the density of water, and �ρ is the density difference between the bed material
and water. Recent studies have shown that other non-dimensional parameters such
as the relationship between the particle diameter and the nozzle diameter, tailwater
depth, outlet size, relative downstream channel width should be used in combina-
tion with the densimetric Froude number to properly predict the scour dimensions
[7, 18, 23, 24].

As the jet advances over erodible beds, diffusion takes place rapidly and the
thickness of the jet increases along the direction of the jet. The centerline velocity of
the jet reduces due to intermixing of the jet with the ambient [9]. The jet diffusion
is affected by the tailwater and hence the erosion process takes place. The deeply
submerged wall jets allow almost unbounded diffusion in the streamwise, vertical,
and transverse directions downstream of the jet. Lim [14] reported a distorted scour
hole as a result of a very narrow channel and a strong recirculating flow at both sides
of the scour hole. As the tailwater decreases, the jet diffusion increases which results
in inducing more turbulence and higher backflow. The backflow effect alters the
shape of scours and the scour hole no longer conserves the shape that was observed
in deeply submerged conditions. It was also observed that at low tailwater depth,
the upward jet expansion is limited, and the water surface absorbs a portion of the
energy produced by the jet. The strong backflow at both sides of the nozzle exit is
influenced by the channel width and it causes additional scour near the vicinity of
the nozzle outlet.

The time evolution of local scour induced by submergedwall jets can significantly
be affected by the bed particle size and the interlocking between particles [3, 9, 10,
13, 19–21]. In multi-size beds, the lighter and smaller particles are lifted from the
bed and transported away by the mean flow of the jet. On the other hand, the larger
and heavier particles remain in place due to higher resistive force. Therefore, over the
time sediment segregation takes place in beds with wide sediment size distribution.
The mixed particle beds promote the formation of a layer of coarse particles at the
bed surface, known as armor coat, with a few sheltered small grains. The armor
layer progressively increases the effective critical bed shear stress and reduces the
expansion rate of scour hole over time [22]. Aderibigde and Rajaratnam [2] reported
that the armor layer reduces the scour depth by 50%, and a linear correlation was
developed between the scour depth and the densimetric Froude number FD95, based
on a particle size that 95% of the particles are smaller, D95, to predict the maximum
scour depth.

This study presents the results of erosion in loose beds caused by jets with a
circular nozzle. The erosion experiments were tested in uniform, and multi-density
and size beds with different tailwater depths and in clear water conditions. The main
objective of the present study was to investigate the effect of tailwater depth and
densimetric Froude number on the scour characteristics of multi-density and uniform
loose beds. Such bed mixtures with different sizes and densities are naturally formed
in some rivers and tailing ponds resulted from mining operations. The results of this
study can be used for protection of local scour around bridge piers. The prediction
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of the characteristic dimensions of scour hole will help to avoid possible failure in
design and operation of hydraulic structures. Moreover, the full understanding of
scour phenomenon could help mining operations to separate heavy particles from
a multi-density mixture during extraction process. The controlled application of a
circular wall jet helps the separation of heavy particles from sand that can be used
for the optimization of mineral separation during preliminary extraction processes.

2 Experimental Setup

Erosion over multi-size and density beds were analyzed through a series of experi-
ments conducted in the Multiphase Flow Research Laboratory (MFRL) at Lakehead
University. Figure 1 shows the sketch of the experimental setup and parameters.
A Glass-walled tank of 2.0-m-long, 0.46-m-wide, and 0.48-m-high was employed.
A 1.0-m-long sediment bed section was used to study scour formation and the bed
sectionwas leveledwith the invert of the nozzle outlet to form awall jet with no offset.
The sediment section depth was 0.14 m with the same width as the channel width
(B = 0.46 m). Circular nozzles with a diameter of do = 0.0127 and 0.0254 m were
used for wall jets and different flow rates ranging between Q = 22.2 and 32.1 L/min
were tested. A sharp-crested weir with a variable height was placed downstream of
the sediment bed section to control the water level, yt . Three tailwater depths were
used in this study with the tailwater depths of yt = 0.0508, 0.1016, and 0.1524 m.

Fig. 1 Schematic of the experimental setup and coordinate system for the erosion of uniform and
multi-size and density sediment beds downstream of a circular jet: a side view; b plan view
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A uniform sand bed with a D50 = 0.38 mm was used as a benchmark to study the
armoring effect, scour protection of the mixed bed downstream of 3D wall jets, and
thematerial segregation ofminerals present on themixture bed. Themixture bedwith
a D50 = 0.29 mm consists of four particles as Lead balls, Lead particles, Magnetite
particles, and Sand particles with different densities and sizes. A submersible pump
was used to generate flow with different discharges and it was placed far from the
tank to avoid transmitting any vibrations from the pump to the test section. The jet
discharge, Q, was controlled by a valve, and flow discharge was measured using
an accurate rotameter (FCH-C-PA, BioTech e.k, Vilshofen, Germany). The water
temperature was kept constant to 20 °C ± 1 °C for all experiments.

Great care was taken to monitor the local motion of particles to identify the
steady-state flow condition and termination of each test. When the steady-state flow
condition was achieved, the scour geometries were constant for 60 min, and the test
was terminated. The overall experimental time for each test was approximately 8 h.
A high-resolution camera (Photron Fastcam, 1024-PCI 100 KC, Tokyo, Japan) was
placed above the flume to capture the images of the scour evolution with time. The
LED strip lights (Zorsen LED 5050, Aseen, China) were placed around the flume to
improve the quality of images and to set high contrast threshold between each type of
particles. The scour depth, ds, was measured in 0.1 m distance intervals using a point
gauge with an accuracy of±0.1 mm. The maximumwidth,wsm, and length, Ls, were
extracted using the image processing toolbox developed in MATLAB (MathWorks,
2018. version 9.7.0, Natick, USA) as well as the boundaries of different particles
(see Fig. 1). Details of the experimental parameters are stated in [12].

3 Results and Discussion

Figure 2 shows the temporal evolution of the scour hole generated by a circular wall
jet over a uniform bed. The erosion starts almost immediately once the jet contacts
the bed as the flow shear stress exceeds the critical shear stress of the bed particles.
At the early stage, the jet starts to produce a narrow hole and mainly undermines
the bed. During the first hour of experiments, noticeable growth was observed in the
characteristic dimensions of the scour. The scour hole formed a symmetric elliptical
shape [6, 8, 20, 21] along with a uniform ridge with a high sediment deposition
after the ridge crest. After the first hour from the onset of experiment, the scour
hole was almost developed and started to grow mainly in width and depth as well as
accumulating more sediment behind the ridge crest. Once the scour width became
comparable with the tank width (i.e., t = 240 min), the growth rate of scour hole
significantly reduced. For partially and deeply submerged wall jets, no ripples were
observed and the jet produced more defined scour holes and less erosion near the
jet exit since the jet had a higher capacity to erode the bed due to the lower velocity
diffusion.

Figure 3 depicts the erosion process of multi-size and density beds induced by a
circular wall jet. Similar to uniform sand beds (see Fig. 2), the erosion started almost
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Fig. 2 Top view snap-shot images on the temporal evolution of scour hole over uniform sand bed
by a circular wall jet with do = 25.4 mm, flow rate of Q = 28.5 L/min, and submergence ratio of
yt /do = 4.0

immediately in multi-size beds and lighter bed materials began to separate from the
bed. The top view of scour profiles showed an irregular semi-elliptical scour shape
that varied accordingly with the discharge [1, 19]. Once the erosion begins, the jet
energy dissipates over the bed and the flow momentum separates and congregates
particles of the same size and density in the scour hole and forms the armor layer on
the surface of the scour hole. The armor layer is composed of Lead balls, Lead, and
Magnetite particles. Due to the size and density of the Lead balls, they were always
located in the center region of the scour hole, and the Lead and Magnetite particles
surrounded the Lead balls to form different rings (see Fig. 3).

The first ring is composed of the Lead balls (dark gray), the second ring is
composed of the Lead and Magnetite particles (light gray), and the third ring is
composed of sand particles. The ring area formed by the Lead and Magnetite parti-
cles increased with decreasing tailwater depth by approximately 6% while the sand
area did not change significantly with tailwater depth variations. The exerted jet
subjected to the multi-size bed produces a narrower scour hole with two-sequence
equilibrium scour depths and an irregular front dune. The first scour depth which is
the maximum scour depth (i.e., dsm) is located near the jet nozzle while the subse-
quent scour depth is shifted to the downstream side of the scour hole near the ridge.
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Fig. 3 Top view snap-shot images on the temporal evolution of scour hole over a multi-density and
size bed by a circular wall jet with do = 25.4 mm, flow rate of Q = 28.5 L/min, and submergence
ratio of yt /do = 4.0

The limited lateral jet expansion and the restriction by tailwater depth also affected
the ridge shape showing a flattened and irregular ridge. The scour hole in multi-size
and density beds was almost developed at t = 30 min from the onset of the test, and
the growth rate of scour was slower than the uniform bed due to formation of armor
layer. At t = 120 min, the scour hole characteristic lengths did not considerably
change, and the jet solely modified the shape of the particle rings.

Figure 4 shows the correlations of the maximum scour depth with densimetric
Froude number in the equilibrium state (i.e., t = 420 min) to develop a model for
prediction of the equilibrium scour depth at the centerline of scour. As was reported
by Aderibigde and Rajaratnam [2], the lighter bed materials moved out from the
scour hole, and the coarse materials (i.e., Lead balls) are mainly deposited at the
scour maximum depth. Hence, the determination of the effective diameter that better
represents the maximum scour hole was necessary. Figure 4a shows the correla-
tion between the normalized maximum scour depth and densimetric Froude number
based on the median grain size D50, and the grain size for which 85% of materials
are finer D85, respectively. The scatter in Fig. 4a shows that both FD50 and FD85
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Fig. 4 Performance of the proposed model for prediction of the equilibrium scour depth
downstream of a circular jet for both uniform and multi-size and density particle beds

are not suitable for prediction of scour depth. Figure 4b shows the correlation of
the normalized maximum scours depth with densimetric Froude number FD95. The
densimetric Froude number calculated is based on the grain size for which 95% of
materials are finer (D95). As can be seen in Fig. 4b, for lower densiometric Froude
numbers (i.e., FD95 ≤ 12) the rate of increase is higher for the normalized maximum
scour depth than the rate of increase for higher densiometric Froude numbers (i.e.,
FD95 > 12). Figure 4b shows that most of the data are close together in a well-defined
band showing a strong correlation between dsm /do and FD95 which can be expressed
as:

dsm/do = 0.28FD95 for FD95 ≤ 12 (1)

dsm/do = 0.28FD95 for FD95 > 12 (2)

In Eqs. 1 and 2, the coefficient of determinations are R2 = 0.978 and 0.920,
respectively. It is reasonable to use a coarser particle diameter that representative of
the bed mixture after the erosion due to the coarser particles remained on the eroded
bed forming a coarse layer and the finer particles on the top layer of the eroded bed
were washed away by turbulent resuspension mechanism.

Figure 5 shows the variation of maximum scours width, wsm, normalized with the
nozzle size, do, with densimetric Froude number FD. Similar to Fig. 4, the choice of
effective diameter better described the maximum width of the scour. The use of the
mean diameter,D50, showed the best relationship between the normalized maximum
width with the nozzle diameter wsm/do and the densimetric Froude number FD50.
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Fig. 5 Performance of the proposed equation for prediction ofmaximumscourwidth in equilibrium
stage downstream of a circular jet for both uniform sand and multi-size and density particle beds
and different submergence ratios

The proposed equation of the maximum scour width can be described as:

wsm/do = 8.45 ln(FD50) − 9.77 (3)

In Eq. 3 the coefficient of determinations is R2 = 0.934. The different variations
of normalized maximum width with densimetric Froude number proposed FD85

and FD95 showed bigger scatter making undesired to be use for prediction of the
characteristic dimension of the scour hole.

As it is depicted in Fig. 6, the variation of the maximum length of the scour hole,
Ls, for both multi-size and density bed and uniform beds can be analyzed by plotting
Ls/do as a function of densimetric Froude number. The process to find the effective
diameter that best describes the relationship between these two variables was the
same as in Fig. 4.

It was found that the diameter that shows the lower scatter is the densimetric
Froude number calculated with the particles mean diameter D50 and the proposed
prediction equation of maximum scour length can be described as:
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Fig. 6 Performance of the proposed equation for prediction of the scour length in equilibrium stage
downstream of a circular jet for both uniform and multi-size and density particle beds and different
submergence ratios

Ls/do = 23.52 ln(FD50) − 30.0 (4)

with a coefficient of determination of R2 = 0.920. The scour hole is better described
with the median particle size (i.e., D50) and density of particles rather than large
and heavy particles since finer particles are deposited on the sides of the scour so
the growth of the scour width and length are better described with the median size
particles.

4 Conclusions

In this study, the temporal evolution of uniform and multi-size and density particle
beds and their equilibrium scour dimensions induced by circular jet in a confined
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channelwere studied. The temporal evolution of themulti-size bed scour hole showed
that an armor layer formed over time which limited the scour dimensions. It was
found that the erosion of multi-size and density particle beds reached the equilibrium
stage faster than the uniform bed due to the armoring effect. It was observed that the
scour formation in uniform sand beds were symmetric elliptical shape while inmulti-
density beds, the scour hole formed an irregular asymmetric pit. In the multi-size and
density beds, the armor layer consisted of Lead balls, Lead, and Magnetite particles
which were separated by the jet’s momentum and congregated over certain areas on
the scour hole. The area occupied by the Lead andMagnetite particles increased with
decreasing tailwater level by approximately 6% while the effect of tailwater on the
magnitude of the sand area was negligible.

The 3D wall jet produced a narrower scour hole in the multi-size bed with two-
sequence scour depths which the first one was the maximum scour depth (i.e., dsm).
The effect of different parameters in predicting the scour dimensions in the equilib-
rium stage were evaluated and it was found that densimetric Froude number, which
represents the interaction between drag and friction forces on a particle, was the
dominant parameter. The scour dimensions showed that densimetric Froude number
based on median grain sizeD50 (i.e., FD50) was suitable for predicting the maximum
scour width and length while, densimetric Froude number based on the grain size
for which 95% of materials are finer (i.e., FD95) reasonably predicted the maximum
scour depth since FD95 represents the effect of armor layer over the erodible bed.
Accordingly, empirical prediction equations based on nonlinear regression analysis
were proposed in order to predict the scour hole maximum depth, width, and length
in the equilibrium stage.
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AMultiple Linear Regression (MLR)
Model for the Application of Electrical
Vehicles in the United States

L. Navarro and B. Bathaei

1 Introduction

Around 20% of the world’s petroleum is consumed by the U.S. [9].While 70% of the
consumed petroleum is for transportation systems [30]. In addition, 28% of green-
house gases (GHGs) emissions of the U.S. are from the transportation sector [31].
Due to an increase in vehicle ownership and demand, some policies are required to
control the potential impacts of transportation on GHGs emissions [25]. The major
contributions of GHGs emission mitigation are reducing air pollution, improving
human health and the natural ecosystem, and conserving finite resources of fossil
fuels [1, 12, 20, 22]. These contributions greatly pave the path toward achieving a
more sustainable urban development. Urban sustainability requires different sustain-
able elements, which GHGs emission mitigation is one of those elements, to ensure
a sustainable environment [4, 5]. Based on the Clean, Low-Emission, Affordable
NewTransportation EfficiencyAct (CLEAN-TEA) introduced inMarch 2009, deter-
mining GHGs mitigation strategies and policies from U.S. local governments of
the transportation sector are required [17]. These strategies are classified into three
groups including reducing (reducing GHG emissions), avoiding (avoiding unneces-
sary energy consumption and promote other modes of transportation), and replacing
(replacing fossil fuels with low-emission alternative fuels) [20, 21]. This study
focuses on replacing the strategy of EVs. Themain contributions of EVs are reducing
vehicle operating costs, reducing GHG emissions, air pollution, and the dependency
on fossil fuel [7]. The current research aims to explore potential factors that can be
attributed to the penetration of Hybrid/Electric Vehicles in the U.S. In this regard,
several Multiple Linear Regression (MLR) models are applied to find the significant
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factors that impact the use of different types of hybrid vehicles compared to conven-
tional vehicles. The types of hybrid vehicles assessed are Plug-in Hybrid Vehicles
(PHEV), electric vehicles (EV), hybrid vehicles (HEV). This section is followed by
a literature review, which is then succeeded by the data and variables description.
Research methodology, results, and model validation are presented in subsequent
sections. Finally, the last section provides the conclusion of the study.

2 Litreture Review

Despite the environmental benefits [2, 11, 19] and less financially related benefits
[13, 27] of electric drive vehicles (including EVs, PHEVs, and hybrid-electric vehi-
cles), adaptation and penetration of electric vehicles (EVs) in the market are one of
themain concerns. Some scholars believe that some factors such as financial, battery-
related concerns, and potential inconvenience of recharging are the main obstacles
for penetration of them in the market [8, 15, 29]. For example, it is found out that
three factors of (i) significant savings on monthly fuel costs, (ii) at-home recharge
facilities, and (iii) a tax rebate of $7000 (86.0%, 83.1%, and 82.3%, respectively)
are the ones with highest weights amongst all eleven factors which contribute to
the penetration of EVs in the market (Based on the survey between 1000 partici-
pants) [23]. In another research, probabilistic choice models estimate demand for
electric cars. In this regard, separate utility functions for 51 subjects are made based
on the survey data. Vehicle attributes such as price, operating cost, and range are
preferred. The results showed that speed and range are the top value attributes among
the consumers [8].

Since Plug-in Electrical Vehicles (PEVs) were newly introduced in the market, it
is difficult to predict new adoptions of them. Although there is extensive emerged
literature on exploring the most influential factors on PEVs’ demand, given an early
market in PEVs, the near future of their market is not clear (Carley et al. 2013).
Several studies have been conducted on PEVs but lack important PEV buyers’ infor-
mation. PEV buyers are discouraged to purchase these types of vehicles because
the electricity price is not the same as the gas price. For instance, a multiple regres-
sion analysis was conducted to assess potential factors that influence buyers in the
counties of the state of California when buying PEVs. The results from this study
illustrated that the factors that influence buyers to purchase PEV vehicles in the
state of California are charging stations availability and retail gas price [21]. More-
over, based on two-analysis (Binary Factor Analysis and Principal Component Anal-
ysis) on consumer purchase motivations, interest in technology was a strong factor
for consumers to purchase a hybrid vehicle. However, the overall results show that
consumers consider financial benefits and affective aspects such as comfort, self-
expression, manufacture’s reputation, and style when purchasing a hybrid vehicle
[27].

A conducted research to identify potential barriers for ordinary consumers to adopt
plug-in electric cars concludes that an EV driving experience is not as good as driving
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an internal combustion engine (ICE) vehicle. BEV users are also concerned about
the sufficiency of stored energy for journey completion, and access to recharging
points on the route. Furthermore, drivers are confident that EVs require further tech-
nological and infrastructural developments and significant price decreases. Most
of them are unwilling to commit to purchasing EVs until sufficient advance-
ments of EVs [13]. Therefore, based on the contribution of the previous studies,
consumers prefer personal mobility needs over environmental benefits where even-
tually affect rapid technological and infrastructural developments. Moreover, socio-
demographic characteristics, infrastructure variables, and vehicle-related factors
seem to be the most important ones that influence the penetration and adaptation
of EVs. Table 1 summarizes some of the most recent studies on this topic.

2.1 Financial and Economic Impacts of EVs

Electricity prices, battery costs, and market rules are the problems facing purchasing
EVs. Despite the fact, some scholars find the financial and economic impacts of
EVs are profitable, others investigate that V2G is not profitable to all users with
current market revenue and policy rules. For example, they investigate the impacts
of operating costs and market rules by developing a model of a centralized Vehicle
to Grid (V2G) system and apply it to the 2015 wholesale electricity market in Texas
(Houston Hub) for selling energy and capacity. They assess three potential market
rule scenarios, characterized by different ways that EV owners are compensated. In
the first scenario, electric vehicles are paid based on a fixed retail market price; in
the second, they are paid a time-varying retail market price; in the third, the virtual
power plant shares 50% of its total reward with the participating vehicles. Their
results show that these vehicles with lower per-unit output-battery cost can lose more
money because of extensive battery over-use and insufficient reward at currentmarket
prices. The authors suggest improving the rewards of EVs “policymakers could invest
in reducing battery costs or could spur the introduction of newer market products
such as a peak-shaving product or a renewable consuming/flexibility product” [6].
The contribution of their research would be an improvement on the efficiency of
V2G systems in addressing climate change and make this systemmore economically
sustainable.

2.2 Environmental Benefits and Energy Impacts of EVs

Another interesting topic in the field of EVs is their energy impacts them. Some
scholars conduct a comparison of the life cycle of GHG emissions between coal-to-
liquid (CTL) fuels, coal-to electricity for plug-in hybrid electric vehicles (PHEVs),
coal-to-hydrogen for (FCVs), and petroleum-based fuels. Results demonstrate that
PHEVs could reduce vehicle life cycle GHG emissions to about one-half when
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carbon is combined with coal to generate electricity for the vehicle [19]. In another
research, authors estimate the electricity and gasoline use under three recharging
scenarios (immediate and unconstrained, universal workplace access, and off-peak
only) [2]. They conclude although PHEV vehicles can eliminate the use of gasoline
relative to conventional vehicles, recharging them in peak hours can cause peak
electricity demand. So, deferring all recharging to off-peak hours could eliminate
all additions to daytime electricity demand from PHEVs, although less electricity is
used, and less gasoline displaced [2].

PHEVs can be used as a transition technology to FCVs as fuel technology progres-
sively develops. The transportation sector is considered as one of the largest sectors
to produce CO2 emissions and GHGs due to anthropogenic activities resulting in
recent climate change. The U.S. Environmental Protection Agency (EPA) estimates
that about 28% of total the U.S. GHG emissions came from the transportation sector
(EPA 2008). Therefore, PHEVs are determined to help with the reduction of GHG
emissions in the mainstream transportation sector [19]. They could reduce vehicles’
life cycle GHG emissions to about one-half when carbon is combined with coal to
generate electricity for the them. Annual CO2 emissions in Texas are substantially
higher than any other states in the U.S. Within the state of Texas, both large urban
areas such as Dallas and smaller cities such as Lubbock have relatively higher per
capita emissions,with large contributions from transportation sector [14]. Someother
scholars evaluate and prioritize strategies that can reduce CO2 emissions. The results
after performing the analytical hierarchy process (AHP) method show that the reduc-
tion strategies have the highest score of 40% following 36% of avoiding strategies
and 24% of replaced strategies [20]. This indicates that the reduction strategies have
the highest impact on CO2 mitigation and the lowest energy demand.

2.3 Social-Technical Factors Affecting EVs

Another crucial factor affecting the use of EVs are socio-technical ones. “Perhaps
because they are often harder to identify, more difficult to overcome” [29]. Therefore,
socio-technical barriers facing the use of PHEVs and V2G systems are identified and
categorized as below:

• Battery technology and high costs compared to conventional,
• Impediments relating to customer acceptance due to high initial cost,
• The historical aversion to new technologies [29].

Hearty resistance from stakeholders to the existing infrastructure may be signif-
icant. Automobile manufacturers, oil companies, and repair businesses have sunk
billions of dollars into supply and production infrastructure for conventional vehi-
cles [29]. So, the authors concluded to improve the technical performance of hard-
ware must be coupled with attempts to overcome economic, behavioral, cultural, and
infrastructural obstacles [29]. Table 1 represents an overview of studies on electric
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vehicle adaptation behavior. The next section provides methodology and a thorough
description of all datasets, which are incorporated into this study.

The literature review identifies two main gaps in the existing disaggregate U.S.
studies hybrid/electric vehicles adoption. First, none of these studies investigate
potential factors that can be attributed to the penetration of PHEVs, EVs, and HEVs
compared toCVs. Second, to our knowledge, none of these studies useMLRmodel to
estimate the significant factors that impact the use of several types of Hybrid/Electric
vehicles compared to conventional ones.

3 Methodology

This section focuses on the description of the development of the models for this
study. Severalmultiple linear regressionmodels were performed to determine signifi-
cant factors that would impact the use of different types of hybrid vehicles compared
to conventional vehicles. The types of hybrid vehicles assessed in this study are
plug-in hybrids vehicles (PHEV), electric vehicles (EV), hybrid vehicles (HEV).
The conventional vehicles (CV) evaluated in the study encompass only vehicles with
fuel type as gas. The National Household Travel Survey website is used as the source
to extract sample data of the US in relationship with hybrid and conventional vehi-
cles. R Studio is the software used to conduct the statistical analysis for the sample
data. The sample data consisted of quantifying the vehicle mile travel (VMT) with
the relationship of each state and the factors estimated to impact the use of different
types of vehicles. Some of the quantified factors include fuel expenditures between
$0 to $1000 (FE1000), fuel expenditures between $0 to $1200 (FE1200), house-
hold income of $50k and above (HouseIn50), household income of $75k and above
(HouseIn75), metropolitan statistical area (MSA), drivers with children (LifeCWC)
or not (LifeCnoC), vehicle model either Ford (Mford), Toyota (Mtoyota), Tesla
(Mtesla), Nissan (Mleaf), travel day either a weekend or a weekday, and worker
count either people work (Worker13) or not (Worker0). Since the types of vehi-
cles assessed have different characteristics, there are different ranges for the factors
impacting the use of hybrid and conventional vehicles. For fuel expenditures, FE1000
is the range used for the types of hybrid vehicles sample data and FE1200 for the CV
vehicles sample data. For household income, HouseIn50 is used for PHEV, EV, and
CV while HouseIn75 is used by the only HEV. Moreover, for vehicle models, Mford
and Mtoyota are used for PHEV, HEV, and CV while Mtesla and Mleaf are used for
EV (see Fig. 1). The sample data is limited to have values for every state in the US.
Therefore, the sample data is adjusted concerning the values available for every state
for each model resulting in different sample sizes. Four multiple linear regression
models are performed and analyzed using the goodness of fit measure, r squared.
Linear regression assumptions are identified by plotting the linear regression model.
For every model four graphs are plotted: residual vs fitted, normal q-q, scale location,
and residuals vs leverage graphs in R studio. These graphs contribute to the study
significantly since it determines assumptions such as linearity and homoscedasticity.
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Fig. 1 Data distribution for the study

Also, p-values are assessed to determine if the values are statistically significant to
the model. The following sections show the results from each model.

4 Sample Data

Four datasets are used to conduct this study. The first dataset consists of 474 observa-
tions for the PHEV vehicles model. The second dataset consists of 545 observations
for the EV model. The third dataset consists of 4982 observations for the HEV
models. The fourth dataset consists of 238, 320 observations for the CV. The values
in each dataset are changed in terms of natural logs to have better outcomes in the
model linear regression models (see Fig. 2). Figure 2 is only showing the states with
relevant information to the study.
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Fig. 2 Sample data distribution for type of vehicles

5 Model Results and Discussion

The results of the linear regression models for the hybrid and conventional vehicles
are demonstrated in Table 2. The next following paragraphs describe the results for
each one.

The regression output for PHEV shows that the FE1000 and MSA are signif-
icant which suggest that drivers that used that type of vehicle reside with urban
areas and spend more than $1000 dlls on fuel. On the other hand, LifeCnoC, Mford,
Mtoyota,Weekday,HouseIn75, LifeCWC,Worker13,Weekend, andWorker0 are not
statistically significant because based on this study. For the independent variables

Table 2 Linear regression results for type of hybrid and conventional vehicles

Explanatory variables PHEV EV HEV CV

Coef P-values Coef P-values Coef P-values Coef P-values

FE1000, F1200(CV) −0.07 0.01 0.74 3.13e−05 −0.18 2.94e−05 0.01 0.69

HouseIn50,
HouseIn75(HEV)

0.33 0.03 −0.031 0.62 0.08 0.03 0.00 0.40

MSA −0.03 0.40 −0.26 0.11 0.043 0.42 0.06 0.03

LifeCnoC −0.02 0.43 −0.00 0.99 −0.01 0.43 −0.00 0.96

LifeCwC 0.03 0.19 −0.06 0.270 −0.00 0.73 −0.00 0.85

Mford, Mtesla(EV) 0.02 0.48 −0.04 0.29 −0.01 0.02 −0.00 0.00

Mtoyota, Mleaf(EV) −0.03 0.21 −0.27 0.47 −0.01 0.87 −0.02 0.00

Weekday 0.02 0.7 0.02 0.71 0.14 0.00 0.57 0.00

Weekend 0.05 0.05 0.01 0.76 0.04 0.00 0.25 0.00

Worker0 −0.006 0.78 0.03 0.5 −0.02 0.07 0.04 0.00

Worker13 0.04 0.38 0.29 0.04 0.23 1.92e−05 0.09 0.00

R-Squared 0.59 0.87 0.81 0.99
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Fig. 3 Linear model for PHEV, HEV, EV, and CV

with p-values of less than 0.05, one can conclude that sample data provide enough
evidence to reject the null hypothesis for the entire population. Changes in the inde-
pendent variables are associated with changes in the responses at the population
level. These variables are statistically significant and probably a worthwhile addition
to the regression model. From the results above, we would consider removing the
variables with p-values of more than 0.05, because keeping them in the model can
reduce the model’s precision (see Fig. 3).

The regressionmodel forHEVshowsFuelExpenditures,Household Income, Ford
Model, Zero Worker Count, and Worker Count as statistically significant suggesting
that the household income plays an important role for the users that go to work and
not have a job. Since the adjusted R-square is not in between 0.90 and 1, the model
for hybrid vehicles is only acceptable. Therefore, further investigation is required to
be conducted to assess the variables that truly impact the model (see Fig. 3).

The regression output for EV shows that fuel expenditures and worker count 1–3
per household shows that drivers that go to work tend to use more EV. On the other
hand, the rest of the independent variables are not statistically significant because
their p-values greater than the usual significance level of 0.05. For the independent
variables with p-values of less than 0.05, one can conclude that sample data provided
enough evidence to reject the null hypothesis for the entire population. Changes in the
independent variables are associated with changes in the responses at the population
level. These variables are statistically significant and probably a worthwhile addition
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to the regression model. As mentioned before, the variables with p-values of more
than 0.05 are removed from the regression model (see Fig. 3).

Once the regression model for CV sample data is conducted, then it is evaluated
by the goodness of fit measure. The adjusted R-squared is determined to be 0.99 that
concludes to have the best fit of the model. The factors that impact the model are the
following: MSA, vehicle models for Ford and Toyota, travel days for the weekdays
and weekends, and worker count. These values are determined to be statistically
significant with p-values below 0.05 (see Fig. 3).

6 Conclusion

The objective of this study is to evaluate the parameters which have impacts on
the adaptation and penetration of hybrid/electric vehicles. One of the drawbacks of
conventional vehicles is the high assumption of fossil fuel which has some nega-
tive impacts on the environment (emission of GHGs), society (health issues), and
economics (energy demand). Changing the transportation mode with a sustain-
able fuel source such as electricity can reduce the usage of gasoline. So, the
conducted study aimed to seek affecting attributes that contribute to the penetra-
tion of hybrid/electric vehicles. The types of hybrid vehicles assessed are PHEV,
EV, HEV in the U.S. In this regard, the multiple linear regression model is applied
as the methodology to determine the significant factors that impact the use of two
types of hybrid vehicles compared to CV. The National Household Travel Survey
website is used to gather relevant data and R Studio is the software for doing the
statistical analysis of sample data. The VMT is considered as the dependent variable
in Linear Regression Model and other factors such as fuel expenditures between $0
to $1000, fuel expenditures between $0 to $1200 household income of $50k and
above, household income of $75 k and above, metropolitan statistical area (MSA),
life cycle, vehicle model, travel day, and worker count are applied as independent
variables (explanatory variables). Four linear regression models are performed, and
the results show that the variables that have statistical significance with the type of
Hybrid vehicles are Fuel expenditures and household income. The hybrid vehicles
model presents more significant factors such as Ford models, vehicles driven on the
weekdays and weekends, and 1–3 workers per household. The factors that impact the
use of conventional vehicles compared to hybrid vehicles are MSA, Model Toyota
vehicles, vehicles driven on the weekdays, weekends, zero workers, and one to three
workers per household. Furthermore, people that have plug-in vehicles, electric vehi-
cles, and hybrid vehicles tend to have more fuel expenditures and higher household
income than conventional vehicles. Therefore, it is determined that “drivers with and
without children” are not significant among the models.
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Travel Time Reliability with the Presence
of Connected and Autonomous Vehicles

F. Hosseinzadeh, M. Ansari Esfeh, and L. Kattan

1 Introduction

1.1 Background and Motivation

The transportation system is designed to serve its users in normal conditions. Extreme
events such as hurricanes, heavy rains, tornados, and heavy snowfalls cause system
performance degradation. The evaluation of the transportation system performance
under perturbation is critical in order to respond quickly to network disruptions.
Such responses include issuing evacuation warnings before disruption occurrence,
rescue operations, and recovery activities during and after perturbation [1]. Relia-
bility, vulnerability, and resilience are various concepts that describe network perfor-
mance. The reliability of a transportation system is the probability of a network to
remain satisfactory under disruption. With their seamless connectivity potentials,
CAVs and their enabling infrastructure create a connected cyber physical network
capable of providing timely and accurate travel information at the network level;
thereby improving travel time reliability (TTR) [26, 30, 31]. While Wang et al. [30,
31] and Mittal et al. [26] studied travel time reliability in the presence of CVs, their
work focuses on the cases with 100% market penetration rates of CVs. This paper
takes one step in this direction and examines the road network TTR under various
CAV penetration levels to evaluate the system performance at different disruption
phases. Twomethods are used to evaluate the TTR value. First, theMonte-Carlo reli-
ability method is utilized to generate random travel times based on a suggested mean
and variance. Probability density function (PDF) and exceedance probability curves
are then extracted for various CAV penetration scenarios and various disruption
phases. The failure probability is obtained from the value of exceedance probability
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curves at the travel time threshold. Second, the first-order reliability method (FORM)
is used to compute failure probability. Travel time reliability is calculated by using
failure probability as will be explained in Sect. 2. The paper aims to conduct travel
time reliability analyses for a road network subject to disruptions and under different
market penetration rates ofCAVs.The analysiswas performedon theNguyen-Dupius
network that its resilience was evaluated by [2].

1.2 Review of the Previous Studies

Several studies evaluated TTR to evaluate transportation system performance.
Asakura and Kashiwadani [5] proposed the concept of TTR considering the travel
demand of road networks. Iida [19] defined TTR as the probability of travelers
successfully reaching their destination within a specified time. Liu et al. [22] studied
the TTR of stochastic networks under a user equilibrium (UE) assumption. Wang
et al. [29] proposed a bi-objective model for TTR analysis based on the UE and
punishing UEmodels. In addition, Pei and Gai [27] used theMonte Carlo simulation
method to analyze the TTR of a road network. Other evaluation indices were also
proposed to further analyze the TTR [7, 10, 11, 28]. Recently, Jose and Ram [20]
reviewed the existing researches on network TTR, user based TTR, variability, and
travel behaviour with particular reference to airport access.

CAVs are expected to positively affect transportation system performance.
Through their vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) commu-
nication capabilities, CAVs can collect and dissipate vital traffic information in real
time. Yang et al. [32] reported that the average travel time, total travel time, and
average delay of vehicles in a mixed traffic environment were lower than those in a
traditional traffic environment. Bento et al. [9] and Genders and Razavi [14] found
that CVs can improve safety, mobility and reduce the environmental impact in work
zones. Also, Goodall et al. [15] showed that using CVs improves travel time predic-
tion and traffic management. Arnaout and Bowling [4] proposed an agent-based
microsimulation to examine the impact of vehicle communication on traffic perfor-
mance of a freeway with an on-ramp to induce a disturbance in the traffic network.
Also, Kattan et al. [21] developed a virtual V2V communication platform for infor-
mation dissemination in case of incidents. The results showoverall improved network
performance and decrease in average travel time.

Hannoun [17] and Bahaaldin et al. [6] studied the CAVs’ impacts on network
performance during natural disasters such as earthquakes and flooding. Hannoun
[17] developed a framework based on time-dependent hyper-star algorithm to opti-
mally route vehicles in a flooding scenario. Other studies estimated the level of
service (LOS) in a mixed-traffic environment with different penetration rates of
CAVs [13, 30, 31, 34].

More recently, Ahmed et al. [2] developed a model of surface transportation
system resilience in amixed-traffic environment consisting of human-driven vehicles
andCAVs. Theirmodel considered the sensitivity of the network resilience at varying
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CAV penetration rates, namely 0, 25, 50, 75, and 100% CAV. The authors presented
different formulations for estimating disruption impact factor (DIF), capacity of
links, link flow, link travel time and resilience parameter. The authors considered
five phases: a preparation phase (P1), immediately before disruption impact phase
(P2), a disruption impact phase (P3), immediately after disruption impact phase (P4),
and a recovery phase (P5) to analyze the performance of transportation system in
smaller timescales.

1.3 Definition

Various representative evaluation concepts exist to explain network performance,
namely vulnerability, resilience, and reliability. They are shown schematically in
Fig. 1 and are defined below:

Vulnerability: vulnerability is defined as the susceptibility of a network to pertur-
bations. The amount of reduction of functionality under disruption evaluates the
vulnerability. Husdal [18] defined vulnerability as the propensity of a transporta-
tion network to become inoperable under disruption, which is an opposite concept
to reliability. Generally, Gu et al. [16] classified the vulnerability as accessibility
vulnerability, connectivity vulnerability, and capacity vulnerability.

Resilience: resilience is defined as the ability of a network to resist, adapt to, and
recover from perturbations. In general, two components, the ability to resist the
effects of a perturbation, and the ability to recover from a perturbation are inherently
accounted in the concept of resilience. Resilience is a comprehensive evaluation
concept used in evaluating system performance under perturbations [16].

Reliability: reliability is defined as the probability of network performance to remain
satisfactory under perturbation [16]. The probability that the travel time on a given
path is shorter than a given threshold can be estimated by applying the limit state

Resilience

Time

Functionality

Vulnerability
Reliability

Required 
Level of 
Service

Fig. 1 Schematic view of evaluation concepts including vulnerability, resilience, and reliability
[16]
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Table 1 Performance indicators used in this paper

Performance indicator Abbreviation Definition

Complementary cumulative
distribution function

CCDF The probability that travel time will be
more than t for the time domain. It is also
called the exceedance probabilities. it
calculates from 1-CDF

Travel time reliability TTR The probability that the travel time on a
given path is shorter than a given threshold.
It is the CDF’s value at threshold

Failure probability Pf The probability that the travel time on a
given path is greater than a given threshold.
It is the value of CCDF or exceedance
probabilities for a travel time threshold

function (LSF) [24]. LSF returns a negative value under system failure conditions
and a positive value when the system is satisfied.

Table 1 shows Definitions of the performance indicators used in this paper.

2 Methodology

Unpredictable perturbations in a given transportation network lead to uncertainties in
both travel demand and supply, which in turn influence the network reliability [16].
With the increasing demand for travel, transportation system reliability becomes an
integral part of the planning, management, and operation of transportation networks.
Transportation system reliability has three aspects: connectivity reliability, capacity
reliability, and travel time reliability.

TTR is defined as the probability of a traveler successfully completing a trip and
reaching a given destination within a specified time [8, 30, 31]. As shown in Fig. 2,
the travel time reliability is obtained from Eq. 1 where ti is the total travel time for

Fig. 2 Definition of travel
time reliability
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Travel time
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ith path and� is the travel time threshold related to the desired service level [30, 31].
TTR can be alternatively calculated based on the probability of failure using Eq. 2.
Failure in Eq. 2 refers to the event that the trip in path i cannot be completed within
a desired time �.

T T R(t) = Pr{ti ≤ �} (1)

T T R(t) = 1 − Pr{ f ailure} = 1 − Pr{ (� − ti ) ≤ 0} (2)

Variousmethods can be used to calculate travel time reliability. As shown in Fig. 3,
two methods are used, the Monte Carlo simulation and first-order reliability method
(FORM).

Monte Carlo simulation [25] is a samplingmethod that generates randomnumbers
based on a suggested mean and variance. Monte Carlo simulation can generate travel
time distribution, which makes it possible to calculate the probability of failure
and the probability that travel time between a given origin and destination remains
satisfactory. Despite its simplicity, sampling methods such as Monte Carlo can be
time-consuming because the generation of random numbers and the evaluation of an
equation could be processor-intensive procedures.

Probability
of Failure

Probability
of Failure

Mean TT
Value

LSF 
Value

Probability 
density function 

(PDF)
(Fig.6 b)

Mont-Carlo Sampling FORM Analysis

exceedance 
probability 

(CCDF) 
(Fig. 6 a)

Nonlinear single 
constraint solver 

Step size and 
direction searcher 
plus transformer

Merit and 
convergence 

checker

Decision 
Making

Reliability analysis of 
travel time for phase 4 and 

various CV penetration 
rates verified while Pf

values are equal.(Fig 7)

Fig. 3 The flowchart to evaluate travel time reliability for various CAV penetration rates
immediately after disruption
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Thus, in addition to Monte Carlo simulation, FORM is also used to evaluate
travel time reliability as one of the most reliable computational methods [12]. In
this method, first order Taylor series approximation of performance function and
derivative-based iteration search algorithm is used at the design point [33]. Risk tools
(Rt) [23], a computer program to carry out reliability and optimization analysis with
interconnected probabilistic models, is used in this paper. RT implements a FORM
analyzer with different subtotal analyses including nonlinear single constraint solver,
step size and direction searcher, transformer, and convergence checker. The detail of
FORM analysis, such as step size and convergence checker, for the case study will
be presented in the following section.

2.1 The Study Case Network

This paper estimates and compares the travel time reliability of a network under
disruption, with consideration of different CAV penetration rates (0, 25, 50, 75, and
100%). The analysis is conducted on the Nguyen-Dupuis network depicted in Fig. 4.
The analysis mainly focuses on the travel time between node 10 (origin) and node
8 (destination) at various disruption phases. The network data are obtained from
[1, 2] with the assumption of a 25 mph speed limit and one lane in each direction
for collectors and 45 mph speed limit and two lanes in each direction for arterials.
To model CAVs, Ahmed et al. [2] considered their effect on headway, capacity and
travel time.

The saturation headway of mixed traffic (i.e. the constant headway achieved once
a stable moving queue is established in mix traffic environment) was measured using
the following equation:

Fig. 4 Damaged nodes and links of the network in phase P4 [2]
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Table 2 The value of headways for various CAV penetration rates

CAV% hAA (s) hAM (s) hMA (s) hMM (s)

0–25% 0.45 1.8 1.8 1.8

26–50% 0.40 1.6 1.8 1.8

51–75% 0.35 1.4 1.8 1.8

76–100% 0.30 1.2 1.8 1.8

hmix (p) = p2hAA + p(1 − p)
(
hAM + hMA

) + (1 − p)2hMM (3)

where, p is theCAVpenetration rate, hAA is the average headway for aCAV following
a CAV, hAM is the average headway for a CAV following a non CAV, hMA is the
average headway for a non-CAV following a CAV and hMM is the average headway
for a non-CAV following a non-CAVwhich are different for various CAVpenetration
scenarios. Table 2 summarizes the value of these headways [1].

The reduction of headway in a mixed traffic increases the roadway capacity and
decreases link travel time:

T T
ti
l,mix =

(
1 + f til

Cti
l

)
× FFT T ti

l

=
⎛

⎝1 +
∑

ln δln × ptiln,l × f peak
ln,l

Nln,l × δln × (
1 − 6

100 × Nln,l
) × fln−w ×

(
3600
hmix

)

⎞

⎠ × FFT T ti
l

(4)

where FFT T ti
l is the free flow travel time on link l during time ti , Nln,l is the number

of lanes in link l,Cti
l is the capacity of link l, C

ti
ln,l is the average capacity per lane in

link l during time ti , fln−w is the capacity adjustment factor for lane width, f tiln,l is the

flow of lane ln in link l during time ti , f
peak
ln,l is the peak flow of lane ln in link l, ptiln,l

is the hourly flow rate as a percentage of peak flow, f til is the flow of link l during
time ti , δln is a factor that represents lane’s functionality as affected by disruption,
and δln is 1 if a lane is still operational, otherwise 0 [2].

As a case study, Nguyen-Dupuis network shown in Fig. 4 is used for the analysis.
It is assumed that the acceptable level of service requires travel times to be less than
35 min for origin–destination (OD) pair 10 to 8. Based on the definition of reliability
in Eqs. 1 and 2, travel time reliability T T R(Pi ) and failure probability Pf (Pi ) for ith
path are obtained from Eqs. 5 and 6 where Pi shows ith path, T T T (Pi ) is the total
travel time for ith path, and LSF is the limit state function which is the difference
between threshold time and total travel time:

T T R(Pi ) = Pr{T T T (Pi ) ≤ 35} = 1 − Pf (Pi ) (5)
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Pf (Pi ) = Pr{ (35 − T T T (Pi )) ≤ 0}, LSF = 35 − T T T (Pi ) (6)

As inAhmedet al. [2], 5 phases of networkdisruption are considered. For example,
for a tornado disruption, P1 refers to before nothing happens phase, P2 represents
the raining situation before tornados, P3 is the time a tornado takes place, P4 is the
time immediately after the tornado occurs, and P5 is when the network is completely
recovered. Disruption makes some routes unavailable due to the failed nodes/links
and increases the travel time for other paths. The nodes and links that are disrupted
are shown in red in Fig. 4.

Table 3 shows the mean of travel time data for each link between nodes 10 and 8
presented for various CAV penetration rates. This data is collected from the network
resilience analysis under disruption, during different disaster phases, for variousCAV
penetration rates [1].

Consistent with the assumptions in [1], we assumed the traffic demand reduction
around 10% to 30%, speed reduction by 3–4mph, and capacity reduction by 15–30%
during adverse weather conditions. It is assumed that the traffic average headway
increasedby3% inP2andby10% inP4. In recoveryphaseP5, it is assumed that traffic
will get back to typical headway. For traffic flow, the availability of alternate routes
and the route preference were analyzed considering the impact of the failed nodes
and links. A reduction in traffic demand as of 15% was considered to comprehend
the travelers’ disinterest in making trips, harsh weather conditions, congestion, and
partial small-scale damage on the links.

To evaluate the TTR value, first, the Monte-Carlo reliability method is utilized to
generate random travel times based on mean travel time of Table 3 and coefficient
of variation (COV) which assumed 0.2. The PDF can be extracted for generated
random travel times for various CAV penetration scenarios and various disruption
phases. The exceedance probability curves are then obtained using the cumulative
distribution function (CDF) for each time based on the definitions in Table 1. The
value of exceedance probability curves for travel time threshold gives the failure
probability for various CAV penetration scenarios and various disruption phases.
The travel time reliability can be calculated from Eq. 5, which is the difference
between 1 and failure probability.

As a separate exercise, FORM analysis is followed to compute failure probability.
FORM analysis is carried out to investigate the probability that the OD path’s travel
time exceeds the threshold which is 35 min. At first, the LSF, which is defined in
Eq. 6, is introduced to the software. Then, the distribution of variables is defined
by its mean value and COV. For travel time, a lognormal distribution with a mean
travel time of Table 3 and COV of 0.2 is defined for each CAV penetration rate and
at various disruption phases. The first order Taylor series approximation of LSF and
iteration search algorithm is used to find failure probability. The maximum number
of iterations is considered 100. The Armijo step size with an initial step size of 1 is
used [3]. The result converges when the difference between the two iteration results
is less that 0.001. Since the LSF is linear, the failure probabilities should be close to
the sampling analysis.
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This approach is summarized in theflowchart of Fig. 3 for variousCAVpenetration
rates and Phase P4. As is explained before, for other phases, we only used FORM
method because of its low computation load.

3 Results and Discussion

106 probabilistic samples are generated using the Monte Carlo sampling method.
Figure 5 shows the plot of the exceedance probability or the probability of failure
with respect to travel time for different disruption phases, i.e., from pre-disruption
phase, P1, to post-disruption phase, P5. Figure 5a, b show the results for the CAV
penetration rate of 25% and 100% respectively. As shown in Fig. 5a, b, in phases P2
and P4, the performance of the path travel time is negatively affected by the disruptive
events. However, with the CAV penetration of 100% the exceedance probabilities of
total travel time, especially in disruption phase P4 significantly decrease.

Phase P4, which starts immediately after the disruption is more critical than P1,
P2, and P5, which are phases before the disruption or after the recovery. So, sampling
reliability analysis is reported for only this critical phase in Fig. 6.

In Fig. 6, two different diagrams in sampling reliability analysis for disruption
phase 4 are illustrated alongside the LOS limit or 35 min threshold, namely, the
exceedance probability and the resulting probability density function of the total
travel time under various scenarios for CAV penetration rates, i.e., 0, 25, 50, 75, and
100%. Figure 6 shows that increasing the CAV penetration rate reduces both the total
travel time and its variance. The failure probability of the total travel time from the
threshold of 35 min is obtained from the exceedance probability diagram.

FORM analysis is performed to compare failure probabilities from this method
with the failure probabilities resulting from sampling analysis. The LSF in FORM
is the same as the LSF in sampling analysis which is shown in Eq. 6. Figure 7 shows
the failure probabilities resulting from sampling and FORM analyses for different
CAV penetration scenarios during the critical disruption phase P4. As shown, the

Fig. 5 Exceedance probability of travel time for OD pair 10 to 8 for different disruption phases
with CAV penetration of a 25% and b 100%
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Fig. 6 a Exceedance probability and b probability density function for the OD 10 to 8 path travel
time in disruption phase P4 with different CAV penetration alongside the LOS limit
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probability of failure obtained from both analyses are very close to each other for
the most critical phase P4. The lower computation time of FORM, which is ten
times faster than that of the sampling analysis, makes it a better choice for the
reliability analysis. The lower computation time in FORM is due to the fact that
FORM doesn’t need to draw the distribution function of the total travel time to
calculate the probability of failure.

It can be concluded that the less critical phases P1, P2, and P5 which are less
sensitive to CAV penetration rates, are expected to have similar findings.

Again, using FORManalysis, the reliability of total travel time in different disrup-
tion phases and different CAV penetration scenarios are obtained and are presented
in Fig. 8. The results show that as the percentage of the market penetration rate
of CAV increases, the travel time reliability is improved, especially in the case of
P4. TTR follows a gradually decreasing trend in disruption phase P2 compared with
phase P1. The reduction of TTR is 13.3% for a non-CAV penetration rate, suggesting
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that 13.3% of the pre-disruption trips are affected by the disruption phase P2. These
results also suggest that with higher CAV penetration rates, the disruption impacts
could be mitigated. Specifically, the reduction of TTR for CAV penetration rate of
100% restricts the drop in the TTR to 1.1%.

In Fig. 8, it is observed that the TTR value of phase P4 depends heavily on
CAV penetration rates because this phase is the critical situation immediately after
the disaster and the presence of CAVs can help control the system. TTR in disrup-
tion phase P4 increases by 97.1% under 100% CAV penetration rate compared to a
traffic environment without CAVs. In the post-disruption phase, P5, recovery actions
are implemented to improve the functionality of the transportation system to the
pre-disruption level. The maximum improvement of TTR in P5 compared with P4
(97.2%) occurs at a network with a non-CAV penetration rate. Therefore, more
recovery time and an increase in the renovation budget are required for a non-CAV
penetration rate network. In a network with a high CAV penetration rate, there is
information exchange and connection between vehicles; thus, the low reduction of
TTR at P4 happens. So, the high CAV penetration rate results in less needed recovery
time and budget in P5 compared with P4.

4 Conclusion

This paper examines how travel time reliability as a performance measure of a trans-
portation network can be evaluated in a mixed traffic environment. Analyses show
that the performance of a transportation system is affected immediately before and
after the disruption. However, CAVs are shown to reduce the mean travel time and
thus improve the travel time reliability. Decreasing the travel time reliability imme-
diately before and after disruption is due to some pre-disruption events such as
rain before tornados and some post-disruption impacts such as failure of nodes and
links. Increasing the CAV penetration rate is shown to significantly decreases the
exceedance probabilities of total travel time in disruption phase P4. It also means
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that the failure probability of travel time from a specific threshold decreased with
increasing the CAV penetration rate and the related information exchange between
connected and autonomous vehicles. So, with increasing the CAV penetration rate
in networks, they will have higher travel time reliability before and after disruption
than in the past.

One of the limitations of this research is the lack of access to real network-wide
travel time data under variousCAVpenetration rates.Other performancemetrics such
as flow and capacity reliability can be calculated for a mixed traffic environment as a
suggestion for future work. The approach presented in this paper can be a supportive
tool for managers to determine unreliable paths in a transportation network. There-
fore, more resources can be allocated to reinforce the operational structure and paths
traffic conditions.
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The Role of Microplastics’ Size
and Density on Their Vertical Turbulent
Mixing and Transport

Arefeh Shamskhany and Shooka Karimpour

1 Introduction

Plastic input to the aquatic environment is expected to grow by an order of magni-
tude over the next decade [8]. Rivers are important transport pathways of aquatic
plastics and are one of the major sources of transporting land-based plastic to oceans
[11]. Plastic particles are categorized into two main groups based on their size:
macroplastics, particles sized larger than 5 mm, and Microplastics (MPs), sized
smaller than 5 mm. Both macroplastics and MPs are present in the aquatic envi-
ronment for countless years, turning into smaller pieces through the fragmentation
process [3]. Therefore, the presence of MP particles grows exponentially over the
years. Due to polymers density, mostMPs are expected to be present in surface layers
[13]. However, the majority of MPs are missing from the epipelagic zone [17, 18].
This largemissing portion of theMPs implies thatMPs are transported to deeper parts
of the aquatic environment. In-depth currents induced by thermal gradient, wind, or
topographic changes, shape the transport ofMPs and carry these small particles from
uppermost layers to lower layers or resuspend settling particles [9].

Elimination of the aquatic MPs is impossible, and the presence of MPs in aquatic
environments has detrimental effects on aquatic ecosystem health. For instance,
aquatic species ingest MPs, which exposes them to the verge of annihilation [16].
Thus, knowing MP particle trajectories and final destinations will help us identify
their risk to the aquatic ecosystem, which makes future risk mitigation possible.
Recognizing the fate of these particles and their transport in the aquatic environment
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is a significant environmental challenge in recent years. MPs possess a wide range
of properties, and their in-depth transport differs widely from other contaminants
and sediments. The most important MPs’ physical properties that affect their trans-
port in aquatic environments are density, size, and shape. In contrast with sediment
particles, the physical characteristics of MPs are very diverse. For instance, all silt
particles have spherical shapes and the same range of sizes. However, MPs with the
same density or the same size ranges are present in various shapes, affecting their
dispersal, transport, and spread in aquatic systems [15]. The main reason for this
difference is the drag force, which depends on the particle shape. Recent studies
have conducted limited laboratory experiments with specific controlled conditions
to establish equations for the settling velocity of irregular-shaped MPs (e.g., [10]).
However, a natural water body does not meet the laboratory conditions of these
experiments. Therefore, more studies are required to find a comprehensive equation
for calculating the irregular MPs’ drag force and settling velocity.

Due to the complexity of the process, a comprehensive field-based study to eval-
uate MPs’ trajectory is not feasible. In natural aquatic ecosystems, a combination of
hydrodynamic characteristics of ambient flow and physical properties of MPs, such
as shape, density, and size, affect their transport and temporary andfinal destination of
these particles. Jalón-Rojas et al. [7] are among the few recent studies that developed
a 3D numerical package, TrackMPD, to track MP particles in the marine environ-
ment to investigate their disposal and spread. This model considers physical charac-
teristics (including dimensions, shape, and density), physical processes (Including
biofouling and degradation), and hydrodynamic interactions (including advection,
turbulent diffusion, windage, sinking, beaching, and washing off). In this study, the
coupled impacts of flow hydrodynamics and properties ofMPs are analyzed together.
However, understanding MPs’ trajectories and their transport require meticulous
consideration and isolation of these characteristics. Computational hydrodynamic
modeling provides an efficient tool, helping us better understand and quantify MP
transport. This research numerically investigates the impact of selected MP prop-
erties on their vertical in-depth transport, deposition, and accumulation. Different
numerical experiments have been conducted to evaluate the effectiveness of MPs’
selected properties in their transport and final fate. We have used OpenFoam, an
open-source computational fluidic tool, and have modified the Lagrangian transport
module to accommodate various MP properties. Our preliminary results highlight
the importance of MP size and density and ambient mixing on MP transport.

2 Methodology

2.1 Numerical Modeling and Governing Equations

This study aims to investigate the effect of the size and density of MPs on their trans-
port. To isolate the effect of other key parameters, we assumed a spherical shape for
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Fig. 1 Geometry of the BFS; L1 = 20, L2 = 30, d = 7, and h = 3 m; Injection point = (20.1, 3.0)

all particles in the present simulations. The first reason for this selection is that calcu-
lating the drag force and settling velocity for irregular MPs shapes is a challenging
open-ended question that still requires further research [4, 10]. In addition, spherule
particles or beads are reported among abundant aquaticMP shapes [2, 15]. In order to
induce in-depth mixing, flow over a 2D transverse averaged Backward-Facing Step
(BFS) is modeled. We used OpenFoam, an open-source computational fluidic tool
with different pre-developed Eulerian and Lagrangian solvers for single- and multi-
phase flow simulations. Here, we modified one of the pre-existing single-phase flow
solvers to contain MP properties. The current solver is a hybrid Lagrangian–Eule-
rian computational model, where Lagrangian MP particle tracking is paired with an
Eulerian hydrodynamic model. The simulation’s geometry is demonstrated in Fig. 1,
where d is the inlet water depth, h is the step height, and L1 and L2 are lengths before
and after the step, respectively. Boundary conditions used in this study are uniform
flow with an inlet velocity of U0 at the upstream inlet boundary (A-B), zero-gradient
at the outlet and free surface boundaries (C-D and B-C, respectively), and no-slip at
the lower wall boundary (A-F-E-D). The particle is injected into the ambient flow
at t = tq, when the turbulent flow is fully developed and reaches the quasi-steady
state. The location of MP injection is illustrated in Fig. 1.

Lagrangian models are classified into four groups based on the volume fraction of
the solid phase, which dictates the interaction between the particle and the ambient
flow, or the coupling scheme [6]. In the current simulation, the mixture is dilute
and dispersed. Therefore, here a one-way coupling scheme is applied to describe the
interaction between particles and the ambient flow. In a one-way coupling system,
only the ambient flow affects the behavior and trajectories of the particles, and the
effect of particles on the surrounding flow is negligible. In this research, a single
particle is injected into the fully developed turbulent flow, and consideration for
particle interactions is not included. The first step is to solve for the hydrodynamic
of the ambient flow. For this purpose, a set of conservation of mass and momentum
equations, as demonstrated in Eqs. 1 and 2, are solved.

∇ · (ρU) = 0 (1)

∂U

∂t
+ ∇ · (UU) = − 1

ρf
∇P + ∇ · (ν∇U) + 1

ρf
∇τSGS (2)
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where ρf is the density of the ambient flow, and here it is assumed as 1020 kg/m3 (the
density of the seawater), P is the pressure,ν is the kinematic viscosity of the fluid, g,
is the gravitational acceleration, U is the velocity of the flow, and τSGS is the turbulent
stress. In order to investigate the effect of the turbulent ambient flow, MPs transport
in a turbulent flow over a BFS is simulated using the Large Eddy Simulation (LES)
model. In the LES approach, the effects of the eddies smaller than the grid-scale
(sub-grid scale) are modeled using Smagorinsky sub-grid scale viscosity [14]. The
position of each particle needs to be updated at the end of each time step to find the
trajectories of MPs. Therefore, the MP displacement in two directions is calculated
using Eq. 3:

dxp
dt

= Up (3)

In Eq. 3, Up is the particle’s velocity, dt is the Lagrangian time-step, and xp is
the particle’s new position. Here, we assumed two different time steps for Eulerian
and Lagrangian solutions. Since the simulation is one-way coupling, the Lagrangian
time-step should be equal to or smaller than the Eulerian time-step. Newton’s second
law is used for each particle as a free body to calculate the particle’s velocity (Eq. 4).

mp
dUp

dt
= FD + FG + FB (4)

where, mp is the particle’s mass, and FD, FG, and FB are drag, gravitational, and
buoyancy force components. This paper focuses on perfectly spherical MPs, known
as microbeads. Thus, the active vertical force components, including drag force, are
calculated based on Eqsx. 5 to 7.

FD = 1

2
ρfCDAp

∣
∣U − Up

∣
∣
(

U − Up
)

(5)

FG = ρpgVp (6)

FB = −ρfgVp (7)

where Ap is the projected area, ρp is the density of the particle, Vp is the volume of
the particle, and CD is the drag coefficient calculated using the Schiller-Naumann
(1935) method for spherules:

CD =
{

24
Rep

(

1 + 0.15Re0.687p

)

, Rep ≤ 1000

0.44, Rep > 1000
(8)

where Rep is the particle Reynolds number, and is calculated based on Eq. 9:
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Rep = Dp

∣
∣U − Up

∣
∣

ν
(9)

where Dp is the particle diameter. An explicit scheme is used to solve Eq. 4, and the
particle’s velocity is calculated based on the previous time-step.

2.2 MPs’ Physical Properties

In the present research, two different densities and two size classes are selected based
on several field observations of aquatic MP abundance. [13] carried out a compre-
hensive literature review on the prevalence of different polymer types in aquatic
environments, demonstrating that the most abundant polymer type is Polyethylene.
This polymer ismanufactured for a variety of purposes and thus includes awide range
of densities. Here we used two polymer types of Polyethylene (PE) and Polyethy-
lene Terephthalate (PET) as two density classes (Table 1). In a similar approach,
we have looked at MP size distribution in deep-sea sediments and surface layers.
The size distribution of floating plastic debris in the open ocean has demonstrated
a peak of distribution, both in terms of weight and count, at around 2 mm [5]. In
addition, in a recent field study, based on samples collected from surface layers to
deep sediments, the majority of MPs possess a size range of 0.5–2 mm [12]. Accord-
ingly, two size classes of 2 and 0.5 mm are selected for the current study. In addition
to MPs’ physical characteristics, hydrodynamic properties of the ambient flow also
have a significant effect on MPs’ trajectories and final fate. Thus, we also investi-
gated the role of turbulent coherent structures for four different inlet velocities of Uo

= 0.04, 0.1, 0.2, and 0.4 m/s. For each inlet velocity, four cases with different sizes
and densities are simulated. Table 1 represents the selected physical properties of
executed cases for each inlet velocity.

Table 1 Particle properties
in executed cases

Case name Polymer type Density (kg/m3) Size (mm)

PET-L PET 1410 2

PET-S PET 1410 0.5

PE-L PE 940 2

PE-S PE 940 0.5
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3 Results and Discussion

3.1 Contours

In our simulations, flow over the BFS reaches a quasi-steady state before the injec-
tion of MP particle. This is illustrated in Figs. 1 and 2. The velocity gradient at the
corner of the BFS induces the formation of a shear layer. This generates continuous
vortex shedding. Some of the vortices are advected with the mainstream, and others
are entrained behind the BFS. Therefore, MP particles are exposed to instantaneous
variations in the flow domain, affecting their transport and dispersal. Figure 2 demon-
strates results for four executed cases (Table 1), each for two inlet velocities of U0 =
0.1 and 0.2 m/s. This figure shows the time lapse of MP movement up to 30 s after

Fig. 2 MP trajectories behind theBFS; top four rows: PET-S (a), PET-L (b), PE-S (c), and PE-L (d),
at U0 = 0.1 m/s; bottom four rows: PET-S (e), PET-L (f), PE-S (g), and PE-L (h), at U0 = 0.2 m/s
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the injection. The coherent turbulent structure of the ambient flow is visualized using
the vorticity contour and particle’s color shows its vertical velocity. These contours
are focused on the recirculation zone immediately downstream of the step. For both
inlet velocities of U0 = 0.1 and 0.2 m/s, heavy PET particles in both sizes settle with
minimal involvement with the ambient flow. This is illustrated in Fig. 2a–f.While the
small PE particles, Figs. 2c, g, follow the ambient flow closely.Whereas, as shown in
Figs. 2d, h, pathways of larger PE particles tend to recede from the vorticity profile
and float in both inflow velocities.

3.2 Particle Froude Number

Based on the vertical active forces’ equilibrium, we defined criteria to investigate
the effect of MPs’ physical properties on their vertical transport. When a particle
is injected into the ambient flow, three forces are acting upon the particle in the
vertical y-direction. Two force terms, buoyancy in the positive and weight in the
negative y-direction, only depend on the physical characteristics of the particle and
the ambient fluid. The third force term is the drag force, which also depends on the
particle’s relative velocity with respect to the ambient flow and acts opposite to the
relative motion of particles. In the present simulations, for buoyant PE particles that
tend to move up, the drag would act downward. In contrast, for PET particles that
tend to sink, drag exerts a resistance in the upward direction. Figure 3 demonstrates
active vertical forces on PE and PET microbeads right after the injection, where the
particle’s velocity is zero.

Fig. 3 Free body diagram for PE (blue) and PET (orange) particles for initial particle velocity of
Up = 0. FD is the drag force, FB is the buoyance, and FG is the self-weight of the particle
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For a microbead substituting Eqsx. 5–7, and assuming that the initial velocity of
the particles right after the injection (t = tq) is zero, vertical forces are:

∑

Fy = ∓1

2
ρfCDApU

2 − ρpgVp + ρfgVp (10)

Buoyancy and gravitational force components are constant for a specific particle;
however, the drag force varies basedon the ambient flowvelocity at the locationwhere
the particle is introduced. In order to investigate the effect of turbulent intensity, as a
simplifying assumption, the inlet velocity is used for drag calculation at the injection
time. Assuming a state of equilibrium, we rearranged Eq. 10 and put the drag force in
the Left Hand-Side (LHS), and the self-weight and buoyance in the Right Hand-Side
(RHS), which gives us Eq. 11.

U2

�gVp

Ap

= 2

CD
(11)

where �g is the reduced gravity and equals to
(∣
∣
∣1 − ρp

ρf

∣
∣
∣

)

g. The dimensionless

particle Froude number is defined based on the incoming flow velocity as [1]:

Frp = Uo
√

�gVp

Ap

(12)

In Eq. 11, as long as LHS ≤ RHS, the particle tends to move naturally, and the
in-depth y-velocity due to the coherent structure behind the BFS is not strong enough
to deflect MP from its natural trajectory. However, once the ambient flow in-depth y-
velocity reaches the threshold value, LHS>RHS, the particle tends tomove vertically
with eddies. In other words, PE particles that are naturally buoyant, sink, and PET
particles that naturally sink, rise up. For all cases in Table 2, the particle Froude
number, Frp is examined at t = tq. In Fig. 4, the particle Froude number, Frp is

reported with respect to
√

2
CD
. It is expected that particles in which Frp is comparable

to or smaller than
√

2
CD

tend to move naturally. Figure 4 demonstrates that in two

cases of PET-L at inlet velocities of 0.04 and 0.1 m/s and one case of PE-L at inlet
velocity of 0.04 m/s, the particle Froude number is less than the threshold value. This
means, in these cases, the particle moves rather passively and the microbead is not
engaged with the turbulent structures. Instead, the particle would follow its natural
trajectory due to its buoyance and weight. The trajectory of these three passive cases,
lying above the dashed line in Fig. 4, are presented in Fig. 5. In Fig. 5, the MP
particle’s position is nondimensionalized using the step height. For the PET-L case,
in which the particle is heavier than the ambient flow, for both inlet velocities of
0.04 and 0.1 m/s, particles sink immediately after the injection, and by 30 s after
the injection, they settled on the bed. Also, in the PE-L case, in which the particle
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Table 2 Executed cases analytical properties

U0 (m/s) Case name Frp τ(s) ξmax(1/s) St

0.04 PET-L 0.5656 0.3133 0.5 0.1567

PET-S 1.1312 0.0196 0.5 0.0098

PE-L 1.2489 0.2089 0.5 0.1044

PE-S 2.4977 0.0131 0.5 0.0065

0.1 PET-L 1.4140 0.3133 1.0 0.3133

PET-S 2.8281 0.0196 1.0 0.0196

PE-L 3.1221 0.2089 1.0 0.2089

PE-S 6.2443 0.0131 1.0 0.0131

0.2 PET-L 2.8281 0.3133 1.4 0.4387

PET-S 5.6562 0.0196 1.4 0.0274

PE-L 6.2443 0.2089 1.4 0.2924

PE-S 12.4885 0.0131 1.4 0.0183

0.4 PET-L 5.6562 0.3133 2.0 0.6267

PET-S 11.3124 0.0196 2.0 0.0392

PE-L 12.4885 0.2089 2.0 0.4178

PE-S 24.9771 0.0131 2.0 0.0261

Fig. 4 Particle Froude number, Frp versus drag coefficient at t = tq; cases above the dashed line did
not reach the threshold Frp, and tend to move naturally; cases below the dashed line are transported
by the ambient flow circulations

is lighter than the ambient flow, the particle starts to rise up immediately after the
injection. In the latter case, the particle is carried in the streamwise direction due to
the x-component of the flow velocity. This is while at Frp > 10, for inlet velocity of
Uo = 0.4 m/s, all particles, regardless of the size and density, are heavily entrained
with the ambient flow (Fig. 6(b)).
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Fig. 5 MP trajectories for three passive cases which Frp <

√
2
CD

; simulation duration = tq +30 s

Fig. 6 MP trajectories for inlet velocity of a U0 = 0.2, and b 0.4 m/s; simulation duration =
tq + 30 s

3.3 Relaxation Time and Stokes Number

In a turbulent regime, particle transfer and entrainment are often characterized by
particle relaxation time. The particle relaxation time used here is estimated based
on the difference between the particle density and the fluid density. This parameter
quantifies the time-scale required for MP particles to respond to the changes in the
ambient flow. This relaxation time, τ, is defined based on Eq. 13:

τ =
∣
∣ρp − ρf

∣
∣D2

p

18ν
(13)
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In addition to the physical characteristics of the particle and the flow, hydrody-
namic characteristics of the flow also affect the trajectory of a particle. i.e., for two
MP particles with the same physical properties, trajectories would not be the same
if the hydrodynamic characteristics of the surrounding flow are different. Therefore,
to anticipate the involvement of MPs with the turbulent ambient flow, we need a
criterion that depends on the physical characteristics of MP particles as well as the
hydrodynamics of the ambient flow. In the current simulation,MP particles are trans-
ported in vortices larger than sub-grid scale, with coherent structures. To signify the
involvement of MPs with larger eddies, we have defined a Stokes number, St, based
on the product of the relaxation time and the vorticity time-scale:

St = τξmax (14)

where St is the Stokes number, and ξmax is the maximum field vorticity. Table 2
presents relaxation time, τ, maximum field vorticity, ξmax, and Stokes number, St for
all sixteen cases of this research.

At low velocities of U0 = 0.04 and 0.1 m/s, the particle Froude number is small.
Therefore, the ambient flow does not impact the movement of naturally buoyant or
sinking plastics. This is despite observing a very low Stokes number, for instance,
St = 0.0065 and 0.0131 for PE-S at inlet velocities of U0 = 0.04 and 0.1 m/s,
respectively. Figure 6a shows a similar trend in all cases at U0 = 0.2 m/s. At higher
velocities, particle Froude number increases, and hence MPs can potentially entrain
in the ambient flow’s turbulent structure. Therefore, as the particle Froude number
and Stokes number increase, the particle involvement with the coherent structure
enhances. For larger particle sizes, both relaxation time and the Stokes number are
higher than those of smaller particles. A higher particle Froude number ensures
engagement of the particle with the ambient flow. However, a higher particle Stokes
number translates to a greater lag between the ambient flow and the particle. For
two sizes of microbeads with the same polymer type and the same ambient flow
characteristics, larger particles’ trajectories are closer to the natural movement of
these particles than smaller MPs. Figure 6a, b shows the trajectories of four cases at
U0 = 0.2 and 0.4 m/s. At U0 = 0.4 m/s, both PET-L and PE-L cases have the highest
Stokes number. Therefore, in these cases, the pattern of movement greatly deviates
from the ambient flow. In Fig. 6b, the upward movement of the PE-L case, which is a
buoyant particle, is more dominant compared to its downward movement. Similarly,
the sinking of the PET-L case, which is a dense particle, is dominant in the direction
of gravity compared to its upward movements. On the other hand, based on Fig. 6b,
in PET-S and PE-S cases with comparable Stokes numbers, particle trajectories are
similar. Thus, for the smaller Stokes number, the effect of density is less important,
and despite the significant density difference, at a higher inlet velocity, both PET-S
and PE-S particles follow close trajectories. At U0 = 0.2 m/s, all cases have a smaller
particle Froude number and Stokes number than the corresponding cases at U0 =
0.4 m/s.
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4 Conclusion

Aquatic MP transport and fate are dominated by many factors, including particle
size and density. Ambient flow characteristics, including in-depth and streamwise
turbulent motions, also affect the dispersal of MPs. We have examined the role of
MP size and density based on results obtained from sixteen cases of numerical simu-
lations. We have identified two dimensionless numbers, particle Froude number and
Stokes number, that describe the entrainment and vertical transport of MP particles.
At smaller particle Froude numbers, MPs are passive to the ambient flow, and their
self-weight and buoyance mainly dominate their trajectory. In contrast, MP parti-
cles with larger Froude numbers are entrained in the in-depth recirculation behind
the BFS. On the other hand, the Stokes number quantifies the lag between the MP
particles and the ambient flow. Due to their low Stokes number, small MP particles
introduced to a higher inlet velocity follow the flow path closely. In such conditions,
the effect of density is negligible, and all particles, regardless of their density, follow
a similar trajectory in the turbulent structure.

Our simulations demonstrate that aquatic MP dispersal depends on their selected
properties. A further detailed investigation into the role of particle Stokes and Froude
number and numerical validation will be presented in a future publication.
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Establishing Workflow Processes
for Bridge Inspections Using RPAS

C. Schmelzle and M. Paulsen

1 Introduction

Building upon work completed in 2018, RPAS continue to be used to supplement
bridge inspection projects. RPAS are an effective tool for complex bridge structures
when compared to typical inspection methodologies, such as Under Bridge Inspec-
tion Vehicles (UBIV’s) or Rope Access. They provide benefits in numerous areas,
as detailed below in Table 1.

1.1 Case Studies

In recent years, wide use of RPAS has led to the development of workflows that are
consistent with a range of structure types and challenging site-specific conditions. A
selection of these projects was chosen as case-studies for this paper which capture
the range of conditions, as detailed below in Table 2.

These projects varied significantly in terms of geographical area, client type and
RPAS system used. Each inspection required a review of the site conditions to deter-
mine the most suitable approach and discussions with the asset owner to ensure
all necessary documentation was prepared. Full photo coverage of the structures
was obtained to set a clear baseline on condition and be able to compare images
of the same location or defect, inspection over inspection. All structures inspected
above were major bridges over waterbodies, railyards and mountain canyons. RPAS
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Table 1 RPAS benefits Criteria Benefit

Access Provides full access to bridge
underside and piers/bearings

Traffic accommodation Removes need to close lanes and
place barricades

Safety Reduces time spent by inspector
requiring specialized access

Cost Limits labour and large equipment
requirements

Load restrictions Usable regardless of load
restrictions on the bridge

provide the greatest benefit on large and complex structures, rather than standard
smaller bridges with easier access.

2 Workflow Development

As asset owners incorporate RPAS into inspection programs, there is an increased
need to develop a structured workflow process. An established methodology will
allow for consistent collection of bridge inspection data. This workflow is guided by
the following points;

• Establishing the expectations and capabilities of the RPAS
• Determining the qualifications and requirements for relevant sub-consultants
• Developing a clear and coherent site-specific inspection plan
• Defining specifications/criteria for the final deliverable.

These ideas will be used to develop the workflow. The process will be broken
down by the various phases of a bridge inspection project using RPAS (Fig. 1).

2.1 Assessment of RPAS and Role in Bridge Inspection
Programs

RPAS to supplement visual inspections is still relatively new practice, and as such
assessing if the technology is suitable for the work is a necessary first step. Before
proceeding with RPAS inspections the site(s) should be reviewed and a high-level
assessment performed to determine if RPAS are suitable. Some questions that should
be investigated include;

• Can the site be easily accessed by foot?
• What is the level of information/detail required?
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Assessment Inspection 
Planning

Site 
Investigation

Data 
Processing

Final 
Deliverable

Fig. 1 Bridge inspection project phases

• Are there operators available that can complete the work?

RPAS provide the most significant benefit for large/complex bridges that cannot
be easily or cost-effectively accessed. The inspections often require a high level of
detail, as these structures are likely critical to the client’s overall roadway or trail
network. There may also be special permits needed based on location of the structure
and general airspace in the area. For the JohnstonCanyonwork (Table 2), while drone
use is generally prohibited in Banff National Park, special permission and permits
were granted by the Project Team to allow the flights to occur.

Once established as a viable option, extent of data gathering and uses need to be
determined: for example, developing a 3Dmodel of the structure through photogram-
metry, or only referencing planswith documented photos. It is alsoworth considering
the role ofRPAS inspection data in the overall bridgemaintenance program.AsRPAS
allow for full photo coverage at each inspection, deterioration can be mapped and
tracked through photos.

2.2 Current Industry Practice in Use of RPAS

In preparing this paper, a reviewwas conducted of current bridge inspection practices,
with a focus on RPAS. RPAS is a common tool in the construction industry for a
wide range of tasks, including survey and construction management. In addition to
this, regulations around the use of RPAS have significantly loosened in the past five
years, resulting in a high number of companies forming and individuals becoming
pilots. In an effort to grow, companies may take on scope that they are not directly
familiar with, with the idea of ‘learning on the fly’. It is essential that prospective
operators can speak to direct experience inspecting bridges with RPAS and have the
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Assessment: Are RPAS suitable for 
the scope?

Objectives: What is the intended 
use of the information - short-term 
or part of complete inspection 
program?

Identified Operators: 
Knowledgeable and experienced?

Fig. 2 Assessment phase breakdown

required certifications based on their jurisdiction. In Canada, there are two levels
of RPAS Certification; Basic and Advanced. Any pilot flying commercially for the
purpose of inspecting a bridge should have their Advanced certificate, as it allows
them to fly in controlled areas and above the public. Once the pilot has been vetted,
they should be shown the site and structure type to be inspected to ensure that their
equipment will function properly. The Athabasca River Bridge (Table 2) had large
deep steel girders, which affected the communication between the drone and the
controller. The operators had to return to site with a different system to complete
the flights. Similarly, for the Battleford Bridges (Table 2), large steel truss members
adjacent to the deck blocked the signal and prevented the operators from flying from
the deck.

Going through this process will help to understand the requirements for the data
and suitability of RPAS for the inspection (Fig. 2).

2.3 Inspection Planning

Inspection planning involves the inspection team and RPAS operator team reviewing
the site, confirming the scope and defining the details before heading to site. All
team members involved with the inspection in any capacity should participate in
these discussions.

The focus should be the flight plan. The flight plan should run through all aspects
of the RPAS flight, as detailed below in Table 3.

If possible, a site visit should be conducted with the inspection team prior to
the actual inspection and a short test flight carried out. This will allow everyone to
become familiar with the site and potentially identify previously unknown hazards.
This proved to be especially useful for the Athabasca River Bridge, as access to the
banks was restricted in certain areas.
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Table 3 Flight plan aspects

Aspect Description

Takeoff and landing Establish where the RPAS will take off from and land. Multiple
points may be required based on bridge length and complexity. It is
important that the operators maintain visual line of sight with the
RPAS at all times

Flight path Define the path of the RPAS along the structure. This will ensure that
full coverage of the bridge is caught and allow any hazards with the
bridge structure itself to be identified

Battery life Confirm the battery life for the RPAS system and how it relates to
how long/far the unit can fly. Ensure that replacement batteries are
available and be aware of cold weather which may result in reduced
battery life

Coverage requirements Explain the extent of photo/video coverage that is needed as part of
the scope. Ensure all bridge terminology is described and that the
operators are fully aware of the bridge elements they need to capture.
Providing and reviewing an elevation drawing is recommended

GPS connectivity Review the RPAS system that will be used for GPS connectivity
requirements. Based on the bridge type and nearby utilities, the units
may have difficulty maintaining GPS connection, resulting in the
operators flying the bridge manually

Photo properties Based on the intended usage of the photos, review the camera being
used and if it will capture high quality photos (minimum 12
megapixels). Discuss how the operator will account for poor lighting
and glare

Safety hazards Identify all safety hazards in how it relates to the RPAS unit,
operators and public. The operators are trained pilots and should not
be bothered while flying. The Advanced certification in Canada
allows for pilots to fly over and in the proximity of pedestrians, but it
is always recommended to avoid the public if possible

Weather Review the weather forecasts, as extreme cold and high winds will
significantly impact the ability to carry out the flights. The RPAS
system specifications should be reviewed for weather restrictions

Required documentation Review all safety, insurance and certification documentation with the
client and have a copy on site if needed

2.4 Site Investigation

Once the inspection team meets on site, the flight plan should be reviewed, and all
aspects confirmed before starting the inspection. The weather should also be double-
checked to ensure that the flight can still move ahead. Once the plan is reviewed
and no issues are identified, the operators can move to the first takeoff point and
commence the flight. As RPAS typically act as a supplement to the standard bridge
inspection process, while the operators are flying, the inspection team can still inspect
all aspects of the bridge that are within hands reach.
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While flying, the operators should not be disturbed. Asset owners are often inter-
ested in this unique type of work and stop by the site to visit and discuss. All discus-
sions with the operators should happen once the RPAS unit has safely landed. It is
recommended that the inspection team remains on site until the flights have been
completed. This ensures that they are available to answer any questions as it pertains
to the required coverage. This approach worked well on the Maple Avenue Bridge,
Camrose Drive Bridge and 4th Ave Viaduct (Table 2). Since these bridges are in
pedestrian corridors, people would often stop to watch the flight and want to ask
questions. The inspector was able to explain to themwhat was happening and remind
them to not bother the operators.

2.5 Data Processing

The data processing phase involves the operators reviewing the photos for
clarity/color and assigning the naming convention for all photos taken. All photos
should be geotagged, allowing for a visual representation of where each photo was
taken. This phase of the project can take a significant amount of time, ranging from 2
to 6 weeks. The time will vary depending on the number of photos taken. It is recom-
mended to stay in constant communication with the operators as they process the
data. Receiving a sample set of one span or one pier may allow gaps in the coverage
to be identified. Depending on the location of the project, RPAS require a relatively
low effort for mobilization, and it may be possible to revisit the sites if certain areas
were missed or more data is needed.

It is important that operators properly label each photo and describe the element
shown. This is critical for when one photo captures multiples of the same element.
For example, when taking photos of cables for a stay-cable bridge, multiple cables
will be visible in one photo, thus making it difficult to distinguish exactly which
numbered cable is being focused on. A naming convention should be described and
agreed upon with the team to allow for an efficient review and proper identification
of defects.

The photos are then passed on to the inspection team and undergo a thorough
review for defects. The need for high quality photos is reinforced at this stage, as the
clarity and zoom capabilities are essential to identifying defects. This is shown in
Fig. 3, with the original photo on the left and the zoom-in of the bearing on the right.

The inspector must take time to review all photos for potential defects. If at this
stage a significant defect is found that requires further investigation or a hands-on
inspection, the typical inspection methodologies discussed in Sect. 1 can be used.
The benefit is that resources have not been spent implementing these methodologies
throughout the full length of the structure, but only the specific area for which it was
required.

This phase of the projectwill also depend on the final deliverable. If the deliverable
is only the photos themselves, this phase will be limited to the above. Options exist
for further processing, including photogrammetry. Typical deliverables have been
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Fig. 3 Recommended zoom capabilities

standard bridge inspection reports supplemented with the additional photo coverage
provided by the RPAS with plans to use photogrammetry software in the future.

2.6 Final Deliverable

This phase is largely dependent on the assessment phase and discussions hadwith the
asset owner. The inspection teamwill compile all the information from the inspection,
including the RPAS data and their own hands-on data. This information will then
help supplement the recommendations for future investigations or repairs.

2.7 Workflow Benefits

The benefits to breaking down the RPAS inspection process in the above manner are
outlined below;

• Ensuring that RPAS are suitable based on the site-specific constraints of the
selected bridge

• Establishing open and clear expectations between the inspector and the RPAS
operator

• Identifying all known hazards or potential safety issues prior to conducting the
site inspection

• Confirming that the operator has the proper equipment for flying the selected
bridge

• Capturing consistent data and images that can be directly compared year-over-year
• Ensuring the final deliverable meets the specific needs of the client
• Providing a clear process that outlines the requirements for others to effectively

use RPAS for their bridge inspections.
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3 Technical Initiatives and Future Developments

The above workflow assumes a standard approach to bridge inspections using RPAS
and a final deliverable from the operators of a folder with all the photos or video.
This section will lay out some new developments in the industry that are currently
in use, and those expected in the coming years.

3.1 Photogrammetry

The process of photogrammetry is creating a 3D model of a structure by stitching
together photos. This process is already widely used in the inspection industry but is
becoming more prevalent and affordable for asset owners. In terms of the workflow,
using photogrammetry would involve uploading the photo coverage to a third-party
software company that will process the data and output a 3D model. This model can
be accessed on any web browser and allows the user to navigate the areas of the
structure that were captured with the RPAS. As the photos are geotagged, the user
can see where the different photos were taken that make up the model and click to
see the specific photo instantly.

The models can be fully scaled, allowing for measurements to be taken directly
on the model. This is especially useful for confirming the area of defects and for
establishing quantities for repairs. If multiple years of inspection photos are present,
the user can scroll through the years and visually see the progression of deterioration
for a certain element.

An inspection that is slated to use photogrammetry will require more photos than
a typical inspection, as the photos require 70% to 80% overlap to create the model.
Advancements are ongoing to allow the software to create the model from video
instead of using the photos. Figure 4 shows an example of a bridge model made from
photogrammetry.

3.2 Deck Cracking

In discussionswith software companies, the ability to perform a detailed crack survey
of bridges using RPAS is currently being developed. This will be possible even as
the bridge is in use by the public. Deck replacements and repairs are a common
maintenance item for almost all bridges. Being able to quickly perform a crack
survey and compare the deterioration over time will help to understand the durability
of certain deck types and aid owners in life-cycle costing decisions.
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Fig. 4 3D bridge model made from photogrammetry

3.3 Payloads

RPAS systems are becoming highly sophisticated and capable of carrying various
payloads to aid with different inspection types. Some units can be installed with
infrared cameras, which have a range of uses. In addition, some units are outfitted
with NDT tools, such as hammers for concrete testing.

3.4 Autonomous Flights

Preprogramming of flight paths and autonomous flights has potential to help reduce
costs and risk for owners and operators. Flight planning software exists that can help
operators efficiently plan out their flights around structures and reduce the risk of
having the RPAS unit lose connectivity and potentially crash.

4 Conclusions

The benefits that RPAS provide to a standard bridge inspection have been well docu-
mented, as seen in the case studies presented. They offer a cost-effective approach to
obtaining detailed inspection data with minimal safety hazards. As we expect the use
of RPAS to increase moving forward, a structured workflow was needed to evaluate
the effectiveness of this tool on new bridge inspection projects. The workflow was
broken down based on the typical phases of a bridge inspection project (Assess-
ment, Inspection Planning, Site Investigation, Data Processing and Final Deliver-
able). Essential tasks were identified for each stage and general notes were included
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that should be considered. As well, technological developments in the RPAS and
inspection software industries will add more value to our clients and inform how
they manage their bridge inventory in the long-term.

Acknowledgements The authorswould like to acknowledge the input fromSkyreelAerial Imaging
Inc. who were the UAV operators for the case studies presented and gNext Labs who provided the
photogrammetry information and model screenshot.



Numerical Investigation of Turbulent
Structures and Air Entrainment
in Positive Surge Waves

Z. Li and S. Karimpour

1 Introduction

Surge waves form due to sudden changes in flow conditions. Positive surge waves
commonly occur in the natural system and hydraulic conveyance structures. Closure
of sluice gates in water management and hydropower plants induce an abrupt change
in velocity leading to the formation of a pressure wave. Tsunami waves and tidal
bores also exhibit the characteristics of flow discontinuity with respect to pressure
and velocity profiles. Such phenomena exhibit high turbulence, which contributes to
air entrainment, sediment gathering, and induces contaminant and debris transport
[14]. Turbulent structures located under the front of the tidal bore may lead to bed
erosion [5] and the adjacent community’s flooding damage [22]. Bed erosion results
in river channel expansion, adverse effect on water safety and habitat environment,
and jeopardizes bridges over the river [7]. Like tidal bores, the dam-breakwaves cause
sediment movement and channel bed erosion and can cause swift changes in the bed
formation across the channel downstream. Consequently, the flowwill be altered, and
the estimation of factors such as peakwater depth and time to reach the residence area
for alert purposes will become difficult [24]. The related studies of dam-break waves
date back to [19], who applied equations of motion to the dam-break case. Reference
[8] presented laboratory studies for dam-break waves over various roughness of
flume beds and verified its outcomes with the theoretical solutions. Although the
experimental studies of dam-break waves are getting more attention, the overall
number of experimental studies is still limited (e.g., [6, 18, 20]). In recent years,
several studies have been carried out to investigate the air entrainment and turbulent
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patterns of moving and stationary surge waves experimentally (e.g., [11, 12]). Most
of the existing experimental studies are based on single point measurements and the
overall turbulent characteristics cannot be obtained. Reference [15] are among the
first to numerically simulate surge waves, where they have presented the turbulent
behaviour within the waves.

In the 2000s, the air entrainment nature of the dam-break waves, also known
as “white water”, has been focused on. Several experimental studies of dam-break
waves were conducted over the stepped channel and using conductivity probes have
determined the air entrainment over the vertical axis and bubble dimensions (e.g., [4,
2]). As for the numerical simulation, the widely used volume of fluid (VOF) method
for interface capture was proposed by Reference [9]. For aeration near the inter-
face due to the turbulence, Hirt and Souders [10] firstly introduced for FLOW-3D®

to calculate the air fraction based on the comparison between “stabilizing forces”
and “destabilizing forces” near the interface. More recently, [23] have developed a
calibration approach to determine the ideal magnitude for adjustable parameters in
the same model. Lubin and Glockner [16] also demonstrated the numerical work
of aeration in plunging waves. Advanced numerical methods allow us to address
mixing and air entrainment in dam-break waves and surge waves. Furthermore, this
allows a detailed description of complex features of flow [10]. Based on the liter-
ature review, there are several numerical and experimental approaches to study the
turbulent structure and the air entrainment properties of the surge waves individu-
ally. However, few studies have connected two aspects at different Froude numbers
numerically. Therefore, within the positive surge waves, the research project studies
the interconnection between the turbulence and aeration characteristics numerically
and improves compliance with the experimental data available.

2 Methodology

2.1 Governing Equations and Numerical Solutions

In order to resolve the turbulent motion at the surge front, Large Eddy Simulation
(LES) is employed. The governing equations for LES are obtained by filtering the
Navier–Stokes equation:

ρ
∂ui
∂t

+ ρ
∂uiuj
∂xj

= − ∂ p

∂xi
+ ∂

∂xj

(
μ

(
∂ui
∂xj

+ ∂ui
∂xi

))
+ ∂τ SGS

ij

∂xj
(1)

where ui and p are the filtered velocity and pressure, respectively. Equation 1 is
presented in the suffix notation and i or j = 1 in this notation corresponds to the x-
direction, i or j = 2 corresponds to the y-direction, and i or j = 3 to the z-direction.
The sub-grid scale (SGS) turbulent shear stress is expressed as:
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τ SGS
ij = ρuiuj − ρuiuj (2)

The SGS turbulence model defines this filtered turbulent shear stress:

τSGSij = − 2μtSij (3)

where Sij is the strain rate and defined as:

Sij=1

2

(
∂ui
∂xj

+∂uj
∂xi

)
(4)

The eddy viscosity of the SGS motion is constructed based on the Smagorisnky-
Lilly model [21]:

μt= ρ(Cs�)2
√
2SijSij (5)

where � is the filter size of the sub-grid scale model, represented as the size of the
mesh, and Cs is the Smagorinsky constant.

The air–water interface model is based on the volume of fluid (VOF) method for
identifying the boundary between water and air. In this method, the interface can be
determined by introducing the water volume fraction, αw [1]:

∂αw

∂t
+ ∇ · (αwu) + ∇ · [ucαw(1 − αw)]= 0 (6)

InEq. 6 uc represents the “relative velocity” forwater and air.αw = 1demonstrates
the cells filled with water, and αw = 0 for the cells filled with air only. The interface,
surge front, and in-depthwhere air entrainment is expected, thewater volume fraction
is 0 < αw < 1.

2.2 Implementation in OpenFOAM

The computational domain is shown in Fig. 1. The gate is located at x = 0. The
computational domain is extended from x = −Lxu upstream to x = Lxd downstream
of the gate. With the removal of the gate, a surge wave propagates downstream with
a celerity of c and depth of d2. The initial water depth before the gate is d0 and the
downstreamwater depth is d1. The domain is surrounded by rigid walls on three sides
with the upper face open to the atmosphere. The boundary conditions for velocity and
pressure are coupled as no-slip and fixed flux pressure, respectively. Surge Froude
number is defined based on the unperturbed water depth and velocity downstream
of the surge wave:
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Fig. 1 Sketch of the moving surge wave in the computational domain

Fr1=c + U1√
gd1

(7)

Here, the initial velocity U1= 0. References [13] and [25] have reported undular
waves at surge Froude numbers up to Fr1 ≈ 1.5. This paper, therefore, covers surge
Froude numbers beyond this range as it aims to investigate the turbulent properties
across the surge breaking front. The initial water depths, d0 and d1, and the domain
dimensions, Lxd and Lxu, are determined based on the Method of Characteristics
(MOC). According to the MOC, the d0 and d1 ratio dominates the expecting Fr1 [2]:

Fr1= c√
gd1

=
0.63545 + 0.3286

(
d1
d0

)0.65167

0.00251 +
(
d1
d0

)0.65167 (8)

Using the theoretical celerity of positive surge (c), obtained from Eq. 8, and the
celerity of negative surge (c0=

√
gd0), the length of the computational domain before

and after the gate, Lxu and Lxd, are selected. The uniform square mesh of the size
of �x = �y is implemented. Figure 1 illustrates the Area of Interest (AI), where
local mesh refinement of the size of dx = dy is implemented. This provided increased
resolution around the surge front and behind the surge. Table 1 summarizes the flow
conditions for 3 surge Froude numbers Fr1= 1.60, 2.13, and 2.49.

Table 1 Computational domain and flow conditions of the simulated cases

Reference
IDs

�x
(m)

dx
(m)

Lxu (m) Lxd (m) Ly (m) d1 (m) d0 (m) c
(m/s)

c0 (m/s) d2 (m) Fr1

1 0.01 0.005 25 25 1.2 0.34 1 2.922 3.132 0.624 1.60

2 0.01 0.005 25 24 1.2 0.20 1 2.984 3.132 0.513 2.13

3 0.01 0.005 25 25 1.2 0.15 1 3.021 3.132 0.461 2.49
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3 Results and Discussion

3.1 Mixing and Vorticity Profile

The simulations are conducted for 3 surge Froude numbers. VOF provides one
velocity for water and air combined. To distinguish between water and air in Fig. 2,
the product of vorticity, ζ, and water volume fraction, αw, is plotted as ζw = αwζ .
Figure 2a, b and c illustrate the ζw profiles at 3 time steps for Fr1 = 1.60, 2.13, and
2.49, respectively. As seen in Fig. 2a, the mixing at Fr1 = 1.60 over the length of
the surge is confined to the surface. Behind the surge, the advected vortices induce
mixing in depth. However, this in-depth mixing behind the surge is mainly confined
to y > d1. For Fr1 = 2.49, on the other hand, the mixing in the surge front induces
more in-depth mixing. The surge wave is often characterized by the recirculating
flow at the air–water interface and a shear layer that is induced at the surge toe [3].
The deeper reach of vortices behind the surge can be explained by the extension of the
mixing cone in the shear layer. At lower surge Froude numbers, the velocity gradient
is smaller, which leads to a weaker shear layer. This, in turn, results in limited mixing
at the surge front.

Fig. 2 Contour lines of the ζw at t = 4.0, 4.5, and 5.0 s for a Fr1 = 1.60; b Fr1 = 2.13; and c Fr1
= 2.49, with surge length Ls (m) labelled, as estimated in Fig. 5

Fig. 3 Contour lines of the αw at t = 4.0, 4.5, and 5.0 s for a Fr1 = 1.60; b Fr1 = 2.13; and c Fr1
= 2.49
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The corresponding air concentration profiles for Fig. 2 are given in Fig. 3. In
Fig. 3a, the air entrainment is confined to behind the surge at all three instances.
Furthermore, the size of the air pockets (shown in white) for Fr1 = 1.60 is small.
On the other hand, as shown in Fig. 3c, air entrainment induced by the coherent
structures across the surge front reaches the full depth. The air pockets also entail
larger envelopes, visible by large white patches in this figure. This is similar to
observations made by Reference [17]. For stationary hydraulic jumps, with Froude
numbers ranging from 5.1 to 8.3, they reported that bubble size increases with the
Froude number.

3.2 Water Depth Profiles and Perturbation

In order to investigate the water depth and phase change with time, the profiles of
surge waves have to be translated. All the obtained profiles at different times, t, are
shifted by a length of Llag = ct, where c is the theoretical surge wave celerity. This
space lag has translated the moving surge wave at different instances to a standing
wave, where the approximate positions of the surge front at different instances
coincide. Water depth profiles are selected at αw = 0.5.

The average space lag profiles are presented in Fig. 4(a1) and (b1) for Fr1 = 1.60
and 2.49, respectively. The average profile for each Froude number is obtained using
the instantaneous profiles at about 60 instances after a fully developed turbulent surge
wave was observed. Similarly, the water depth perturbations are estimated based on
average and instantaneous profiles. These perturbations are plotted in Fig. 4(a2)
and (b2). Water depth perturbation envelopes, marking the minimum and maximum

Fig. 4 Plots of normalized parameters (1) h/d2, (2) h′/h, and (3) h′2/h2 for (a) Fr1 = 1.60 and b
Fr1 = 2.49, where h is the instantaneous water depth, h is the average water depth, and h

′ = h − h
is the water depth perturbation
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Fig. 5 Plots of Ls/d1 and Ls/d2 with Fr1= 1.60, 2.13, 2.49

levels of water depth perturbations, are also plotted in these figures. In both surge
Froude numbers one distinct peak can be identified close to the surge toe. Across
the length of the surge, the normal water depth perturbation, h

′
/h, is generally lower.

However, the perturbation peaks again around the surge heel. This is clear, specially
at higher surge Froude number of Fr1 = 2.49. Figure 4(a3) and (b3) demonstrate the
magnitude of water depth perturbation, where the primary peak at the toe and the
secondary peak at the heel are visible.

Based on the observation from water depth and magnitude of water depth pertur-
bation plots in Figs. 4(a3) and (b3), surge length, Ls, at different Fr1 can be estimated.
The surge lengths plotted in Fig. 5 are the distance between two peaks observed in
the magnitude of water depth perturbation. The estimated Ls/d1 and Ls/d2 are plotted
against Fr1 in Fig. 5. As shown in this figure, both normalized surge lengths, Ls/d1
and Ls/d2, increase with surge Froude number, Fr1. Along with our observations
from Figs. 2 and 3, this indicated that both the mixing length and strength of the
recirculating flow near the air–water interface change with the surge Froude number.

3.3 Air Concentration Near Surge Toe and Heel

For air entrainment profiles, we have also applied the space-lag approach. All the
profiles are translated with a distance of Llag = ct. Fig. 6 illustrates 10, 50, and 90
percentiles of air concentration in depth, as well as the average air concentration
profile. Figure 6a and c demonstrate such profiles close to heel and toe, respectively.
The depth between the 10 and 90 percentiles in the profile closer to the toe is smaller
than the analogous depth for a profile closer to the heel. This trend demonstrates
lower air entrainment depth closer to the toe, which is attributed to this profile’s
vicinity to the tip of the mixing cone.
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Fig. 6 Plots of y direction distribution of air volume fraction, αa and ζw for Fr1= 2.13 at a, b x =
12.4 m (close to surge heel) and c, d 12.8 m (close to surge toe) at t = 4 s

4 Conclusion

Positive surgewaves generated froma sudden opening of the sluice gate are simulated
in this study. Various breaking surge Froude numbers in the range of Fr1 = 1.60–
2.49 are studied. We have employed the combination of Large Eddy Simulation
and Volume of Fluid to capture the detailed structures of the turbulent flow and
patterns of air entrainment behind the surge wave. At low Froude numbers, the
mixing induced by vortices is limited to the vicinity of the air–water interface. These
vortices reach a greater depth at higher Froude numbers, leading to higher levels
of air entrainment both near the surface and in-depth. Average water depth profiles,
perturbation envelope and magnitude, are also generated by shifting and averaging
the instantaneous water depth profiles. Two perturbation peaks are observed in the
vicinity of the surge heel and surge toe. These peaks are used to define the surge
length, which then is plotted against the surge Froude number. Furthermore, for Fr1
= 2.13, a smaller aeration depth is observed at the surge toe compared to the heel.
Our numerical simulations shed light on the detailed structures of a transient surge
wave. Validation with existing experimental studies and further detailed analysis will
be reported in a future publication.
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A Review of the Literature on Design
and Performance of Multi Lane
Roundabouts in Canada: The Case
for Turbo Roundabouts

Juniper Scott and Lovegrove Gordon

1 Introduction

Modern Canadian transportation is supported by a diverse road network; when these
roads cross, intersections are needed. Single lane roundabouts (SLRs) have grown
to become a standard intersection choice over the last two decades however, due
to capacity their application is limited to small volume crossings. Roundabouts are
preferred over traditional intersections (traffic lights or stop sign crossings) due to
reducing collision and injury frequency over 35% and 75% respectively [3], and
greatly increasing traffic flow. Multi lane roundabouts (MLRs) have been imple-
mented for roughly two decades in North America however, their success does not
include the sweeping safety benefits of SLRs. As time is lost within transportation
systems due to ‘clogging’ of intersections and traffic backup, the need for solutions
that offer better safety and traffic flow capacity exist.

Turbo roundabouts (TRs) are a relatively new intersection concept implemented
in the Netherlands nearly twenty years ago; theseMLRs include raised lane dividers,
spiral circulating lanes, often shelter islands for pedestrians, and sometimes raised
pedestrian crosswalks.While these roundabouts improve safety over existingMLR’s
[20], and capacity over SLRs, the relative impact of specific TR geometry and place-
ment of appurtenances is still being researched. Approach angles influence speeds
of entering or exiting vehicles [14], and consequently capacity and safety are func-
tions of these angles. Crossing shelters assist pedestrians and cyclists by shortening
road crossing distance [14], while raised crossings lower approaching vehicle speeds
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without disrupting two-way traffic flow. With rise of active transportation in munic-
ipal communities [1], inclusion of appurtenances in design guidelines cannot be
overemphasized.

With Turbo Roundabouts only seemingly being actively applied in Europe, and
somewhat addressed in the U.S. via the FWHA, there appears to be a knowledge
gap for Canada to promote implementation; despite some MLRs that mimic turbo
roundabout design, there are no ‘true’ TRs existing in Canada. Due to harsh winters
and large snowfall, parts of Canada might create environmental challenges for snow
removal. Additionally, there are various studies that somewhat conflictwith the safety
benefits purported. Finally, Appurtenances thatmake our intersections functional and
desirable parts of the build environment seem to lack definition in existing design
aids and research. This paper reviews the background of circular intersections, and
illustrates most recent credible research outlining ideal Turbo Roundabout design
guidelines in a Canadian context. ExistingMLR projects are reviewed to give an idea
of the lessons learned and provide insight towards ideal design guidelines. Appur-
tenance traffic calming and pedestrian aids are reviewed for insight into expected
benefits and perceived best practices.

2 Background

This background serves to summarize the adoption of circular intersections from
historical to modern transportation system improvements within a North American
context.

2.1 Initial Circular Intersections

The first circular intersection utilized in North America was commissioned in 1905
in New York City—aptly named the Columbus Circle (Transportation Association
of Canada [7]). A few decades followed where traffic circles and rotaries were
used as an alternative road improvement. These ‘initial circular intersections’ (ICI)
were different than ‘modern roundabouts’ (MR) due to their geometric design,
entry/exit requirements, right of way procedures, circulating speed, and pedestrian
allowances; particularly dangerous was the requirement for circulating vehicles to
yield to entering vehicles, a large internal diameter, and high circulating vehicle
speeds. Due to the various differences, ICI’s led to many high-speed collisions and
congestion and were eventually phased out as a viable design improvement. During
the 1960s theBritish varied rules of the road to require entering traffic to yield towards
circulating traffic on all circular intersections. Around this same time, designs were
being implemented using smaller internal diameters and slower circulating speeds.
Due to these changes, safety and capacity of ICI’s improved drastically and led to
the implementation and design of what are now called Modern Roundabouts.
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2.1.1 Rotaries

Rotaries were installed within Canada prior to the 1960s and included large diameter
central islands (sometimes larger than 100 m). These transportation improvements
were designed to maintain high speeds while moving throughout the circle. Lane
changes would be required to enter the circulating ring, contributing to large size.
Implementation of these improvements was limited to Eastern Canada and United
States. Rotaries are otherwise known as traffic circles in Western Canada [6].

2.1.2 Urban Traffic Circles

Traffic circles are circular intersections in urban settings. Traffic circles were often
built around historical monuments or items of significant cultural value. Due to high
volume pedestrian crossings at many of these urban sites, traffic signals were often
used to control multiple modes of transportation (pedestrian, cycling, automotive,
etc.) through the circles.

2.1.3 Neighbourhood Traffic Circles

Neighborhood traffic circles are residential improvements, often constructed within
existing four-way intersections. These improvements may include yield signs at the
entrance, however, are often minimalistic in design and include little more than a
central island that forces one way circulating traffic.

2.2 Modern Roundabouts

Canada’s first MR emerged in the 1990s. Since implementation, single lane MR’s
have been extended to interchanges around highways, intersections on highways, and
have been given preference in policy as a first choice for highway intersections in
British Columbia to support climate targets [2]. As mentioned, modern roundabouts
utilize yielding to circulating traffic. Due to this characteristic, it’s a commonly
understood roundabouts hold advantages over intersections (especially signalized)
in low volume situations [10].

2.2.1 Mini Roundabout

The smallest of modern roundabouts is the mini roundabout. The ICD for this type
of roundabout is typically 13.5–27 m [12]. The central island is often traversable,
and for four legs the maximum daily capacity is estimated at approximately 15,000
vehicles.



294 J. Scott and L. Gordon

2.2.2 Single Lane Roundabout

The single lane roundabout typically has an inscribed circular diameter (ICD) of 27m
to 54 m, and as the name suggests, only supports movement of one lane of traffic.
Depending on level of traffic and pedestrian / cyclist requirements, crossing signals
may be used at entrance and exit of these roundabouts. Single lane roundabouts
have demonstrated desirable safety metrics over traditional intersection design for
severity and frequency of injury [5]; injury rate and collision frequency for SLRs are
typically reduced by 73% and 51% respectively [16], in the United States.

2.2.3 Mixed Multi Lane Roundabout

MixedMulti Lane Roundabouts are, by definition, multi lane roundabouts that allow
driver lane changing.Mixed lane roundaboutswere implemented to increase capacity
over traditional roundabouts, however driver behavior (specifically the proclivity of
drivers to change lanes multiple times within the roundabout), has led to a reduc-
tion in the efficiency of this intersection; specifically, it has been suggested that the
reduced traffic safety of lane changing leads to more accidents, and in turn lowers
the efficiency/capacity/robustness of this intersection [17].

2.2.4 Turbo Roundabout

The turbo roundabout was first designed by Dr. Lambertus Fortujin in 1996 while
he was a senior lecturer at Delft University; the design was hypothesized to solve
challenges towardsmultilane roundabout safety performance in theNetherlands. Key
features of the TR include raised lane dividers separating inner and outer traffic lanes,
spiral circulating roadway from inside to outside, and divergent entry lanes which
restrict driver exit choices. The raised lane dividers eliminate laneweaving and reduce
conflict points; the spiral roadway ensures that lane restricted vehiclesmay still access
their desired exit point; the divergent entry lanes ensure any lane changes happen
well before entering the TR. A depiction of the turbo roundabout and its’ key features
may be found in Fig. 1. It should be noted that typical turbo roundabout design give
allowances for appurtenances that encourage more comfortable road passage and
crossing for cyclists and pedestrians; these appurtenances include separated cycle
track, crossing refuge, and sometimes raised crossings that encourage auto drivers
to reduce speed.

3 Literature Review

The main literature used for this review comes from research papers and manuals
produced in Europe; one of the main predecessors of these sources, while also being
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Fig. 1 Turbo roundabout key features. Source Google Maps; authors’ labels

the most well defined, continues to be the Dutch Roundabout Design Manual. As a
principle design source, much of the research created by others either supports or
questions the assertions of the manual. This literature review serves to analyze the
roundabout design manual by comparing it primarily with peer reviewed papers. For
the purposes of analysis, this review will be limited to unsignalized or self regulating
turbo and mixed multi lane roundabouts.

The first four subsections of this literature review will discuss features of a
turbo roundabout that distinguish it from other similar intersection improvements.
The final section will discuss how turbo roundabouts operate, their limitations, and
opportunities within a transportation network.

3.1 Spiral Lane Geometry

There are seven types of lanegeometryprescribedwithin themanual: basic, egg, knee,
spiral, rotor, stretched knee and star [14]. The FWHA defines a turbo roundabout as
having no more than two circulating lanes; and prescribed only the basic, egg, knee,
spiral, and rotor geometries. The additional roundabout types in the Dutch catalogue
(stretched knee and star) allowed for much higher capacity with additional lanes,
which is something not recommended by FHWA [15].

Performance was mainly linked to safety statistics and not speed or volume for
Dutch applications. The parameter found to be most closely correlated towards
safety/speed was the radii of the inner curve and inner lane (R1); the ideal radii
was found to be 12 m. The inside spiral R1 may be seen on the below figure and
found highlighted in the below table. The below figure (turbo block detail) illus-
trates typical design geometry; four radii are used in laying out any two lane turbo
roundabout geometry, and up to six radii are used if a three lane turbo roundabout is
desirable. The radii are offset from center along a translational axis approximately
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half a lane distance. Using a smaller radii roundabout (as found in the turbo round-
about) ensures that vehicles will maintain a reasonable speed throughout the circu-
lating lane; other research has confirmed has confirmed that lower vehicle speeds and
drastically reduce the potential for serious injuries, however in 2012 some research
lended credit to the roundabout design manual by suggesting 40 km/h as the optimal
design speed for turbo roundabouts [8] (Fig. 2).

Czech researchers examining implementation of turbo roundabouts found the
optimal lane width for turbo roundabouts was between 4.5 and 5.8 m in width
[19]. This width coincides with widths pronounced in the Dutch Roundabout Design
Manual, however this varied lane width allowed some flexibility to ensure that lanes
were not toowide to encourage excessive speed, nor too narrow to encourage oversize
vehicle lane encroachment.

Perhaps one of the most easily understood and well documented arguments for
use of a turbo roundabout is from a conflict assessment approach; utilizing turbo
roundabouts in place of multi lane roundabouts drastically reduces the amount of
potential conflict points within an intersection design, as shown in Fig. 3.

Fig. 2 Turbo block detail. Adapted from [13]
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Fig. 3 Comparison of multi lane and turbo roundabout conflict points. Adapted from [13]

3.2 Physical Lane Dividers

Lane dividers are a necessary component of turbo roundabouts to prevent lane
weaving, reduce speed of circulating vehicles, and reduce fear of being cut off while
travelling in other lanes [14]. A large ‘Frog’ is placed near the start of the inner travel
lane to allow higher visibility of the lane divider, and encourage entering the appro-
priate lane. Reflectors are advised andmay be placed either on top of the lane divider,
or on slopes. The original lane dividers had a ‘soft’ raised curb of approximately 1
inch, and then a sloped raise of another 2 more inches to the total height of barrier;
the soft curb allowed vehicles to pass over if required however was a significant
deterrent. To allow snowplowing the overall height of the divider was unchanged,
but the soft curbs were removed, as shown in the below diagram. The overall width
of divider in both diagrams is 1 foot wide, and a foundation or footing was suggested
as a concrete structure embedded in the roadway (Fig. 4).

In 2015, a Polish research paper investigated the effect of raised lane dividers on
reduction of certain types of collisions, as compared tomultilane roundaboutswith no
raised lane dividers. At that time Poland had constructed both turbo roundabouts with
and without physical lane dividers; the type and severity of collisions that occurred
at the turbo roundabout with a physical lane divider were strikingly different; the
collisions resulted in approximately 20% fewer serious injuries, and less than half
the amount of vehicle side impacts when physical dividers were employed. The
author concluded there was little difference between turbo roundabouts without a
lane divider and a standard multi lane roundabout from a safety perspective [11], and
suggested that multilane roundabouts without raised lane dividers are undesirable
(Fig. 5).

Safety benefits of Turbo roundabouts with a raised lane divider cannot be over-
stated. Another group of Polish researchers analyzed collision data of nine multilane
roundabouts (five of which were turbo roundabouts) over four years to prescribe
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Fig. 4 Physical lane dividers. Adapted from [14]

Fig. 5 Collisions type
comparisons between turbo
roundabouts with and
without raised dividers [11]

0

10

20

30

40

50

60

Vehicle Rear
Impact

Property
Damage

Vehicle Side
Impact

Overurning Other

Pe
rc

en
t o

f C
ol

lis
io

ns

Collision Type
with raised dividers with painted line dividers

predictive models of safety performance factor. The data and modelling suggested
a 90 percent confidence that with given traffic volumes, a raised lane divider would
result in up to 60 percent less collisions at a turbo roundabout site [9], most defi-
nitely in US applications where higher approach speeds are common. According
to this team’s research, the likelihood of drivers to follow a swept path was highly
influenced by the presence of lane dividers; up to 40% of drivers using multilane and
turbo roundabouts violated the selected lanes and changed lanes within the circu-
lating lane. Having lane dividers reduces the potential conflict points significantly
for circulating vehicles, and ensures that smaller radii geometry is followed, which
induces lower speed and risk towards vehicles within the turbo roundabout.
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Fig. 6 Approach axis line [14]

Further, Italian research demonstrated that the physical lane dividers guarantee a
reduced running speed throughout the circulating lane, by enforcing compliance to
the smaller radii geometry [8]. This research suggested that physical lane dividers
should be used in all circumstances when considering turbo roundabouts in an urban
context.

3.3 Approach Lane Vectors

Alignment of the approach lane is a critical determinant of incoming speed. It is
desirable to have drivers reduce speed when entering roundabouts for safety reasons.
Due to this reason it’s allowable to have offsets to the left of the center of the round-
about, but not to the right. Having an offset to the left is only advised if there are no
cyclists and few pedestrians crossing the roadway, as higher vehicle exiting speed
would be expected [14]. Ensuring vehicles approach roundabouts nearly perpen-
dicular encourages reduction of speed due to the radius of curvature to enter the
circulating lane; without a smaller radius curve to enter the lane, reduced speed (and
therefore safety benefits) cannot be guaranteed (Fig. 6).

3.4 Pedestrian Crossings

Brilon summarized lessons learned with all types of roundabouts in Germany in
2011 at the TRB roundabout conference; particularly useful were the findings about
effective placement of appurtenances. It was suggested that the only significant risk
at compact roundabouts was with their connection to cyclists; Brilon suggested that
cycle track crossings of entry and exit lanes should be placed at least 5 m from the
circulating road, and might only be necessary when traffic carried at the roundabout
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exceeds 15,000 vehicles per day. While statistical information wasn’t presented to
support some of the lessons learned, it was suggested that cyclists suffer from poor
visibility when their crossing distance is too close to the circulating lane [4]. Conclu-
sions of this paper suggested that signalized intersection is still a well accepted
solution for traffic amounts above 40,000 vehicles per day.

Brilon’s findings were supported in a British case trial study where different cycle
track and crossing schemes were tested to analyze how roundabouts affected the
safety of cyclists and pedestrians and their proclivity towards active transportation
in a network where roundabouts were constructed. Overall, the cyclists and pedes-
trians were supportive of the roundabout improvements towards an active transporta-
tion, and the designs most successful included segregation of all three modes, and
separation from the circulating traffic ring [22].

It should be noted that pedestrian crossing locations and inclusion of appurte-
nances likely has significant effects on traffic capacity in urban context, if at grade
crossings are included. Italian researchers estimating capacity of turbo roundabouts
in urban context had contentious findings for capacity that did not agreewith previous
research and may warrant further investigation [8].

3.5 Placement Within Network and Capacity

Researchers in Spain analyzed the safety and capacity of Turbo Roundabouts using
gap acceptance theory along with other complex capacity formulation techniques.
Without getting into too much detail about this research, the findings indicated
that turbo roundabouts had limited application in high capacity circumstances. The
researchers concluded that previous authors used much too simplistic approaches for
comparison of turbo roundabouts to mixed multi lane roundabouts (specifically for
lane allocation and saturation); the circumstances where turbo roundabouts perform
best are for locations where turns in the minor traffic flow direction are above sixty
percent [18]. This point was further examined and agreed upon that in order for turbo
roundabout capacity to exceed multi lane roundabouts, more than sixty percent of
vehicles must be turning right [21].

Further research by Silva and others analyzed performance of turbo roundabouts
compared to multilane roundabouts with microsimulation and real case study in
corridor applications. The corridor analyzed had three roundabouts spaced at 400
and 470 m on a two lane road; the research was aimed at analyzing capacity of
these turbo roundabouts at saturated or near saturated conditions. The findings by
this research suggest capacity performance degrades rapidly as turbo roundabouts
exceed capacity [17], as opposed to conventional multilane roundabouts; it appears
the multilane roundabouts were less susceptible to clogging at saturated conditions.
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4 Discussion

One of the main benefits recognized from numerous sources within the literature
review was the safety benefits of turbo roundabouts (and roundabouts in general).
Added safety via reduced frequency and severity of collisions has been attributed to
radial curvature imposing a reduction of speed to under 40 km/h. Low radius curves
require drivers to slow down to comfortably move throughout the circulating lanes.
As shown in prior research, vehicles will take the fastest path through multi lane
roundabouts where lane compliance is not enforced via raised lane dividers, making
illegal movements commonplace throughout multilane roundabouts—thus under-
mining their purpose of improving road safety. Case studies have shown collision
frequency reduction of at least 60%when converting a priority intersection to a turbo
roundabout [19], however this amount varies based on country of implementation
(expected speeds and rules of road vary).

One item differing between research papers was an agreed upon capacity formula,
especially in urban context where pedestrian crossings are expected at grade. The
method of calculating capacity with only vehicles wasn’t necessarily agreed upon,
and certainly the location of appurtenances and their affect on intersection capacity
is not very well understood. It was however recognized that pedestrian and cyclist
crossings should be kept back from these intersections; the appropriate distance from
the circulating lane to place pedestrian crossings was not found in this literature
review.

5 Conclusion

Turbo roundabouts seem to operate consistently, but not exclusively, at high capacity
in locations with three intersecting legs. These roundabouts have the potential to
replace many signalized intersections in three and four leg scenarios in urban appli-
cations however the likelihood of success is dependant on accurate modelling and
understanding of how pedestrian flows affect the safety and function of the intersec-
tion itself. It seems reasonable that further research into modelling of the different
types of these roundabouts in urban circumstances would be beneficial, so an analyt-
ical tool may be developed to adequately assess different locations for suitability of
turbo roundabouts as a first choice.

One of the underlying program tenets for the Dutch roundabout design manual
(referenced frequently in this paper) is a vision zero goal. The vision zero goal
for transportation, as the name implies, is a goal of having zero fatal collisions;
the goal places the onus on adequate design to reduce risks for road users. North
American design manuals as recent as “Guidelines for the Planning and Design of
Roundabouts” [12] seem to encourage multilane roundabout designs that focus on
vehiclesmaintaining their directed pathwhen entering roundabouts, with no physical
lane controls. Research suggests up to 40% of road users ignore lane markings when
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using multi lane roundabouts for the fastest path; it seems redundant to design multi
lane roundabouts for circumstances which aren’t, in fact, observed or realistic. One
conclusion is that opportunity for driver error isn’t necessarily viewed as a designer’s
responsibility, and perhaps that is a fault of the road culture of North America. If
safety is to be encouraged from a design perspective, it may be worth reviewing the
program foundations supporting it.

Finally, it is apparent from the research reviewed that multi lane roundabouts are
not desirable improvements from a safety perspective without raised lane dividers.
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Smartphone: A Source for Transit
Service Planning and Management Using
Wifi Sensor Data

Muhammad Arslan Asim, Lina Kattan, and S. C. Wirasinghe

1 Introduction

Complete information on passenger activity in a transit system is important for transit
planning, operation, demand management and service improvement. Estimated or
actual ridership information is a basic requirement for both the design of new transit
services and themodification of existing transit services. Fleet size, schedule or head-
ways and duration of service are designed based on passenger demand along with
other variables. Passenger demand and other variables like passenger arrival rate,
in-vehicle and at-station crowding levels, and dwell time are periodically or continu-
ously monitored. This allows transit services to meet seasonal and daily fluctuations
in demand to provide a certain level of service to transit customers.

A transit passenger’s activity tracking data can include information such as the
time a passenger entered into a transit station, the path taken to access a platform,
waiting location and time, the car or door of a transit vehicle used to board, the
stations passed through to reach the destination, the time of alighting, the path taken
to exit the station or access a connecting route, total distance travelled and total time
spent in the transit network [8, 12].

Transit service operators use various types of data collection systems in tandem
to monitor the above transit passenger activity information. These data collection
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systems are Closed Captioning Television (CCTV) cameras, manual counts, Auto-
mated Passenger Counts (APC), turn gates, automatic vehicle locations and Auto-
mated Fare Collection (AFC) systems that include smart cards and mobile ticketing.
None of these systems can gather complete transit passenger activity on its own; each
of these systems gathers one or more elements of transit passenger activity data.

Turn gates and manual counts are the traditional methods used for estimating
transit ridership at stations and on transit vehicles. Although these systems are still
used by many transit agencies, they are resource-intensive and time-consuming [9,
14]. APC systems are considered as an industry standard and are widely used on
transit vehicles for collecting continuous ridership (boarding, alighting and bus loads)
data [9]. AFC systems are being continually adopted by transit agencies around the
world and can be used to gather ridership information, although this is not the primary
purpose of these systems. All these systems are expensive, require extensive capital
investments [9] and maintenance budgets, yet offer limited data.

Advancements in information and communication technology and big data
analytics offer the opportunity to estimate transportation travel data more accu-
rately and cost-effectively. The increasing number of passengers that carry smart-
phones coupled with the wide availability of free WiFi at transit facilities have made
it possible to gather information on transit passenger activity using WiFi sensing
devices. WiFi sensing devices can identify the unique Media Access Control (MAC)
address of every smartphone that comes within its specific detection range, without
associating this address to any personal information like the device owner’s name or
cell number [1].

Additionally, other useful data can be reported, including the date and time, RSSI
(Received Signal Strength Indicators), duration of contact and location coordinates of
the device. The data collected through the WiFi sensing technology has the potential
to automatically and continually infer important information on passengers’ activity
with relatively low investment and maintenance cost. WiFi sensors can be installed
at strategic locations in transit facilities to detect transit passengers’ smartphone
data. This data can then be processed to gather ridership information, inter and intra
stations origin-destination,wait time and crowding level. This data can also be used to
estimate key states of a transit system (dwell time, travel time, on-time performance
etc.) [12] and possibly to make real-time decisions in case of emergencies.

The objective of this paper is to demonstrate that WiFi sensors are an effi-
cient, accurate and cost-effective technology that transit agencies can use to collect
passenger activity data. Data collected from WiFi sensors can be noisy and can
capture the MAC addresses of both passengers and non-passengers. Advanced
filtering techniques are thus needed to remove noisy measurements. This paper also
describes a pilot project being initiated at the City of Calgary, AB by deploying
commercially available WiFi sensing devices installed at seven LRT stations to
continually gather passengers’ data for six months.

In the following sections of this paper, the background and relevant literature are
first described. WiFi sensors and their functionality (how they collect the cell phone
information, sensors coverage etc.) are then presented, alongwith a discussion of how
this data can be stored, processed/parsed and analyzed to determine/estimate various
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parameters related to transit passengers’ activity and transit operational analysis.
Finally, the preparedness of Calgary Transit is described followed by conclusions,
recommendations and suggestions for future work.

2 Literature Review

Advancements in the field of information and communication technology, wire-
less connectivity in public transportation service and increases in the use of mobile
devices can significantly impact travellers’ behaviour. Mobile devices allow trav-
ellers to spend their travel time doing useful activities during what could otherwise
be wasted time. Dong et al. [3] conducted a study in 2012 in California to examine
the impact of providing free WiFi onboard transit vehicles. The study found that
survey participants would make up to 8.6% more trips if free WiFi was provided on
train, with young and new riders making the highest percentage preferring freeWiFi.
Market penetration of cell phones (have WiFi and/or Bluetooth) is more than 80%
worldwide [13]. As of July 2020, the cell phone penetration rate in Canada was 79%
[13].

The smartphone data collected through WiFi has the potential to quantify transit
parameters such as ridership (boarding, alighting and bus loads), passenger arrival
and departure rates at stations, passengers’ origins destinations, routes, wait times
travel times and frequency of transit use [4]. Transit agencies can also use the same
WiFi dataset to monitor crowding levels at transit facilities. In case of transit vehicle
overloads, transit service disruptions and other emergencies they can then deploy
appropriatemitigation strategies such as, dispatching additional transit vehicles based
on real-time demand [5].

Smartphones can be detected by various mediums, like cellular towers, Bluetooth
andWiFi devices. Cellular mode is almost always turned on in smartphones, making
them easily detectable by cellular towers. However, the data collected from cellular
towers are not accessible due to low coverage from different private operators. WiFi
and Bluetooth have good local coverage. WiFi detection rate is significantly higher
than Bluetooth due to higher connection speed, range and level of access to the
internet (i.e. smartphoneusers almost always keep theWiFimode turned-on) [1, 8, 9].

WiFi sensors are commonly used by retail businesses to gather information from
customers’ smartphones and produce statistics such as customers visit and physical
and temporal loyalty patterns. This information is useful for business monitoring
and improvement [11]. Some airport authorities have installed WiFi sensors to track
passengers’ time spent in various activities (check-in, security, waiting in lobby,
boarding) from the terminal entrance until aircraft boarding. These data sets are
being used for monitoring and for devising new strategies for increased operational
efficiencies in airport terminals [7, 12].

Transit agencies have realized the importance of internet availability for transit
customers and have adopted the trend of providing complimentary WiFi at transit
facilities and on vehicles. Complimentary WiFi has become one of the parameters
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for measuring transit system’s attractiveness (Level of service). However, the use of
smartphone data for monitoring transit passengers’ activities is still under research
and has not been deployed in the field yet. Ongoing research has tested the feasibility
and effectiveness of the WiFi technology for monitoring transit passengers’ activity.
Transit agencies that conducted pilot studies to infer WiFi-based transit passengers’
information aremainly in theUSand includeNewYorkCity,Charlottesville,Virginia
and Santa Catarina, Brazil.

Paradeda et al. [8] developed a model to estimate bus ridership and origin–desti-
nation using smartphone data collected by WiFi sensors, at three stops of a local
bus route in Santa Catarina, Brazil. They validated this estimation with the counts
collected by a video camera and found that the WiFi sensors were 86% successful at
detecting smartphones in the first 40 s. They also noted that the estimated passenger
counts were always less than the actual passenger counts at the aggregate level. This
could be because the WiFi mode may have been turned off for some devices. The
number of device detections and their consecutive detection, signal strength (RSSI),
the elapsed time between the origin and destination stops are used as bases to identify
the customers making a trip between that origin-destination pair.

El-Tawab et al. [4] tested a low-costWiFi data-based methodology for bus service
improvements by tracking passenger smartphones at two stops of a local bus route
on a university campus in Virginia, USA. Their main objective was to determine the
number of passengers and their waiting time. The data collected consisted of times-
tamps, MAC addresses, and RSSI. Using the minimum and maximum waiting times
for a specific device in a bus station, they estimated the duration of the passengers’
waiting time at the bus stops. The arrival of the bus was used to filter the smartphones
which were present at the bus stop. They did not provide data validation results.

Pu et al. [9] used the combination of WiFi and Bluetooth data on three local bus
routes in Seattle, USA to estimate transit ridership flow and origin-destination pairs
in real-time. Data collection devices were installed on busses. The collected data
was transferred from the vehicles to a remote management center for analysis. The
researchers proposed a process to broadcast determined passenger load and transit
operational status to the transit customers in real-time. Todistinguish passengers from
non-passengers a fuzzy clustering mean algorithm was developed. The experimental
results indicated that their proposed algorithm can highly improve the estimation
accuracy. They found that mean values of the detection times, detection duration,
average and maximum RSSI of passengers’ MAC addresses were much larger than
those of non-passenger’s MAC address.

Ryu et al. [10] conducted a small-scale proof-of-concept using WiFi sensing
technology to determine transit origin-destination and passenger wait time at bus
stops of a local route along a corridor in Charlottesville, Virginia, US. They validated
their system using video data and found 91% accuracy in OD estimation and 7 s error
in travelers’ wait time. They usedWiFi signal strength (RSSI) to identify individuals
along the bus route.

Chon et al. [2] studied the feasibility of usingWiFi sensors for tracking pedestrian
mobility activities at a large scale. They recruited 25Korean university students to act
as mobileWiFi sensors by holding a smartphonewhile on the university campus. The
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smartphones were installed with special applications to detect smartphones within
its WiFi range. They used consecutive detection of the same device within a certain
period and signal strength of a certain threshold to filter and detect pedestrians around
the mobileWiFi sensors. These pedestrian detections were used to monitor crowding
levels at various places at different times of day. Their detection technique was 91%
accurate.

Shlayan et al. [12] proposed the use ofBluetooth andWiFi to collect transit passen-
gers’ cell phone data for estimation of time-dependent origin-destination within a
transit facility andwait time atMetropolitanTransitAuthority (MTA)bus and subway
stations, New York City, USA. They placed more than one sensor at a station to track
movement patterns within the station. They found that sensor placement needs to be
site-specific for achieving accurate results.

WiFi sensing technology has the potential to collect complete transit passengers’
activity information. Previous research has focused on collecting one or two vari-
ables related to transit passengers’ activity at bus stops and short bus routes. A few
researchers have applied WiFi sensing to transit systems at a larger level, like LRT
system to automatically collect passenger activity data.

3 WiFi Sensors and Functionality

When theWiFimode is turnedon in a smartphone, the device frequently emits packets
of information to search for an available internet connection. WiFi sensing devices,
usually referred to asAccess Points (APs), detect these packets of information, record
the identity of the device and then record the device as connected to their network [8].
Every smartphone has a unique MAC identification when it tries to search for an AP.
Therefore, every smartphone can be uniquely identified within aWiFi detection zone
usingMAC identification. The detection range ofWiFi sensors varies between brands
but is usually around 200ft. Other than MAC address, the date, time and receiver
signal strength of a smartphone are also recorded by an AP. APs continuously search
for packets of information coming from different smartphones. If the same device is
detected again the same set of information for that particular smartphone is recorded
again.

RSSI is the minimum signal strength (after all possible losses) at which data
from a source can be received at a specific rate. RSSI scale can be from 0, being
best to −120 dbm, being worst. Every smartphone sensed by an AP has a different
RSSI value. The RSSI of a smartphone device varies depending on the distance
from an AP, phone brand and model [8]. Additionally, obstructions such as human
bodies, windows and walls, and high voltage and high frequency devices can cause
interference and weaken the RSSI strength. According to previous studies RSSI
of more than -80dbm is required for a smartphone to be detected by an AP and
transmit information in transit facilities. More advanced modems/routers can be
used to improve signal strength (RSSI) for an area.
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Data Validation

Compare the estimated parameter values with actual sample data, such as manual observation

Determination of Transit Passengers Activity Parameters

LRT riderhsip Wait time Origin-
destination Crowding Access and 

egress behavior Others

Data Filtering

MAC addresses RSSI Approximate location of 
cell phones

Duration of contact with 
an AP

Data Gathering

Smartphone identification with WiFi sensors

Fig. 1 Steps involved in the determination of transit passengers’ activity parameters using their
smartphone Ids

Discovery time is the time that a smartphone takes to be detected by an AP.
Discovery time depends on the technology of a smartphone. The newest smartphones
connect with an AP virtually instantly as they enter a WiFi zone of an AP. Older
smartphones take up to 10 seconds to be detected with the screen turned on and up
to a minute with the screen turned off. Based on data from 11 mobile WiFi sensors,
[2] found that 82% of the smartphones scan APs every minute and 90% scan every
130 seconds [2]. Three or more WiFi sensors are required to find the exact location
of a smartphone with a facility [11]. The position of APs is also important in defining
the sensing range.WiFi sensors’ antennae are positioned in a way to limit the sensing
range to the transit facility [1]. This makes it easier to distinguish transit passengers’
devices from other devices.

APs usually have built-in storage, but this storage is not normally enough to store
large amount of data. Therefore, a database server should be set up with which
APs connect wirelessly through WiFi to send information in real-time for storage.
In the database information of each smartphone is recorded by time and location.
Average data push rates of APs can be adjusted. These rates may range from few
seconds to few minutes. The size of each packet of information that an AP transmits
to the database server depends on the traffic in the AP’s detection zone. Figure 1
shows steps involved in the determination of passengers’ activity information. The
following sections describe these steps in more detail.

3.1 Installation of WiFi Sensors, Data Collection and Testing

Depending on the specific objectives, WiFi sensors are installed at strategic locations
in transit facilities such as entrances to stations and platforms. The layout of a transit
facility and platform can make it challenging to completely cover an area of interest
with WiFi sensors. Transit stations can be underground with cover-controlled access
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points, or outdoors, with uncontrolled/open access. Platforms can also be located in
the middle of or parallel to rail tracks/running ways, or tracks/running ways can be
located in between two platforms. If detection devices are placed too close to each
other then they can both detect the same device simultaneously. Therefore, some
criterion needs to be defined for placement of sensors to avoid detection duplication
of the same smartphone, based on RSSI values [12].

Passengersmay prefer to wait either inside the station building, in a shelter located
at the platform or in open area, depending on prevailing weather conditions. This
makes it challenging to differentiate passengers who are waiting at a central plat-
form between the different train routes they are waiting for. After the placement of
WiFi sensors, testing must be conducted with signal strength measuring devices to
note RSSI value at various locations within a transit facility to calibrate the RSSI
values with respect to various locations in the transit facility. Volunteers holding
smartphones of various brands and models and of known MAC addresses can walk
through the transit facility to confirm that the data is efficiently collected and stores
by the WiFi sensors and database server.

3.2 Data Filtration

Differentiating transit passengers from non-passengers is a challenge as the WiFi
sensing devices detect all the smartphones within range. The devices that can be
detected include fixed WiFi devices [9], vehicles and nearby pedestrians within the
sensing range. Fortunately, the number of smartphone detections (i.e., the number of
consecutive transmissions a particular smartphone is detected at a given location),
detection duration, RSSI, date and time of the detected smartphones can be used
in combination to differentiate transit passengers from non-passengers. Fusing data
from other sensors such as APC or automatic fare collection can also improve the
filtration process.

3.3 Estimation

Once the data is filtered and transit passengers’ smartphone IDs have been separated,
analyses are conducted to determine passenger activity (ridership, wait time, travel
time, crowding levels, etc.) and system operations (arrival/departure timing, dwell
time, travel time between stations, etc.) parameters. Smartphone MAC addresses,
dates and times are used in this process.Commercial software packages such asPower
BI are available to perform the analysis in real-time and show the Key Performance
Indicator (KPI) analytics.
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3.4 Data Validation

Field data from a reliable source can be used to check the accuracy of the passenger
activity data as estimated from the smartphone sensors. Usually, manual surveys
or observations from surveillance cameras are used to validate smartphone-based
transit passengers’ activity related data [4, 6, 8, 9]. Various methods, such as Kalman
filtering and neural networks can be used to validate smartphone data. Thesemethods
can also be used to predict passenger activity based on observed historical patterns.

4 Potential of Smartphone Data Collected Through WiFi

This section describes how various parameters and transit performance indicators
can be determined using transit passenger smartphone data collected through WiFi
sensors.

4.1 Ridership and Wait Time at Stations/Stops

Transit ridership information primarily refers to the number of passengers boarding
and alighting, origin and destination demand, and transit vehicle loading. This infor-
mation is important in route planning, transit service design and demand manage-
ment. Turn gates and manual counts are still used by many transit agencies to esti-
mate ridership at stations and on vehicles. Other automated passenger measurement
includes APCs, camera detection and axle load sensors [6, 12]. APC systems are
considered an industry standard and are widely used on transit vehicles for collecting
continuous ridership data. Transit agencies also use AFC systems to gather rider-
ship information and WiFi technology can be used to efficiently collect continuous
ridership and passenger wait time data at transit stations through passengers’ smart-
phone ID. WiFi sensors are installed at strategic locations on platforms to sense
smartphones when passengers arrive at the station. The smartphone data need to be
filtered to remove the noisy detections of non-passenger WiFi signals. The data need
to be cleaned further by filtering out the passengers who were waiting at the same
platform but for different transit routes. For example, when two vehicles arrive at the
platform simultaneously, it is challenging to differentiate passengers boarding to and
alighting from a specific vehicle. Different strategies are required to filter the data
route wise at a specific time when more than one transit vehicles arrive at a platform
from opposite directions. Based on the arrival pattern of transit vehicles it may not
be possible in some cases to filter out the boarding, alighting and waiting passengers
at a platform and passenger load on a transit vehicle, unless the ridership information
from upstream stations is known.
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As WiFi sensors continually scan for smartphones, the data can be manipulated
to determine the ridership and passenger wait times. Smartphone ID data from all
transit stations can be used to determine a passenger’s origin and destination by
MAC address matching analysis. TheWiFi sensor data should be compared to actual
ridership data from an authentic source, such as an APC system or CCTV cameras,
to evaluate the accuracy of ridership and passenger wait time.

Using this technique to determine ridership could allow transit agencies to deter-
mine metrics such as arrival loads, departed loads, boarding, alighting, origin and
destination matrices, Max Load Points (MLP are the locations on a transit route
where passenger loads are maximized), aggregate and disaggregate passenger wait
times and the temporal distribution for all routes and directions of route serving a
station.

4.2 Demand at Transit Stations

Scheduling and dispatch are essential steps of transit route planning. These steps
require passenger demand estimates at each station along a route. In fixed-route
fixed scheduling, high passenger demand at transit stations along a route may cause
overcrowding.Tomanageovercrowding, additional transit vehicles canbedispatched
to carry the leftover passengers in case reliable passenger arrival data is not available.
Fixed routes with dynamic schedules require accurate passenger arrival patterns
at stations along a route to optimize vehicle scheduling and dispatching. Transit
agencies can thus mitigate crowding and excessive passenger wait time if real-time
or estimated passenger demand information is available.

Currently, transit agencies use vehicle onboardAPCs,manual observations and/or
CCTV cameras at stations to gather crowding information. Data from WiFi sensors
can be used to estimate and predict passenger demand in real-time at all stations
of a route at a lower cost than current systems. This data could allow transit agen-
cies to optimize the scheduling and dispatching of main routes as well as those of
feeder bus routes.WiFi sensors installed at access points of stations can continuously
detect passengers arriving at a station by timestamps. TheMAC addresses, dates and
detection time data for every passenger’s smartphone at every station can be anal-
ysed to determine real-time passenger demand. However, data filtering is required,
as mentioned above, to distinguish transit users from non-transit users. Also, the
demand data collected over time can be further analysed for predicting future daily
and hourly transit passenger arrival rates (passenger/unit time).

4.3 Customers Access and Egress at Stations

Most major transit stations have more than one passenger entrance/exit points.
Some of these entrance/exit points are well used and others are underused. Data
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on the number of passengers entering and exiting through all station entry/exits
could provide insights for future station design and modification of existing stations.
Currently, entrance/exit points at transit are mainly manually monitored by CCTV
cameras from control centers. WiFi technology can continuously record passenger
counts in and out of a station through entrance/exit points. Transit agencies can
use this information to identify which entrance/exit points are most frequently used
by time of day and when and what is peak use. WiFi sensors can be installed at all
entrance/exit points aswell as on the station’s platform.As a passenger enters a station
through an entrance, the passenger’s smartphone is detected by the WiFi sensor
installed at that entrance. After few seconds or minutes, depending on the walking
time from the entrance to the platform, the same smartphone will be detected by the
WiFi sensor installed at the platform. The RSSI value of detections will increase as
the passenger approaches the platform.

Similarly, a passenger alighting from a transit vehicle will by detected by WiFi
sensors installed at the platform. After few seconds or minutes the passenger will be
detected by WiFi sensors installed at the station exit point. As the passenger leaves
the station, the RSSI value detected by the WiFi sensor installed at the exit will fade
out until it is no longer detectable. By the MAC address matching process, transit
agencies can determine the number of passengers entering and leaving a station.
Total transit passengers’ usage of a specific entrance/exit point at a station can thus
be monitored using this technique. As in the other applications, the data needs to be
filtered out to distinguish transit users from non-transit users.

4.4 Station Crowding

Transit agencies can use crowding information at platforms to improve dwell times,
manage passengers’ evacuations during emergencies and handle transit service
disruptions. Crowding information at platforms can help improve safety during the
COVID-19 pandemic. Passenger boarding and alighting time can be reduced by
spreading passengers along the platform before transit vehicle arrival so, they can
board less congested train cars. A luminous band along the platform (equal to the
length of the train) can be provided to show occupancy of the arriving train cars.
Transit apps are a lesser costly solution in this regard, as these apps can show the
occupancy of arriving train cars in real-time, allowing passengers to choose a less
busy train car [5].

Currently, APC systems installed on every transit vehicle are used to track
passenger loads at stations and transmit this information to the downstream station,
as the transit vehicle leaves the upstream station. Crowding levels at platforms are
monitored through CCTV cameras.

WiFi sensors can be installed at transit stations to determine passenger loads on
transit vehicles and platforms. An arrangement of WiFi sensors at the platform is
required to record passenger crowd data as was described above for the ridership and
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passengers waiting time. Deliverables of this technique will include real-time and
historical transit vehicle loads and platform load patterns.

4.5 Transit Operational Monitoring and Management

Transit agencies use precise transit arrival and departure information to calculate
KPIs such as on-time performance and dwell time. These KPIs are then used as
inputs for scheduling and resource optimization. Transit agencies also use these KPIs
to identify areas for service improvement such as travel time reliability improvement
by introducing transit priority measures, decreasing station dwell time by improving
boarding processes, and other service improvements.

Currently, check-in and check-out sensors are installed on train tracks at the ends
of platforms. These record the arrival and departure times of every train. APCs can
also provide this information whenever the doors of a vehicle are opened or closed at
the station. WiFi sensor technology can be used to gather continuous transit vehicle
arrival and departure timing at stations at a lower cost than current methods.

During revenue service hours, transit vehicles are full of passengers holding smart-
phones. As a transit vehicle arrives, many smartphones would be detected simulta-
neously, indicating the arrival of the vehicle. As the transit vehicle departs from the
platform the RSSI values of the smartphone on the transit vehicle will decrease until
the smartphones are no longer detected. The reported time and date of these events
can determine transit vehicle arrival and departure times.

It could be challenging to detect transit vehicles during off-peak periods when
transit vehicles may be empty, as no smartphones would be detected by a vehicle’s
arrival. One potential solution to this problem could be to install WiFi sensors at
all stations along a route to identify this type of unusual event. Alternatively, a
WiFi-enabled device with a known MAC address could be deployed in every transit
vehicle. This system would make it easy to detect transit vehicles the time the transit
vehicle arrives and departs. The majority of new transit vehicles are installed with
GPS modems, which are cellular and WiFi-enabled. The MAC addresses of these
GPS modems can thus be used to detect transit vehicles at stations. The cost of the
WiFi sensors-based solution would be still less than standard APC systems.

Transit vehicles’ arrival and departure timings data can be used to calculate dwell
time at stations. Schedule adherence can be determined by comparing the recorded
arrival with the scheduled times. Travel time and average vehicle speed between two
stations can be calculated based on the recorded arrival and departures at both the
stations.
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5 Calgary Transit’s Pilot

The City of Calgary is the third largest municipality in Canada (after Toronto and
Montreal) and the largest city in the province of Alberta. Calgary Transit is the
public transit service provider in Calgary. Calgary Transit’s rapid transit system
consists of BRT (MAX) and LRT services. Two LRT lines (the Red and Blue lines
shown in Fig. 2) are the backbone of Calgary’s transit system and carry over 200,000
customers daily. Calgary Transit has been providing free WiFi to its customers at all
LRT stations for many years. Recently, Calgary Transit, Shaw and the University of
Calgary have partnered to conduct a pilot for collecting passenger activity data by
tracking smartphones through WiFi sensing technology. Seven LRT stations (out of
a total of 45) were selected for the pilot. A Cisco Meraki MR42 WiFi sensor have
been installed at each station (Fig. 2). The pilot aims to test the accuracy of the WiFi
sensing technology and to infer parameters including station ridership, line ridership
at MLPs, wait times, origin–destination matrices, train travel times between stations
and dwell times at the stations.

The WiFi sensors installed at the stations will not store the smartphone data that
theywill capture. Therefore, a database server is being set up to host the data remotely
in real-time, continuously for six months. Appropriate data filtering techniques will
be applied to separate the LRT passengers’ smartphones out of all the smartphones
detected by theWiFi sensors. Thefiltered datawill then be analysed to infer passenger
activity and LRT operational parameters. Ridership data will be collected manually
and with APC devices during the study period to validate the accuracy of the parame-
ters inferred from the smartphone data. Finally, analytics of various key performance
indicators will be created to monitor the passenger activity and LRT operations in
real-time.

Fig. 2 Location of theWiFi sensors at selected stations on the LRTnetwork inCalgary, AB,Canada
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6 Conclusions

Transit agencies use various types of data collection systems that are expensive
to install and maintain to collect passenger activity and system performance data.
This paper has explored WiFi sensing technology based on relevant literature and
recent research findings. WiFi technology has the potential to collect information
on transit passenger activity and transit system performance efficiently and with low
investment. One system consisting of WiFi sensors and database servers can be set
up to gather all the necessary information for which multiple devices are currently
being used.Yet, the application ofWiFi formonitoring purposes in the transit industry
worldwide is still rare. With the expected increase in data transfer speed (5G) and
wider bandwidth, WiFi-based monitoring will become even more accessible and
inexpensive for transit agencies. Data privacy will still be an issue; transit agencies
need to assure the security of passengers’ information.

7 Recommendations

Pilot studies must be conducted by installing WiFi sensors at one or more stations as
a proof-of-concept before transit agencies can undertake network-wide deployments
of WiFi sensing technology. Multiple WiFi sensors must be installed at platforms or
station access points, as at least three sensors are required to triangulate a location,
thus improving the accuracy of the location coordinates of a detected smartphone.
While one WiFi sensor may suffice for a small bus stop, effective placement of
multiple WiFi sensors is needed to achieve high accuracy and minimize filtering
requirements.

Manual data or observation from video data is needed to validate passenger
and transit vehicle activity information determined from smartphone data collected
throughWiFi sensors. In addition, data from other industry proven and in-use sources
such as, Automated Passengers Counts (APC), which have an accuracy of 98%, if
available, must also be used as a base to confirm the accuracy of the passenger infor-
mation inferred from the WiFi smart phone data set. Transit agencies, IT consultants
and legal agencies should cooperate to establish standards around smartphone data
exchange in a secure way with transit agencies through WiFi sensors for transit
improvement.

8 Further Work

Theuse ofWiFi sensing technology for inferring transit passenger activity and system
performance is an emerging research topic. Much research is required to further
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explore the potential of this technology to generate more accurate data, without
compromising the privacy of smartphone users.

To improve privacy, smartphone manufacturers have started implementing MAC
address randomization. This implies that a new address can be generated for every
time a WiFi-enabled device sends to all channels for a connection. Due to this secu-
rity protocol, it might be no longer possible to identify every element of transit
passenger’s activity [15]. However, the smartphone data through WiFi still offers a
promising opportunity to determine ridership and identify other localised informa-
tion at the same station (e.g., ridership counts, wait time, platform crowding level,
etc.). Such limitations of the smartphone data collected through WiFi can be further
explored and appropriate solutions can be developed to gather transit passenger
activity information at a disaggregate level.
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Assessment of Adaptation Solutions
to Floods with PCSWMM
and a Multicriteria Analysis for a Very
Small Watershed

Audrey Coulombe, Jean-Luc Martel, Annie Poulin, Mathias Glaus,
Geneviève Audet, and Steve Girard

1 Introduction

In southern Quebec, the spring freshet generates flooding water levels in a large
number of rivers [1, 2], affecting around 80% of riparian municipalities [3]. In
summer and fall, heavy rainfall caused by convective or tropical storms can also
cause their share of inconvenience [4], in particular over small rural watersheds.
These pluvial flooding are also expected to be impacted by climate change through
an intensification of extreme rainfall events [5]. Small cities located in very small
ungauged watersheds are particularly ill-equipped to handle this situation.

Therefore, the main objective of this study is to develop and test a methodology
to be used by municipalities located in very small ungauged watersheds in order to
assess flood adaptation scenarios while considering climate change. A case study
was conducted in the Municipality of Saint-Isidore (hereafter Saint-Isidore) located
in Quebec, Canada (Fig. 1) at the head of the Saint-Régis River watershed. The
aim is to apply the developed methodology to classify various potential adaptation
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Fig. 1 Localization of the study site

solutions against flooding of fluvial origin caused mainly by the high water level of
the river following summer intense rainfall. This initiative has been spearheaded by
the watershed organization of the OBV SCABRIC (Châteauguay River conservation
and development society), aiming to better understand flooding and the solutions that
can be put forward while integrating the aspect of climate change as well as decision
support for analysis.

2 Study Site

The majority of the municipality’s watershed is made up of agricultural lands (75%),
with the remaining being occupied by residential areas (25%) [6]. Several agricultural
plots oriented perpendicular to the stream are drained using tile drainage directly into
the Saint-Régis River to evacuate water from fields more efficiently to improve crop
productivity. A large portion of the Saint-Isidore sewer network is pseudo-separative,
meaning that foundation drains and roof gutters are connected directly to the sanitary
sewer rather than the storm sewer. The storm sewer network collects runoff water
through sumps and channels it directly into the Saint-Régis River.

TheBoyer culvert serves as the outlet of theSaint-RégisRiver in themunicipality’s
residential area (see Fig. 1). During intense summer convective storms, the network
upstream of the culvert can become completely overloaded, causing local flooding
in the city’s area near the stream. These flood events are amplified with the water
level remaining high near Sainte-Anne Park due to the culvert’s raised elevation
preventing proper drainage following rainfall events, also creating a safety issue for
children.
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3 Methodology

This section covers the three main steps to the proposed methodology to evaluate and
compare various potential adaptation solutions against flooding: (1) the data collec-
tion, (2) the modelling component (hydrological, hydraulic and climate change) and
(3) the decision support component (multi-criteria analysis).

3.1 Data Collection

To build a hydrological and hydraulic model over an ungauged watershed, data
collection is the first step that must be accomplished. With respect to this case study,
twowater-level stations (Stations 1 and 2; Fig. 1) composed of a pressure sensor were
installed early September 2019 allowing the water level to be deduced by using an
additional barometric pressure sensor. Unfortunately, following the flood preventive
de-icing of the Saint-Régis River, Station 2 sensor was torn apart onMarch 13, 2020.

A land survey activity made it possible to generate cross sections and the longi-
tudinal profile of the Saint-Régis River and to obtain the position and rim elevations
of the storm manholes and culverts. In order to properly represent the storm sewer
system, the invert elevation of the majority of the accessible storm manholes was
measured and completed using as-built plans or by interpolation if needed.

The delimitation of the watershed is required to determine the surface area which
is drained towards the water-level stations. To this end, a digital terrain model (DTM)
produced using a LiDAR survey in 2017 with an altimetric and planimetric precision
of±15 cmwas used. TheArcGIS softwarewas used to process theDTMand tomake
it hydrologically logical. During these manipulations, the culverts (invisible to the
DTM) are artificially burned in the DTM allowing a complete and realistic layout of
the hydrographic network. Stations 1 and 2 drainage areas were found to be 0.26 km2

and 2.08 km2, respectively. The delineation of the watershed then makes it possible
to define the search for additional information to supply data to the hydrological and
hydraulic model, such as the site pedology and detailed land use.

3.2 Hydrological and Hydraulic Modelling

The purpose of this study’s hydrological and hydraulic modelling is to better under-
stand all the processes generating runoff and its path over the territory leading to
flooding problems for which a solution is to be identified. Considering the rural and
urban component of the territory under study, the hydraulic model must be able to
simulate both the flow processes for the rural drainage network (tile drainage, ditches
and the Saint-Régis river channel) as well as the storm sewer network. In addition,
since the land use of the study site is diversified and the flooding issues are located
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in different places in the watershed, semi-distributed modelling (whose parameters
vary depending on the territory) is necessary. Finally, the watershed being of a very
small area (~2 km2), the hydrological and hydraulic processes must be resolved at a
sub-daily time step to avoid missing peak flows.

The hydrological and hydraulic modelling tool used to take these different char-
acteristics into account is the PCSWMM software developed by Computational
Hydraulic Int. (CHI) incorporating directly into its calculation engine the latest
version of the Storm Water Management Model (SWMM) developed by the United
States Environmental Protection Agency (EPA). The following subsections present
the steps to be taken in order to build and calibrate the model.

3.2.1 Building of the Model and Calibration

The PCSWMM model was built using the data collected at Sect. 3.1. The storm
sewer network and the Saint-Régis River channel and banks were modelled using the
surveyed data and the as-built plans. The rural drainage ditches were also modelled
and extracted from the DTM in ArcGIS. The Green-Ampt infiltration scheme was
selected and its parameterswere adjusted according to the study site known pedology.
Groundwater flow was added to the model and also parametrized according to the
site’s pedology. All rugosity values (Manning coefficient), impervious percentages,
depths of depression storage, infiltration scheme parameters were initially adjusted
based on typical values [7, 8].

The calibration of the PCSWMMmodel is conducted by further adjusting param-
eters such as the rugosity from the sub-watersheds impervious and pervious areas
and the Saint-Régis River channel and banks. The sub-watersheds’ conceptual
lengths and widths and impervious percentages were also modified to improve
the hydrograph timing. The calibration and validation results will be discussed in
Sect. 4.1.

3.2.2 Potential Adaptation Solutions

Various potential adaptation solutions were identified together with Saint-Isidore
that could potentially be implemented. These are presented in Fig. 2 and can be
summarized as follows:

• Lowering of Boyer culvert (C): this culvert is currently raised above the river bed,
creating an accumulation of water upstream within the residential area. Lowering
of the culvert would allow for a proper drainage, providing more storage capacity
during subsequent rainfall events.

• Reprofiling of the Saint-Régis River (DRandUR): the river bedwould be reprofiled
using an average slope from its source to the outlet (Station 2) to remove the non-
uniform accumulation of deposits, providingmore conveyance.Downstream (LR)
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Fig. 2 Localization of potential adaptation solutions within the territory of Saint-Isidore

and upstream (UR) reprofiling from the residential area (near the Boyer culvert)
are considered as two distinct measures.

• Detention pond (DP): construction of a dry detention pond in the Sainte-Anne
Park, storing runoff volumes from approximately an 8000 m2 drainage area and
gradually releasing it in the river. The storm sewer network from the targeted areas
would be redirected towards the detention pond.

• Branch 14 redirection (B14): historically, a small portion of the Station 1 water-
shed was diverted towards the municipality. The Branch 14 could be restored to
its previous configuration, but would likely require environmental administrative
procedures to do so.

• Disconnection of gutters (DG): even though a portion of the municipality’s sewer
network is pseudo-separative, multiple gutters were found to be connected to the
storm sewer network. These gutters would be disconnected from the network and
redirected towards permeable surfaces or in rain barrels.

The calibrated PCSWMM model is used to evaluate individual adaptation solu-
tions and combinations of those thereof.A3-hChicago synthetic stormwith a 25-year
return period was selected as the design event under which all scenarios are evalu-
ated and compared. This stormwas generated using the intensity-duration-frequency
(IDF) curves fromEnvironment andClimateChangeCanada’s Ste-Clothildeweather
station closest to the study site. In order to take the impact of climate change into
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account, an 18% correction factor was applied to the storm intensities following
the Quebec Ministry of Sustainable Development, Environment and Fight Against
Climate Change recommendations [9].

3.3 Multi-criteria Analysis for Decision Support

The comparative analysis of the various adaptation solutions is based on socioe-
conomic, technical and environmental criteria, which can be determined using a
multi-criteria analysis. This analysis makes it possible to rank the measures and
requires the identification as well as the weighting of the criteria considered. The
choice of criteria and their units is based on the literature as well as the specificities
of the proposed technical solutions. The attribution of the value to each adaptation
solution for each selected criterion is based on the results of the modelling compo-
nent and on knowledge from the literature or expert judgments. The decision support
process is based on the PROMETHEE method [10] for which the method as well as
the methodological approach are explained by [11]. The study’s selection of criteria
is shown in Table 1 and are divided into three categories according to the fulfillment
of three conditions: (1) the list of criteria relevant to the study must be exhaustive,
(2) consistency in the role of a criterion at its local level and when it is immersed in
its category, and (3) the non-redundancy of the criteria [12].

In the PROMETHEE methods, the adaptation solutions A = (a1, a2, …, an) are
noted for each criterion C = (c1, c2, …, cn). Then, the difference dc(ai,aj) is computed
for all pairwise comparison of adaptation solutions according to each criterion c:
dc(ai, aj) = cc(ai) − cc(aj). Afterwards, these differences are translated in a pref-
erence degree P ranging from 0 to 1 based on a preference function. A score of 1
indicating a strong preference for an adaptation solution against another for one crite-
rion comparison, and a score of 0 means no preference. In this study, two preference
functions are employed:

Linear P
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Then, these preference degrees are paired with the weight’s criterion given by the
authorities. Due to COVID-19, synthetic weights were defined instead until public
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Table 1 Description and units of the selected criteria

Context Criteria Description of the criterion Units

Socioeconomic Administrative complexity Solution requires the mobilization
of resources from the municipality
to achieve the solution

$

Cost of investment Cost required to design and build
the solution

$/year

Operation and maintenance cost Cost required for the operation of
the solution and its routine
maintenance

$/year

Repair cost Cost to be expected to bring the
solution up to standard

1–5

Technical Ease of implementation Ease with which a solution can be
implemented

1–5

Ease of maintenance Simplicity with which it is
possible to keep the solution
running smoothly

1–5

Adaptable Ease of upgrading the solution 1–5

Water flow Diminish or maintain the water
flow at the watershed’s outlet

m3s−1

Water level Peak water height at Sainte-Anne
park

m3s−1

Proven solution Solution commonly used
occasionally, or in development

1–5

Environment Water quality The solution minimize the
contribution of contaminants to
waterways

1–5

Faunic habitat quality The solution optimize or improve
the quality of habitats for aquatic
and terrestrial fauna

1–5

Erosion potential The solution reduces sediment
inputs downstream

1–5

Infiltration potential The solution promotes the
recharge of the water table

1–5

Thus, the leaving (positive) flow (�+) and the entering (negative) flow (�−) are
deducted. The former means how this adaptation solution outranks all the other
adaptation solutions according to one criterion, in contrast to the entering flow, which
means how the adaptation solution is outranked by all the other adaptation solutions.

�+(ai ) = 1

n − 1

∑

x ∈ A

π(ai , x) and �−(ai ) = 1

n − 1

∑

x ∈ A

π(x, ai ) (4)
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where n is the number of adaptation solutions considered in the analysis. The net
flow (�) is the difference of the leaving flow (�+) and the entering flow (�–). The
flow score is computed as the difference between the positive flow and the negative
flow: �(ai) = �+(ai) − �−(ai).

4 Results and Discussion

This section presents the results obtained for the modelling components (hydro-
logical, hydraulic and climate change), followed by the multi-criteria analysis for
decision support. First, the calibration and validation of the PCSWMM model are
presented. Then, the potential adaptation solutions are simulated in current and future
climates to determine their strengths, weaknesses and possible synergies between
them. Finally, the data obtained from PCSWMM modelling as well as other data
from practice and expert judgments are fed into a multi-criteria analysis in order to
obtain a ranking of the adaptation solutions.

4.1 PCSWMMModel Calibration

The objective of the PCSWMM model is to reproduce the water dynamics of the
Saint-Isidore watershed. A few rainfall events were selected to calibrate and vali-
date the PCSWMM model using the water level gauging (between September 12,
2019, and September 11, 2020). Consecutive rainfall events that took place between
October 15, 2019, and November 3, 2019, were selected to calibrate the model,
providing diversity in the intensity and duration of those events [13]. According to
Moriasi et al. [14], several indicators can be used to jointly assess the performance of
a hydrological model as satisfactory or not. The model is deemed acceptable when
the following conditions are met: 1) the Nash-Sutcliffe coefficient (NSE) > 0.6, 2)
the coefficient of determination (R2) > 0.6 and 3) the percentage bias (PBIAS)± 15%.

Due to the limited number of eventswith enough rainfall to generate above average
water levels, two sequences of two rainfall events (occurring in summer and in
fall) were selected for the validation, whereas the remaining ones served for the
calibration. Similar values were obtained for both calibration and validation events.
The two validation events between October 25 and November 4 are presented in
Fig. 3 and the performance indicators for both fall and summer event sequences are
shown in Table 2.

Validation results shown in Table 2 indicate that satisfactory performance is
obtained for all indicators at Station 2 during the fall event, and Station 1 for the
summer events. For the fall events, Station 1 performance is poorer (as seen in Fig. 3)
and is, in fact, systematically lower than Station 2 performance. This can possibly
be explained by the presence of the Boyer culvert and the historical diversion (see
Sect. 3.2.2) that may affect the runoff and routing processes in that particular area.
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Fig. 3 Validation at Station 1 (left) and Station 2 (right) from October 25 to November 4, 2019

Table 2 Performance indicators for both validation events

Events dates Station # NSE R2 PBIAS (%)

2019-10-25 to 2019-11-04 Station 1 0.46 0.90 19.0

Station 2 0.90 0.90 −2.5

2020-08-02 to 2020-08-09 Station 1 0.75 0.91 10.0

Note that Station 2 data is not available beyond March 13, 2020, due to equipment
damages and malfunctioning from that date on. Overall, the calibration was consid-
ered satisfactory to conduct the case study and evaluate the performance of the various
adaptation solutions. However, a larger monitoring time would have provided more
rainfall events for both calibration and validation periods, leading to more robust
results for the analysis.

4.2 Evaluating the Different Adaptation Solutions

4.2.1 Baseline Scenario

As seen in Fig. 3 for Station 1, the restriction caused by theBoyer culvert is preventing
the water level to decrease below approximately 0.4 m following any significant
rainfall event. Indeed, the municipality has mentioned that this is a recurrent problem
where the water level remains high for a long period of time, further contributing to
potential flooding in the residential areas. Figure 4 shows the maximum water levels
at a cross-section upstreamof theBoyer culvert reached during the 3-hChicago storm
with a 25-year return period under present climate conditions for the six individual
solutions described in Sect. 3.2. A 25 mm rainfall event was used in the model 3 days
before the event to better demonstrate the problem of drainage in the residential area.

Results shown in Fig. 4 suggest that the lower Saint-Régis reprofiling and the
lowering of the Boyer culvert are needed together (LR+C) to allow the upstream
section to properly drain itself and lower the water level following significant rainfall
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Fig. 4 Cross section (X-section) and longitudinal profile of maximum water levels for each adap-
tation solution alone for a 3-h 25-year return period Chicago synthetic storm following a 25 mm
rainfall event

events (similar behaviours were obtained for more frequent events). This can be
explained by the culvert’s raised elevation with respect to the river bed as well as
the important accumulation of sediments downstream of the culvert preventing its
lowering alone fromachieving the desired result. Thus, the combination of both lower
Saint-Régis reprofiling and the lowering of the Boyer culvert (LR+C) are considered
as the minimum solution and will serve as the baseline scenario hereafter.

4.2.2 Comparing All Solutions Together in Future Climate

Combining all individual adaptation solutions shown in Fig. 2 with the baseline
scenario (LR+C), the PCSWMM simulations were run once again, and the results
are shown in Fig. 5 in both the current and future climate conditions (i.e. with the
18%majoration factor). Furthermore, the maximum potential gain is shown with the
black curve, combining all solutions together. All possible combinations of two or
more measures were also tested for the multicriteria analysis, but are not shown in
Fig. 5.

The results suggest that each individual solution provides improvement over the
baseline scenario in both the current and future climate in terms of flow at the outlet
of the Saint-Régis River segment studied. The only exception is the Branch 14 redi-
rection (B14) which results in a lower total volume, but an increased peak flow. This
could be explained due to the smaller storage area within the river bed in the residen-
tial area, leading to higher water levels and flows. The combination of the remaining
solutions provided the best improvements in terms of peak flow reduction. While the
detention pond (DP) and the disconnection of gutters (DG) both provide the largest
gain in terms of peak flow reduction, the remaining options are intertwined together
making it difficult to distinguish them. Themulti-criteria analysis will allow to obtain
a ranking of each individual and combination of adaptation solutions to determine the
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Fig. 5 Hydrographs of the flows at the outlet of the Saint-Régis River (Station 2), for the portion
under study, for the baseline (LR+C), the four individual adaptation solutions combined with the
LR+C baseline, and the best combination for peak flow reduction for a 3-h Chicago storm with a
25-year return period under the future climate

best scenario to be selected according to socioeconomic, technical and environmental
factors.

4.2.3 Multi-criteria Analysis

The analysis of the robustness of the multi-criteria analysis was carried out by
constructing various scenarios with which a specific distribution of the weighting
of the criteria is associated. The total weight of 100% is equally distributed among
the three major categories of criteria (socioeconomic, technical and environmental)
for the base scenario, while 75% is assigned to the major category for the other three
scenarios. Table 3 presents the parameters asmodeled in PROMETHEE, with q and p
respectively defining the indifference and preference thresholds in the case of a linear
function. Better performances are obtained for smaller values over all sub-criteria.

All 16 adaptation solutions combinations were included in the multicriteria anal-
ysis. To assess the performance of the solutions against each other and against the
criteria, leaving, entering and net flows are computed, allowing to rank the solutions.
Figure 6 presents the net (�), leaving (�+) and entering (�−) flows as well as the
classification of the best five adaptation solutions obtained with PROMETHEE.

Results indicate that the disconnection of gutters (DG) is found in the first position
for all scenarios, except for the environmental one where it is in second position. The
base scenario shows that both DG and the detention pond (DP) share the first three
ranks. With respect to the Branch 14 redirection (B14), it reaches second and third
positions in the socioeconomic scenario, but only makes it at the fifth position at
best for the other scenarios. It is possible that the cost for investment, operation
and maintenance does not allow DP to rank among the best in the socioeconomic
scenario. This analysis shows that the ranking is sensitive to the weights given to
each scenario, ultimately depending on the preferences of decision-makers.
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Fig. 6 Results from the multi-criteria analysis. The figure on the left is a visual representation of
the base case scenario results, where the leaving flow (�+) and entering (�−) are added together
to evaluate the net flow (�) corresponding to the red/green bar in the middle. A higher solution on
the diamond is preferred. The flows and final ranks for all scenarios are shown in the table on the
right

5 Conclusion

A case study was conducted during which the developed methodology was applied
to serve as a benchmark for future studies involving very small, ungauged water-
sheds with the aim of helping small municipalities identify adaptation solutions to
flooding. The proposed methodology includes three main steps: field data collection;
hydrological and hydraulic modelling under present and future climate conditions;
and multi-criteria analysis. Field data collection involved installing two water-level
stations and recorded data over a one-year period were used to calibrate an event-
based PCSWMMmodel. Then different possible adaptation scenarios were analysed
and compared using the PROMETHEE method.

Overall, the results obtained from the hydraulic and hydrological simulations, as
well as the multicriteria analysis indicate that a combination of adaptation solutions
is likely the best option for Saint-Isidore. First, a minimal intervention consisting of
downstream reprofiling (LR) and the lowering of the Boyer culvert (C) are necessary
to provide proper drainage in the residential area following a significant rainfall event.
In terms of resilience against climate change, the addition of gutter disconnection
(DG), a dry detention pond (DP), and upstream reprofiling (UR) would lead to the
largest peakflow reduction.However,while theDGscenario is an ideal solution based
on the multi-criteria analysis conducted, the addition of the DP and/or UR solutions
would ultimately rely on the decision-makers scenario selection (i.e. socioeconomic,
technical and environmental) as well as their respective weighting. It should be noted
that the multi-criteria analysis performed in this case study allows the mitigation
measures to be further investigated in a design phase and could serve as a preliminary
study.

We believe that this methodology could be applied to other cities located in very
small ungauged watersheds to select optimal solutions to increase their resilience
against climate change. The degree of complexity and tools required to conduct
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such an analysis will ultimately depend on the desired objectives as well as the
municipality’s capabilities and resources.
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Hydrail One: A Standard Gauge Low
Power Fuel Cell/battery Hybrid Hydrail
Vehicle

M. Hegazi and G. Lovegrove

1 Introduction

In Canada, Class 1 railroads moved 413 billion tonne-kilometers in 2015, trans-
portingmore than $C 280 billion worth of goods in support of the Canadian economy
[1]. However, this rail also impacted the environment, as over 2.15 billion liters of
fuel were burned by Class 1 railroads in Canada. Approximately 3.2% of this fuel
were consumed by switcher locomotives [2]. While 3.2% is a small portion of the
overall 2.15-billion-liter total, yard-switching operations contribute disproportion-
ately higher levels of emissions (>6%) as compared to mainline freight or passenger
railway operations. This is due to factors inherent to internal combustion engines
that result in a relationship between the engine’s efficiency and the dynamics of
the power demand (duty cycle). It is reported that yard switching operations have
almost twice as much NOx and particulate matter emissions as mainline operations,
more than twice the hydrocarbons emissions, and similar levels of carbon monoxide
(CO) and Sulfur Oxide [2]. This leads us to conclude that a net reduction of approx-
imately 6–7% of railway sector air pollution and greenhouse gases (GHG) can be
achieved through implementing cleaner, zero-emission propulsion technology for
yard switcher rail locomotives.

Transportation electrification is the area of research that aims to rectify the impact
of the emissions. Most of this research is dedicated to road vehicles given their
proliferation. However, recently there has been growing interest and research in
zero emission railway vehicles as well. The pursuit of optimal powertrain designs
through power source hybridization requires the use of locomotive driving cycles
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for power source sizing, [3–6] and energy management [4, 5]. In North America,
two projects have aimed to build a prototype zero-emission switcher locomotive.
Both occurred in the post-2008 period during a spike in NA oil prices. The first to
be completed and tested in September 2009 was the NS 999, a battery all-electric
locomotive by Norfolk Southern. The NS 999 was successful in performing all the
required switching operations; however, the powertrain experienced routine failure
of non-battery related electrical components in a testing period that lasted three
months. Norfolk Southern concluded that Lithium-ion battery technology was the
only battery chemistry suitable for switching operations. At USD$1 million, NS also
concluded that the cost was not economically justifiable [7]. The second successful
project was led by Dr. ArnoldMiller’s Vehicle Projects Inc., which collaborated with
a consortium of industry and government agencies including the US Army Corps of
Engineers and BNSF. This consortium built the world’s largest fuel cell land vehicle
and tested it in 2010 [8]. The BNSF fuel cell/battery hybrid switcher was successful
in performing all the required switching operations but proved to not be user friendly,
which required significant crew training. Its lack of user-friendliness, coupled with
subsiding oil prices, reduced the economic justification for its ever going into revenue
service. It has now been dismantled to use for spare parts.

Hydrogen fuel cells convert chemical energy to electrical energy by combining
hydrogen and oxygen in a process that generates electric current and water as the by-
product in an emission free process. Performance of existing FC technologywarrants
their use in various industries. Previously, FC technology suffered from very low
efficiencies; however, their current efficiency ranges from 40 to 50%. These new
advancements motivated R&D into the usage of FC tech as alternatives to combus-
tion engines. Additionally, the very high density of hydrogen makes FC tech an
economically wise option in the long term. They have been successfully employed
in the automotive sector despite the limitations that exist on their dynamic perfor-
mance. This limitation is often resolved through the usage of hybrid powertrains with
a more power dense energy source. Batteries and ultracapacitors have been proposed
as potential secondary sources.

This paper details the work done to build a prototype low power standard gauge
railway vehicle. The goal of this research is to prototype a hybrid hydrogen fuel
cell/battery powertrain onboard a railway vehicle in order to develop the know how
required for such a project and to study the impact of the propulsion dynamics on
the different power sources.

2 Methodology

The Fairmont A4-D is a rear wheel driven motor car with a 2.3 L Ford engine at
the front of the vehicle, a manual gear box, and a differential. The gear box is a
4 speed manual transmission with the highest gear ratio being an 8 for driving in
reverse. The differential distributes the power from the engine and transmission to
the wheels at an additional ratio of 3. This arrangement means that the engine speed
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is reduced by a factor of 3–24 depending on the gears engaged. The reason for that
being the typically poor torque output of combustion engines. The location of these
components can be observed in Figs. 1 and 2 showing the before and after removal
photos.

The weight of the speeder is distributed on the frame presented in Fig. 3. The
chassis has eight main parts connected together with 0.75′′ steel grade hex head bolts;

Fig. 1 The fairmont A4-D
prior to any modifications

Fig. 2 The fairmont A4-D
after the engine and
transmission were removed

Fig. 3 Vehicle tractive
effort, translational
resistance and power as a
function of vehicle’s velocity
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two frames on each side, a front and back bumper, and two connecting frames in the
middle. The chassis is completely made of steel and is estimated to weigh 350 kg
making it approximately 40–50% of the entire vehicle mass. The chassis is assumed
to be capable of supporting the expected mass given that the retrofit is estimated
to weigh lower than the original vehicle. The rear connecting frame has mounting
brackets for the differential welded onto it. Similarly, the front connecting frame
had supporting beams for the combustion engine. Minimal alterations are planned
for these two frames since they will be repurposed to support two battery housing
boxes, and a traction package. The speeder had a simplistic tread brake mechanically
applied hand brake system. A system of levers connected the hand brake to the brake
shoe which when applied by the driver would bring the shoe in contact with the
wheel. The biggest drawback of this mechanism is that it was mechanically actuated
relying on muscle power. In addition, the poor state of the mechanism including the
brake shoes due to lack of maintenance (rust, etc.…) made its reuse unsafe. The
entire mechanism was abandoned.

The tractive effort of a railway vehicle is the force required to propel that vehicle
and overcome any resistances to motion. A vehicle moving from rest is capable of
a certain fixed starting tractive effort that is independent of power and is a function
of the locomotive’s mass and wheel/rail adhesion coefficient. Figure 3 presents the
relationship between the forward translational force (tractive effort), retardation force
(resistance), and supply power. The traction package (motor and gear combination)
must be carefully selected so that the required tractive effort is generated, and the
vehicle manages to move from rest. As the figure shows, the required tractive effort
declines as the vehicle gains velocity making the starting tractive effort the highest
required in any trip. This section will outline the method by which the traction
package was sized and selected.

The starting tractive effort is calculated by the following equation:

T Estart = μWn

where T Estart is the starting tractive effort in Newtons,μ is the adhesion coefficient,
W is the estimated vehicle weight in Newtons, and n is the ratio of powered axles.
The vehicle’s weight (W) is the product of its mass and gravitational acceleration.
A 20% adhesion was assumed, and a 50% ratio of powered axles since only half the
axles were powered (the rear axle as demonstrated in Fig. 8).

T Estart = 0.2 × 1169 × 9.8 × 0.5 ∼ 1146 N

Tractive effort is a translational force which needs to be translated to rotational
torque at the wheel, differential, speed reducer, and motor output.

τwheel = T Estart × rwheel
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where τwheel is the starting torque at the wheels in Newton-meters, and rwheel is the
wheel radius in meters.

Given a wheel radius of 0.23 m, the combined torque at the rear wheels was 263.6
Nm. A differential gear ratio of 3, and assuming ideal gears, results in approximately
88 Nm required torque output of the traction package (motor and speed reducer).

A decision was made to use a permanent magnet direct current (PMDC) traction
motor. The justification for this design choice was the high-power density, relatively
constant torque, and simplicity of control. Being a permanent magnet motor allowed
for high torque levels and compact size, and as a DC motor it eliminated the need
for an inverter. This design choice ensured that the entire electrical system was DC
which greatly simplified the electrical design. The motor was selected to meet the
required torque output, overall size, and budget constraints. The D135RAG variant
of the LEM-200 design by Lemco Motors was the motor of choice. It is rated for
approximately 40 Nm of torque at approximately 83 Nm of peak torque which it
could provide for a few seconds. It had a diameter of 21 cm, and a thickness of 14 cm
excluding the shaft making it a very compact design.

A chain drive speed reducer was custom built to meet the rated torque of 88 Nm,
and perhaps surpass it allowing for a higher mass to be moved. A gear ratio of 5
allowed for enough torque multiplication so that the traction motor could operate at
below its rated torque at the estimatedmass. A startingmotor torque of approximately
18 Nm could be achieved at rated mass, and 36 Nm at double the mass. The custom-
built reducer allowed for easy gear ratiomodifications if higher speedswere required.
This traction package will be directly connected to the rear differential eliminating
the need for a drive shaft. This is a design improvement as it reduces weight and
cost and increases system energy efficiency. Figure 4 shows the assembled traction
package.

Fig. 4 Assembled traction
package showing traction
motor, chain drive speed
reducer, brake disk and
caliper
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Fig. 5 The powertrain architecture of hydrail one

The powertrain of the retrofitted vehicle relies on a fuel cell (FC) prime mover
supplying average power, and a battery bank supplying instantaneous power. As
illustrated in Fig. 5, a 40-V battery bank will supply the traction motors through
a motor controller (buck converter). The controller’s efficiency is typically 98%
delivering power at a reduced voltage and increased current. This reduces the average
current supplied by the battery bank which enhances the life cycle of the batteries as
well as reduce conductor size. The fuel cell system’s voltage ranges from 48 to 55 V.
Being at a higher voltage than the battery bank ensures correct current flow. The
traction motor is rated at approximately 4000 RPM at 96 V. The motor controller is
rated at 60 V peak output which ensures that the entire electrical system is considered
low voltage. These design choices restrict the maximum velocity of the vehicle to
just below 6 mph given the previously discussed gear ratios.

The power demand of the vehicle is the product of its tractive effort and velocity.
This is translated to voltage and current at the power supply side after factoring the
various efficiencies. The FC system is rated at 1.7 kW, the battery bank at 12 kW
(40 V—300 Ah at 1C discharge), and the traction motor at 16 kW. Assuming a power
demand equal to the rated power of the FC, a 7-h continuous operation time per tank
is expected. However, if the power demand of the traction motor is higher than the
rated power of the FC system, the vehicle will operate in charge depletion mode.
The vehicle is built to operate in battery only mode if required, which at 12 kW draw
will only last 1 h. However, the motor is expected to draw only 1–3 kW of power
at maximum velocity (6 mph) allowing for 4–12 h of battery only operation. The
peak power demand of the traction motor is approximately 34.3 kW which can be
supplied by the battery bank at a 3C discharge rate, a recommended maximum by
the manufacturer. These peak powers are typically rated for a 30 s duration before
components start to fail. The design ensures that those levels are never reached as
the conductors, circuit breaker, disconnect switch, fuse and diode are not rated for
such high power (current).

The fuel cell systemof choice for this projectwas the 1.7 kWFCgenH2PMsystem
byBallard Power. Designed as a backup power for critical power applications such as
telecommunications sites, this system is relatively simple in comparison with other
automotive grade systems. The simplicity stems from the reliance on ambient air for
stack cooling unlike the dedicated cooling systems of other FCs. The system is also
safer as it operates on lower pressure hydrogen gas regulating standard 200 bar(g)
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tanks to 5 bar(g) as the hydrogen enters the valve block. The valve block can connect
to 3 hydrogen cylinders, each one can provide rated power for approximately 7 h. The
only replaceable item within the FC is the panel filter which is designed for lifetime
operation. Diagnostics can be performed by monitoring the data communicated by
the FC system over CAN and TCP/IP networks. The advertised system efficiency of
the FC is 42%with a maximum airflow of 600 m3/h at maximum load and maximum
ambient temperature.

A high-power density battery with superior temperature performance including
cold discharging was needed for the purposes of this project. A Lithium Iron Phos-
phate chemistry rated at 3.3 V/300Ah was the system of choice. At approximately
1 kWh per a 10 kg cell, the energy density of these cells was around 100 Wh/kg.
This density is lower than other lithium-ion chemistries and designs. Specifically, it
is half that of the cylindrical NMC cells often used for electric vehicle (EV) applica-
tions such as the ones manufactured by Tesla. The improved temperate performance,
cycle life, and reduced overall number of cells which translates to a simpler battery
management system and wiring had a heavier weight in deciding which technology
to adopt. These cells are rated for 5000–7000 cycles at 80%–70% depth of discharge
values respectively.

The powertrain of the retrofitted vehicle relies on a fuel cell (FC) prime mover
supplying average power, and a battery bank supplying instantaneous power. As
illustrated in Fig. 5, a 40-V battery bank will supply the traction motors through
a motor controller (buck converter). The controller’s efficiency is typically 98%
delivering power at a reduced voltage and increased current. This reduces the average
current supplied by the battery bank which enhances the life cycle of the batteries as
well as reduce conductor size. The fuel cell system’s voltage ranges from 48 to 55 V.
Being at a higher voltage than the battery bank ensures correct current flow. The
traction motor is rated at approximately 4000 RPM at 96 V. The motor controller is
rated at 60 V peak output which ensures that the entire electrical system is considered
low voltage. These design choices restrict the maximum velocity of the vehicle to
just below 6 mph given the previously discussed gear ratios.

The power demand of the vehicle is the product of its tractive effort and velocity.
This is translated to voltage and current at the power supply side after factoring the
various efficiencies. The FC system is rated at 1.7 kW, the battery bank at 12 kW
(40 V—300 Ah at 1C discharge), and the traction motor at 16 kW. Assuming a power
demand equal to the rated power of the FC, a 7-h continuous operation time per tank
is expected. However, if the power demand of the traction motor is higher than the
rated power of the FC system, the vehicle will operate in charge depletion mode.
The vehicle is built to operate in battery only mode if required, which at 12 kW draw
will only last 1 h. However, the motor is expected to draw only 1–3 kW of power
at maximum velocity (6 mph) allowing for 4–12 h of battery only operation. The
peak power demand of the traction motor is approximately 34.3 kW which can be
supplied by the battery bank at a 3C discharge rate, a recommended maximum by
the manufacturer. These peak powers are typically rated for a 30 s duration before
components start to fail. The design ensures that those levels are never reached as
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the conductors, circuit breaker, disconnect switch, fuse and diode are not rated for
such high power (current).

3 Results

Figure 6 shows the as-built 3D CAD drawing of the vehicle while Fig. 7 shows
the actual finished vehicle. We note the presence of the fuel cell at the front of the
vehicle to improve the airflow into the fuel cell as the vehicle is driving forward. The
exhaust vent of the fuel cell is channeled to the rear of the vehicle passing through
the traction motor and gearbox to enhance heat distribution and ventilation of the
moving parts. The batteries are hidden in two boxes beneath the floor of the vehicle.
Each box contains 6 battery cells which evenly distributes the mass of the vehicle as
well as maintain a very low center of gravity for stability. Behind the two seats sits
a hydrogen cylinder rack capable of carrying three hydrogen tanks and secured by a
combination of gravity and industrial straps.

At the time of writing this manuscript, the vehicle had not yet undergone on track
testing. Off-track testing was conducted to confirm that the powertrain system was
functional. The no-load load-side currentwas between 15 and 20 amperes. The source
side current was not significantly higher at slightly above 20 amperes as presented
in Fig. 8. Sudden spikes in source side currents coinciding with sudden drops in load
side currents are a result of applying the handbrake as a test of the overall system
response to sudden frictional braking.

Fig. 6 3D CAD drawing of the retrofitted vehicle as-built before being tested
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Fig. 7 Result of the retrofitted hydrail speeder

Fig. 8 Off-track test results in full hybrid mode showing the combined current from the fuel cell
and battery bank in blue and motor current in red in the top figure. Bottom figure shows the control
command signals for propulsion
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4 Conclusions

Aregiment for retrofitting a lowpower standard gauge railway speederwas presented.
Details about the different components were revealed along with the corresponding
justification. The rational behind the selected powertrain configurationwas discussed
and the result of the retrofit was presented. Preliminary stationary (off-track) test
result was presented showing that the powertrain was functional, and that the elec-
trical system responded to command propulsion signals. On-track testing remains to
be completed.
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Suppression of Vortex Shedding
from Bridge Pier Using Attached Splitter
Plate

S. Samuel Li and S. Kheshtgar Darvazeh

1 Introduction

There have been numerous cases of bridge pier scour causing bridge failures. The
resulting social and economic impacts are huge, as well-documented. Extensive
research has been undertaken to understand pier scour processes and find effec-
tive ways to control scour. Previous researchers have performed laboratory exper-
iments and numerical simulations of turbulent flow and bed scour around piers.
Practical experimental results are empirical formulae of the maximum scour depth,
as summarised in Brandimarte et al. [4]. As the flow approaches a pier, horseshoe
vortices form in front of the pier as a result of the stagnating pressure gradient [19].
The vertical component of the flow removes bed sediments [11], in which the bed
shear stress is a key variable. Horseshoe vortices were observed to form closer to
a submerged pier than to a surface piercing one, and the bed shear stress increased
with increasing level of submergence [20]. The scour depth is influenced by pier
diameter, sediment size and flow depth [10] as well as by debris carried by a natural
stream [9]. The horseshoe vortices have complicated distributions of velocity and
turbulence. The region of themaximum turbulence intensity andmaximumReynolds
shear stress was observed upstream of the main vortex, in the place of the largest
turbulent eddy, and vortices evolved from a small vortex upstream of the pier and
developed into multiple vortices at equilibrium [13]. In the wake of a cylinder, the
number of vortices and flow patterns depend on the Reynolds number [7], and there
is a strong turbulence [12].

Previously, some numerical studies deal with flow around a single pier using
Direct Numerical Simulation [8], Large Eddy Simulation [24] or Reynolds-averaged
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simulation [2, 14, 15, 21, 25], and flow around multiple piers [5]. Other studies
consider two-dimensional (2-D) flow [1, 3, 8] and three-dimensional flow [6, 22]
around a cylinder fitted with a splitter plate of different lengths. The previous studies
have a common limitation that the Reynolds number is low or the vertical dimension
is missing (2-D). This paper aims at predicting 3-D flow around a cylinder with a
splitter plate at the upstream or downstream side, at high Reynolds number.

2 Computational Methods

The computational model domain was a 3-D open channel, where a pier with or
without a splitter plate was present at the centreline (Fig. 1). The flow entered the
channel at the inlet, passed around the pier, and exited the channel at the outlet. The
pier had a diameter of 10 cm and a height of 50 cm. The channel had a length of 40 cm
upstream of the pier and 110 cm downstream. The channel had a width of 60 cm
between two sidewalls. The channel had a horizontal bottom. The model domain
was discretised into mesh of finite volume. The mesh size was 1 cm, with refinement
for near-wall regions (pier surface and channel-bottom). The refinement ensured
that the dimensionless wall distance (y+) was about unity. Finite volume solutions
to 3-D unsteady Reynolds-averaged Navier-Stokes equations were computed. The
shear stress transport k-ω model [17] was used for turbulence closure. Sensitivity
runs of the computational model were carried to confirm that the numerical results
are independent of mesh configuration and turbulence closure.

The model domains had three types of boundaries: (1) lateral open boundary
(inlet and outlet); (2) non-slippery solid walls (pier surface and channel bottom); (3)
slippery walls (sidewalls and top lid). Conditions imposed at the boundaries were
as follows: At the inlet, a vertical profile of the horizontal streamwise velocity was
prescribed according to the 1/7th power law, and the horizontal velocity increased
to a maximum velocity of 1.8 m/s at the top lid; the lateral and vertical velocities
were set to zero, meaning that the inlet velocity was normal to the boundary. At the
pier surface and the channel bottom, the three components of velocity were zero.
On the sidewalls and top lid, the shear stresses were set to zero. The inlet conditions
matched those of [6] to allow for data comparison. A total of six runs of the 3-D
CFD model were carried out under conditions listed in Table 1.

3 Results

3.1 Turbulence Kinetic Energy

Run 1 (Table 1) used a pure cylinder without a splitter plate, serving as the base
case for comparison with other runs. For Run 1, an example of TKE distributions
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Fig. 1 a Computational model channel for the case where a splitter plate is attached to the pier at
the downstream side; b plane view of the mesh

Table 1 Summary of
conditions for numerical
simulations. The time step
was 0.0025 s. The number of
nodes ranged from 848,957 to
857,614. The number of
elements was between
3,978,663 and 4,002,085

Run ID Ratio of splitter length to
pier diameter

Location of splitter plate

1 0 Absent (pure cylinder)

2 0.5 Downstream

3 0.6 Downstream

4 1 Downstream

5 0.5 Upstream

6 1 Upstream
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Fig. 2 Contours of TKE in the horizontal plane at a vertical distance of 2 cm from the channel-
bottom for Run 1: a 3-D view; b plane view. The reynolds-averaged flow reached a state of quasi-
equilibrium

is plotted in Fig. 2a, b for a horizontal plane near the channel-bottom. There was a
region of high levels of TKE immediately downstream of the pier. Strong turbulence
has the potential to scour an erodible bed.

In Fig. 3a–d, TKE distributions in the same plane as in Fig. 2 are plotted for
Runs 2, 4, 5 and 6. A comparison of the TKE values in these figures with those
in Fig. 2b shows that the splitter plate caused a decrease not only in the maximum
TKE but also in the area of high TKE levels. The regions of predicted high TKE
levels match sediment scour regions downstream of a pier as observed in existing
experiments [9, 10]. In Fig. 3a, b, the splitter plate attached to the downstream side of
the pier weakened turbulence from the base case (Fig. 2b), in particular in the wake.
In Fig. 3c, the splitter plate attached to the upstream side was not as effective as the
downstream splitter plate (Fig. 2a) in terms of TKE reduction. In Fig. 3d, the longer
upstream splitter plate gave some improvement in terms of TKE reduction from the
shorter upstream splitter plate (Fig. 3c).

The average of TKE values laterally across the pier width varied with longitudinal
distance from the pier. The averaged TKE had a peak value of 0.142 m2/s2 for Run
1. The peak value was reduced by 14% to 0.12 m2/s2 for Run 5. For Runs 2, 4 and
6, the peak values were reduced by about 39% to 0.087 m2/s2. Run 4 gave a shift of



Suppression of Vortex Shedding from Bridge Pier … 349

Fig. 3 Contours of TKE in the horizontal plane at 2 cm from the channel-bottom for: a Run 2; b
Run 4; c Run 5; d Run 6. The Reynolds-averaged flow reached a state of quasi-equilibrium
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the location of the peak value towards downstream and a gradual variation in TKE
around the peak (Fig. 3b). Previously, [8, 18] demonstrated that at the ratio of the
splitter length to the pier diameter equal to one, vortex formation shifted location
towards downstream. Since the formation of vortices increases TKE, the results from
this paper show some consistency with those of the previous studies.

3.2 Bottom Shear Stress

For the base case (Run1), contours of the bed shear stress at equilibrium are shown in
Fig. 4. Just downstream of the pier, the flow had negative velocities pointing toward
upstream, giving rise to negative values for the bed shear stress. The negative values
were due to vortices in the wake region. Strong bed shear stresses in the longitudinal
direction occurred on both sides of the upstream half of the pier. The locations are
where horseshoe vortex forms around the base of the pier.

In Figs. 5a–d, contours of the bed shear stress at equilibrium are plotted for Runs
2, 4, 5 and 6. It has been checked that the equilibrium bed shear stress in the vicinity
of the pier had little fluctuations in time. By comparing the bed shear stresses in these
figures to those in Fig. 4, one notices three significant differences: (1) with either an
upstream splitter plate or a downstream splitter, the strongest positive and negative
shear stresses decreased from the base case; (2) the areas of the strong shear stresses
shrank; (3) there was an overall reduction of bed shear stresses around the pier for
cases with a splitter plate.

The average of bed shear stress values laterally across the pier varied with longi-
tudinal distance from the pier. The average bed shear stress had a peak value of
11 N/m2 for Run 1, which occurred immediately downstream of the pier. The peak
values were reduced for Run 2, 4, 5 and 6. Run 4 gave the most significant reduction,
with the peak value dropped by 33% down to 7.39 N/m2 (Fig. 5b). For Run 4, the
peak bed shear stress occurred immediately upstream of the pier, whereas for Runs
2, 5 and 6, the peak bed shear stresses appeared immediately downstream of the pier.

Fig. 4 Bottom shear stress for Run 1
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Fig. 5 Distributions of bed shear stress at equilibrium for: a Run 2; b Run 4; c Run 5; d Run 6



352 S. S. Li and S. Kheshtgar Darvazeh

Runs 2, 5 and 6 gave approximately the same performance in terms of reduction in
the peak bed shear stress. For all runs, the bed shear stresses decreased to a minimum
value downstream of the peak value locations. In summary, Runs 2, 4 and 5 demon-
strated the effectiveness of a splitter plate in achieving bed shear stress reductions.
Further downstream, the bed shear stresses for all runs gradually increased to around
5 N/m2. The results for Run 4 (Fig. 5b) appeared to be the most desirable.

3.3 Cross-Channel Flow

Lateral flow in the cross-channel direction contributes to velocity shear and hence
the production of turbulence. Also, lateral flow contributes to vibrations of bridge
piers. For these reasons, it is desirable to suppress the cross-channel velocity as much
as possible. The lateral velocity component in the centre plane is shown in Fig. 6 for

Fig. 6 Distribution of the cross-channel velocity component in the centre plane: a 3-D view; b
elevation view
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Run 1. The alternate patterns displayed large scale eddy motions and velocity shear
in the interface between fluids flowing in the opposite directions. The shear extended
almost over the entire water column. The strong lateral velocities were a few times
of the inlet velocity entering the model domain.

The downstream splitter plate for Run 2 reduced the regions of strong lateral
velocities (not shown). There was only a small region of high velocities near the
top lid. No significant lateral motions were near the bottom or the pier. For Run 4,
lateral flow downstream of the pier was suppressed (Fig. 7a), which was a substantial
improvement from the results for Runs 1 and 2. Run 5 reduced the lateral velocities,
compared to Run 1. A comparison of lateral velocities for Run 5 to those for Runs 2
and 4 showed that Run 5 was not as capable as Runs 2 and 4 in suppressing lateral
velocities. For Run 5, strong lateral velocities appeared in some near-bottom regions.
Run 6 gave better results (Fig. 7b) than Runs 2 and 5, in terms of suppressing lateral
velocities. Between Runs 6 and 4, the performance was approximately the same. In
conclusion, either an upstream or a downstream splitter plate with a length equal to
the pier diameter (Runs 4 and 6) is highly capable of reducing vortices and lateral
velocities downstream of the pier.

Fig. 7 Distributions of the cross-channel velocity component in the centre plane for: a Run 4; b
Run 6
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4 Discussion and Conclusions

The foregoing results of turbulence characteristics were computed using the shear
stress transport k-ω model for turbulence closure. Computations of turbulent flow
under identical hydraulic conditions were also performed using the standard k-ε
model [16] and the k- ω model [23] for turbulence closure. Among the three turbu-
lence models, the results extracted for a series of selected cells show consistency,
leading to the conclusion that the foregoing results are independent of the choice
of turbulence closure schemes. Note that the shear stress transport k-ω model is
more sophisticated. Computations were also performed using a finer mesh (0.5 cm
resolution) and a smaller time step (0.0025 s). It has been verified that the mesh of
1 cm resolution and time step of 0.0025 s (Table 1) produce results at a series of
selected cells in consistency with those from the computations using the finer mesh
and smaller tine step.

This paper presents computational results of 3-D turbulent flow around a cylin-
drical pier. The computations cover both the case of a bare pier and cases of a pier
fitted with a splitter plate on either the upstream or the downstream side. The key
conclusions are that fitting a splitter plate on the downstream side (Run 4, see Table
1) effectively reduces the peak turbulence kinetic energy by 39%, shifts the location
of the peak turbulence kinetic energy toward downstream (away from the pier), and
reduces the peak bed shear stress by 33%. In the absence of a splitter plate (Run 1),
spatially alternating high velocities in the cross-channel direction take place, which
are stronger than the approach flow in the channel-centre plane. This is problematic.
The presence of a splitter plate (Runs 2, 4, 5 and 6) produces an improvement. A
splitter plate with a longitudinal length equal to the pier diameter (Runs 4 and 6)
gives the best improvement of suppressing high lateral flow velocities.

The results are analysed to quantify the effect of a splitter plate on the drag and
lift coefficients, eddy viscosity, eddy frequency, and vorticity. An upstream splitter
plate (Runs 5 and 6) reduces the drag coefficient by 45%, being more effective than
a downstream splitter plate. The computed drag coefficient for Runs 1 and 3 are in
agreement with the results of Dai et al. [6]. A reduction of the drag coefficient means
reduced drag forces exerted by the flow on piers. A downstream splitter plate (Runs
2 and 4) reduces the lift coefficient by about 80%. Lift forces would cause vibrations
on piers and increase vortex shedding power. A downstream splitter plate with a
longitudinal length equal to the pier diameter effectively reduces the strength and
area of vorticity in the wake. It also has beneficial effect with respect to both drag
and lift forces. Further study should perform physical model experiments to validate
the numerical results reported in this paper and address practical challenges in using
a splitter plate for mitigation of pier scour in the field.

Acknowledgements This study received financial support from NSERC through Discovery Grant
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A Comparative Study of Mean
and Turbulent Flow Fields Around
a Boulder Within Boulder Array
and an Individual Boulder

R. Pierce, A. Golpira, and A. B. M. Baki

1 Introduction

The presence of large roughness elements (LRE), such as boulders, considerably
varies surrounding mean and turbulent flow characteristics [1]. This variation may
affect sediment transport dynamics and habitat complexity in the reaches containing
in-stream boulders. Therefore, boulder placement, as a common method, has been
applied to enhance degraded streams and create nature-like fish passages. In nature
and practical application, in-stream boulders can be found individually or within
an array. Flow in the vicinity of an individual boulder is different from the flow
characteristics around a single boulder within a boulder array [2]. This difference
can be associated with the flow retardation and backwater effects [1] due to a boulder
array.

Several studies have investigated the flow characteristics around single isolated
LREs and individual LREs within an array of LREs [1–4], and others). Reference
[1] found that the velocity defect law was able to describe mean flow around a
fully submerged boulder within a boulder array under an isolated-roughness flow
regime. Reference [4] investigated mean and turbulent flow fields in the wake of
a single cube. They reported changes in the spatial distribution of the Reynolds
shear stress (RSS) and turbulent kinetic energy (TKE) by varying the relative depth
of the cube. Reference [3] studied mean velocity and turbulence intensity profiles
around a boulder within an array of boulders under a wake-interference regime
over a smooth bed. They proposed relationships to describe streamwise turbulence
intensities around the boulder. Reference [2] comparedmean velocity and turbulence
intensity profiles as well as bed shear stress around a fully submerged individual
boulder with a boulder within an array. They found that for both conditions, boulders
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have a local effect on themean velocity profiles. They also reported amore significant
decrease in the turbulence intensities due to the boulder array [2].

The objective of this experimental study is to compare mean and turbulent flow
profiles in the vicinity of a single boulder, with those around a boulder within an
array of boulders under an isolated-roughness flow regime over a rough bed. Stream-
wise velocity profiles along with the turbulence intensity, TKE, and RSS profiles
were investigated to perform the comparison. The velocity and turbulence intensity
profiles also were compared with the logarithmic law and exponential decay func-
tions, respectively. The results of this study can be used to investigate the implications
of individual and boulder arrays for the surrounding sediment transport and aquatic
habitat suitability.

2 Methodology

2.1 Experimental Setup

Experiments were conducted in the Ecohydraulics Flume, a 13-m-long, 0.96-m-wide
rectangular water-recirculating flume located in the Water Resources Laboratory at
Clarkson University. The flume bed consisted of a 5-cm layer of fine gravel, with d10
=3.8mm, d50 =6.1mm, and d90 =8.8mm,where dp refers to the grain size forwhich
p%of particles are finer. To prevent erosion, especially around the boulders, the gravel
was glued to the bed. Experiments were carried out starting at x = 6.82 m, where
a fully turbulent flow was developed. Here, x refers to the distance from the flume
entrance. Also, all measurements were taken along y = 30 cm, where y indicates
the distance from the right sidewall (standing toward downstream). For experiments
with boulder placement, natural semi-spherical boulders with an equivalent diameter
of D = 12 cm were used. Hereafter, the point at x0 = 6.94 m is considered as the
origin point, therefore, the location of the other points will be expressed relative to
x0 and D. For instance, × 1 = − 1D refers to the station 12 cm upstream of the x0
and × 2 = 1D indicates the station 12 cm downstream of the x0.

Three-dimensional velocity time series were measured by using a Vectrino Plus
acoustic Doppler velocimeter with a sampling frequency of 100 Hz for a duration
of 120 s. A carriage with a precise automatic positioning system carried the ADV
to the desired position in longitudinal, transverse, and vertical directions. It should
be noted that the Vectrino Plus obtains the velocity from a measuring cylindrical
volume located 5 cm below the probe. Such an arrangement prevents near-surface
measurements. A measurement volume height of 5.5 mm was used, except for the
near-bed points at which the measurement volume height was set to 1.9 mm.

In order tomeasure velocity time series, three scenarioswere designed: no-boulder
scenario, S1, single-boulder scenario, S2, and boulder array scenario, S3. At all
scenarios, a constant flow rate, Q= 75 L/s, was used. For S1, to obtain an undisturbed
velocity time series, no boulders were placed on the flume bed. Measurements were
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taken only at a single station, × 1 = − 1D and 6 points over the bed. The vertical
distance between points varied between 0.5 to 1.2 cm covering the relative depth,
z/H = 0.05–0.47, where z is the vertical distance from the bed and H is the average
flow depth. For S2, a single boulder was placed at x0, and velocity time series were
obtained at four stations including boulder upstream at × 1 = − 1D, and boulder
downstream at × 3 = 1.5D, × 4 = 2D, and × 5 = 3D. Similar to S1, at each station,
6 points were measured over the flow depth covering z/H = 0.04–0.46. It is worth
mentioning that a strong jump occurred immediately downstream of the boulder,
preventing velocity profile measurements at × 2 = 1D due to insufficient depth.
For S3, boulders were placed in an array throughout the flume with the longitudinal
and transverse spacing of 6D and 3D, respectively. This arrangement resulted in an
areal density of 2%, which corresponds to an isolated-roughness flow regime. Under
this flow regime, boulders’ wakes are not expected to interfere with each other [5].
Measuring stations located at x0, at × 1 = − 1D, × 2 = 1D, × 3 = 1.5D, × 4
= 2D and × 5 = 3D. To obtain velocity profiles at each station, measurements
were conducted at 7 points over the flow depth corresponding to z/H = 0.04–0.51.
Figure 1 shows the boulder arrangement for S3 and the location of the target boulder,
aroundwhichmeasurements were taken. Figure 2 illustrates the describedmeasuring
stations around the target boulder. Table 1provides a brief descriptionof each scenario
including flow depth at each station and the number of placed boulders for each
scenario.

To ensure sufficient data quality, Ref. [6] phase-space threshold method, modified
by Ref. [7], was implemented to remove spikes from velocity time series. Further-
more, signal correlation (COR) and signal-to-noise ratio (SNR) were used to filter

Fig. 1 Plan view of the Ecohydraulics Flume with the boulder arranagement for S3. The target
boulder for the detailed measurements has been shown with a red circle

Fig. 2 Measuring stations around the target boulder for S2 and S3. Note that for S1 the only
measuring station was × 1 and for S2, station × 2 was excluded from the other stations
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Table 1 General description of the scenarios

Scenario Flow rate [L/s] Flow depth [cm] Number of placed
boulders× 1 × 2 × 3 × 4 × 5

S1
(Undisturbed
flow)

75 9.7 9.7 9.7 9.7 9.7 0

S2 (Individual
boulder)

11.9 9.7 11.4 9.7 1

S3
(Boulder array)

13.1 11.4 12.3 13.2 12.8 32

out low-quality data. Although COR ≤ 70% has been generally used to eliminate
poor data, in highly turbulent flow, like this study, lower thresholds can be used to
prevent losing a large amount of data while still providing acceptable data quality
[8]. In this study, a filtering criterion COR ≤ 55–65% and SNR ≤ 15 dB was used
to filter out bad data. This resulted in keeping an average of around 69% of data for
all scenarios.

2.2 Mean and Turbulent Flow Parameters

All the mean and turbulent profiles were normalized using the shear velocity, u∗,
which was found from the following equation [9, 10]:

τ = ρu2∗
(
1 − z

δ

) ∼= −ρu ′
w

′ (1)

Here, −ρu ′
w

′ represents the measured RSS on the vertical plane, and u
′
and

w
′
represent the streamwise and vertical fluctuating velocities, respectively. Also, δ

refers to the distance from the reference bed to the point of the maximum velocity.
The logarithmic law was used to evaluate streamwise velocity profiles in this

study. The logarithmic law can be found from the following equation [9]:

u

u∗
= 1

κ
ln

(
z + z0
k

)
+ Br (2)

where u is the time-averaged streamwise velocity at a specific point; κ is the von
Karman constant with a value of 0.40; and z0 is the distance between the crest of the
rough bed and the zero-velocity point, determined by using z0 = 0.20k; k = 0.26 cm
is the characteristic bed roughness height; and Br = 8.47 ± 0.9 is a constant given
by Ref. [9] for flat rough beds.

The streamwise and vertical turbulence intensity profiles were compared with the
proposed exponential decay functions by Ref. [10] (Eq. 3), Ref. [9] (Eq. 4), and Ref.
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[3] (Eq. 5):

u
′
rms

u∗
= 2.3exp

(
− z

H

)
,

w
′
rms

u∗
= 1.27exp

(
− z

H

)
(3)

u
′
rms

u∗
= −2.04 ∗ exp

(
−0.97

z

H

)
,

w
′
rms

u∗
= 1.14 exp

(
−0.76

z

H

)
(4)

u
′
rms

u∗
= exp(−0.57

z

H
) (5)

where u
′
rms andw

′
rms refer to the rootmean square of streamwise and vertical velocity

fluctuations, respectively.
Finally, the TKE per unit mass, K, was found from the following equation [11]:

K = 1

2

(
u

′2
rms + v

′2
rms + w

′2
rms

)
(6)

where v
′
rms stands for the root mean square of transverse velocity fluctuations.

3 Results and Discussion

3.1 Velocity Profiles

Figure 3 shows the normalized streamwise velocity profiles at the stations around the
boulder for each scenario. For S1, the shape of the measured profile was similar to
the logarithmic law; however, values of the measured profile slightly deviated from
the logarithmic law and shifted toward higher velocities. For S2 and S3, except for
S3 at × 2, the shape of velocity profiles can be described by the logarithmic law
but the profiles were shifted toward lower velocities. For S3, i.e., in the presence
of a boulder array, at × 2 velocity significantly decreased over the whole measured
depth. Near-zero velocities near the bed at × 2 represented the reattachment point
close to x = 1D. The reattachment length was in agreement with findings of [3] for
a wake-interference regime and was lower than the reported length by Ref. [1] for a
boulder under the isolated-roughness flow regime. Similar to Tsakiris’ [2] findings,
the velocity profile of × 3 for S3 showed a parallel shift toward lower velocities in
comparison with the same velocity profile for S2. It can be caused by the higher form
drag due to the boulder array (Tsakiris 2014). At further downstream stations, i.e.,
× 4 and × 5, velocity profiles for both S2 and S3 showed a reasonable degree of
similarity; however, velocities closer to the middle (z/d50 > 6) were generally lower
for S3. At × 1, the upstream stations, velocities for S3 were generally lower than S2
velocities.
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Fig. 3 Normalized
streamwise velocity profiles
for all scenarios and stations

3.2 Turbulence Intensity Profiles

Figure 4 shows the normalized streamwise and vertical turbulence intensity profiles,
u

′
rms/u∗, and w

′
rms/u∗, respectively, for all the scenarios around the boulder. The

measured profiles were compared with the proposed exponential decay functions



A Comparative Study of Mean and Turbulent Flow Fields … 363

Fig. 4 Normalized streamwise (left column) and vertical (right column) turbulence intensity
profiles for all scenarios and stations

of [9, 10], and [3]. For S1, the measured u
′
rms/u∗ profile followed the shape of

exponential decay functions, and the proposed profile by Ref. [3] described u
′
rms/u∗

values more precisely. For w
′
rms/u∗, the measured profile of S1 showed lower values

in the inner layer (z/H < 0.2) and did not follow the proposed profiles by Refs. [9,
10] in that region. The profiles of u

′
rms/u∗ for both S2 and S3 at × 1 (the upstream

station) followed the exponential decay functions. For S2, in the wake of the boulder
at × 3, the profile of u

′
rms/u∗ deviated from the exponential decay functions in

the outer layer (z/H > 0.2). It can be attributed to the hydraulic jump immediately
downstream of the boulder. As flow approached the further downstream stations,
i.e., × 4 and × 5, u

′
rms/u∗ the turbulence dampened in the outer layer and profiles

started to return to the shape of the exponential decay profiles; however, they showed
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higher values relative to the common proposed functions. For S3, profiles of u
′
rms/u∗

at × 2 highly deviated from the exponential decay function in the outer layer, due
to high turbulence in this region. At × 3 and × 4, the profiles showed higher values
than the commonly proposed profiles but could be described by the exponential
decay functions. At × 5, u

′
rms/u∗ could be perfectly described by Ref. [3] proposed

function. The findings of this study were in disagreement with [2] results, in which
all the profiles for both individual and array scenarios showed lower values compared
to the [10] proposed profile. The results also indicated deviation of the streamwise
turbulence intensity profiles from the [10] profile in the inner layer for both individual
and array scenarios while in this study the profiles for both scenarios followed the
shape of exponential decay functions, including [10] function, in the inner layer.
Besides, the values of u

′
rms/u∗ for S3 were generally smaller relative to S2, implying

the homogenizing effect of boulder arrays, as indicated byTsakiris (2014). For S2, the
profiles ofw

′
rms/u∗, deviated from the exponential decay functions in the inner layer,

especially at downstream stations. For S3, the profile of w
′
rms/u∗ at × 2 completely

deviated the exponential decay functions and the values increased at higher z/H. For
the other stations of S3, similar to S2, they deviated from the exponential decay
functions in the inner layer; however, this deviation was less significant compared to
the S2 scenario. In the wake of the boulder, the maximum w

′
rms/u∗ for S2 occurred

around z/H = 0.25 while for S3 it occurred at lower z/H with a smaller magnitude
(except for × 2). Greater values of w

′
rms/u∗ for S2 can be attributed to the stronger

upwelling region downstream of the boulder compared to the S3 [4].

3.3 Turbulent Kinetic Energy Profiles

Figure 5 shows the normalized TKE profiles, K 0.5/u∗, for all the scenarios and
stations. It can be seen that for the undisturbed flow, S1, K 0.5/u∗ slightly decreased
at higher z/H. At the upstream station of both S2 and S3, K 0.5/u∗ profiles followed
the profile of undisturbed flow. For the individual boulder scenario, S2, K 0.5/u∗

Fig. 5 Normalized TKE
profiles for all the scenarios
and stations
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values × 3 and × 4 in the outer layer highly increased then gradually decreased
as z/H increased. As downstream distance increased, the K 0.5/u∗ profiles began to
return to the shape of the undisturbed flow profile while still having a shift toward
higher values. For the boulder array scenario, S3, except at× 2, all the other K 0.5/u∗
profiles at downstream stations followed the undisturbed flow profile with a parallel
shift toward higher values. This shift toward higher values decreased as downstream
distance increased. For S3, immediately downstream of the boulder, at × 2, K 0.5/u∗
consistently increased at a higher z/H showing a different profile shape compared to
the disturbed flow in both inner and outer layer.

3.4 Reynolds Shear Stress Profiles

Figure 6 shows profiles of the normalized RSS, −u′w′/u2∗, for all the scenarios
and stations. Except at × 3 for S2, and × 2 for S3, the rest of −u′w′/u2∗ profiles
remained in a band between 0 and 2 and showed a similar profile shape; a slight
general decrease in−u′w′/u2∗ by increasing z/H. At× 2 for S3, the−u′w′/u2∗ values
increased in the outer layer and at× 3 for S2,−u′w′/u2∗ values consistently increased
as z/H increased in both inner and outer layers. In the wake of the boulder, the shape
of profiles for S3 was in agreement with the findings of [11] for an intermediately
submerged boulder array under a wake-interference regime. In the near-bed region
(z/H < 0.1) of the boulder’s wake, the −u′w′/u2∗ values of S3 were smaller relative
to the S2. This implied that the presence of a boulder array reduced the bed shear
stress more significantly compared to the individual boulder scenario. Reference
[2] also indicated that a collective array of boulders noticeably reduced bed shear

Fig. 6 Normalized RSS profiles for all scenarios and stations
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stress and ignoring this reduction can lead to overestimation of bed shear stress and
subsequently bedload transport.

4 Conclusions

Understanding the mean and turbulent flow characteristics due to the presence of
LREs provides insightful information about the surrounding sediment transport and
aquatic habitat. Effects of individual and boulder arrays on the surrounding flow
field can be distinct. This study compared mean and turbulent flow profiles around
an individual boulder (scenario S2) and a boulder within a boulder array under the
isolated-roughness flow (scenario S3). The most important findings are summarized
below:

1. Although the logarithmic law overestimated streamwise velocities for both S2
and S3, it was able to describe the shape of profiles around the boulder. The
velocity profiles for S3 showed a parallel shift toward lower values compared
to the S2.

2. Normalized streamwise turbulence intensity profiles followed the shape of expo-
nential decay function in the inner layer for both S2 and S3 while in the wake
of the boulder deviated from those functions in the outer layer up to x/D = 2.
The common exponential decay functions generally underestimated the values
of normalized streamwise turbulence intensity for both scenarios.

3. Normalized vertical turbulence intensity profiles deviated from the exponential
decay function in the inner layer, with a higher deviation for S2, and could not
describe properly the common exponential decay functions.

4. Normalized TKE profiles for S2 and S3 deviated from the profiles of an undis-
turbed flow (S1) in the boulder’s wake up to x/D = 2 and 1.5, respectively.
Also, they showed higher normalized TKE values compared to the S1 all over
the depth.

5. The normalized RSS profiles showed a similar trend except for the closest
downstream stations for both S2 and S3. Also, S3 resulted in generally lower
normalized RSS values close to the bed in comparison with S2. It indicates
that the effects of boulder arrays on sediment transport rate and local erosion
and deposition should not be considered the same as an individual boulder for
design purposes.
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Predicting the Geometrical
Characteristics of an Inclined
Negatively-Buoyant Jet for Angles
from 30° to 60° Using GMDH Neural
Network

Hassan Alfaifi, Abdulmajid Mohammadian, and Hossein Bonakdari

1 Introduction

The wastewater produced from seawater desalination plants (brine water) is
commonly disposed of back into the near coastal water body. This process is done
with a submerged pipe creating a buoyant effluent jet. This effluent (brine) has a high
concentration of salinity, which causes negative impacts on the marine ecosystem,
particularly in the near-field zone of the discharge point [7, 29]. The discharged
effluent is either a positively-buoyant jet (lighter than the receiving water) or a
negatively-buoyant jet (denser than the receiving water), depending on the method
used in the desalination plant. The dense jet (negatively-buoyant jet) has highly
adverse effects on the marine environment. Commonly, desalination plants that use a
ReverseOsmosis (RO) systemuse submerged discharges,which formed a negatively-
buoyant jet, to ensure a high dilution of this effluent in order to minimize the adverse
impacts on the marine environment.

Numerus previous research has focused on laboratory studies of the mixing of the
negatively-buoyant jet either alone or in combination with modeling efforts([1–3,
6, 9, 18, 19, 23, 26, 27, 31]; Jiang and Lee 2014; Papakonstantis and Papanicolaou
2011a, 2011b; Roberts and Daviero 1997), Less effort, however, has been given to
numerical modeling and developing an analytical solution and to predict the behav-
iors and geometric characteristics of inclined dense jets [4, 16, 17, 20, 22], which still
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requires further investigation. Therefore, more studies using numerical modeling as
an efficient tool can be useful for predicting the behaviors of brine discharges into
seawater.

Recently, efforts in the use of Artificial Neural Network (ANN) methods have
been done in different fields of engineering science. One of these methods is
the group method of data handling (GMDH). This method is used for solving
nonlinear engineering problems and providing explicit equations for modeling the
hydraulic phenomena.Results obtained from thismethod have shown accurate results
compared to those of other methods [5, 8, 10–12, 21, 28, 32].

For example, [12] conducted a study to exam the ability of the GMDH model for
predicting the geometric variables of stable channels (width, depth, and slope). The
results showed that the GMDHmodel performed well. Moreover, they compared the
result obtained from GMDH with those from previous theoretical equations (based
on regression analysis), and this comparison showed the ability of GMDH model to
predict the geometric variables of channels better than other theoretical equations.
Alitaleshi and Daghbandan [5] conducted a study to evaluate the quality of treated
water in a water treatment plant using GMDH-type neural network. The results
showed the success of the model used (GMDH) for prediction as the results of the
determination coefficient were higher than 0.97.

A recent study conducted by [4], where they used a GMDH model to predict
the geometrical characteristics of inclined dense jets for angles 15° and 52°. This
study was considered as the first use of this new approach in the field of mixing jet
behavior. The empirical equations for estimating the geometrical characteristics of
inclined buoyant jets have been established in this study. The GMDH results gave
an accurate prediction for the parameters tested compared to the other analytical
models.

Therefore, the aim of this study is to examine the ability of the GMDH model in
predicting geometrical characteristics of inclined negatively-buoyant jets for angles
ranging from 30° to 60°.

2 Theory

2.1 Dimensional Analysis of an Inclined Negatively-Buoyant
Jet

Figure 1 illustrates an inclined negatively-buoyant dense jet being discharge into a
stagnant water body with zero ambient velocity (Ua = 0). The jet (has a diameter D)
is positioned at an angle (θ) to the horizontal plane. The states of the ambient water
is an unstratified and has a constant density ρa. The height of the ambient water is
deep enough to allow the jet to fully develop below the water surface. The initial
velocity of the discharge jet is U0 and it has a density ρ0 (ρa < ρ0).
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Fig. 1 Parameters of the inclined negatively-buoyant dense jet in stagnant ambient water [4]

The characteristics of the geometry of themixingof the jet canbedefined as: (1) the
jet terminal rise height (yt), (2) the horizontal distance from the point of jet maximum
height of the centerline to the nozzle (xm), (3) the jet centerline height (ym), and (4)
the jet return point (xr), which is the point of the centerline of the same elevation to
the tip of the nozzle (Fig. 1). The inclined dense jets can also be characterized by
another parameters such as its discharge volume flux Q0 = U0πD2/4, momentum
flux M0 = U2

0D
2π/4, and buoyancy flux B0 = g

′
0 U0πD2/4. The g′ is defined

as g
′ = g(ρ0 − ρa)/ρa, which is the effective gravitational acceleration, and g is

the gravitational acceleration. Two length scales can be formed from these fluxes:
the momentum length scale LM = M3/4

0 /B1/2
0 , which determines the distance over

which the buoyancy of the jet is less important than its momentum, and the source
length scale LQ = Q0/M

1/2
0 , which determines the distance over which the source

discharge is important. These two length scales are employed to determine themixing
and geometric characteristics of a turbulent buoyant jet. The jet densimetric Froude
number Frd, which is the ratio of inertia to buoyancy, can be derived for turbulent
buoyant jets and is proportional to the ratio of length scales: Frd = LM/LQ =
U0/

(
g

′
D

)0.5
, which means that the LM and LQ can be related to the densimetric

Froude number and the jet diameter as:

LM = FrdD
(π

4

)0.25
(1)

LQ = D
(π

4

)0.5
(2)

For inclined dense jet, theM0 will always be an important parameter where the jet
is originally moving upwards, because the vertical component of M0 and B0 are not
acting in the same direction. Therefore, any dependent variable will be a function of
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M0,B0,Q0 and θ as below [30]:

yt = f (M0, B0, Q0, θ) (3)

Based on the above, the terminal rise height of an inclined dense jet can be written
in terms of the length scales as:

yt
LM

= f

(
LM

LQ
, θ

)
(4)

Instead of the length scales, yt can also be alternatively expressed by using the
jet’s densimetric Froude number and nozzle diameter as:

yt
FrdD

= Cyt(θ) (5)

Similarly, the other geometric parameters of the jet (i.e. xr, xm, and ym) can be
derived by using the coefficient values (Cxr , Cxm , and Cym), which can be established
through experiments.

2.2 The Group Method of Data Handling (GMDH)

TheGMDHis a computer programbased algorithm,whichwasfirst proposedby [14].
This type of algorithm is used to model problems that involve data series for multi-
input–single-output systems. The concept of the GMDH of selection and hybridiza-
tion corresponds to the genetic algorithm. The main advantage of the GMDH, as
opposed to traditional neural networks, is its use in establishingmathematical models
for a given procedure. Like other types of neural networks, the GMDH can have one
or more hidden layers. More information regarding GMDH processing is provided
in a recently published article by the same authors in [4].

To use the GMDH method for prediction of the geometrical characteristics of a
negatively-buoyant dense jet, the output variables were set to be the dimensionless of
jet characteristics (i.e., xm/D, ym/D,xr/D, andyt/D)byusingoneoutput variable for
each run. For the input variables, the Frd and θ parameters were used for all cases. The
explicit equations for the GMDH were developed using the GMDH Shell software
(GMDH [13]. The experimental data presented in previous studies for angles ranging
from 30° to 60° are used in the GMDH processing. Obtaining a good prediction
from the GMDH model is based on the preparation of the dataset, and therefore the
observed dataset was randomly divided into two groups one for training and one
for testing. For each case, the GMDH model was trained using 70% to 80% of the
dataset, while the remaining data were used for testing the model. For the training
dataset, the models developed were used to determine the dimensionless of the jet
geometrics as a function of Frd and θ, with the optimal models being selected. After
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that, the models selected were used to perform additional calculations for the testing
dataset, and then their performance was evaluated. In this study, the layers were
limited to a maximum of two layers in order to ensure the simplicity of the model.

3 Results and Discussion

In this section, themethodof obtaining theGMDHmodel and its results are presented.
The predicted model is compared with the actual data of angles obtained from
previous studies. The comparison data includes angles 30°, 35°, 38°, 40°, 45°, 50°,
52°, 55°, 60°. For brevity, only the results of xr/D are shown in this section. Figure 2
shows the results of the dimensionless geometrical parameters xr/D of the actual
data for training and testing plotted against Frd. The predicted model of the GMDH
was added to the figures to show how it accurately fits the data. In order to evaluate
the performance of the model, the coefficient of determination (R2) was added to
each figure to show the accuracy of the proposed model in predicting and fitting the
actual data. From these Figures, it can be seen that the R2 values show an excellent

Training data – x r/D 

(b)(a)
Testing data – x r/D 

(d)(c)

Fig. 2 The scatter plot with fitting lines of the actual data and GMDH predicted model for angles
from 30° to 60°
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prediction for the proposed model (GMDH), where 0.9579 and 0.9509 for training
and 0.9379 and 0.9843 for testing. The testing results show a good prediction of
the model. Figure 2a, b, c and b illustrate the comparison between the actual and
predicted model for the training data, and the comparison between the actual and
predicted model for the testing data, respectively.

Although there was a decrease in the value of the R2 for the training model
compared to the testing model, the accuracy remains high and acceptable. This indi-
cates that all fitting lines pass through most of the data and the proposed model is
highly accurate and satisfactory.

Figure 3 shows a detailed depiction of the performance of the GMDHmethod for
xr/D as well as how the model was trained and tested by the data index. As can be
shown, the model was trained by 70% of the data while the rest was tested the model.
Therefore, the key to influencing the change of training ratio is to obtain a simple
model with high accuracy.

The equations extracted from theGMDHmethod for twomain geometrical param-
eters (xr/D and yt/D) are presented in Table 1. These equations were used to predict
the geometrical parameters in this study. As can be seen, all equations are functions of
the Frd and the θ. Whereas, each model has limitations, these equations are valid for
Frd ranging from 10 to 100. The equations are presented in dimensionless geometric

Fig. 3 The performance of GMDH method in the training and testing stage

Table 1 Nonlinear equations extracted from GMDH for xr/D and yt/D

Geometrical parameter GMDH proposed equations

xr/D = −24.874 + 1.18264 θ − 0.0132652 θ2 + 1.0016 N3 − 0.005735
N32

N3 = 1.85728− 0.016678 Frd θ2 + 3.69098 Frd

yt/D = 25.8315 + 0.0767749 Frd + 0.0254024 Frd N3-0.984546 N3 +
0.00825135 N32

N3 = − 108.957 + 2.1931 θ + 0.387391 θ θ1/3 − 0.0391048 θ2 +
5.14246 θ1/3 + 5.89474 θ1/3

2
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Table 2 Postprocessed results of the GMDH method for training and testing

Geometrical parameter xr/D yt/D

Model fit Prediction Model fit Prediction

Number of Observations 122 52 92 39

Max. negative error − 33.22 − − -17.99 −
MAE 8.23 7.87 4.85 5.54

RMSE 11.85 12.29 7.94 9.00

R2 0.96 0.95 0.95 0.94

parameters and can be used for predicting the main geometrical parameters for the
inclined dense jet for any angles located between 30° and 60°. Moreover, in order
to ensure the simplicity of the model, the layers were limited to a maximum of two
layers. In fact, we can increase model layers where the accuracy will be increased,
but in return the model will be more complicated.

Moreover, Table 2 illustrates some postprocessed results of the GMDH method
(statistical indices) to evaluate the performance of the GMDH model. These indices
can clearly show the accuracy of the proposed model as it is commonly used in
literature.

The three most important types of statistical indices were used: the coefficient
of determination (R2), Mean Absolute Error (MAE), and Root Mean Squared Error
(RMSE), which are defined as follows:

R2 = 1 −
∑(

ŷ − y
)2

∑
(y − y)2

(6)

MAE =
∑n

i=1

∣∣ŷ − y
∣∣

n
(7)

RMSE =
√∑n

i=1

(
ŷ − y

)2

n
(8)

where y
∧

is the predicted values of the GMDH model, y is the mean of the actual
data, y is the actual data, and n is the number of actual data. The statistical results
obtained for the GMDH model from these Equations are presented in Table 2. As
known, the low values of these parameters (except R2) indicate the high accuracy of
the model. All geometrical results of R2 are higher than 0.94, which means that the
model proposed produced excellent predicting results.
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4 Conclusions

Studying themixing behavior of the brine water produced from desalination plants in
the near-field zone has become a research priority to reduce the impact of this water
on the marine environment. The discharged water can be formed as an inclined
negatively-buoyant jet when its density is higher than the density of the receiving
water. Therefore, predicting the geometrical characteristics of this jet is crucial
important for improving the understanding of the mixing behavior of this type of
discharging and its dilution. In this study, two main geometrical characteristics of
the inclined negatively-buoyant jet for angles ranging from 30° to 60° was modeled
and predicted using a type of artificial neural network (ANN) called group method of
data handling (GMDH). Results of thismodelwere evaluated statistically. The results
show that this model is able to accurately predict the geometrical characteristics of
the negatively-buoyant jet.
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Influence of Rainfall on the Probability
of Red-Light Running at Signalised
Intersections

J. Oyaro and J. Ben-Edigbe

1 Introduction

In South Africa, approximately 1 million road accidents are reported per year. The
majority of the accidents that occur are caused by human factors, with, on average,
over 40 people a day being fatally injured and at least 20 being left permanently
disabled. The number of fatal crashes was reduced by three per cent from 1438 in
2018/19 to 1390 in 2019/2020. It resulted in a 10% reduction in the number of fatali-
ties from 1789 fatalities in 2018/19 to 1617 fatalities in the 2019/2020 festive season.
South Africa has made strides in reducing road crash fatalities since its peak in 2006.
However, the numbers remain high, thus, motivating the research study. Traffic signal
timing is the technique used to distribute right-of-way at signalised intersections. The
process allows traffic signal lights to emit intermittently, by which each intersection
movement may be serviced without allowing conflicting movements to enter the
intersection simultaneously. The amount of time required to display all phases for
each directional movement of an intersection before returning to the starting point is
sacrosanct to signalised intersection performance.

When the light is yellow, it is up to the driver’s discretion because the yellow
light is a warning to prepare for red. Some drivers accelerate to clear the intersection
at the onset of yellow light, and others decelerate to stop at the stop-line. Approxi-
mately 20% of crashes at signalised intersections occur due to signal violation [23].
Measures to reduce aberrant driver behaviour and improve intersection safety have
been researched and implemented. They include re-design of yellow time (especially
lengthening yellow time), camera enforcement, and countdown timers. Despite these
attempts, red-light running is still an evasive challenge. Drivers can be proactive
or responsive; their behaviour determined by traffic signal compliance. They can
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choose to be normal, aggressive or conservative, especially in response to traffic
lights. Drivers must make the right decisions; inappropriate decisions could cause
serious safety concerns for road users. A dilemma zone is where drivers approaching
a signalised intersection must decide to either proceed or stop at the onset of the
yellow indication. In the dilemma zone, problems arise when different drivers caught
up in these zones make complex decisions. These decisions could cause rear-end
collisions or red-light running, all of which are unsafe actions. There is no clear
agreement among researchers and practitioners about the definition and demarca-
tion of dilemma zones. During the yellow interval, driver behaviour is the biggest
contributor to red-light running (RLR), and signal timing design is considered one
way to manage that driver behaviour to mitigate red light violations (Cohn et al.).
While many drivers obey traffic signals, the possibility for violations exists due to
driver distraction, indecision, or a deliberate decision to ignore the traffic signal. Rain
causes accidents through a combination of several physical effects, including poor
road surface grip and aquaplaning. Drivers will need to reduce speed during rainfall
due to the loss of visibility caused by rainfall intensity. These changes contribute to
intersection capacity loss [16]. The paper explored the impact of rainfall on the prob-
ability of red-light running at signalised intersections in Durban, South Africa. The
key research question raised is: to what extent will rainfall intensity (light, moderate
and heavy) influence red-light running.

2 Literature Review

This paper deals with red-light running at signalised intersections for which a satis-
factory solution has yet to be prescribed. It analyses drivers’ decision-making at the
onset of yellow time interval at signalised intersections during rainfall. The South
Africa manual for traffic signals [18] recommends setting the yellow time interval
duration based on the probability of stopping. In South Africa, the controversial
yellow time interval traffic law states that ’when a vehicle enters the intersection
during the entire yellow interval, it is permitted to proceed and clear the intersec-
tion safety, however in a situation where the vehicle can neither enter nor be in the
intersection on red, it must stop upon receiving the yellow interval’ [18]. When a
vehicle enters the intersection during the entire yellow interval suggests that the
vehicle has cleared the approach link length and already inside the intersection;
permission to proceed is inconsequential. However, where the vehicle can neither
enter nor be in the intersection on red suggests that the vehicle is on the approach
link length away from the intersection; it must stop upon receiving the entire yellow
interval. The most severe yellow time interval problem observed at survey sites is
red-light running (RLR), defined as attempting to cross the intersections during the
red phases. Red-light running has been identified as one of the prominent factors
involved in signalised intersection crashes [24]. When the lights are yellow, it is a
warning to the drivers of an upcoming red light, and the red light means an end to the
right of way.When the light turns yellow, drivers are faced with the decision to either
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slow down and stop, continue at their speed and pass or accelerate to go through the
intersection. A driver may decide to either maintain their speed or accelerate to clear
the intersection. It leads to red-light running. Previous work has concluded that the
dilemma zone contributes to red-light running behaviour, especially for high-speed
intersections [23]. A dilemma zone is when a vehicle approaching an intersection
stop-line at the onset of yellow can neither safely/ comfortably stop nor clear the
intersection. Traffic accidents during the yellow time account for more than half of
the traffic accidents at signalised intersections [22].

Studies have been carried out to understand driver behaviour at the onset of the
yellow time and how it contributes to intersection safety, especially red-light running
cases. Elmitiny et al. [7] their study found that the distance from the intersection at the
start of yellow, operating speed and traffic flow are important factors that determine
driver decision to either stop or cross the intersection. Acceleration and deceler-
ation during yellow time have also been found to contribute to red-light running
[1]. Further, Arash et al. [1], in their study based on simulation data, found that the
period between 2 and 6 s after the onset of the yellow time was the most important to
monitor to predict red-light running behaviour. The study also found time to an inter-
section at the onset of yellow required deceleration and distance to an intersection at
a yellow onset to be among the most important factors that affect red-light running.
Driver behaviour is also affected by several other factors: road infrastructure, vehicle
type, and prevailing weather and traffic conditions. Speed is also a parameter that is
affected by prevailing weather conditions. Perrin et al. [17] study conducted in Salt
Lake City found that start-up delay increased by 5–23% (the highest snowy condi-
tions). Li et al. [11] on the other hand, it concluded that compared to clear weather
conditions, driver dilemma zone boundaries started farther away from the stop-line
by approximately 0.2 s, driver perception reaction time (PRT) increased by about
0.11 s, and driver deceleration levels decreased by about 8%. The conclusion is that
driver behaviour during the yellow interval affects red-light running, and that driver
behaviour is affected by prevailing weather conditions.

This study sought to answer the question of how red-light running is affected by
rainfall under different intensities. InMalaysia’s research, stopping sight distancewas
reduced by rainfall [2–4]. The study concluded that irrespective of their intensities,
rainfalls have a significant impact on sight distances. Mashros et al. [14] explored
the impact of various rainfall conditions on traffic flow and speed in Malaysia and
concluded that rainfall, irrespective of its intensities, impacts traffic flow and speed
except for average volume. Some other factors affected by rainfall at signalised
intersections include; saturation headway, saturation flow rate, and start-up lost time
[22]. When it comes to perception reaction time, it was found to be affected by
rainfall conditions [6]. A study to determine theweather effect on perception reaction
time (PRT) at the onset of the yellow interval concluded that the driver’s perception
reaction time (PRT) increased as the time to intersection increased and was longer
when the driver was travelling along an upgrade approach section. Overall, PRTs
under wet conditions were found to be higher than those under dry conditions.

TheSouthAfricamanual for traffic signals [18] recommends an approach to signal
timing where the yellow period is reduced and the all-red period correspondingly
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increased while effectively retaining the inter-green period. Because, with a long
yellow period, there is a tendency by drivers to abuse it, using it as an extension of
the green period, and this can result in unsafe conditions. Equations 1 and 2 are the
sight distance and yellow time interval equations, respectively [18].

Sight Distance, S = vt + v2

2a
(1)

Yellow time interval, τc =
(
t + v

2a

)
(2)

where: v is approach speed; t denotes perception time (s); a denotes accelera-
tion/deceleration (m/s2).

In previous studies [8, 9, 12], drivers’ behaviours were assessed using binary
logistic regression or fuzzy logic. Gates et al. [8] recommend the logit regression
model. When conducting a field investigation of RLR in Shanghai, China, Zhang
et al. [24] used the random effects, logistic regression model. When modelling driver
behaviour during the onset of yellow intervals at signalised intersections, Long et al.
[13] used the agent-based behaviouralmodel.Wang et al. [21] conducted an empirical
study of modelling driver response during yellow signal intervals based on the probit
model. Themodelwas successful in predicting yellow light running occurrences. The
fuzzy logistic model was used by Hurwitz et al. [10] to describe driver behaviour
at high-speed signalised intersections. Moore and Hurwitz [15] used the fuzzy logic
model when conducting a driving simulator study for dilemma zone identification
to assist drivers when confronted with yellow signal lights. Gates et al. [9] used the
logistic regression model proved to be a good fit probabilistic method of predicting
red-light running. The regression model is of the form:

Logit (P) = ln(P/1 − P) (3)

Several factors influence drivers’ behaviour when approaching intersections.
These include the vehicle speed (v), Time to Intersection (τ), Distance to Inter-
section (d), among others. In this ‘with/without’ rainfall paper, travel time (τ ) to
stop line and approach speed (v) used as independent parameters. Travel time (τ) is a
function of free-flow speed and saturation; however, the degree of saturation is set at
zero because only lead vehicles approaching the signalised intersection considered
in the study. In the logistic regression model, the dependent variable is the driver’s
choice behaviour. At the onset of a yellow time interval, y = 1 represents red-light
running (RLR) and y = 0 means that the driver chooses the alternative by way of
bringing the vehicle to a halt at the stop line. The logit regression model Eq. 4 can
be rewritten as:

L p = ln

(
P

1 − P

)
= βo + β1τ + β2v + β3d for 0 < P < 1 (4)
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The probability of a driver’s choice at the onset of a yellow signal can be calculated
by;

The probability of RLR estimated by P(Y = 1) = eβo+β1τ+β2v+β3d3

1 + eβo+β1τ+β2v+β3d3
(5)

The probability of stopping estimated by P(Y = 0) = 1

1 + eβo+β1τ+β2v+β3d3
(6)

where
P represents the probability of a driver’s choice, d is stopping distance,
β0 represents the constant of the model and β1, β2, β3 are model coefficients,

τ is travel time to the stop line, t f
(
1 + ∂

[
Tv

Q

]μ)
, Tv denotes traffic volume,

Q is signalised intersection capacity,
v is the vehicle’s approach speed at the onset of a yellow time interval.

3 Data Collection and Preparation

Data were collected at three selected four-legged intersections in the city of Durban,
South Africa. Data were collected continuously for six weeks between October
and December 2019 during weekdays. Selected signalised intersections (Umgeni
road/Alpine Road and Sandile Thusi road/Stalwart Simelane Street) are in Durban,
South Africa. At each signalised intersection, reference lines were marked with 5 m
clearance to acquire accurate location and speed of the vehicles. The intersections
were selected to meet the criteria; proximity to rain gauge station, be within Durban
city and posted speed limit of 60 km/h (meaning similar yellow and all-red durations).
Traffic was collected from video footage obtained with assistance from the eThek-
wini Transport Authority and DurbanMetro Police. Signalisation and geometric data
were obtained from the sites using google earth (see Fig. 1) and image processing
video cameras.

The field data collection was used for verification purposes. The rain gauge was
at 0.20 mm/tip. Logged rainfall data were downloaded and exported to an excel
sheet using a 5 min (0.083 h) time interval, then converted to intensity by dividing
with 0.083 to have the intensity in mm/h. Rainfall intensities were classified as light
rain (<2.5 mm/h), moderate rain (2.5 and 10 mm/h), heavy rain (10 and 50 mm/h)
using World Meteorological Organisation classification system. Weighty rain with
an intensity greater than 50 mm/h was not considered due to excessive aquaplaning
and drag force effect on tyres. Typically at all sites, three-speed regimes (free flow,
transition and posted speed limit) were in operation. As shown below in Fig. 2,
each site was divided into three zones (free flow-FVZ, transition-TVZ, and posted
speed-PVZ), and posted speed zone sub-divided into dilemma-DS and braking-BS
sections.
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Fig. 1 Google earth snapshot of the field intersection in Durban, South Africa

FVZ      TVZ    PVZ

DS BS Stop line

Fig. 2 Typical site sections

The free flow speed represents the average speed at the free flow zone, and the
desired drivers speed in the absence of traffic control devices. At the transition speed
zone, drivers may reduce or increase speed in this zone at the onset of yellow light.
The posted speed limit is influenced by drivers decision and road safety measures in
place (often speed cameras). Free flow speeds were collected during the green light
phase and used to determine sight distance. The posted speeds were collected at the
yellow time interval and used to estimate travel time. Note travel time equals free
flow time where the lead vehicle speed in traffic flow is unimpeded, and traffic flow is
subjected to an inconsequential degree of saturation. The generalised 85th percentile
free-flow speed is 80 km/h (22.24 m/s), assuming an average reaction time of 2 s; the
ensuing FVZ sight distance is approximately 112 m from the stop line. In contrast,
the 50 m distance from PSZ to the stop line is a function of posted speed multiply
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by yellow time interval. The dilemma section within PVZ is 20 m, and the braking
section is 30 m.

The speed data were collected at two points; the first at a point upstream of
the intersection, and the second speed was collected at the intersection stop-line.
The two-speed parameters and the time difference were then used to determine the
acceleration/deceleration. An extraction software was used to extract both the speed
and time data from the obtained video cameras. Timewas obtained bymeasuring how
long after the yellow time, the vehicle passed the dilemma zone mark. For example,
0 s means the vehicle passed the zone at the start of yellow time, while 2 s means
the vehicle passed the zone 2 s after yellow. The data collected at selected sites are
speed, travel time, and determination of whether it was red or yellow light running.

4 Analysis and Discussion

The computed 85th percentile free-flow speed is 80 km/h during dry weather condi-
tion. Preliminary analysis reveals that rainfall caused average speed reduction from
80 km/h during dry weather to 50 km/h (37.5%) during light rain; to an average
speed of 40 km/h (50%) during moderate rain and an average speed of 33 km/h
(58.7%) during heavy rain Start-up Lost Times (SULT) for dry weather conditions
are lower than start-up lost times for rainfall. Light rainfall has an average increase
in start-up lost time of 7.47% (ranging from 0.55 to 19.17%), moderate rainfall has
an average increase of 19.72% (ranging from 5 to 26%). In contrast, heavy rainfall
has an average increase of 25% (ranging from 10 to 33%). These results are within
the findings of previous studies [19, 20]. Headways are lower for dry weather than
those of rainy conditions in all cases. Typical discharge headways and their statistical
fitness are shown in Table 1.

However, in this paper, free-flow speed (v), travel time to stop line (t), and sight
distance (d) is the independent parameters, and driver’s choice behaviour is the
dependent variable. Note that free-flow speed samples were collected during the
green phase, and sight distance is measured from the free flow speed zone to the
stop line. Travel time to the stop line is measured as the time taken to cover PVZ
50 m length to the stop line. At the onset of yellow light, the dependent variable is
represented by y, where y = 0 means the driver brings the vehicle to a halt at the
stop-line and y = 1 denotes that the driver proceeded beyond the stop-line into the
intersection at the onset of red light. In other to determine the probability of drivers
stopping or RLR, a binary logistic regression model is used where the regression
models are:

The probability of RLR is estimated by P(Y = 1) = eβo+β1v+β2τ+β3d

1 + eβo+β1v+β2τ+β3d

The probability of stopping is estimated by P(Y = 0) = 1

1 + eβo+β1v+β2τ+β3d
.
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Table 1 Typical discharge headways and their statistical fitness

Site Sample size Average Median Standard error Skewness Kurtosis

Site 1

Dry 1500 1.42 1.41 0.01 0.01 −0.56

Light 400 1.56 1.54 0.02 0.36 −0.16

Moderate 450 1.56 1.53 0.02 0.34 −0.63

Heavy 400 1.68 1.63 0.02 0.35 −0.33

Site 2

Dry 1300 1.53 1.49 0.02 0.50 0.16

Light 150 1.60 1.58 0.03 0.44 −0.16

Moderate 200 1.62 1.58 0.03 0.66 0.34

Heavy 490 1.73 1.69 0.02 0.64 0.29

Site 3

Dry 1000 1.52 1.51 0.01 0.31 0.09

Light 280 1.68 1.60 0.02 0.61 0.25

Moderate 200 1.75 1.70 0.03 0.56 0.23

Heavy 470 1.92 1.92 0.02 0.66 1.28

4.1 Binary Logistic Model

Rainfall reduces vehicle speed. Speed decrease triggers travel time increase. Many
studies show that rainfall affects speed; however, the probability of red-light running
during adverseweather condition has yet to be studied.However, speed is constrained
by rainfall intensity and, by extension, the probability of red-light running. A vehicle
driving at the posted speed limit under dry conditions has a lower probability of
running a red light than in rainy conditions, so achieving the posted speed limit is
difficult. Stopping distance, vehicle approach speed and free-flow travel time used as
independent variables, whilst driver behaviour is the dependent variable. Note that
the stopping distance is not the same as the distance from the stop line. Distance from
the stop line is a function of a yellow time interval and vehicle speed. For example,
the control regression model for dry weather and statistical fitness is shown in Table
2.

From Table 2, the t′ values all have an absolute value greater than 2.5; therefore,
all the variables used in the regression equation are useful in predicting red-light
running violation. The R2 value is greater than 0.5, and the F value is greater than
4 suggesting the model equation did not happen by chance. The control regression
model for dry weather;

Y = −8.71 + 0.6656t + 0.8487v − 0.1474d (7)
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Table 2 Summary of statistical fitness and coefficients of dry weather regression model

d v t Constant

t′ values −7.94666 8.875503 3.661122 −7.08302

Coefficients −0.14741 0.848691 0.665578 −8.70664

Std. error 0.01855 0.095622 0.181796 1.22922

R2 0.722499 0.252962 N/A N/A

F df 68.56128 79.00 N/A N/A

Residuals 13.16167 5.055196 N/A N/A

Note Ad—approach distance, v—speed, t is travel time

4.2 Sensitivity Analysis

Assume distance to stop line, d = 50 m; yellow interval time, t = 3 s and posted
speed limit,

v = 16.67 m/s (60km/h)

where Y = −25.1 + 2.264t + 2.0045v − 0.2208d from Table 1.

Probability of RLR, PRLR(Y = 1)

= eβo+β1t+β2v+β3d3

1 + eβo+β1t+β2v+β3d3
= e−8.71+0.6656t+0.8487v−0.1474d

1 + e−8.71+0.6656t+0.8487v−0.1474d
= 14.9%

Probability of stopping, Ps(Y = 0)

= 1

1 + eβo+β1t+β2v+β3d3
= 1

1 + e−8.71+0.6656t+0.8487v−0.1474d
= 85.1%.

The rainfall regression model for site 01 is:

Y = −25.1 + 2.264t + 2.0045v − 0.2208d (8)

From Table 3, the t′ values all have an absolute value greater than 2.5; therefore,
all the variables used in the regression equation are useful in predicting red-light
running violation. The R2 value is greater than 0.5, and the F value is greater than 4
suggesting the model equation did not happen by chance.
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Table 3 Summary of statistical model tests

d v t Constant

t′ values −4.70929 4.909271 4.490781 −4.80789

Coefficients −0.2208 2.004551 2.264139 −25.1

Std. Error 0.046886 0.408319 0.504175 5.2

R2 0.81512 0.228905 #N/A #N/A

F df 33.80169 23 #N/A #N/A

Residuals 5.313375 1.205143 #N/A #N/A

Note d—stopping distance, v—speed and t—travel time

4.3 Sensitivity Analysis

Assume distance to stop line, d = 50 m; yellow interval time, t = 3 s and posted
speed limit,

v = 16.67 m/s (60 km/h)

where Y = −25.1 + 2.264t + 2.0045v − 0.2208d from Table 1

Probability of RLR, PRLR(Y = 1)

= eβo+β1t+β2v+β3d3

1 + eβo+β1t+β2v+β3d3
= e−25.1+2.2641t+2.0045v−0.2208d

1 + e−25.1+2.2641t+2.0045v−0.2208d
= 2%

Probability of stopping, Ps(Y = 0)

= 1

1 + eβo+β1t+β2v+β3d3
= 1

1 + e−25.1+2.2641t+2.0045v−0.2208d
= 98%.

The summary for all sites is in Tables 2, 3 and 4. The probability of red-light
running during light rainfall is 2%, moderate rainfall is 1%, and 0% during heavy
rainfall. There is a significant reduction in the probability of red-light running during
rainfall because of the speed reduction caused by rainfall (Tables 5 and 6).

During dry weather, the average probability of RLR is 14.9%, and the probability
of stopping is 85.1% compared to the rainy condition where the average probability
of RLR 2% for light rain, 1% for moderate rain and 0% heavy rain. The average
probability of stopping is 98% for light rain, 99% for moderate rain 100% for heavy
rain. The average time needed to safely cross the stop line at the onset of yellow time
interval increased significantly from 3 s during dry weather to 3.73 s for light rain,
3.94 s for moderate rain and 5.03 s for heavy rain.
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Table 4 Summary of probability RLR during light rainfall

Site Model
equations

R2 Y ey Probability (%)

RLR Stopping

Dry Y = −8.71 −
0.1474d +
0.8487v +
0.6656t

0.72 0.0646 0.1756 14.9 85.1

001 Y = −25.1 −
0.2208d +
2.0045v +
2.2641t

0.81 −11.04 0.017118 2 98

002 Y = −
24.987 −
0.205d +
1.9261v +
2.292t

0.70 −10.25 0.023598 2 98

003 Y = −
27.466 −
0.2077d +
1.998v +
2.765t

0.82 −10.39 0.023266 2 98

Note RLR denotes red-light running, d—stopping distance, v—speed and t—travel time

Table 5 Summary of probability RLR during moderate rainfall

Site Model equations R2 Y ey Probability (%)

RLR Stopping

Dry Y = −8.71 −
0.1474d + 0.8487v
+ 0.6656t

0.72 0.0646 0.1756 14.9 85.1

01 Y = −27.443 −
0.2204d + 2.0726v
+ 2.6402t

0.81 −11.02 0.018163 1 99

02 Y = −32.329 −
0.2227d + 2.2236v
+ 3.4277t

0.72 −11.14 0.020587 2 99

03 Y =−37.291 −
0.2967d + 2.7656v
+ 3.7274t

0.71 −14.83 0.005739 1 99

Note RLR denotes red-light running, d—stopping distance, v—speed and t—travel time

5 Conclusions

The study aims to assess the influence of rainfall on red-light running at a signalised
intersection. Reduced visibility, reduced speed, increased stopping distance, reduced
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Table 6 Summary of probability RLR during heavy rainfall

Site Model
equations

R2 Y ey Probability (%)

RLR Stopping

Dry Y = −8.71 −
0.1474d +
0.8487v +
0.6656t

0.72 0.0646 0.1756 14.9 85.1

01 Y = −
41.2951 −
0.3318d +
3.0716v +
4.14t

0.78 −16.59 0.003234 1 99

02 Y = −
42.0546 −
0.2753 +
2.789v + 4.65t

0.79 −13.77 0.009816 0 100

03 Y = −
57.0331 −
0.4608d +
4.2267v +
5.79t

0.73 −23.04 0.000422 0 100

Note RLR denotes red-light running, d—stopping distance, v—speed and t—travel time

traction, and extension deceleration was anticipated during rainfall. The key objec-
tives are determining the probability of red-light running under dry, rainy conditions
and comparing the outcomes. Modified passenger car equivalent values were used to
convert observed traffic volumes to flows. Generally, rainfall caused an average speed
reduction from 80 km/h during dry weather to 50 km/h (37.5%) during light rain; to
an average speed of 40 km/h (50%) during moderate rain and an average speed of
33 km/h (58.7%) during heavy rain. The probability of red-light running diminished
with rainfall irrespective of intensity. RLR’s probability during a light rain is 2%,
moderate rain is 1%, and heavy rainfall is 0%. The average time needed to safely
cross the stop line at the onset of yellow time interval increased significantly from
3 s during dry weather to 3.73 s for light rain, 3.94 s for moderate rain and 5.03 s for
heavy rain. Thus, suggesting approach vehicles cannot enter the signalised intersec-
tion safety, hence must wait at the stop line for a green signal. The paper concluded
that it is suicidal to attempt red-light running during rainfall, none recorded at all
selected sites. In any case, it is recommended that future studies be conducted on the
impact of rainfall on red-light running given variable yellow time interval.
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Pressure Distribution in a Dam-Break
Flow Simulated by a Mesh-Free Method

Tibing Xu, Jinlong Zuo, and Zhijian Huang

1 Introduction

With climate change, dam-break flows frequently occur, posing threats to the down-
stream communities. Numerical simulation can provide a useful and robust tool to
figure out the threatened areas by the dam-break flow. However, the dam-break flow
usually involves large deformation and severe fragmentation of free surface, which
could be difficult to be captured by numerical schemes.

In recent years, the mesh-free method has become a robust numerical tool to
simulate violent free-surface flows [2, 9]. In the method, the fluid is discretized into
a set of particles or material points and they can move according to the velocity that
they take. In the mesh-free method, there are two schemes to calculate the pressure
field, one is to use the equation of state and the other is to solve the pressure Poisson
equation. When using the equation of state, the incompressible fluid flow has to
be treated as the weakly-compressible [5, 6, 8]. This scheme can cause numerical
noise in the simulation which can be found in previous publications [7, 11]. This
numerical noise can be eliminated by using the particle shifting technique [1] and
the stabilization technique [11]. Xu and Jin [11] proposed a Laplacian model and a
stabilization technique for the scheme to discretize the viscous term in the governing
equations. They also applied this type of numerical scheme to simulate the broad-
crested weir flow [12], fishway flow [10], and flow interaction with porous media
[13].

In the other scheme to calculate the pressure field, the pressure Poisson equation
is solved. In this scheme, a large matrix equation could be calculated in each time
step as the semi-implicit scheme [3, 4, 14]. This scheme can be found in the Moving
Particle Semi-implicit (MPS) method proposed by Koshizuka et al. [3] and applied
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into hydrodynamics modeling by other researchers [8, 10, 12]. Solving the matrix
equation requires considerable time in the simulation and reduces the computing effi-
ciency. The implicit scheme is also difficult to be implemented in parallel computing.
To overcome the difficulty to obtain pressure field implicitly in themesh-freemethod,
Ye et al. [15] proposed an explicit scheme to solve the pressure Poisson equation
by using the Laplacian model proposed by Xu and Jin [11]. In their simulation, the
smooth pressure field can be achieved in simulating dam-break flow over dry/wet
downstream conditions. The free surface and wave front movement are reproduced
by the method agreeing with experimental measurements well.

In this study, the numerical scheme proposed by Ye et al. [15] is employed to
simulate a dam-break flow. The simulated pressure distribution at different time
steps and locations is investigated in the flow. The remained parts for the study are
arranged as: the method is presented in Sect. 2, numerical results are illustrated in
Sect. 3, and following by conclusions.

2 Mesh-Free Method

In this section, the governing equations and discretized scheme are introduced.

2.1 Governing Equations

The governing equations are expressed in the framework of the Lagrangian method
as

1

ρ

Dρ

Dt
= ∇ · u = 0 (1)

Du

Dt
= − 1

ρ
∇ p + μ∇2u + g (2)

where ρ is the density, t is time, u the velocity vector, p is the pressure, μ is the
viscosity, and g the gravity.

2.2 Mesh-Free Method

In the mesh-free method, the fluid is discretized into a set of particles or material
points with the same distance �l, that take the fluid properties and flow information
such as velocity and pressure. These discretized particles are indexed as i and j.
Here, i denotes the target particle in the calculation and j represents the neighboring
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particles. To weigh the contribution from the neighboring particles, the weighting
function is adopted. In this study, the weighting function is expressed as follows:

wi j =
{(

1 − ri j
re

)3
ri j < re

0 else
(3)

where rij the distance between particle i and particle j, and re is the interaction
circle. The weighting function defines an interaction circle in which the neighboring
particles j can interact with particle i. The interaction circle has a constant radius in
the whole calculation as re. re is related to the discretized particle distance �l. In the
previous studies [11], re = 4.0�l.

The particle number density is defined as the summation of the weighting function
values as

〈n〉i =
∑
j �=i

wi j (4)

In the initial condition, when the particles are in the regular distribution with the
same distance �l, the particle number density is calculated as the initial particle
number density n0.

According to the weighting function, the gradient model to discretize the pressure
gradient term in the governing equations can be developed which is expressed as [3]:

〈∇ϕ〉i = Dm

n0

∑
j �=i

ϕ j − ϕi

r2i j
r i jwi j (5)

where Dm is the dimension coefficient, ϕ is a scalar, and rij is the position vector.
By taking the divergence of the gradient model, the Laplacian model can be

derived [11]:

〈∇2ϕ〉i = Dm

n0

∑
j �=i

ϕ j − ϕi

r2i j
Gi j (6)

Gi j = (4Dm − 2)wi j + ri j
∂wi j

∂ri j
(7)

The Laplacian model can be used to discretize the viscous term in the governing
equations.

To solve the governing equations, the predictor-and-corrector time splitting
scheme is adopted. That means that in the predictor, the viscous term and gravity
force term are solved to obtain the intermediate flow information such as intermediate
velocity, intermediate particle position, and intermediate particle number density.

The equations can be obtained in the predictor as:
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u∗
i = uk

i + �t
(
μ〈∇2uk〉i + g

)
(8)

r∗
i = rki + �tu∗

i (9)

where * denotes the intermediate time step, k is the previous time step, and �t is the
time step.

After getting the intermediate flow information, with the continuity equation, the
following pressure Poisson equation can be obtained as

〈∇2 p〉k+1
i = ρ

�t
〈∇ · u〉∗i (10)

By using a small time step, according to the Laplacian model and gradient model,
an explicit relationship between the pressure field and the known flow information
can be established as [15]:

pk+1
i =

Dm
∑

j �=i
pkj G

∗
i j(

r∗
i j

)2 − ρ

�t

(
Dn
Dt

)∗
i

Dm
∑

j �=i
G∗

i j(
r∗
i j

)2

(11)

In the corrector, the pressure gradient can be solved with the pressure field calcu-
lated in the predictor so that the velocity and particle position can be updated
as:

uk+1
i = u∗

i + �t〈∇ p〉k+1
i (12)

rk+1
i = rk+1

i + �tuk+1
i (13)

where k + 1 represents the next time step.
By using Eq. 11, the pressure field can be calculated explicitly, and the incom-

pressible condition is satisfied. In this sense, the equation of state to calculate the
pressure field is not necessary and the weakly-compressible assumption to model the
incompressible fluid flow is avoided. This is numerical scheme is used to simulate
the dam-break flow over the dry and wet beds by Ye et al. [15]. The pressure field
is smooth with less noise and the free-surface profiles and wave front movement are
shown to agree with experimental measurements in their study.
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Fig. 1 Diagram for the
dam-break flow

3 Pressure Distribution in the Simulated Dam-Break Flow

In this section, the mesh-free method is used to simulate a dam-break flow and the
pressure distribution in the simulation is analyzed.

3.1 Diagram for the Flow

The diagram for the dam-break flow is shown in Fig. 1. In a closed system, the water
column is initially set up with a length of 0.6 m and a height of 0.3 m. The length of
the system is 1.61 m. From t = 0.0 s, the water column collapses, propagating to the
right side as the dam-break flow. After impacting the right wall, a dam-break surge
can be formed.

The proposed mesh-free method is used to simulate this dam-break flow. In the
simulation, the particle distance�l= 0.0025m is used to discretize the fluid column.
The interaction radius re = 4.0�l and the time step satisfies the CFL criterion.

3.2 Flow Pattern

The flow patterns at different time steps for the dam-break flow in the simulation are
shown in Fig. 2. It shows that the proposed numerical scheme can calculate a smooth
pressure field. The water propagates to the right side from the initial condition and
the water impacts against the solid wall, causing a reversed wave to the left side. The
free surface during the reversed wave traveling backward is very fragmented in the
simulation which can be observed in the figure at t = 1.6 s and 2.0 s. The mesh-free
method can calculate the dam-break flow to reflect the flow characteristics.
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Fig. 2 Simulated flow patterns for the dam-break flow

3.3 Pressure Distribution

After examining the simulated flow patterns in the dam-break flow, the pressure
distribution in the flow at different vertical sections is investigated, including the
sections x = 0.25 m, 0.75 m, 1.0 m, and 1.25 m. The pressure is dimensionless as
p/pmax and the distance at the vertical section is dimensionless as y/ymax. The pressure
distribution is shown in Fig. 3. At the section x = 0.25 m, the pressure distribution
is almost the linear trend at different time steps in the simulation. At x = 0.75 m,
the pressure distribution is also linear except for the time step t = 0.15 s. This is
because, at this time step, the wave just arrived at this section. At sections x = 1.0 m
and 1.25 m, the pressure distribution approximates the linear profile. However, when
at the time when the section is close to the wave front, the pressure deviates from the
linear distribution.

4 Conclusions

In this study, an explicit mesh-freemethod is employed to simulate a dam-break flow.
It is found that the numerical method can reflect the flow patterns with free surface
large deformation and fragmentation. The simulated pressure field is very smooth
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Fig. 3 Pressure distribution during the dam-break flow

with less noisewhich is different from the explicit calculation by using the equation of
state. The pressure at different vertical sections in the dam-break is investigated and
found that the pressure is almost the linear distribution at the sections. For sections
close to the wave front in the flow, the pressure distribution deviates from the linear
distribution.
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Estimates of River Bathymetry
from Satellite Images: A Case Study
of the Nicolect River in Quebec

Shayan Salavitabar and S. Samuel Li

1 Introduction

Morphology, sediment transport and flow condition are the main parameters that
shape the form and behaviour of rivers. Consequently, knowledge of topography, flow
condition and bed material properties is the main element in river studies. Never-
theless, in many cases, some parts of a river are inaccessible in remote locations.
Moreover, the inadequacy of funding sources puts a limitation on a traditional inves-
tigation of river topography [9]. In comparison to some common field measurements
for bathymetric or topographic data, satellite imagery can provide remote sensing
approach to cover a large area of a river with a limited amount of field measurements
[4].

Remote sensing bathymetry is based on the total amount of radioactive energy
reflected from a water column. This means that once sunlight broadcasts through
the water, water constituents and molecules absorb and scatter sun-light, then
backscatters leaving energy are recorded by satellite sensors [5].

Three decades ago, Landsat multi-spectral satellite imagery and airborne photog-
raphy were known as the only source for remote sensing of water bodies. Although
airborne image can provide high-resolution data either spatially or spectrally but
deployment issues and high costs of application put restrictions on them for general
remote sensing purposes. On the other hand, the global coverage of Landsat-7
provides only a 30-m resolution. Later, IKONOSandQuickBird satellites in 1999 and
2004 provided an enhanced resolution to 4-m or better for remote sensing purposes
[13]. It seems that a 4-m resolution is enough for ocean and coastal bathymetry
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studies because of large scales. In river bathymetry studies, however, due to ecolog-
ical importance of vertical structures and relatively small horizontal spatial scales,
higher resolution of satellite images is needed [13]. In this paper, to increase the
accuracy of river bathymetry, multi-spectra images of satellite Word View3 with a
1.2-m resolution are selected.

The relationship between captured satellite images and bathymetry begins from
the translation of upwelling spectral radiance into digital image data by describing
a ratio-band algorithm that reveals a linear quantity related to water depth. Absolute
depths obtained from this approach require an additional coefficient to calibrate the
relationship between the band ratio and thewater depth [10]. This coefficient is called
attenuation coefficient, Kd. It is a critical parameter for the light intensity at depth.
For many remote sensing studies, especially in the case of ocean studies, the standard
method for estimating the attenuation coefficient is by comparing water depth with
the spectral ratio between two water leaving wavelengths [1].

This paper represents an initial attempt to describe the bathymetry of a river
through using multi-spectral high-resolution images and algorithms for the attenua-
tion coefficient. This is different from previous studies, which rely on comparing
measured depth to band ratio in order to obtain the attenuation coefficient. By
adopting existing analytical algorithms for ocean application and testing them on
rivers, this paper introduces a novel method for deriving river bathymetry from
high-resolution satellite images without the necessity of using depth measurements.

2 Methodologies

2.1 Study Area

The Nicolet River (Fig. 1) is located within the Nicolet subbasin, in Quebec, Canada.
This river is approximately 150 km long and is estimated to have a drainage area
of 265 km2. The nearby area is typically coniferous trees and agricultural grass. In
the 1980s, biological diversity in fish population decreased in the Nicolet River and
it was noticed by the Government of Québec. To protect the population of fish, La
Corporation de gestion des rivières des Bois-Francs (CGRBF) undertook the task to
create a fish habitat to restore their population. The outcome was the installation of
a set of deflectors in V-shape in a reach upstream [12].

In this paper, the study area consists of an upstream part of the Nicolet River that
flows between the Municipality of Norte-Dame-de-Ham and the Town of Victoriav-
ille, which includes the deflectors. The deflector section is about 1.3 km long. The
river width is around 35 m near the deflector; and the discharge varies from 0.6 to
30 m3/s [3].
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Fig. 1 A map showing the region of the Nicolet River: a site of study; b detailed location of the
deflectors in the river channel (image downloaded from Google Earth on March 1, 2021)

2.2 Determination of Channel Bathymetry Through Satellite
Image

This paper processed images of theWorldView-3 (WV3) high-resolution commercial
imaging satellite. This satellite was launched on August 13, 2014, from Vandenberg
Air Force Base. The worldView-3 sensor acquires 14-bit data in multi-spectral bands
covering panchromatic, coastal, blue, green, yellow, red, red edge, NIR1, and NIR2.
Images are commercially available at a 0.3-m resolution for panchromatic, and a
1.2-m for multispectral images. Images for the Nicolet River region were captured
on 20May 2016 with the condition of clear sky without any cloud coverage with Sun
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Elevation (SE) of 62.30° and off-Nadir 26.50°. To increase the bathymetry mapping
accuracy, geometric and radiometric corrections for high-resolution WV3 imagery
should be applied to obtain reliable output results. This step of preprocessing was
implemented by using ArcGIS to convert the raw data to practical data for river
bathymetry.

2.2.1 Geometric Correction

Geometric correction is one of the essential steps of satellite image processing to
match point coordinates to their real geographic positions. The implement of the
Digital Elevation Model (DEM) images with actual coordinates of points to satellite
images replaced image pixels in their correct locations. To validate that pixels were in
the correct locations after geometric correction, the river path was created in Google
Earth and attached to images before and after geometric correction. In Fig. 2, a
comparison of the Nicolet River flow path between before- and after-correction is
shown. The correction made a small shift in the channel centerline (flow path).

Fig. 2 A comparison between satellite images: a without geometric correction; b with geometric
correction. Subtle differences can be discerned in the area marked by a blue circle
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2.2.2 Conversion to Top-of-Atmosphere Reflectance

Uniform scene does not create a uniform image in terms of Digital Numbers (DN).
To implement analysis technique for band ratio and Normalized Difference Water
Index (NDWI), DN of images were converted to Top-of-Atmosphere Radiance, L,
then to Top-of-Atmosphere Reflectance through Eqs. 1 and 2, respectively

L = Gain× DN× (abscal factor/effective band width) + Offset (1)

ρ = LD2π

EλCos�s
(2)

where the Gain and Offset are the absolute radiometric calibration band dependent
adjustment factors [11], D is defined as Earth-Sun distance; Eλ is known as Solar
Exoatmospheric Irradiance; 8s is solar zenith angle, obtained from Eq. 3

�s = 90− sunElv (3)

2.3 Image Data and Processing

Before using any depth measurements, the river-channel boundary was specified
through NDWI to discriminate wet pixels from other pixels. Then, for bathymetry
detection, this paper followed the approach based on a ratio of two bands that has
greater dissimilarities in terms of water absorption properties [9]. Therefore, red
band (630–690 nm) and green band (510–580 nm) were extracted frommulti-spectra
image to obtain depth from the ratio given in Eq. 4

Depth = KdLnR(λr)/R(lg) (4)

where R(λr) and R(λg) are the reflectance of red and green bands, respectively; Kd

is the effective diffuse attenuation coefficient, which is defined as the difference
between attenuation coefficients of red band and green band [4]

Kde = Kdr − Kdg (5)

Unlike the common empirical algorithms based on the relationship between red-
green ratio of water leaving reflectance, the strategy in this paper works on absorption
coefficient, a, and backscattering coefficient, bb, as indispensable properties to deter-
mination of Kd value. Kd can be calculated from semi-analytical models through
using the wavelength of green band (555 nm) as a reference wavelength [7].
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This paper took the same approach as in ocean application. In the case of ocean
application, Lee et al. [6] indicated that the correlation of Kd with the absorption
and backscattering coefficients can be obtained through Quasi-Analytical Algorithm
(QAA):

Kd = m0 +m1
(
1−m2e

−m3a
)
bb (6)

In this equation, Lee et al. [7] introducedm0 = 1+ 0.005�s, m1 = 4.18, m2 = 0.52,
and m3 = 10.8. Since the solar zenith angle in the captured satellite image of the
Nicolet River was 27.7°, then m0 was calculated as 1.1385.

This paper used λ0 = 555 nm as the reference band. Dissolved and suspended
constituents have no contribution in total absorption a(λ) [6], leading to

a(λ) = [1− u(λ)](bbw + bbp)

u(λ)
(7)

where bpb is the backscattering coefficient of suspended particles; bbw is the backscat-
tering coefficient of pure seawater. The sum of these backscattering coefficients
provides bb as the total backscattering coefficient. Here, u(λ) is just a ratio of the
backscattering coefficient to the sum of absorption and backscattering coefficients
[6]

bbp = bbp(555)

(
555

λ

)Y

(8)

bbp(555) = u(555)a(555)

1− u(555)
− bbw(555) (9)

where bw for λ = 555 nm and λ = 585 nm in green and red band spectral were taken
as 0.0014 and 0.0011, respectively [2], giving

u(λ) = −g0 +
[
g20 + 4g1rrs(λ)

]0.5

2g1
(10)

This paper used g1 = 0.01247 and g0 = 0.0895. Values of Y and rrs [6] were

rrs = Rrs/(0.52+ 1.7Rrs) (11)

Y = 2.2

{
1− 1.2exp

[
−0.9

rrs(440)

rrs(555)

]}
(12)



Estimates of River Bathymetry from Satellite Images … 407

Table 1 Calculated
coefficients of backscattering
(from Eqs. 8 and 9),
absorption (Eq. 7), reflectance
(Eq. 11) and attenuation
coefficient (Eq. 6) for green
and red bands

Coefficient Green band Red band

bw 0.0014 0.0011

bbp 0.020028 0.021236

bb 0.021428 0.022336

rrs 0.003214 0.003992

u(λ) 0.0342790 0.042135

a(λ) 0.2712839 0.209963

Kd 0.1187767 0.275570

where Rrs is the above-surface remote-sensing reflectance; rrs is the below-surface
remote-sensing reflectance. The calculated values for green band as reference band
and red band are listed in Table 1.

3 Results and Discussion

Using the constants listed in Table 1, Eq. 5 produces an effective diffuse attenuation
coefficient as Kde = 0.156793m−1 for each pixel of the river. Thus, the determination
of riverbed elevation for every river pixel is possible through the implementation of
calculated Kd to Eq. 4. The reliability of the bathymetry model was tested using
the 1.3 km section of the Nicolet River containing the deflectors. This selection
allowed a comparison of the calculated elevations with measured elevations reported
in [3]. In their study, the measured elevation was presented as DEM. In this study,
the estimated bathymetry was not in the form of DEM. For this reason, the nearest
compatible datum elevation station was identified, and the estimated elevation was
transferred into DEM as shown in Fig. 3. For the deflector section, the estimated
elevations from this study were compared with measured elevations from [3] in
Fig. 4.

The model for estimating riverbed elevations (Fig. 4b) was validated in the
following steps: (1) select a rectangular set of pixels including six pixels in the
horizontal direction (image orientation) and eight pixels in the vertical direction.
(2) Determine the area of the selected section from the resolution (1.2 m) of the
captured image, the horizontal dimension being 7.2 m, and the vertical dimension
being 9.6 m. The selected section included 48 pixels. Among them, 33 pixels showed
DEMvalues between 96.5 and 97m (Fig. 5), which are compatiblewith themeasured
data. The remaining 15 pixels showed a DEM value larger than 97 m or small than
96.5 m, meaning shallower and deeper water depths, respectively, in comparison to
the measurements. The good comparison of 33 out of 48 data points amounts to a
69% accuracy of the model. It is important to note that the model requires no field
measurement as input to predict riverbed elevations. This is a significant advantage.
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Fig. 3 Estimated elevation in form of DEM. The vertical datum is the tidal datum defined as the
Mean Sea Level at five tidal gauges in the Pacific Ocean

The discrepancies are explained as follows. In Fig. 4a, the pool area between the
two deflectors does not follow a regular shape. In modelled bathymetry (Fig. 4b),
the pool area is a regular rectangle due to a limitation in the processer software
for selecting pixels. Only a rectangular could be selected. As a result, there was a
difference in shape between the selected area and the actual area. This limitation led
to some data points outside the DEM range of 96.5–97 m. WV3 satellite imagery
provides a high resolution of 1.2 m for each pixel. The measured DEM (Fig. 4a)
provides approximately a 3-m resolution. This is 2.5 times less precise than the
satellite image. It is understood that both field measurements and remote sensing
data are subject to errors. The determination of errors is beyond the scope of this
paper. For application to sediment transport studies, one would need very accurate
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Fig. 4 a Measured elevation at the deflector location by [3], b estimated elevation from satellite
images. The vertical datum is the same as in Fig. 3

Fig. 5 Pixel value in digital elevation model

bathymetry as input. The model presented in this paper has the capacity to provide
more details of elevations. This is especially useful for river flow regions where the
depths vary rapidly. It is understood that the model uses flow depth to determine river
bathymetry, which has dependency on fluvial condition.
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4 Conclusion

One important aspect of river management is the preservation of the aquatic envi-
ronment, which requires to identify locations of sediment erosion, deposition, and
riverbank changes. To achieve preservation, it is essential to have accurate data of
river bathymetry and its morphology. In complement to the traditional field methods
for depth measurements, technology advancement offers a high quality of satellite
imageswithmulti-spectral bandswithin the visible spectrum as a new remote sensing
approach in producing river bathymetry.

The conventional remote sensing approach compares measured depth to band
ratio to define a coefficient and converts band ratio to the closet physical river depth.
This paper demonstrates new methods without the need for depth measurement. The
methods employ available analytical equations for the attenuation coefficient used
in ocean application, along with radiometric correction and the use of logarithmic
band ratio, for bathymetry estimates. This paper has demonstrated that for shallow
rivers, the depth estimates are adequately close to field measurements.

In some image pixels of the flow, there are discrepancies in the estimated depths
when compared to measured depths. One reason is that the selection of a comparison
area by pixels is limited a rectangle, whereas the shape of the correspondingmeasure-
ment area may not be exactly rectangular. Other plausible reasons are measurement
errors and small shift in bathymetrymapping. Themodel for convertingWorldView3
high-resolution multi-spectral images to flow depths works well, as demonstrated by
a comparison for the pool location of the deflectors in the Nicolet River.
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Numerical Simulation of Turbulent
Offset Dense Jet Flow

Mostafa Bigdeli and Abdolmajid Mohammadian

1 Introduction

The number of in operation or being planned desalination plants has increased signif-
icantly in large coastal cities across theworld given the increasing population growth,
reduction in desalination costs, rapid advancements in desalination plant technology,
and shortages of potable water [10]. The suspended particles and the dissolved
minerals (in addition to salt) are removed by implementing the desalination process
on seawater or saline water to obtain clean and potable water. On the other hand, the
waste stream with higher concentrations, called brine, is returned (i.e., discharged
back) to the coastal water bodies during the desalination process. Desalination can
pose a risk of serious environmental crises given some of its environmental effects
[1] such as destroying the surrounding ecosystem of the plant (i.e. natural habitat
of marine species and fish cultures) [1, 4, 7, 16], brine and chemical disposal, high
energy consumption, atmospheric pollutants emission, noise pollution, etc. [34]. As
stated above, dense effluents are usually disposed of into coastal waters as submerged
negatively buoyant jets [6]. The optimum brine submerged outfall, with a discharge
angle of 60° to the horizontal seabed, has been reported widely in the previous exper-
imental studies as obtaining the most appropriate mixing efficiency (i.e. maximum
dilution) [28, 30, 31, 33, 42] since it can generate a curvilinear trajectory for the
dense jet prior to the jet impaction with the seabed. However, given the cost and
difficulty of inclined discharge construction, a horizontal discharge configuration
has been suggested in engineering practices [35].

While a jet is discharged into a region over a wall in parallel to the jet exit axis,
offset by a specified distance, turbulent offset jet flows are formed. The jet flow
disposal may have a variable density that may be due to different fluid densities or
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temperature variations [3]. Offset jets are considered to be a type of flow config-
uration prototype used in studying the physical features of complex flows that are
employed in a large number of environmental and engineering applications, given
their individual and complicated characteristics [3], and their application is relevant
to energy dissipation tools used downstream of hydraulic structures. Since the offset
jets are a combination of free, impingement, and wall jets, they are relatively more
complex than other types of jet flows [3]. Many experimental studies can be found
on two-dimensional offset jets [25] and three-dimensional wall jets [17, 18] in the
literature.

Since the brine discharge is heavier than the surrounding water, the dense jet
will finally move back onto the seabed. A density current is formed after dense
jet impaction with the bed that disperses horizontally. Hence, it is vital to mix and
disperse the concentrated brine discharge rapidly in order to decrease adverse effects
on marine environments [6]. The prediction of dense jet mixing is indispensable for
designing outfalls and assessing the environmental effects. Numerous studies have
been conducted to determine the dense jet characteristics. Point-based conductivity
probes were used [28, 34] to implement an experimental study to investigate the
brine dilution discharged into a flowing stream. An experimental study of a vertical
dense jet dilution was conducted in a motionless ambient [11] to simulate the brine
disposal along the Gulf of Mexico coast. Another study [21] was carried out in the
Gulf of Mexico to measure the bottom dilution and the height of the vertical brine
jet in order to operate multi-port outfall.

Despite the numerous experimental studies that have been conducted in this field,
very few numerical studies have been carried out for dense inclined and horizontal
jets. A numerical study [37] investigated inclined negatively buoyant jets using CFX-
5 as a three-dimensional model. The shear stress transport (SST) model was used
for turbulence closure, which is based on a combination of the k − ε and the k − ω

models. The results of the study indicated the slight underestimation of the terminal
rise height and considerable return point in comparison with the experimental data
[30]. Oliver et al. [27] studied inclined negatively buoyant jets by considering the
geometrical and mixing characteristics using the standard k − ε turbulence model.
Turbulent buoyant wall jets were studied [13, 39–41] numerically, using a finite
volume model. Different turbulence models were employed so that the LRR model
was introduced as the best turbulence model among all the models examined.

The present study provides the results of numerical simulation of a hori-
zontal three-dimensional offset dense jet using an open-source computational fluid
dynamics (CFD) code named open field operation and manipulation (OpenFOAM).
In this study, numerical equations were solved using a finite volume method. Turbu-
lence characteristics of the jets along with Reynolds shear stresses were studied, as
well as mesh sensitivity. A highly accurate Large Eddy Simulation (LES) turbulence
model, i.e., the wall-adapting local eddy-viscosity (WALE) model, was tested and
the numerical results were compared with experimental measurements provided by
Shao and Law [33].
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2 Methodology, Formulation, and the Numerical Model

In this study, CFD as a useful tool that can solve a locally averaged Navier–Stokes
equation [2, 19] was employed to simulate a horizontal three-dimensional offset
dense jet. A free open-source software package, OpenFOAM, was adopted for the
CFD simulations [38]. OpenFOAM is a C++ toolbox that is available for different
operating system platforms and has been used in some of the previous hydraulic
engineering studies [14, 23, 32]. In this study, twoLiquidMixingFoamwas employed,
which is a solver for mixing two miscible incompressible fluids, and solves the
multi-phase problem using the volume of fluid method.

2.1 Governing Equations for Turbulent Flows

The three-dimensional RANS equations that were used in this study include
continuity and momentum for incompressible flows as follows [8, 9]:

∇ ·U = 0 (1)

∂ρU

∂t
+ ∇ · (ρUU ) = ∇ · τ + ρg − ∇ p (2)

where U is the flow velocity vector, ρ is the fluid density, t is time, τ is the shear-
rate (viscous stresses) tensor, g is the gravitational acceleration vector, and p is the
pressure.

2.2 LES Turbulence Model

To simulate the transition from laminar to turbulent phase in wall-bounded boundary
layer flow, LES has been employed in previous studies (e.g., [15]). The filtered
Navier–Stokes equations based on the LES calculation can be defined as follows
[36]:

∂ρ

∂t
+ ∂ρui

∂xi
= 0 (3)

∂ρui
∂t

+ ∂ρuiu j

∂x j
= −∂P

∂xi
+ ∂

∂x j

[
μ

(
∂ui
∂x j

+ ∂u j

∂xi

)
− 2

3
δi j

∂ul
∂xl

]
+ ∂

∂x j

(
−ρu′

i u
′
j

)

(4)
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Reynolds stress tensor, i.e., u′
i u

′
j , needs to be defined in turbulence models. It

can be resolved based on several approaches. One such approach is the algebraic
turbulence model, which states that the Reynolds stress tensor is a function of mean
velocity gradient, turbulent length scale, and turbulent time scale as shown below
[5]:

u′
i u

′
j = F

(
∂ui
∂x j

, lt , tt

)
(5)

Thus, −ρu′
i u

′
j maybe approximated as follows [36]:

−ρu′
i u

′
j = μt

(
∂ui
∂x j

+ ∂u j

∂xi

)
− 2

3

(
ρk + μt

∂uk
∂xk

)
δi j (6)

where μt indicates the turbulent eddy viscosity.
In this study, turbulent offset jet flows were simulated by using one of the most

precise LES turbulence models, i.e., the WALE model. The methods are described
below.

2.2.1 WALE

The WALE model [26], as an algebraic model has been applied in previous studies
for complex flow problems [12, 20, 22, 24, 29]. WALE formulation is appropriate
for turbulent as well as for transitional wall-bounded flow. The form of its turbulent
eddy viscosity is shown below [36]:

μt = ρ�2
s

(
Sdi j S

d
i j

)3/2

(
Si j Si j

)5/2 +
(
Sdi j S

d
i j

)5/4 (7)

where the model parameters are [36]:

�s = Cw(�x�y�z)1/3 (8)

Sdi j = 1

2

(
gi j

2 + g ji
2) − 1

3
δi j gkk

2 (9)

gi j = ∂ui
∂x j

(10)

The purpose of designing theWALEmodel is to generate the true wall asymptotic
variation of the sub-grid scale viscosity so that damping functions are not needed,
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and to introduce the WALE model as a suitable model for the unsteady turbulent
flows that have complex turbulence structure [36].

2.3 Numerical Model Setup and Mesh Sensitivity

A rectangular flumewith dimensions of 1000mm long, 850mmwide, and 58.48mm
high was modeled to conduct the numerical study considering the mentioned initial
conditions, as shown in Fig. 1.

The 2D inlet (nozzle) was aligned horizontally with an area equal to the area
of the experimental jet with a diameter of 12.95 mm [33]. A sensitivity analysis
was carried out to investigate the influence of the mesh size, and accordingly, a
mesh of fixed rectangular cells using Cartesian coordinates was employed as the
computational domain. The computational domain was constructed with square cells
of size �x = �y = �z = 13mm via a Cartesian cell-centered discretization
method. Seven grid sizes of 5, 10, 11, 13, and 20 mmwere analyzed to determine the
optimum mesh size (Fig. 2). Since no significant differences were seen between the
wave-fronts under grid sizes higher than 13 mm, a grid size of 13 mm was adopted
in both directions to reduce the computational effort. The numbers of cells in the x,
y, and z directions were 77, 5, and 65, respectively. The mesh system encompassed
25,025 cells in total for all turbulence models. All surfaces of the channel were
assumed to be hydraulically smooth. The lower boundary and side-walls were set as
wall, given no inflow except for the inlet, which was set as patch. The density of the
effluent was fixed as 1017.7 kg/m3, while the surrounding water density was set at
997.8 kg/m3.

Fig. 1 2D scheme of numerical model setup and boundary conditions
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Fig. 2 Computational domain and the refined mesh system

3 Results and Discussion

3.1 Turbulence Characteristics

In the present study, the numerical evolution of the horizontal dense jet profile was
extracted along a cross-section as seen in Fig. 3. In the regions closer to the nozzle
tap, the concentration of the jet flow was larger due to larger momentum forces.
The momentum forces decreased and buoyancy forces dominated the flow, as the
jet went farther, and finally caused distortion, particularly for the lower half of the
jet. In addition, there was a point after x/D = 10 where the concentration centerline
started to shift below the jet velocity centerline. The concentration distribution fell
into the general wall jet pattern close to the impact point. This indicates that the jet
had a transition from plume to wall jet.

The contours of numerical Reynolds shear stress (i.e., u′w′) are presented in
Fig. 4. It can be seen that the contours with the higher value of u′w′ were obtained
from the WALE model mainly at z/D = 3. On the other hand, the lowest values were

Fig. 3 Cross-sectional flow pattern evolution of horizontal dense jets
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Fig. 4 Contours of Reynolds shear stress u′w′

achieved at z/D lower than 2. In addition, the Reynolds shear stresses in the lower
shear layer had slightly greater magnitude, regardless of their sign, than in the upper
shear layer, which was consistent with the experimental results [33].

The variation of the numerical turbulence characteristics along the centerline in
comparison with the experimental measurements was plotted in Fig. 5. The WALE
turbulence model showed the best performance in the simulation of the maximum
Reynolds shear stresses, especially before the impingement points where the fluctu-
ations were weaker. The fluctuations of non-dimensionalized Reynolds shear stress
(obtained via dividing u′

mw
′
m by the square of the corresponding centerlinemaximum

velocity, i.e.Um) were also captured by theWALEmodel in good general agreement
with the experimental results. It should be noted that the WALE model was unable
to accurately exhibit the values of some peaks, especially at x/D = 17.26 and 17.62.

Fig. 5 Variation of turbulence characteristics u′
mw′

m/U2
m versus x/D along the centerline
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4 Conclusion

In this paper, one of the most accurate LES turbulence models, i.e., the WALE
model, was employed to simulate the turbulence characteristics of horizontal three-
dimensional offset dense jet flows. The horizontal dense jet flow profiles, as well as
Reynolds shear stresses, were simulated in different areas either closer to or farther
from the nozzle tap, and there were small differences between the numerical and
experimental results.

Some concluding remarks for the current study are summarized below:

• The concentrations of the jet flows were larger in the regions closer to the effluent.
The momentum forces decreased and buoyancy forces dominated the flow as the
jet moved forward. It was numerically shown that the jet had a transition from
plume to wall jet.

• The Reynolds shear stresses in the lower shear layer were slightly greater than in
the upper shear layer, which was consistent with the experimental results.

• TheWALEmodel showed the best performance in the simulation of the Reynolds
shear stresses, especially before the impingement points, so that the numerical
results were in good general agreement with the experimental measurements.

In order to reach a comprehensive understanding of the behavior of offset dense jet
flows with higher levels of accuracy, it is suggested that further studies be conducted
using various precise RANS, LES, and DES turbulence models along with different
wall functions. More in-depth studies on assessing the physical features of complex
flows are proposed for the future, given that their results can have wide applications
in various environmental and engineering topics, particularly in energy dissipation
and hydraulic structures.
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Comparison of Three Minimization
Theories for River Morphological
Adjustments

Eman AlQasimi and Tew-Fik Mahdi

1 Introduction

Several minimization theories exist for the determination of river’s bed and width
adjustments. Three of these theories are compared in this paper using an experimental
study by Cantelli et al. [4]. For the first theory, minimization of total stream power
[7], if lower total stream power is the result of alteration of the channel widths, then
channel adjustments are made in the lateral direction. Otherwise, the adjustments
progress in the vertical direction. For the second theory, minimization of energy
slope [6]. If the energy slope at a cross-section is greater than the weighted average
energy slope of its adjacent sections, then the channel width at this section is reduced
during deposition or the depth is increased during erosion. However, if the energy
slope is smaller, the channel depth at this section is decreased during deposition or an
increase of width occurs during erosion. Finally, for the third theory, minimization
of bed slope. If the bed slope at a cross-section is greater than the weighted average
bed slope of its adjacent sections, then the channel width at this section is reduced
during deposition, or the depth is increased during erosion. Otherwise, the channel
depth at this section is decreased during deposition or the width is increased during
erosion.

The methodology to compare these three minimization theories is described in
Sect. 2, while the results and discussion section are presented in Sect. 3, followed by
the conclusion.
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Fig. 1 Initial longitudinal profile of the experimental flume and typical cross-section

2 Methodology

Figure 1 summarizes the experimental case of Cantelli et al. [4]. The longitudinal
profile has 2 different slopes and the material on the flume’s bed is uniform (d50
between 0.79 and 0.81 mm). The upstream water and sediment discharges are 0.3 l/s
and 7.5 g/h respectively.

The numerical modeling is done using the model UMHYSER-1D by AlQasimi
and Mahdi [1–3] where the three minimization options are implemented. The model
is run for each minimization option and the results are compared. UMHYSER-1D
solves the Saint–Venant equations and a convection–diffusion equation for sediment
mass conservation. For the present case, even if the bed slope smallness is locally
violated, the Saint–Venant equations are used in this case as an extreme case to show
the performances of the model.

3 Results and Discussion

Figure 2 shows simulated longitudinal profiles without minimization. The longitu-
dinal profile evolution trend is well captured by UMHYSER-1D. However, at the
slope break, the bed evolution is surely false. At the knick point, the Saint–Venant
equations are not valid, but the numerical algorithm minimizes error growth which
make UMHYSER-1D able to model a river reach with sudden thalweg changes.
Overall, UMHYSER-1D is able to well reproduce the experimental results except at
the slope break.
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Fig. 2 Thalweg evolution without minimization options

Figure 3 shows simulated longitudinal profiles with three minimization options:
minimization of bed slope, minimization of total stream power and minimization
of energy slope. The best results are achieved by the minimum total stream power
option while bed slope minimization has no effect and energy slope minimization
doesn’t significantly improve the results.

The minimum total stream power theory gives the best results because, mathe-
matically speaking, this theory minimizes the following expression [5]:

Fig. 3 Thalweg evolution using three minimization options
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φT =
N∑

i=1

1

2
γ (Qi Si + Qi+1Si+1)�xi (1)

where φT = total stream power,N = number of stations along the reach; γ = specific
weight of water, �xi= distance between stations i and i+ 1; and Qi, Si= discharge
and slope at station i, respectively.

Equation (1) acts as an averaging process over the length of the channel (flume)
involving the slopes at all the stations. As a result, the slopes at all the stations are
milled providing the smooth simulated slope at the knick point.

4 Conclusions

To improve numerical modeling of rivers’ longitudinal profile evolution, three mini-
mization options, minimum of bed slope, minimum total stream power andminimum
of energy slope, were compared in this study using an experimental study.

The bed slope minimization has no effect on thalweg evolution and energy slope
minimization doesn’t significantly improve the results. The minimum total stream
power option improved the simulation results at the slope change only. It has to
be noted that at the slope break, the total stream power minimization smooths the
numerical solution even if, at this location, the Saint–Venant equations are not valid
since the slope is not small anymore and the hydrostatic pressure distribution is
violated. More investigations are needed to demonstrate the role of minimization
theories to predict river morphology under unsteady flow conditions.
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Investigating Event Selection
for GA-Based SWMM Rainfall-Runoff
Model Calibration

E. Snieder and U. T. Khan

1 Introduction

Physics-based models are commonly used to simulate dynamic hydrological
processes in order forecast future conditions. SWMM is a popular semi-distributed
hydrological discrete-time simulation engine developed and freely distributed by the
United States Environmental Protection Agency (US-EPA). SWMM is capable of
simulating processes including surface runoff, groundwater, flow routing, infiltra-
tion, snowmelt, surface ponding, and water quality routing; many of these can be
simulated using a variety of methods. As is typical for physics-based rainfall-runoff
models, SWMM models are parameterised based mainly on measurable watershed
characteristics. Many model parameters are highly uncertain, which is attributable to
factors such as measurement error, non-stationary parameters, and unknown degrees
of spatio-temporal heterogeneity [17]. In fact, the uncertainty of model parameters is
among themost important uncertainty sources to consider for hydrologicalmodelling
[17, 24].

Typically, SWMM parameters are calibrated within their range of uncertainty in
order to make predictions that more closely reflect observable values, which is quan-
tifies in the form of one or several performance criteria [14]. Automated calibration
techniques have been demonstrated throughout the past two decades, nevertheless,
many aspects, or the entire model calibration is still performedmanually in an ad-hoc
fashion [19].

Several studies have demonstrated the application of methods such as generalised
likelihood uncertainty estimate (GLUE) and genetic algorithms (GA) for calibrating
model parameters. However, model performance and generalisation remain heavily
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dependent on the selectionof trainingdata,which is typically donemanually.Amodel
calibrated to a particular event(s) is not guaranteed to maintain its accuracy on other
events [3]. Therefore, selection of calibration and validation events is an important
consideration, regardless of the calibration method. Multi-model approaches have
emerged as a popular way to account for the dynamic variability of the rainfall-runoff
relationship [3]. Such approaches can simultaneously consider multiple possible
calibrated parameter sets. Considering the statements above, the objectives of this
paper are to (1) investigate data-driven methods for identifying calibration events for
SWMMcalibration and (2) comparing different multi-model combination strategies.

2 Study Area

Fourteen Mile Creek (FMC) is in and upstream of the town of Oakville ON, Canada.
FMChas a total area of 31km2,which is discritised into 61 subcatchments. Thewater-
shed is characterised as semi-urban, containing predominantly agricultural land-use
upstream,while downstreamconsists of commercial andmedium-density residential.
The watercourses in the FMC model representation are highly detailed, as reflected
by hundreds of irregular cross-sections used to represent the main creek. The FMC
has historically experienced flooding and has been subject of several flood mitiga-
tion projects over the past decade [27]. The FMC SWMM model was obtained in
an uncalibrated state, evidenced by the low precision and variability of parameter
values. Cold weather conditions were removed from the dataset based on historic
data obtained from Environment Canada [9], as cold weather processes (e.g., snow
accumulation) are not parameterised in the SWMMmodel. To accommodate varying
initial conditions for each event-based simulation, Hot Start Files (HSF) are produced
for each hydrological event using a period of oneweek prior to the event start (Fig. 1).

Fig. 1 FMC SWMM model
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3 Methods

The following section provides a brief review of state-of-the-art methods for event
selection, followed by a description of the methods used for model calibration,
performance evaluation, and multi-model combination.

3.1 Event Discretisation and Selection

The selection of rainfall event(s) is an important consideration, as it will influence
how the model performs on future events, or how well the model generalises. It is
widely known that calibratedmodelswill performbest on data that resembles the cali-
bration data. Thus, event selection strategies tend to reflect the model application; for
flood forecasting, a popular application, high flow rainfall-runoff events are selected
for calibration. Several studies have used ad-hoc approaches for identifying rainfall
events. Qin et al. [20] create synthetic events in 3 categories, with varying character-
istics such as return period, duration, rainfall intensity, rainfall amount, and time-to-
peak. In this study, grouping rainfall events is motivated by the unique rainfall-runoff
relationship across different rainfall characteristics, which is confirmed by simulation
results. Blackler and Guo [4] distinguish early spring, spring, summer, and intense
summer rainfall events; this study noted that long, low intensity events achieved
stronger calibration performance compared to short, intense events. Broekhuizen
et al. [7] evaluate a multi-event calibration scheme in which events are selected from
a set of discritised events based on one of rainfall, rainfall intensity, mean flow,
total flow relative to total rainfall, or rainfall duration. In their calibration scheme,
events that fall above and below a runoff threshold are used in a two-stage calibration
technique, which is found to outperform a single stage multi-event approach.

Data-driven hydrological models, often considered to be counterparts to physics-
based models such as SWMM, often employ sophisticated data splitting methods
for identifying data for model calibration and validation. It is well-known that data
used for calibration and validation should have similar statistical properties [5, 29].
Unsupervised clustering provides an objective way to identify groups of events,
each with distinct characteristics. Clustering techniques have previously been used
to classify individual observations, for the dual purpose of ensuring that each all flow
regimes are equally represented (i.e., an equal number of low and high flows), and
to ensure similar statistical properties between the calibration and validation data [1,
5, 26]. Toth [26] used an SOM to classify streamflow and rainfall data (with several
lagged copies of each), evaluating the effect that varying the number of clusters has
on overall model performance. The study also links the SOM-based classifications
to physical hydrological phenomena (e.g., a given class may correspond to the rising
limb of the hydrograph). Bowden et al. [5] compared GA-based and SOM-based
data splitting methods, finding that they both outperformed traditional approach in
which data is split arbitrarily without any consideration for the statistical properties
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of each split. Similarly, Anctil and Lauzon [1] use an SOM to create data subsets
with statistically similar properties.

However, because physics-based models require time-continuous data [11],
methods that classify individual samples such as those mentioned above are unsuit-
able; instead, a clustering approach must be adapted to classify complete rainfall-
runoff timeseries’, rather than individual observations as has been done in previous
works. Steffen and Gomes [25] demonstrate a framework for classifying flood
severity using based on a set of indicators in order to better understandflood formation
mechanics. In our study, a comparable timeseries clustering approach is employed,
however, in our case for calibration and validation data selection.

As mentioned above, clustering is conducted using features derived from rainfall-
runoff events that have first been discretised from continuous data, which are
summarised in Table 2. For clustering, both rainfall and streamflow event statis-
tics are used in order to achieve a subset of events with both diverse streamflow
and forcing rainfall event characteristics [26]. The event statistics (called feature set)
proposed in this study include total precipitation (P), peak intensity (ip), mean inten-
sity

(
iµ

)
, duration (D), date (date), peak flow

(
qp

)
, flow volume (Q), hydrograph

centroid coordinates
(
qct

)
and

(
qcy

)
, and hyetograph centroid coordinates

(
qct

)
and(

qcy
)
.

The feature set has a high dimensionality (11) relative to the number of events,
or samples (25). Thus, before clustering, principal component analysis (PCA) is
used for dimensionality reduction. This combination of dimensionality reduction
and clustering has been widely used in literature to reduce the effects of the curve of
dimensionality [10, 16, 25]. K-means clustering is used to cluster the 5 first principal
components (PCs).

3.2 Genetic Algorithm-Based Optimisation

A variety of optimisation algorithms have been applied for SWMM calibration [19].
A recent comparison of three evolutionary optimisation algorithms found that the
GA outperforms the other algorithms [15]. The GA is an evolutionary technique that
searches for a global minimum by iteratively breeding new populations of param-
eter estimates. Each new population is created by crossing-over and mutating the
best population of each previous generation. The initial population is generated by
randomly sampling within the uncertainty range of each individual parameter. The
uncertain parameters subject to calibration, and their degrees of uncertainty, are
identified based on expert knowledge and are listed in Table 1. The uncertainty value
indicates the uncertainty of each parameter relative to its initial value. The lower
and upper constraints are identified based on physically realistic values for each
parameter (irrespective of site conditions). For example, the upper constraint for
saturated hydraulic conductivity (KSat) is 120 mm/h, which is largest value listed in
the SWMM manual [13].
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Table 1 GA calibration parameters and uncertainty ranges

Class Attribute Units Uncertainty Lower constraint Upper constraint

Subcatchments Width m ±4.0 0 1,000,000

Subcatchments PercentSlope % ±0.5 0 5

Subcatchments PercentImperv % ±0.4 0 100

Subareas N_Imperv – ±0.2 0 0.024

Subareas N_Perv – ±1.0 0 0.8

Subareas S_Imperv mm ±0.4 0 2.54

Subareas S_Perv mm ±1.0 0 7.62

Infiltration Suction mm ±1.0 0 320

Infiltration Ksat mm/hr ±1.0 0 120

Infiltration IMD – ±0.5 0 0.4

Table 2 Discritised event dates, statistics, and classification result

Event start
(dd-MM-yy
HHmm)

Duration (h) Precip. (mm) Peak
intensity
(mm/h)

Mean flow
rate (m3/s)

Peak flow
rate (m3/s)

Class

12-05-19
1505

39.5 13 2.8 1.2 1.8 2

25-05-19
0615

12.3 26.5 22.5 2.1 5.3 2

05-06-19
1130

9.8 23.6 21.7 1.9 3.3 2

10-06-19
0915

9.4 8.3 8.3 0.4 2.1 1

13-06-19
0400

12.6 10.4 14.9 0.4 1.8 1

20-06-19
0800

15.1 9.8 5.8 0.4 1.9 1

24-06-19
2220

3.3 11.5 10.8 0.6 2.5 1

29-07-19
2110

12.1 10.8 6.9 0.2 1.2 1

26-10-19
1945

13.7 33.7 11.9 1.8 5.6 2

30-10-19
1235

33.1 31.7 5.5 1.4 3.2 2

27-11-19
0715

5.3 6.1 6.5 0.3 0.6 1

29-12-19
1200

21.3 16.4 5.8 2.4 5.4 2
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3.3 Performance Criteria

The Kling-Gupta Efficiency (KGE) is used as the objective function for the GA [12].

KGE = 1 −
√√√√

(
cov

(
q, q̂

)

σqσq̂
− 1

)2

+
(

σq

σq̂
− 1

)2

+
(

μq̂

μq
− 1

)2

(1)

where q and q̂ are observed and predicted stage values, μ is the mean, cov() is the
covariance, and σ is the standard deviation.

xi ← argmax(g(Qi , f (X, Pi ))) (2)

where xi is the parameter set obtained by the maximisation of the objective function
(KGE), g(). The objective function quantifies the similarity between the observed
flow Q for a given rainfall-runoff event i , and the predicted flow, f (). The predicted
flow is calculated in SWMM and is a function of all possible model parameter sets
X (bound by their uncertainty range) and the precipitation for the same event, Pi .

Two additional performance criteria are used for model evaluation: the mean
volume error (MVE) and peak flow error (PFE), which are calculated as follows:

MVE =
∑(

q − q̂
)

∑
q

(3)

PFE = max(q) − max
(
q̂
)

max(q)
(4)

3.4 Multi-model Prediction

Amulti-model approach is used in this study, that treats collections of SWMmodels,
each calibrated to distinct hydrological events, as an ensemble; discrete predictions
are obtained by combining the output of each ensemble member. Combining predic-
tions from different parameter sets may be seen as counter-intuitive, especially for
time-invariant parameters which are expected to have one true value, significant
work in hydrology has demonstrated that there is no single optimum parameter
sets; instead, there may be numerous parameter sets that are equally suitable for a
given model [2, 3, 18]. Multi-model predictions are supported by pure literature on
model ensembles, which asserts that predictions produced by ensembles are known
to outperform single models; the success of ensemble is attributable to the degree
of disagreement between the ensemble members, also known as ensemble diversity
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[8]. Combining the predictions frommultiple rainfall-runoff events has been demon-
strated improving model generalisation in literature [3, 22]. Most commonly, multi-
model approaches combined different types of rainfall-runoff models [28]. Several
studies have demonstrated the effectiveness of combining homogeneous models,
calibrated to different observations. Seibert and Beven [21] use a Monte Carlo simu-
lation to randomly select observations for model calibration and obtain predictions
by taking the weighted mean of the 100 best performing models. The multi-model
approach is found to outperform the single model [21].

Our proposed ensemble consists of models that are each calibrated to different
rainfall-runoff events; ensemble diversity, which can be measured as the covariance
between the predictions of ensemble members, is achieved implicitly by including
diverse training data in the form of rainfall events with distinct characteristics.
To create an ensemble, n models are calibrated by using a GA so find a solution
for Eq. (2). Predictions are computed for each individually calibrated model and
combined, which is generally expressed by:

Qi

∧

= h( f (x1, Pi ), f (x2, Pi ), . . . , f (xn, Pi )) (5)

where Qi is the runoff corresponding to event i , h() is the model combiner (e.g.,
equal model weighting, ANN, etc.), and f (xn, Pi ) is a SWMM model with input
parameters xn and forcing precipitation for event i , Pi . There are a wide variety
of model combination techniques; the following subsections outline two common
methods: uniform weighting and stacking.

3.4.1 Weighted Combination

Weighted combination is among the most popular techniques for aggregating
ensemble predictions [23]. Uniform weighting is the most common weighting
scheme, but various techniques exist for determining non-uniform model weights.
We evaluate both uniformly weighted and non-uniformly weighted schemes; for the
latter, we utilise the predictions of each calibrated model on the concatenated cali-
bration timeseries. The weights for the SWMMmodels are determined based on the
following equation:

w ← argmax
(
g
(
Qi , Qi

∧))
(6)

wherew is the optimumweight vector and Qi

∧

is theweighted combination of SWMM
predictions:

Qi

∧

= w1( f (x1, Pi )), w2( f (x2, Pi )), . . . , wn( f (xn, Pi )) (7)
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The weights are determined using the Nelder-Mead simplex direct search
algorithm.

3.4.2 Stacking

Stacking is a generalisation technique in which a model is trained to combine other
models (sometimes referred to as a meta-learner). Linear regression is the most
common stacking model type [6]. However, more complex model types such as
artificial neural networks are capable of mapping non-linear relationships between
input data (SWMM predictions) and target data (observed flows), providing greater
compensation for potential deficiencies of the SWMM models [23]. We include
both a linear model and ANN in our comparison of combination methods. The
configuration of the linear model is trivial; more consideration is necessary for the
ANN parameterisation. State-of-the-art modelling practices are used to ensure the
ANN is well-generalised. Specifically, stop-training and Bagging are employed; the
Levenburg-Marquardt backpropagation is used for training.Grid-search optimisation
is performed for the number of Bagged models and hidden layer architecture, which
identified optimum sizes of 128 models and 8 hidden neurons.

A benefit of stacking is the ability to incorporate exogenous input variables such as
precipitation forecasts and observed flow. In this research, we utilise aerial weighted
rainfall for the FMC watershed and observed flow (lagged by 36 h).

3.5 Model Validation

In order to assess the ability for the model(s) to generalise, we assess model perfor-
mance using events that are isolated from those use for predictions. For SM predic-
tions, the validation performance for each event is calculated using the remaining
11 events. For the MM predictions, each possible combination is considered; for
example, for 6 class 1 events (numbered 1–6) and 6 class 2 events (7–12), vali-
dating event #1 is performed using all 6 unique combinations of 5 events from each
class ([2–11], [2–10,12], [2–9,11–12], [2–8,10–12], [2–7,9–12], and [2–6, 8–12]).
High variability between each combination of selected events is indicative of high
sensitivity to the event selection procedure.

4 Results and Discussion

The following sections outline the outcome of the unsupervised event clustering and
presents a comparison of the single and multi-model methods outlined above.
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4.1 Unsupervised Event Clustering

The outcome of the unsupervised event clustering is illustrated in Fig. 2, which
shows the relationships between select indicator variables using scatterplots, and a
summary is included in Table 2.

The final row and columns show the class values. The resulting classes can be
described as large and small events, in terms of flow. There is clear stratification of
classes for the total flow (Q), while the stratification is less defined for precipitation
(P) and intensity (iµ). Large events tend to occur in spring and wall, while small
events occur throughout the year. Six events from each class are selected for model
calibration and validation; models are calibrated to individual models, which are
used together according to the methodologies described above.

Fig. 2 Scatterplot matrix for clustering indicator variables; classes are distinguished by colour
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4.2 Comparison of Single Model and Multi-model
Predictions

As mentioned above, this research compares single model with several multi-
model prediction techniques; the latter include uniformly weighted, weighted,
multi-variable linear regression-based stacking, and artificial neural network-based
stacking. The comparison is illustrated in Fig. 3 and summarised in Table 3.

The range of the boxes indicates the range in performance due to the selection of
5 events from each of classes 1 and 2. In Table 3, the mean performance (ranked) and
variance are calculated for each event, then averaged across all events. The highest-
ranking performance and lowest variance are indicated in bold. The uniformly
weightedmodel predictions have the strongest KGE andMVEperformance, whereas
the STACK_ANNX model has the strongest PFE.

The variance in Table 3 corresponds to the variance associated with the specific
event(s) used for the single or multi-model prediction; for example, for validating
event 1, the single model performance is calculated for events 2–12; the variance

Fig. 3 Validation performance of SWMMconfigurations for singlemodel (red), uniformweighting
(blue), variableweighting (green),MLR-based stacking (yellow), andANN-based stacking (purple).
Calibration performance is indicated by a grey bar

Table 3 Ranked performance and variance for KGE, PFE, and MVE

KGE rank KGE var PFE rank PFE var MVE rank MVE var

CAL 1.083 – 2.167 – 2.250 –

SINGLE 4.000 0.156 3.167 0.119 3.250 0.119

UNIFORM 2.583 0.001 4.000 0.001 3.250 0.001

WEIGHTED 4.167 0.116 4.667 0.101 3.250 0.091

STACK_MLRX 4.917 0.044 3.917 0.038 4.750 0.037

STACK_ANNX 4.250 0.094 3.083 0.072 4.250 0.105
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Fig. 4 Validation performance of SWMM configurations for single model (red), uniformly
weighted multi-class (blue), class 1 (green), and class 2 (purple)

is calculated for the distribution of these 11 performance values. The uniformly
weighted model has the lowest variance compared to all other methods, while
the single model predictions typically have the highest, regardless of the perfor-
mance metric. This means that model validation performance is highly sensitive to
calibration event selection; combining predictions eliminates this variance.

Next, we compare the effects of three subsets of events formulti-model prediction:
5 events from each class (as presented above), using 5 class 1 events, and 5 class
2 events. Validation events belonging to class 1 and 2 are separated into left and
right subplots, respectively. Generally, predictions made using models calibrated to
a given class performbest on events of the same class; this is observed across different
classes and performance criteria (Fig. 4).

These trends in performance can be used to guide event selection for calibra-
tion procedures. Balanced performance is achieved using a combination of diverse
event classifications; if improved performance is desired on events of a given class,
predictions can be made using events calibrated based on events in the same class.

5 Conclusion

This research outlines a novel approach, based on unsupervised clustering, for objec-
tively selecting rainfall-runoff events for SWMM calibration. Once clustered, an
event number of events from each class are selected for calibration, ensuring statisti-
cally diverse training data. Next, several multi-model prediction strategies, including
two weighting schemes and two stacking methods. Overall, the uniformly weighted
model combinations have the best performance and lowest sensitivity to specific
event selection, across three criteria. Uniformly weighted predictions are compared
for predictions made using only events from a single event class and predictions
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made using an even number of predictions from each class. Predictions made using a
single class tend to perform best on validation events with the same class, and worst
on events from the other class; the multi-class performance typically lies between
the two.

Recommendations for future work include a more robust comparison of multi-
event calibration methods (e.g., using multi-objective optimisation) within the
proposed framework for event selection. Furthermore, a detailed analysis of cali-
brated parameter values for models calibrated to distinct events will provide a greater
understanding and physics-based support for parameter estimates.
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How Can a State-of-the-Art Prediction
Technique for Random Parameter
Models Improve the Construction Work
Environment in Ontarian Highways?

Seyedata Nahidi and Susan Tighe

1 Introduction

Throughout the last couple of decades, road safety and collision analysis have been
advanced due to developing innovative techniques. More conventional methods,
where data analysis and statistical modelling are the foundation of it, are also forged
ahead with the introduction of “Random Parameter Models” or “Mixed Models”.
In 1961, Clark introduced the concept of these models. He suggested that these
models could be beneficial in terms of future event predictions, while there is uncer-
tainty about collected data and unobserved heterogeneity issue [3]. These models let
the coefficients change across the observations following a given distribution [11].
Since 1980, these models, which were originally used for econometric analysis, were
started to being popular in the transportation engineering field. Anastasopoulos and
Mannering [2] published an article where they have used these models for the first
time for analyzing the accident frequency assessment with count-data models. Later
on, these models were used in numerous studies by numerous researchers in the
transportation field to investigate the impact of unobserved factors in their studies [1,
5, 7]. Apart from the advantages that these models offer, there are two main concerns
about them: (1) It is complicated to decide which one of the coefficients to choose
for future predictions based on the characteristic of the events (whether the unob-
served heterogeny is expandable to all scenarios), and (2) They are data dependant,
and generally they are not spatially or temporally transferable. This study focuses on
these concerns and tries to develop an efficient technique to overcome these issues.
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2 Methodological Framework

In 2019, authors published a paper where they investigated the factors that signifi-
cantly have an impact on injury-severity of the collisions in the work zones located
in high-volume highways. They concluded that the random parameter ordered logit
model has the highest performance among other developed models. This model is
considered the foundation of this study [8]. Fixed parameter ordered logit model
could be formulated as Eq. 1:

z = βX + ε (1)

where z is the ordinal ranking estimator, β is a matrix of estimated fixed coefficients
for independent variables, X is a vector matrix of independent variables’ values,
and ε is the random disturbance [11]. Comparing the value of the z with estimated
thresholds can directly demonstrate the estimated category of the introduced event
to the model. This process could be demonstrated in Eq. 2:

y = 1 i f z ≤ μ0

y = 2 i f μ0 < z ≤ μ1

. . .

y = k i f z ≥ μk−1 (2)

where y is the allocated hierarchal code of the categories of the dependent variable
(1= PDO, 2=Minor Injury, 3=Major Injury, and 4= Fatality),μk is the decision-
making borderline and threshold.

Unlike the fixed-parameter models, in random parameter models, β is not a fixed
coefficient, and it changes across the observation to account for the unobserved
heterogeneity. Thus, depending on the distribution, the probability function, and the
nature of the unobserved factors β can vary as Eq. 3:

βi = β + �zi + �vi (3)

where β is the mean of the estimated random parameters.� is the coefficient matrix,
zi is a set of observed variables which do not alter by time and enter the averages of
the random parameters,� is a lower triangular matrix which produces the covariance
matrix of the random parameters Finally, vi is the unobservable latent stochastic term
in the ith observation in β i [8].

In previous studies, the prediction technique for future events was only limited
to taking the average of all of the generated coefficients of the randomly varying
factor. There are some issues associated with this method. Since there was an attempt
to capture the unobserved heterogeneity impact with this method, using average
value will not be a good representative for such a purpose. Thus, the effect of the
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unobserved factors will not be equal in all cases. This fact will be neglected while
using the average value and give them the identical weight of unobserved hetero-
geneity impact on all of the scenarios.An innovativemethodology is recommended to
avoid such mispredictions. This method uses the “similarity level” by comparing the
possible future events with the historical database. Therefore, the following steps are
recommended to be followed while predicting using the random parameter models:

Step 1: Extract the relevant information for future evens: This information could
be gathered by checking the design details, road segment characteristics, setups,
and demographics of the neighbourhood and surrounding areas, guidelines, and
road condition (Fig. 1).
Step 2: Comparison of events: This step compares the detailed information derived
from the previous step with the existing database in whichmodels were developed
based on them (Fig. 2).
Step 3: Selection of the events from historical data: This step selects the scenarios
which satisfy the “similarity level” condition. The sensitivity of the similarity
level could be changed upon the requirements of the project, and the availability
of sufficient variation in the dataset. For this study, the “similarity level” of 75%
was considered. Thus, the coefficients from the scenarios with more than the
assigned trigger were chosen and used for further analysis. The main reason for
selecting 75%similarity levelwas to have at least 10%of the estimated coefficients
(approximately 25 coefficients based on training dataset size) for prediction.

Fig. 1 Step 1: gathering the required relevant information about future events
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Fig. 2 Step 2: comparison of events, and step 3: selection of the events from the historical database

Step 4: Unifying the scenarios: The average of the chosen scenarios’ coefficients
was taken and used for prediction purpose to capture the effect of the selected
plots from step 3. Figure 3 depicts the summary of steps 3 and 4.

Lastly, the comparison between the recommended method and the conventional
method was performed to check the accuracy and performance of the developed
strategy. To achieve this goal, the stratified tenfold cross-validation method was
utilized. This method provides advantages such as minimizing the over-fitting issue,
estimating the prediction performance of the models, and assurance of consistency

Fig. 3 Demonstration of step 3 and step 4
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Fig. 4 Stratified tenfold cross-validation methodology for constructing folds [9]

of each fold with the database in terms of characteristic (specific to stratified tenfold
cross-validation) [10]. Figure 4 schematically shows the whole procedure.

The overall strategy to achieve the required folds are shown inFig. 4. It is necessary
to follow specific steps, which summarized in Fig. 5.

After setting up the folds, the next step is to deploy an iterativemodel development
process. This step can provide a detailed perspective of the performance and accuracy
of the developed models.

Fig. 5 Overall strategy to construct folds for stratified tenfold cross-validation [9]
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3 Data

The dataset summarizes the work zone collisions with various injury-severity levels
in the US interstate highways of New York, Pennsylvania, Michigan, and Illinois
between 2013 and 2016. This dataset consists of more than 250 data points with
multiple layers of information such as driver-related information, vehicle-related
information, pre-crash information, and other information. This data was driven from
the National Highway Traffic Safety Administration (NHTSA) database. (Please see
[8] for more descriptive details of the dataset.)

4 Discussion and Results

According to the Capital Region Intersection Safety Partnership [6], apart from legal
and societal damages of work-related fatalities, each lethal collision can cost approx-
imately 228,000$. Unfortunately, the current statistics demonstrated that costs asso-
ciated with work environment fatalities increased by 10%; this includes the fatalities
related to the workers and staff who lost their lives in traffic accidents. To enhance
the prediction performance of unpleasant incidents on highways and work zones,
identifying the factors that can significantly increase the risk of fatal collisions is
necessary. The previous study by the authors Nahidi and Tighe [8] investigated these
factors, and this study focuses on predicting future events using those statistically
significant factors.

After dividing the dataset into ten homogenous folds, nine folds were used for
the stratified cross-validation process, and one fold was held as the test data set.
Later on, a set of models including ten random parameters ordered logit models
were developed, and their performances were recorded. Table 1 summarizes the
prediction performance of each iteration.

Table 1 demonstrates the summary of the actual injury-severity level versus the
predicted injury severity level using the “similarity level” concept. The range of
training fold dataset size (90% of data) is altering from 229 to 232, and this range
for the test dataset (10% of data) is between 24 and 27. As shown in Table 1, PDO
has the lowest accuracy level (approximately 68%). However, the lack of accuracy
for this specific category could not be considered “risky”. Since models predicted
future events in higher classes, and lead to more conservative designs and decisions.
Furthermore, after careful investigation of possible reasons for these mispredictions,
it was identified that in more than 80% of the cases with misprediction, the model
predictions were only slightly different from the estimated thresholds shown in Eq. 2.
Small changes around the threshold values and similarity of several minor injuries
and PDO collisions can lead to this issue. It is believed that the development of
“Random Threshold Random Parameter Ordered Logit models” can minimize this
issue [4]. Table 2 represents the accuracy of predictions for each injury-severity
category for each fold. In Table 2, two prediction interpretation strategies were
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Table 3 Average performance of all 10-folds

Average of all folds

Training dataset Test dataset

Category specific
prediction (%)

Conservative
prediction (%)

Category specific
prediction (%)

Conservative
prediction (%)

PDO 99.42 100.00 67.68 100.00

Mi-In 98.47 100.00 70.33 94.67

Ma-In 94.45 99.71 70.83 84.17

F 98.13 98.13 74.72 74.72

considered: Category-specific predictions, and conservative predictions. More
conservative predictions result in consideration of additional safety countermeasures
and avoid unpleasant events on a larger scale.

For having a better perspective toward the average performance of the models,
the average performance of all folds is presented in Table 3.

Table 3 demonstrates that as expected, models can predict the training dataset
events with more than 95% accuracy for all injury-severity categories under both
category-specific and conservative prediction strategies. This performance dropped
after introducing the test datasets to the developedmodels for each fold. The category-
specific predictions for the test dataset have an overall accuracy of 70%; however, this
value for conservative prediction is 88.5%. Adapting the “similarity level” strategy
as well as utilizing the conservative prediction technique enhanced the prediction
performance of the developed models. Table 4 recapitulates the performance of
conventional prediction techniques.

Comparing Tables 3 and 4 shows that the overall prediction performance has
improved by at least 27% in category-specific predictions; for conservative prediction
this value (apart from PDO collisions) 5%. It is assumed that introducing the simi-
larity level concept combined with the random thresholds technique could improve
the accuracy and performance of the predictions even more than what has achieved
[4].

Table 4 Prediction
performance of model
without similarity level and
tenfold cross-validation
techniques

Conventional prediction results (without tenfold
cross-validation and similarity level)

Category specific
prediction (%)

Conservative prediction (%)

PDO 40.26 100.00

Mi-In 31.03 68.97

Ma-In 15.79 73.68

F 43.37 69.74
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5 Conclusion

This study examined and combined various techniques to improve the prediction
performance of “Random Parameter Ordered Logit Models” for future events and
tackle one of the challenges of these models, which was their data dependency. The
recommended method incorporates the stratified tenfold cross-validation technique
and innovative similarity level variable. The combination of these techniques mean-
ingfully enhanced the prediction performance of these models by at least 27% in
category-specific predictions and 5% in conservative forecasts. The findings of this
study could help designers and project managers involved in highway construction,
maintenance, and rehabilitation activities, to have safer planning toward the possible
hazards. This study is also in line with Vision Zero objectives which aim to minimize
and optimistically eliminate the fatalities on Canadian roads.
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Quality of Life Outcomes of the Smarter
Growth Neighborhood Design Principles:
Case Study City of Kelowna

Abdul Rahman Masoud, Ahmed Idris, and Gordon Lovegrove

1 Introduction

The built environment influences many aspects of human behaviour and our quality
of life (QoL). For instance, neighbourhood design determines how children engage
with public places and their level of access to green spaces and their level of freedom
and independent mobility [30]. These factors, in turn, affect children’s cognitive,
emotional, social, and bodily development [14]. As for adults, it has been well
established in the literature that mental health problems, including social isola-
tion, are connected to the built environment [16]. In addition, neighbourhood design
shapes our travel behaviour and traffic pattern, which influences air quality and noise
pollution.

No standard published definition for QoL was found in the literature, due in large
part to its historically abstract references. However, many researchers argue that it
is a multidimensional construct of interacting objective and subjective dimensions
[4], with [22] arguing QoL can be classified into four categories: (1) objective, (2)
subjective, (3) combination of objective and subjective, and (4) domain specific. QoL
in its simplest form can be defined as “how well we are doing, and how well things
are going for us” [10]. The question then becomes how to assess QoL, and thus the
success of a neighborhood’s design.

Given that QoL covers a wide array of life domains, several indicators and indices
have been proposed to measure it. For instance, [27] proposed a list of 22 indicators
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based on an extensive literature review of human values and wellbeing in regard
to sustainable development. The list includes indicators related to, but not limited
to, social aspects, health, safety, security, privacy, freedom, environmental quality,
spirituality, materialism, access to nature, education, and leisure. The indicators can
be used to estimate the change in people’s QoL by constructing a multi-attribute
evaluation (MAE) matrix given predefined weights for each indicator. Similar to [9,
27] proposed a QoL model that incorporates objective and subjective dimensions,
as well as a new dimension that captures personal autonomy of individuals’ values
and preferences across domains, In particular, their model accounts for (1) physical
wellbeing, (2) material wellbeing, (3) social wellbeing, (4) development and activity,
and (5) emotional wellbeing.

These previous measures come from the sociology literature, as do most QoL
measures, which is not surprising since the concept ‘QoL’ evolved from research
on social indicators [11]. Few researchers have explored developing urban and/or
transportation QoLmeasures. For urban-specificmeasures, the Dutch have identified
six sustainability principles related to improving QoL: (1) health, climate resistance,
mobility, circularity (i.e. recycling and reusing), energy, and social economy. SeragEl
Din et al. [29] identified seven domains of QoL: (1) environmental, (2) physical, (3)
mobility, (4) social, (5) psychological, (6) economical, and (7) political. In addition,
[3] presentedmore compact urbanQoLmeasureswith four domains: (1) architectural
and town-planning (i.e. peoples’ perception of space and green areas), (2) socio
relationship, (3) functionality (e.g. commercial, and transportation services), and (4)
Contextual (i.e. psychological wellbeing).

As for transportation-related QoL, [19] identified seven QoL indicators based on
an extensive literature review including (1) energy saving, (2) air quality, (3) health,
(4) road safety, (5) congestion and travel time, (6) noise, and (7) equity. In addition,
[22] proposed a framework for the interactions of transportation planning and QoL.
In particular, their framework linked three components of the transportation system
(vehicular traffic, mobility/accessibility, and the built environment) to four domains
of QoL (physical, mental, economic, and social well-being).

Overall, the varied results of these numerous studies suggest that measuring the
influence of land use and transportation systems on QoL is exceedingly complex.
In addition, the wide variation of the proposed indicators reflects how there is no
global agreement on the definition of quality life nor the importance of the factors
that influence QoL. This paper will not attempt to develop the perfect neighborhood
system design that ‘maximizes’ human QoL, as humans by nature are each unique,
experience life differently, and thereby value the quality of their life experiences
differently. Therefore, the objectives of this paper are to:

1. Identify a reliable suite of empirical tools that could be utilized by community
planners and engineers to objectively evaluate key factors of a neighbourhood’s
design.

2. Utilize the identified suite of tools to evaluate the impact of the full-fledged SG
principles on community QoL.
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2 Literature Review

Several QoL evaluation tools have been previously identified and/or developed by
researchers at the Sustainable Transport Safety lab at the University of British
Columbia Okanagan [19, 25]. In particular, six tools and indicators are considered
and discussed below, including: (1) I-Thrive, (2) air quality, (3) noise pollution, (4)
walkability, (5) bikeability, and (6) Social Interactions.

First, The Interactive Sustainable Transport Safety/Healthy Development Index
Valuation (I-THRIVe) is an excel-based tool that has been developed to help
community planners and engineers in assessing the sustainability benefits of devel-
oping/retrofitting transportation and land use designs of a neighbourhood [23]. The
tool consists of 12 elements, including (1) density, (2) service proximity, (3) land
use mix, (4) street connectivity, (5) road network and sidewalk characteristics, (6)
parking, (7) aesthetics and human Scale, (8) functionability, (9) predictability, (10)
homogeneity, (11) forgivingness, and (12) state awareness. The first seven elements
are related to the built environment evaluation and were mostly adopted from the
Peel Healthy Development Index [7]. The remaining five elements are related to road
safety evaluation and were adopted from the Sustainable Transport Safety (STS)
principles. The STS principles were proposed in 1992 by the Dutch Road Safety
Research Institute with two goals: (1) to prevent road crashes by decreasing the risk
of human errors and, (2) recognizing that human error is bound to happen, to reduce
the severity of any crashes that do occur to a level that the human body can tolerate
[33].

Second, the transportation sector is a major contributor of other air pollutants
such as particulate matter, carbon monoxide, nitrogen oxide, and volatile organic
compounds [35]. Passenger vehicles account for a large sumof the total transportation
related emissions in Canada including 4% of particulate matter, 21% of nitrogen
oxide, and 51% of volatile organic compound emissions [8]. Numerous studies have
been conducted to assess the impact of the built environment on transportation-
related emissions [5, 6]. Similar to [28], this research utilizes emission factors (EF)
to calculate total traffic emissions based on vehicle kilometres travelled (VKT). The
GHG emission factors were extracted from BC Community Energy and Emissions
Inventory [1].

Third, noise pollution is a major concern for many urban areas. Gandelman et al.
[13] suggested that eliminating noise pollution significantly improves individuals’
leisure and social life satisfaction. Traffic noise is a complex phenomenon that is
influenced by several factors including traffic speed, volume and composition, road
surface, meteorological factors, ground surface, tire type, etc., most of which are
country specific [15]. As a result, several noise forecasting models have been devel-
oped around the world. This research will utilize the Ontario Road Noise Analysis
Method for Environment and Transportation (ORNAMENT), illustrated in Eq. 1
[20], which accounts for traffic composition, volume, and speed. The model was
adopted in this research for several reasons including its simplicity, being developed
in a region close to the study area, and it accounts for the variables that studied in
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this research.

Leq = 42.3+ 10.2× log(VC + 6× VT )− 13.9× log(D)+ 0.1S (1)

where Leq is the one hour equivalent sound level at a point of reception, VC is the
light-vehicle traffic volume per hour, VT is the heavy-vehicle traffic volume per hour,
D is the distance from the road to the observation point, and S is the average traffic
speed (km/hr).

Forth, walkability has emerged as a new area of research that aims at identifying
metrics of the level to which the built environment, including transportation ROW, is
walking friendly. A number of approaches have been previously proposed tomeasure
walkability [12, 31]. A common theme between most of the proposed walkability
indices is that they try to capture three components of the built environment: (1)
network connectivity, (2) residential density, and (3) land use diversity. Walkability
in this research is measured using an index proposed by Frank et al. [12] for a QoL
study. The index is a function of four components as follows: (1) net residential
density, (2) retail floor area ratio, (3) Intersection density, and (4) Land use mix. The
four variables were then normalized using z-score. Finally, the walkability index for
each block group was calculated as the sum of the z-scores of the four components
as shown in Eq. 2.

WI = (2 × z− intersection density)+ (z− residential density)

+ (z− retail FAR)+ (z− land use entropy) (2)

Fifth, similar to walkability, bikeability refers to the extent to which the urban
built environment is cycling friendly. However, the development of a bikeability
index has received relatively lesser attention than walkability. Nevertheless, few
researchers have proposed a bikeability index [34], of which the index developed
by [34] was the most cited. This index measures bikeability based on metrics of
five components: (1) cycling route density, (2) cycling route separation level, (3)
connectivity of cycling friendly streets, (4) topography, and (5) destination density.
The index value is computed be first creating a high-resolution surface of 10 m grid-
cell raster in ArcGIS for each of the five components. Second, each surface was
reclassified to deciles with a scale from 1 to 10, where 1 is least cycling friendly
and 10 is the most cycling friendly. Finally, the bikeability index for each grid-cell
is computed by summing the score of the five components.

Finally, the Canadian 24-h movement guidelines identify four key elements that
are associated with notable health and cognitive benefits for children and youth: (1)
accumulation of no less than 60min per day ofmoderate to vigorous physical activity,
(2) several hours of a variety of structured and unstructured light physical activities,
(3) uninterrupted sleep of eight to 11 h, and (4) nomore than 2 hper day of recreational
screen time [32]. However, only less than fifth of Canadian children and youth adhere
to these guidelines [18]. Researchers have not yet proposed a playability index for the
built environment. Nevertheless, several studies in the literature have identified some
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key elements of the built environment that are associated with children playability.
In particular, playability is positively associated with close proximity to destinations
[2], walkability [21], perception of traffic safety [26], and negatively associated with
residential density [24]. Due to the lack of an index, playability in this research will
be subjectively evaluated based on the aforementioned built environment elements.

3 Methodology

To demonstrate the proposed suite of tools, it was applied to three urban centres in
the city of Kelowna: (1) Capri-Landmark, (2) South Pandosy, and (3) Rutland. These
urban centres have been selected as a study area for two main reasons: (1) the city
has mandated to accommodate 26% of its future growth in them and (2) the selected
urban centres represent various levels of land use mix. All the three neighbourhoods
were hypothetically retrofitted using the SMARTer Growth (SG) principles [17], as
shown in Fig. 1. The retrofitting process involved a series of local road closures
to preclude through traffic on local roads and direct it to the perimeter, without
altering the existing non-motorized network.Moreover, some areas that resulted from
road closures were used to provide green spaces in the neighborhood. These green
spaces eventually supplemented the local road network to provide more mbient off-
road pathways that allow convenient walking and cycling across the neighborhood.
Finally, the distribution of population and employmentwithin the neighbourhoodwas
changed according to the SG Principles such as higher density and mixed land use
located along the perimeter arterial and major collector corridors. Accordingly, two
scenarios were examined for each of the urban centres: (1) the 2016 scenario which
represents existing conditions (the year of 2016 was selected due to data availability)
and (2) the 2040 scenario which is based on the city’s projected urban growth and
the SG design principles.

Fig. 1 Existing and SMARTer Growth design alternatives
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4 Results and Discussion

This section presents the modelling results of evaluating the impact of the SG neigh-
bourhood design principles on residents’ QoL. As discussed earlier, Three urban
centres in the city of Kelowna are examined in this research including: Capri-
Landmark, South Pandosy, and Rutland. Two scenarios were examined for each
of the urban centres, as follows: (1) 2016 transportation and land use systems (S1)
and (2) 2040 projected transportation and land use systems utilizing SG design prin-
ciples, given the city’s projected urban growth (S3). The following subsections will
report and discuss the results of each of the QoL evaluation tools for the study areas.

4.1 i-THRIVe

As shown in Fig. 2, the existing scenario (S1) for all thee urban centres scored poorly
on the i-Thrive, with a total score of 33%, 38%, and 35% for Capri-Landmark, South
Pandosy, and Rutland, respectively. One of the factors that contributed to the low i-
THRIVe scores is the low residential densities and floor area ratio (FAR). The average
dwelling unit density for Capri-landmark, South Pandosy, andRutland are 23, 27, and
26 units/hectare, well below theminimum i-THRIVe requirement of 35 units/hectare.
In addition, the non-residential floor area ratio (FAR) in the three urban centres are
0.62, 0.94, and 0.54, respectively. The low FAR values are attributed stand-alone
parkade structure in the capri-landmark, and strip malls with vast parking lots in
all three urban centres. In addition, outdoor public spaces comprises approximately
2, 4, and 7% of the total neighbourhood land, which means that only the Rutland
neighbourhood meets the i-THRIVe requirement of dedicating at least 5% of the
total community land as an outdoor public space. In addition, all three urban centres
provide new services to the community and a mix of thee housing types while only
the South Pandosy and Rutland has a public school within 800 m of the community
centre. On the other hand, none of the urban centres provide pedestrian use on the
ground floor of all mixed-use buildings and 50% ofmultifamily residential buildings.
Similarly, nonof the urban centresmet theminimumrequirement of the predictability,

(a) Capri-Landmark (b) South Pandosy (c) Rutland
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Fig. 2 i-Thrive evaluation of the study area
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homogeneity, forgivingness, and state awareness elements. Nevertheless, the three
urban centres achieved high service proximity score of 85% due to the fact that more
than 75% of the residential units are within 800 m of 20 neighbourhood services,
three food markets, and a park. In addition, 100% of residents are within 800 m of a
bus stop and 96, 84, and 88% are within 400 m of a bus stop.

On the other hand, the 2040 SG scenario achieved high i-THRIVe score of 96,
87, and 84% for the Capri-Landmark, South Pandosy, and Rutland, respectively.
According to the city’sOCP,TheCapri-Landmarkurban, SouthPandosy, andRutland
centre are expected to grow by approximately 7800, 2000, and 3600 people by 2040.
Given a forecasted average occupancy of 1.7 person per new household, it is expected
that around 4500, 1200, and 2100 newunits are needed to accommodate the growth in
the the three neighbourhoods.Therefore, the residential unit densities for this scenario
are assumed to be 84.5, 30.1, and 44, respectively. For the FAR, the intensifiedmixed-
use zones in the arterial corridor along with the high residential and employment
densities ensures that the SG scenario will have a FAR value greater than 2.5. In the
retrofitted neighbourhoods, mixed, high residential and commercial land uses are
located along calmed collectors and arterials. In addition, the SG design principles
requires that each quadrant centre is within a maximum of 400 m to the nearest
collectors and/or arterial. This configuration allows residents to walk or bike to
services in all four directions of the neighbourhoodwithin five-minutes. Similarly, the
SG design principles facilitates a self-contained community with mixed land use that
provides short commuting distances to work, school, or other services. In addition,
SG provides at least 5% of the community land as outdoor public spaces since they
provide the core of the AT off-road pathway network. Themost significant i-THRIVe
scores improvement was observed in the Road network and sidewalk characteristics
and the STS elements. The SG design principles assigns higher priority to AT users
through AT cut-throughs, and off-street pedestrians and cyclist paths, which separate
AT users frommotorists. However, in cases where AT users andmotorists are sharing
the same space on local roads, the posted speed is reduced to 15 km/h. In addition,
wide sidewalks and cycle tracks are provided on arterial roads where the traffic
speed volume is high. In addition, the SG principles includes many traffic calming
measures, such as roundabout, three-way intersection, and raised cross walks on
major collectors to reduce the severity of collisions. Finally, the three SG retrofits
follow a strict hierarchy street network system in which each road fulfils a single
function only. For instance, local roads in the SG retrofits only provide accessibility
to final destinations within neighborhoods. On the other hand, minor and major
collectors distribute traffic between local and arterial roads.

4.2 Air Quality

Traffic emissions in this research are assumed to be correlated with VKT only (i.e.
speed, acceleration, and # of stops are not considered). The results below show the
GHG forecast for the three urban centres, nevertheless, similar trends are expected
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for the other pollutants (e.g. particulate matter, carbon monoxide). Traffic emissions
were estimated for each road link in the three urban centres for three scenarios: (1)
2016 scenario, 2040 business as usual (BAU), and 2040 SG. Surprisingly, the SG
retrofit resulted in 1.82, 1.80, and 0.44% increase in GHG emissions compared to
the BAU scenario, due to discontinuous local vehicular network. Figure 3 shows the
estimated emissions, aggregated by road classification. The figure shows that the
Capri-Landmark SG retrofit significantly reduced emissions on local roads while
the emissions on arterials and collectors increased, compared to BAU. Similar trend
but of reduced magnitude was observed in the Rutland urban centre. These results
demonstrate that the well-defined SG’s street hierarchy did succeed in re-routing
through traffic away from local roads to arterials and connectors. On the other hand,
the results of the South Pandosy urban centre revealed an increase of emissions
on local roads, compared to BAU. This counterintuitive result could be attributed
discrepancies in road classification between the BAU and SG scenarios. Some of
the roads in South Pandosy were not classified according to the function they serve;
these roads were reclassified in the SG scenario.

4.3 Noise Pollution

Similar to traffic emissions, noise pollution was estimated for each road link and
then aggregated by road classification, as shown in Fig. 4. The results show that the
SG retrofits have the lowest noise pollution on local roads. The low noise pollution
in the SG retrofits are due to the low posted speed limit on local roads and the strict
street hierarchy that preclude shortcutting through the residential core.

4.4 Walkability

A walkability surface was generated at the dissemination area level for each of the
considered scenarios. The dissemination areas were grouped into deciles based on
their walkability score, where the top deciles represent high walkability and the
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bottom deciles represent low walkability. Figure 5 shows Kelowna’s walkability
surface for the 2016 and 2040 SG scenarios, respectively. For the 2016 scenario,
the walkability index scores ranged from -4.49 to 10.77. The South Pandosy urban
centre was classified in the highest walkability decile, while the Capri-Landmark
and Rutland were classified in the second highest decile. Specifically, the capri-
Landmark had high scores for residential density and FAR, moderately high score
for intersection density, but scored moderately in land use mix. The South Pandosy
urban centre scored high in terms of residential density, FAR, and Land use mix;
however, it scored poorly in intersection density, which suggests that it would benefit
greatly from improving its walking network via the SG principles. Finally, Rutland
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Fig. 5 The walkability Index for the city of Kelowna
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had high scores for residential density and land use mix and moderately high scores
for FAR and intersection density.

For the 2040 SG scenario’s walkability index scores ranged from−4.32 to 16.41.
This scenario achieved a significant increase inwalkability for the three urban centres.
This increase can be attributed to the significant increase in population and intersec-
tion density. The later is attributed to the SG’s highly connectedwalking grid network
of an on-road and off-road paths that allow convenient walking and cycling across
the neighbourhood in less than 5 min.

4.5 Bikeability

A bikeability surface of 10 m grid-cell raster was generated for each of the consid-
ered scenarios, as shown in Fig. 6. First, a raster data was generated for each of
the bikeability components (cycling route density, cycling route separation level,
connectivity of cycling friendly streets, topography, destination density). Second,
each surface was reclassified into deciles and recoded from 1 to 10, with the 1st
decile assigned a value of 1 and the 10th decile assigned a value of 10. Third, the
five surfaces were combined to generate the bikeability score for each 10 m cell.
Finally, the urban centre’s bikeability score was generated by aggregating the cells
values that are located within them. For the 2016 scenario, the three urban centres
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Fig. 6 The bikeability index for the city of Kelowna
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scored well on topography, due to their flat slopes. In addition, they scored well on
connectivity of cycling friendly streets and potential destination density for the 2016
scenario, which is expected due to their relatively high employment and retail area.
On the other hand, the bikeability evaluation revealed a lack of dedicated cycling
routes in the Capri-Landmark and Rutland urban centres as well as a lack of the
availability of separated bike infrastructure in all three urban centres.

Similar towalkability, the 2040 SG scenario achieved themost significant increase
in bikeability for the three urban centres. This increase could be attributed to two
factors. First, the SG’s continuous grid network of off-road paths and cycle tracks
(physically separated) to provide full walk/bike connectivity. Second, the intensified
mixed land uses, commercial, and services along collector the arterial corridors in a
SG neighbourhood.

4.6 Playability

As discussed in Sect. 2, playability in this research will be evaluated subjectively
based on the following elements: (1) close proximity to destinations, (2) walkability,
(3) traffic safety, and (4) residential density. First, numerous research has found that
playability is positively associated with having accessible child-friendly destinations
such as schools, parks and play spaces. For the 2016 scenario, all three urban centres
score high on this element as 100% of the population live within a 400 m buffer to
a park and around 80, 100, and 88% are within an 800 m radius buffer of a school.
Similarly, a high proximity to child-friendly destinations is expected for the SG
scenario, especially for the later scenario as all residents are expected to live within
one-minute walk of a park without crossing ay streets. Second, playability was found
to be positively associated with high walkable neighbourhoods. The walkability of
each urban centre was discussed in Sect. 4.4 in which it was demonstrated that the
2040 SG scenario achieved the highest walkability score. Third, higher perception
of traffic safety is associated with higher playabilities for girls. Previous research has
predicted that the SG design would significantly improve road safety, with over 60%
fewer crashes compared to the traditional grid and cul-de-sac pattern neighbourhood
designs (sun and Lovegrove). In addition, the SG design controls the speed (15 km/h)
and volume of traffic on local roads maintains low traffic volume on local roads even
in its highest density scenario. Therefore, the 2040 SG scenario is expected to score
higher on this element that the 2016 and 2040 OCP scenarios.

Finally, playability is positively associated low residential density. This associa-
tion could be explained by other features that usually accompany high density such
as higher traffic volume and speed and lack of sufficient play and public spaces.
The SG design by definition provides traffic calmed with self-enforcing infras-
tructure that ensures low vehicular speeds in the neighbourhood core. These traffic
calming measures include but are not limited to 15 km/h maximum design speed,
roundabouts/traffic circles, three-way intersections, discontinuous internal vehicle
grid (culs-de-sac), and continuous internal walking and cycling network. All these
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features are expected to mitigate the negative effects of high residential density in
the 2040 SG scenario.

5 Conclusion

SMARTer Growth (SG) Neighbourhood Design is a novel sustainable community
design strategy developed by researchers from the University of British Columbia
(UBC) and the Canada Mortgage and Housing Corporation, that aim to promote
more livable and sustainable communities. It combines the best characteristics of the
conventional culs-de-sac and traditional grid neighbourhood patterns and features
many design elements including compact higher density and mixed land uses, car-
free cores, and central greens. This research aimed at evaluating the impact of the
full-fledged SG principles on community of quality of life (QoL). Six tools were
utilized in this research to give an indicator about community QoL including: (1)
i-Thrive, (2) air quality, (3) noise pollution, (4) walkability, (5) bikeability, and (6)
Social Interactions.

Three urban centres inKelownawere selected as study areas: (1) Capri-Landmark,
(2) SouthPandosy, and (3)Rutland.All the three neighbourhoodswere hypothetically
retrofitted using the SG principles, a process that involved a series of local road
closures and redistribution of population and employment, such as high density and
mixed land uses are located on the perimeter arterial and major collector corridors.
The results show that applying the SG principles in the three urban centres resulted
in an increase in the i-THRIVe score, walkability, bikeability, and playability and
a decrease in noise pollution. However, the SG scenario resulted in an increase in
traffic air pollution compared to the business as usual scenario.
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Reducing the Risk of Basement Flooding
Through Building- and Lot-Scale Flood
Mitigation Approaches: Performance
of Foundation Drainage Systems

B. Kaur, A. Binns, D. Sandink, B. Gharabaghi, and E. McBean

1 Introduction

Extreme, short-duration rainfall events resulting in overwhelmed private- and public-
side drainage and wastewater systems cause substantial insured and uninsured
damage each year. With respect to property damage, one of the most significant
events to date was the July 8, 2013 extreme-rainfall related urban flood event in
the Greater Toronto Area. Roughly half of the $1 billion insured losses experienced
during this event were directly attributed to flooded residential buildings [7]. Cities
acrossCanada are dealingwith similar issues resulting in severe and repeatedflooding
of residential buildings from stormwater, sewer backup, and infiltration flooding.

Residential buildings can be flooded through various mechanisms, including
sewer surcharge, infiltration flooding and overland flooding. Sewer surcharge occurs
when the capacity of the sewer system is exceeded with the result that raw sewage
is forced to back-up into residential basements. Infiltration flooding occurs due to a
combination of groundwater and moisture in the soil surrounding the home founda-
tion which may enter the basement through the connection between the foundation
wall and slab or by overwhelming the flow through the weeping tile system into the
sump pit. Overland flooding occurs as a result of water flowing on the ground surface
entering the basement through windows, doors and other fixtures [2].

Factors including urbanization and land-use, watershed characteristics and
hydrology, municipal infrastructure and stormwater management may influence the
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risk of flooding for a region. The presence of effective flood management mitiga-
tion technologies implemented at the building- and lot-scale (or private-side) can
reduce the risk of occurrences of basement flooding for a particular home. Promi-
nent approaches include backwater valves to reduce the risk of sewer surcharge
into basements, low impact development strategies to reduce the volume of runoff
entering municipal infrastructure, and foundation drainage (or weeping tile) systems
to prevent water from entering the basement through infiltration. While all of these
types of measures offer improved resiliency to water-related disasters, their success
is dependent upon consistent installation procedures and public awareness to ensure
continued maintenance and performance. For example, backwater valves have been
documented to be affected by solids deposition in the valve that inhibit their perfor-
mance and reliability [3, 6]. The effectiveness of foundation drainage systems can
be affected by foundation drainage system material selection, backfilling and lot
drainage practices, and sump pump failure [5].

There is a growing need for research into private-side floodmitigation approaches
to ensure their successful implementation and maintenance and to develop a better
understanding of their performance and suitability under complex, site-specific
conditions. The goal of this research is to investigate the role of the various complex
inter-related factors that affect the risk of basement flooding in order to identify
opportunities for improved adoption and success of private-side flood mitigation
approaches. This research focuses on foundation drainage systems through exploring
the design of a novel laboratory foundation drainage system to evaluate the effects
of various lot-scale factors on the performance of foundation drainage systems. This
experimental approach will lead to the development of an improved understanding of
the performance of foundation drainage systems and assist in better understanding the
nature of flood vulnerability for individual homes in order to better appoint strategies
to reduce this risk.

2 Foundation Drainage Systems

2.1 Infiltration Flooding

Infiltrationflooding occurswhengroundwater accumulates outside the basementwall
or foundation and enters the basement through cracks or defects on the wall or the
floor. It can be a critical issue for older homeswheremortar settles, and cracks develop
in the foundations. In addition to older homes, some newer homes in circumstances
where there is poor lot drainage or where the foundation drainage system is not
adequately maintained, may also have greater chance of developing problems related
to infiltration flooding [8]. Ensuring that the perimeter of the building is well-drained
(with a foundation drainage (or weeping tile) system) can assist in reducing the risk
of infiltration flooding [5, 9].
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The inter-relationship between various lot-level, watershed and municipal factors
can influence the risk of flooding for a particular residential basement. Lot-level
factors such as lot-grading, watershed factors such as the groundwater level and
municipal factors such as the type of sewer system (combined or separate storm and
sanitary sewers), and the possibility of sewer surcharge causing backflow into gravity-
drained foundation drainage systems, can significantly affect the amount of water
accumulating near the foundationwall of a basement. Therefore, integratedmeasures
are required to reduce moisture-related problems in basements. This research seeks
to evaluate the performance of a foundation drainage system and the effect of various
environmental and lot-specific factors on the effectiveness of the system.Anoverview
of the foundation drainage system is provided in the next section.

2.2 Residential Foundation Drainage System Overview

A typical residential foundation drainage system consists of a weeping tile or founda-
tiondrain pipe,which is a continuous andperforatedpipe installed along theperimeter
of the basement footing and covered with gravel before soil is backfilled around the
foundation. This system is designed to drain excess groundwater away from the foun-
dation wall and footing to help reduce the risk of infiltration flooding. The National
Building Code of Canada (NBC) has provided a set of minimum requirements for
the installation of a foundation drainage system [1].

According to the NBC (2015), a drain pipe should not be less than 4′′ in diameter
and should be laid on undisturbed or well-compacted soil. Generally, a flexible PVC
drain pipe is used for the foundation system (Horizon Engineering 2021). The pipe
should be covered with a layer of at least 6′′ of gravel on the top and around the
sides of the drain pipe. The size of the gravel should be such that not more than 10%
of the material passes through a 4 mm sieve. Following the placement of the gravel
pack, the foundation wall should be backfilled with clean and free-draining material.
It should be free of any deleterious debris and boulders larger than 250 mm.

According to the NBC (2015), the water received by the foundation drain can be
drained into a sewer, ditch or drywell. A sump pit can be installed in the basement
where the water can be collected and then disposed of, either through gravity flow or
by using an automatic sump pump. The foundation drainage system can also receive
water from awindowwell which can increase the amount of flow needed to be carried
in the drain pipe.

The effectiveness of the foundation drainage system and the reasons of failure
of the system are closely linked with lot-specific practises; thus, it is important to
analyse the effect of these practises on the efficiency of the system.
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Fig. 1 Schematic of foundation drainage systemmodel: front view (left); and isometric view (right)

3 Experimental Approach

3.1 Laboratory Model

In order to assess the performance of foundation drainage systems under varying
lot-specific and hydrological conditions, a physical laboratory model of a residen-
tial foundation and drainage system is being designed and constructed. Laboratory
models of private-side floodmitigation technologies have previously proven effective
at developing a greater understanding of the performance of backwater valves through
the ability to conduct controlled experimental testing to understand the influence of
individual variables (see, e.g., [4]).

Themodel has been designed to simulate a residential foundation drainage system
with a window well connection. The apparatus is shown in Fig. 1. The key compo-
nents include: 1. A foundation wall, footing and floor slab to simulate a basement
(scaled to half of the size of an actual basement); 2. A 4′′ PVC perforated and corru-
gated pipe laid around the footing; 3. A gravel pack around the drain pipe; 4. Soil
representative of the backfill and native soil around the basement; 5. A window well
connected to the drain pipe; 6. A rainfall and groundwater simulator; and 7. Collec-
tion tanks for sedimentation and recirculation. The model will be outfitted with
additional measurement equipment and sensors, including flow measuring devices,
pressure gauges and valves to control the flow.

3.2 Experimental Scenarios

The model will be used to evaluate the influence of a variety of factors that influ-
ence the risk of infiltration flooding and may affect the performance (and possible
failure) of the foundation drainage system. The scenarios will be developed based
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Table 1 Overview of experimental scenarios

Rainfall intensity Lot-grading Groundwater level Backfill material % clogged

Low (2-year
return period
storm)

Positive (sloped
away from
foundation)

Low Silty-clay (fine
texture)

0

Moderate
(5/10-year return
period storm)

Flat/no slope Moderate Loam or sandy-silt
(medium to
moderately-fine
texture)

50%

High (25-year
return period
storm)

Negative (sloped
toward the
foundation)

High Coarse sand (coarse
texture;
free-draining
material)

75%

on combinations of the following five factors: rainfall intensity, lot-grading, ground-
water level, extent of clogging and type of backfill. Table 1 identifies the proposed
conditions to be considered under these five factors.

Rainfall intensity ranging from a 2-year return period storm to a 25-year return
period storm will be simulated to obtain an understanding of the role of the rate
of rainfall impacting the lot. Consideration of storms of greater return periods may
be considered in the future. Positive (sloped away from the foundation, as recom-
mended), flat (no slope conditions) and negative (sloped toward the foundation)
lot-grading conditions will be tested to assess the influence of lot-grading on the
infiltration mechanisms and flow to the foundation drainage system. Various water
table depths (i.e., groundwater level) will also be considered to gain an understanding
of the sensitivity of infiltration flooding for homes in areas of high water table. The
model is also constructed such that the backfill material may be replaced to consider
the effect of particular soil conditions which result in various infiltration conditions
and different potential for clogging of the foundation drainage system. The model
will allow for the assessment of the effect of clogging of the foundation drainage
system as fine material from the surrounding soil (e.g., clay and silt material) will
clog the openings in the foundation drainage pipe with time, reducing the capacity
of moisture from the surrounding soil to enter the drainage pipe. Thus, the time to
clogging and the performance of the drainage system under varying clogging condi-
tions will be evaluated using the model. The model can also consider the effect of
settlement of the backfill material in the area adjacent to the foundation wall. This
can produce a depression next to the foundation wall which can be a cause of water
problems and basement flooding in older homes.

Measurements of the temporal response of the system to the various simulated
conditions will be made to quantify the performance of the foundation drainage
system. Thesemeasurements include assessment of the flow rate through theweeping
tile system. The groundwater level change with time will also be monitored and
measured to evaluate the localized groundwater response to precipitation events.
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Clogging, and the build-up of fine material in the pipe, will be evaluated with the aid
of video inspection of the foundation drainage pipe.

From these measurements, comparisons will be drawn between various scenarios
and assist in determining how the performance of foundation drainage systems varies
with time. Tests will also be conducted to assess the effectiveness of accessories like
filter fabric on the lifespan of the weeping tile. Those lot-specific practises will be
highlighted which contribute to increased clogging and thus failure of the foundation
drainage system.

Results from the experimental research with the laboratory model will assist with
calibration and validation for future numerical modeling of infiltration flooding of
residential basements. This will enable assessment of longer-term effects and allow
for consideration of more complex scenarios in order to produce greater insight
into infiltration flooding mechanisms and the performance of foundation drainage
systems.

4 Concluding Remarks

This research seeks to address the issue of infiltration flooding through the devel-
opment of a novel experimental protocol which can be used to evaluate and test the
performance of a residential foundation drainage system. These results will provide
better understanding of the behaviour of a foundation system under various envi-
ronmental and lot-specific scenarios and will highlight the reasons for the failure
of the system. The results may also be used to determine the lifespan of a foun-
dation pipe and maintenance intervals for the system. The knowledge attained by
conducting these experiments will be extremely valuable for government officials,
insurance companies and homeowners and can help in reducing the risk of infiltration
flooding.
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Predicting Navigability in the Lower
Athabasca River System Through
Numerical Modelling

S. Kashyap, E. Kerkhoven, Z. Islam, A. Petty, and S. Depoe

1 Introduction

The Athabasca River is the second largest river in Alberta. It has a length of about
1500 km from its headwaters at the Columbia Glacier to its outlet at Lake Athabasca,
and drains an area of about 159,000 km2, about 24% of Alberta’s total land area. The
Lower Athabasca River (LAR) extends over 200 km from FortMcMurray, and drains
into the Peace-Athabasca Delta (PAD) (Fig. 1), recognized as an important habitat
area for waterfowl and bison, and designated as one of the UNESCOWorld Heritage
Sites. The LAR system, includes the main stem, its tributaries, and the waterways
within the PAD, and has long been used for subsistence practice and transportation
for Indigenous peoples, including the Athabasca Chipewyan First Nation (ACFN)
and the Mikisew Cree First Nation (MCFN) [6]. The LAR system is a transportation
corridor for accessing traditional lands, and for travelling between Fort Chipeywan
andFortMcMurray [6].Access is often needed to smaller side channels and adjoining
tributaries for activities such as hunting, as animals such as moose tend to avoid
banks facing the main stem LAR due to traffic and noise [6]. The PAD also contains
many ancestral village settlements, and bountiful wildlife that are a critical source
of subsistence [6].

Adequate flows, water levels and depths are required to ensure navigability of the
River System. In the 1940s challenges to navigating the LAR were experienced, and
a dredging channel was maintained up until 1996 [28]. Dredging was aimed in part
at maintaining depth of 1.2 m [10, 15]. In recent years there have been additional
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Fig. 1 Lower Athabasca River, with model domain extending from 0 km at Fort McMurray to
208 km at Old Fort. Gauging stations and pinch point locations (pinch point A u/s of Fort McKay
and Poplar Point) are shown in red

concerns raised by the FirstNations regarding possible impacts ofmineableOil Sands
withdrawals and climate change on the water depths of LAR system [3, 8, 10].

While boats come in a variety of sizes and can navigate widely varying conditions
[1], this study uses 1.2m as theminimumnavigational depth for the analysis. Candler
et al. [6] identified a safe navigational depth of 1.2 m as the required depth for a fully
loaded boat, after a successful hunt or for outfitting a trapping cabin, with an outboard
motor. A depth of 1.2 m also corresponds to the historic dredging depth in portions
of the Lower Athabasca River [10]. Other Indigenous communities and groups that
use the Lower Athabasca River may have different minimum navigational depths.



Predicting Navigability in the Lower Athabasca River System … 481

In addition, a flow of approximately 1600 m3/s at 07DA001 was used for compar-
ison when calculating the general probability (see Eq. (8)). This was cited in [6]
as an initial threshold, subject to monitoring and refinement, for identifying where
Treaty and aboriginal rights with regard to navigation, access and water level may
be practiced fully along the LAR and adjoining tributaries [6]

2 Literature Review

Early work in numerical modelling of the LAR included the Northern River Basins
Study (NRBS) [16], and the Mackenzie River Basin Hydraulic Model (MRBHM)
[1, 18]. In these one dimensional (1D) river models, simplified rectangular cross-
sections based on channel widths and bed elevations were used instead of actual
river bathymetry. Other modelling attempts include a flow routing model called the
Athabasca RiverModel [12–14, 22], although this model did not incorporate detailed
bathymetry for the river, and the modelling focus was assessing water quality rather
than navigation. Notable attempts using higher resolution detailed bathymetry for
short reaches between Fort McMurray and the PAD include modelling studies using
River1D and River2D (e.g., [26, 27], Northwest hydraulics Consultants Ltd. [4, 19,
20]. Recently, hydraulicmodels containingmore continuous and detailed bathymetry
have been completed using Mike11 and EFDC models from Fort McMurray to Old
Fort (e.g., [17, 23, 24]). However, these studies focussed on sediment transport, water
quality, and toxin transport, rather than navigation.

In 2008, a multi-stakeholder Phase 2 Framework Committee (P2FC) was estab-
lished to provide recommendations for a Phase 2 Water Management Framework
that would prescribe the timing and quantity of water that could be withdrawn from
the LAR for cumulative Oil Sands mining water use [5]. For this, modelling work
was completed using River2D for four reaches between Fort McMurray and the
Athabasca Delta [3]. This modelling exercise was used to understand flow-depth
relations for developing the preliminary Aboriginal Navigation Index (ANI). The
ANI was developed to indicate navigation conditions from Fort Chipewyan to Fort
McMurray. Subsequently, community based monitoring was completed to make
updated recommendations [8]. One of the modelling studies that supported this work
was the Athabasca Integrated River Model (AIRM) [8], that incorporated land-use,
climate, and hydrologic changes. Transport Canada (Dillon [10], in consultation with
Indigenous groups also completed 1D modelling using HEC-RAS to assess naviga-
tion conditions in the LAR system using surveyed data from 11 navigation reaches
between Fort McMurray to Embarrass Portage. These studies enhanced the under-
standing of navigation conditions in LAR system. The intent of this current study is
to predict various probabilities for navigating the LAR system between Old Fort and
Fort McMurray (i.e. moving upstream) using a high resolution bathymetry dataset
that has not been used previously in other studies focussing on navigation.
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3 Methodology

3.1 Numerical Methods, Calibration and Validation

In this study we extended the work of Shakibaeinia et al. [23, 24] and developed a 1D
MikeHydro hydrodynamic model extending about 208 km along the thalweg from
Fort McMurray to Old Fort (see Fig. 1: Section 0 to Section 208 km). Notable
improvements include: adding 20 tributary streamflows, re-analyzed bathymetry
from [9], re-analyzing bed roughness, and a new calibration and validation for
the period from January 1, 2016 to December 31, 2016. River cross-sections were
extracted at approximately 1 km intervals along the channel with an interval of 20 m
across the river using the 5 m by 5 m digital elevation model (DEM) data described
in [9]. This DEM combined both bathymetry and topography data from Geoswath,
Point cloud LiDAR, detailed surveyed sections, rectangular cross sections used in
the MRBHM [21], and ADCP (acoustic Doppler current profiler) reaches.

Channel roughness was estimated by analysing the non-cohesive sediment data
based on the sediment core samples (Table 1). The analysis suggested a bimodal
mixture of sand and gravel upstream of Shott Island, and unimodal sand from Shott
Island to Old Fort. The fining of the sediment was calculated by [25]:

ln D = (−aD)x + ln D0 (1)

where:D = calculated D50 in km.aD = abrasion coefficient in km = 0.0028 [25]x =
distance in km in the longitudinal direction.

The Manning’s n for the main channel was calculated using the 1923 Strickler
formula [11], based on composite sediment sizes. The resulting Manning’s n ranged
from 0.021 (Section 0 km) to 0.011 (Section 135 km), and then increased to 0.012
(Section 208 km).

The model was run under open water conditions throughout the year without
including the ice cover and processes. This was deemed acceptable for this study
because navigation is only of concern during under open water conditions. The
downstream boundary discharge rating curve condition at Old Fort was based on
the open-water relationship of the Water Surface Elevation (WSE) at Water Survey
Canada (WSC) gauge at Old Fort (07DD011) versus the streamflow at RAMP (WSC)

Table 1 Median sediment sized determined from sediment core samples

Point location Sample, reference Sand Gravel

Distance (m) from model u/s boundary D50 (mm) D50 (mm)

5414 Sample 1, [7] 0.250 16.000

5414 Sample 2, [7] 0.375 16.000

94,691 Sample 8, [25] 0.180

168,417 Sample 9, [25] 0.250
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gauging stations at Embarrass Airport S46 (07DD001) expressed by the following
equation [2].

WSE = 10((log10 Q−log10(135.326))/1.647) + 209.3 (2)

The flow at the upstream boundary was determined from the flow at the WSC
gauge at Fort McMurray (07DA001) minus the flow of Clearwater at Draper (WSC
gauge 07CD001). Flows for the 20 tributarieswere determined from a combination of
flow calculated from a validated VIC hydrological model and WSC gauging station
data [2].

Calibration (January 1, 2000 to December 31, 2007) and validation (January 1,
2008 to December 31, 2016) results are shown in Table 2 and Fig. 2, for WSC
gauge 07DA001 and RAMP gauge S24 and S46. The final adjusted Manning’s N
after calibration ranged from 0.021 to 0.040, and no parameters were adjusted after
validation.

4 Analysis

The studyobjective is to predict, for a given river flow rate, the probabilistic accessible
land area for a navigator travelling from the Athabasca River at the start of the
Athabasca Delta (Fig. 1, near Old Fort, cross-Section 208 km) to any location in
the LAR watershed until the WSC gauge 07DA001 (Fig. 1, cross-Section 7). For
this analysis, median water depths were extracted from the model for the validation
period, for a given flow rate Q ± 5% at WSC gauge 07DA001.

One challenge in modelling navigation is that the navigator is an agent who
synthesizes information from their environment to arrive at a probable best course of
action for navigating the river. One approach could be to simplymodel thalweg depth
and test if it remains above the navigability threshold. This assumes, however, that a
navigator unerringly finds the thalweg in all cases, which is probably not realistic for
even themost skilled boat pilots, andmay create an unrealistically high expectation of
river navigability, particularly for reaches that are close to the navigability threshold.

To model navigator agency in the selection of river channels, we used a simple
probabilistic model where the probability of finding a 1.2 m depth scales with a
power function that ranges from one, implying completely random selection, to
infinity, implying the unrealistically perfect navigator described above.

First, consider the random navigator, moving upstream past one of the cross-
sections, ‘i’, who arbitrarily selects a path along the wetted width of the river
channel. For a flow rate atWSC gauge 07DA001, ‘Q’, the probability such a “random
navigator” would find a path where the depth was more than 1.2 m is:

P(i, i, 1,Q) = Number of nodes at cross − section i where depth > 1.2 m and flow at 07DA001 is Q

Number of nodes at cross − section i where depth > 0 m and flow at 07DA001 is Q
(3)
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Fig. 2 Simulated andmeasured streamflow (left) andWSE (right) for calibration (January 1, 2000-
December 31, 2007) and validation periods (January 1, 2008-December 31, 2016). Note for flow
y-axis is a logarithmic scale; measured values for WSE are only shown for open water season (May
1-October 31) as the model does not simulate ice effects

Now consider a situation where the navigator is able to select paths such that their
first attempt at cross-section ‘i’ would be equivalent to the deepest of ‘n’ randomly
selected paths. For such a navigator, the probability of finding a path with depth of
1.2 m or more is:

P(i, i, n,Q) = 1 − [1 − P(i, i, 1,Q)]n (4)

A navigator where n = 1 would be the random navigator described above, while
a navigator where n = ∞ would be the perfect navigator who always find a depth of
1.2 m, if such a depth exists. An alternative way of conceiving of n is the probability
that a navigator would select the deepest 10% of a cross-section on their first attempt:

P10% = 1 − 0.9n (5)

For a navigator to have a 50% or greater chance of selecting the deepest 10% of
a channel, n ≥ 6.58. For our purposes here, we call a navigator with n = 6.58 the
“reference navigator”, and we call the value ‘n’ the “navigator success rate”.

Next, consider a navigator attempting to pass all the cross-sections from ‘i’ to
‘j’, inclusive. The probability of this navigator successfully crossing all these cross-
sections in a single attempt is given by the product of the probabilities at each
cross-section:

P(i, j, n,Q) =
j∏

k=i

P(k, k, n,Q) (6)

If the upstream starting cross-section is ‘m’, and the incremental drainage area
between cross-section ‘j’ and ‘j+ 1’ is Ainc(j), then the effective accessible land area,
‘Aeff’, upstream of cross-section ‘i’ is given by, for a navigator success rate ‘n’ as:

Aeff(i, n,Q) =
m∑

j=i

Ainc(j)P(j,m, n,Q) (7)



486 S. Kashyap et al.

Fig. 3 Statistics for the following probabilities: depth > 1.2 m at any flow (left), the random
navigator (n = 1) finds depth > 1.2 m randomly on first try (center), the reference navigator (n =
6.58) finds depth > 1.2 m on first try (right). These statistics are for cross-Sections 7 through to 208

For this paper, we assume that a single failure to find a depth of at least 1.2 m at
any location would result in upstream areas being inaccessible. The possibility of a
navigator making multiple attempts at a difficult cross-section is not included in this
analysis, although it could be considered by increasing the navigator success rate.
For example, a navigator with “first attempt” success rate of n, if they were willing or
able to make two attempts at a difficult section, would have the same level of access
as a single attempt as a navigator with success rate = 2n.

We applied thismodel over a range of flows from100 to 1600m3/s that spanned the
range where navigability is likely to be impacted., We then assessed the probability
of a navigator finding a depth >1.2 m relative to 1600 m3/s flow. This probability is
provided by the following equation and is shown in Fig. 3, left:

P(i, i,Q) = Number of nodes at cross − section i where depth > 1.2 m and flow at 07DA001 is Q

Number of nodes at cross − section i where depth > 1.2 m and flow at 07DA001 is 1600 m3/s
(8)

5 Results and Discussion

As we can see, minimum probabilities are zero up until 450 m3/s, and increase to 1
at 1600 m3/s. These results agree well with other navigation studies that flow should
be greater than about 400–500 m3/s for navigation of the main stem, and that at
1600 m3/s, the river could be navigated across most success rates [3, 6, 8].

We then consider the effect of navigator success rate (see Fig. 3, center for success
rate n = 1, right for success rate n = 6.58). We see that the random navigator (n = 1)
reduces the minimum probabilities, and that the reference navigator (n = 6.58) will
have a substantially increased minimum probability of finding a depth > 1.2 m.

As the navigator moves up the main stem, the probability of reaching the next
successive cross-section decreases (Fig. 4). There are three reaches with similar
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Fig. 4 Probability of reaching a given cross section from upstream (Section 208 km) to downstream
(Section 0 km) for the reference navigator (n = 6.58). Incremental drainage areas for each cross
section are shown on the top

probability slopes (Sections 208–146, Sections 54–146, and Sections 0–54). We see
a dramatic decrease in probabilities between Sections 146–155, which corresponds
to a navigation trouble area at Poplar Point, where sand dunes have been noted [6].
Similarly, we see another drop at approximately Section 54, which is just upstream
of FortMacKay, and has also been noted to be a navigation pinch point, where depths
tend to be shallow [6].

Figure 5 shows the values of Aeff(7, n,Q), that is for travel from the Athabasca
Delta to Fort McMurray (WSC gauge 07DA001), for various flows and n values. It
should be noted that the total drainage area between Sections 208 and 0 km is 22,550
km2. This figure allows us to visualize the magnitude by which access to land area
off the main channel can decrease with decreasing flow rates. It is interesting to see a
dramatic reduction to land access at flows below 500 m3/s, which is consistent with

Fig. 5 Effective accessible land access area for various experience levels at the given flow rates at
07DA001
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values reported from community based monitoring in the PAD [8]. Below 350 m3/s
access is severely limited, primarily only to the lands downstream of the pinch point
at 145 km which do not include any of the major tributaries to the lower Athabasca
River. In addition, we see that at n ≥ 6.58 all lands may be accessed at 1600 m3/s.

At this time, we have no quantitative information to calibrate the value of n for
typical navigators on the Athabasca River. However, we believe that quantifying this
value is not as important as establishing the relationship between navigator agency
and flow level. It is interesting to note that a near perfect navigator, with a 90% or
higher chance of selecting the deepest 10% of a given channel section (n > 20), the
loss of access area for flows below 450 m3/s is dramatic while for n between 5 and
10 this loss is much more gradual, and can start as soon as flows drop below ~1300
m3/s. Although both groups of navigators could be expected to have full access at
flows above 1600 m3/s and minimal access below 500–400 m3/s, as reported in [6],
their respective experiences for flows between 400 and 1600m3/s would bemarkedly
different.

It should be noted that although the trends from this work broadly agree with what
has been observed in the field [6], these analyses are only predictions and are based
on output from a numerical model. Such outputs are subject to some uncertainty in
both the numerical estimations, as well as the quality of the input data used to prepare
the model. In particular, there were uncertainties in reference elevations for some
ADCP reaches included in the bathymetry DEM, and at times best judgement calls
and analysis were used when setting these.

A future analysis of probabilities in the PAD region between Old Fort and Fort
Chipewyan, would be of great interest, and would provide insight into the relation-
ship between flow and access to a region of immense importance for Indigenous
communities.

6 Conclusions

We analyzed flow depths output from a 1D Mike Hydro numerical model to predict
navigability of the main stem of the LAR (between Old Fort and Fort McMurray)
based on a stochastic model of navigator agency at various flow rates at the WSC
gauge 07DA001 at Fort McMurray. We considered flow rates at which access to the
land and tributaries in the basin would be limited if a depth of 1.2 m is needed to
navigate. We found that both flow rates and navigator success rate were important to
consider when determining navigability of the river. At flow rates less than or equal to
450 m3/s, it is likely depths at some sections along the main stem would be ≤ 1.2 m.
Above this flow however, we found a navigator who found the deepest 10% of the
Section 50% of the time (the reference navigator) should not have trouble navigating
the river at 1600 m3/s. Two pinch points found from the model (just upstream of
Fort McKay and Poplar Point) agreed with what were found to be navigation trouble
spots in the field. We also found that at flow rates below 500 m3/s, access to lands off
the main stem may be limited substantially. Future analysis on the Peace Athabasca



Predicting Navigability in the Lower Athabasca River System … 489

Delta would provide valuable insight into flow conditions suitable for navigation in
another region of critical importance to Indigenous communities.
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Water Distribution System Leak
Detection Using Support Vector
Machines

Z. Cai, R. Dziedzic, and S. S. Li

1 Introduction

Water loss in water distribution systems is a growing concern for the water utilities,
as it results in the waste of water and unnecessary costs. The most common source
of water loss is leakage. Leaks can contribute up to 70% of water loss, with higher
percentages expected in undermanaged networks [9]. Therefore, exploring effective
approaches for identifying whether leaks in water distribution system is essential.

Acoustic detection remains the primary means of detecting and locating pipeline
leaks. These types of methods use mobile acoustic sensors to monitor leak sounds
since water leaking from a broken pipe makes a hissing or whooshing sound that can
be transmitted through the pipe. However, the use of the sensors can be hampered by
local environment and the presence of engineered structures. Sound at the surface can
be muffled by deep soil, thick roadway pavement, or heavy local traffic. As a result,
there aremany uncertainties leading to the low accuracy of leak detectionwhile using
this method. Other non-acoustic methods include thermographic methods, tracer
gas detection, radiographic methods, ultrasonic and electromagnetic methods and
remote sensing. However, these are not feasible for long reaches of water distribution
systems, since they are generally user-dependent, slow in progress, influenced by pipe
material and labour intensive [12].

With the development of advanced machine learning models and supervisory
control and data acquisition (SCADA) systems, real-time pressure and flowmeasure-
ments can now be used to predict if there is a leak in thewater distribution system. Liu
et al. [5] applied acoustic sensors and support vector machines (SVM) to detect water
pipeline leakage. Coelho et al. [3] used flow sensor measurements and compared the
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application of different classification methods, specifically random forest, decision
trees, neural networks, and SVM. Other studies have used a combination of pressure
and flow data as well as hydraulic model calibration and other machine learning
methods, such as genetic algorithms [7]. The present study proposes the application
of SVMs trained based on pressure and flow measurements from SCADA system,
and historic leakage information.

2 Methods

2.1 Support Vector Machine

Support vector machines (SVMs) are a supervised machine learning algorithm,
mostly applied to classification problems. The main objective of SVMs is to seek the
most suitable separating hyperplane that classifies all data points in a given training
set into two classes [13].

A training set is defined as {(xi, yi): i = 1, 2, …, N} containing a large number of
training data points, xi ∈ Rn and yi ∈ {1, –1} [6]. In this definition, xi are training
examples and yi are the classes separated by a hyperplane. The hyperplane found by
a SVM not only separates positive and negative classes by placing all the positive
examples on one side of the hyperplane and negative on the other, but alsomaximizes
the distances, i.e. margin, between the nearest training examples and the hyperplane.
The SVM is represented by Eqs. 1 and 2, as follows.

g(x) = �
LS
i=1 ai di K (xi, x

′) + a0 (1)

where LS is the number of support vectors; x′ are support vectors; di is the class indi-
cator that is linked to each x′; ai are constraints determined from training examples;
K (xi, x′) represents kernel function associated with the kernel selected in this study.

subject to:

yi(ωTXi + b) ≥ 1 (2)

where ω and b are parameters of a hyperplane in feature space.
In a 2-dimensional space, training sets containing non-linear training examples

cannot be separated by a hyperplane, since this hyperplane is a straight line in this
space. In this case, the kernel trick can be applied. The SVM kernel takes low
dimensional input space and transforms it to a higher dimensional space so that
non-separable training sets can be converted into separable training sets [14]. In the
present study, the radial basis function (RBF) kernel is used.

Figure 1 shows an example hyperplane for a training set containing a large number
of non-linear training examples denoted by points in the two-dimensional space. A
linear hyperplane cannot segregate the two classes, blue and green points. In this
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Fig. 1 Illustrative
hyperplane shown as the
purple dashed line
classifying blue and green
data points

case, the SVM applies the RBF kernel and adds a new dimension, converting two-
dimensional space into three-dimensional space. As a result, the gap between blue
and green classes can be observed in three-dimensional space and the SVM can seek
to find a hyperplane in this gap as shown by the purple dashed line in Fig. 1.

When an SVM is applied to a classification challenge, it is trained on a large
number of training examples (xi) to fit the classification model. Afterwards, testing
examples can be fed into the trained SVM to separate them into two different classes
(yi = 1 and yi = –1). Finally, the testing accuracy is evaluated with approaches such
as Receiver Operating Characteristic (ROC) curve and cross validation. The higher
the classification accuracy, the more reliable the utilisation of an SVM to segregate
two classes.

2.2 SVMs Applied to Leak Detection

Due to the occurrence of leakage, pressure and flow measurements next to leaks are
expected to become abnormal. The goal of the SVM is to identify these abnormalities.
In order to train the SVM, previous SCADA with pressure and flow measurements
must be related to historical leakage data, containing the time and location of the
leak. That way the SVMs can recognize whether a pipe network has leaks in different
areas and at different times based on given pressure and flow measurements.

In the present study, code was developed in Python to organize the available
SCADA data and leakage data, develop a SVM to detect leaks, and test the accuracy
of the SVM. Figure 2 presents the proposed algorithm for developing a leak detection
SVM. First, all needed Python packages, such as pandas, numpy, and SVMpackages,
are imported. Pressure and flow measurements are taken in SCADA and loaded for
analysis. They are organized into the x training data frame, as needed for the SVM.
This data should show for each timestep of SCADAmeasurement, the node ID of the
pressure, flow, or level sensor, and the measurement at that time. Leakage data, on
the other hand, must be organized for the y training data frame. This should include
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Start

Load pressure and 
flow SCADA data

Load leakage data

Organize SCADA data into X 
data frame

Organize leakage data into Y 
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Fig. 2 Algorithm for developing a leak detection SVM
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the same timesteps as defined in x and a binary classifier indicating if there was a
leak. For each table, non-numerical values are then converted to numerical. Missing
values are replaced by the node average.

3 Results

3.1 Case Study System Description

The proposed SVM leak detection method is applied herein to the L-Town hypothet-
ical system. The system and its data were developed for “The Battle of the Leakage
Detection and Isolation Methods 2020” [10]. A number of previous studies have
proposed different approaches for detecting leaks in this system since it facilitates
comparisons [1, 2, 4, 7, 8, 11].

The network is composed of 782 junctions and 905 pipes, as depicted in Fig. 3.
The water distribution system receives water from two reservoirs and is divided into
three areas, A, B and C. Area B is located in the lower center of the town while
Area C is situated in the top left. Pressure Reduction valves (PRVs) are installed
downstream of the two main reservoirs to help regulate the pressure and a PRV is at

Fig. 3 The L-Town water distribution network, where red nodes ( ) indicate pressure sensors,
green squares ( ) reservoirs, and blue stars ( ) tank level sensors, blue dots ( ) represent
junctions, blue line segments ( ) represent pipes
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Area B to reduce background leakages. The network is monitored by one tank water
level sensor, three flow sensors, and 33 pressure sensors (red nodes) highlighted in
Fig. 3. All sensors transmit their measurements every 5 min to the utility’s SCADA
system. Data is available for the entire year of 2018.

Thus, for each timestep there are 36 measurements of either pressure or flow at
different locations. This data was organized into the input X data frame, as shown
below in Table 1. Column names are network node IDs. Identifiers beginning with
“n” are pressure sensors and the values in their respective columns are of pressure
head (m). Nodes beginning with “P” are pumps, to which flow sensors are attached.
Values in these columns are flow in m3/h.

Similarly, the historical information about when and where leakage occurred is
represented as another data frame, Y, shown in Table 2. For each timestep a binary
leaking indicator was created based on historical leakage information. The indicator
is 0 when no leakage was occurring at the time, and 1 when leakage was occurring.

3.2 SVM Results

After loading and cleaning the data, the X and Y data frames were split into a training
set containing 80% of data points, and a testing set, containing 20%. A SVM with
a RBF kernel was applied to training set, and evaluated with cross validation and
ROC. Results of the predicted leaking indicators at each time step throughout the
year of available data are shown in Fig. 4.

Cross validation was used to randomly select training and testing sets and evaluate
model accuracy based on different splits. In this case, data was split intro training
and testing five consecutive times. The resulting testing accuracy was found to be
0.977. In order to further evaluate the classification model, a ROC curve was plotted.
ROC compares a model’s true positive rate (TPR) and false positive rate (FPR), as
shown in Fig. 5. If a model is perfectly accurate, then the area under the ROC curve
is 1. In this case, the area, i.e., the testing accuracy is 0.891. Thus, both accuracy
results measured by cross validation and ROC curve are high.

4 Conclusion

This study applied SVMs to detect leakage in a hypothetical water distribution
system. A similar approach can be applied to other networks. The main objective
of the SVM is to find a hyperplane separating two classes, leaking and non-leaking.
The SVMwas trained based on SCADA pressure and flow data, as well as historical
leakage data. Resulting accuracies were high. However, multiple steps still need to
be taken to improve this method and make it more useful. The proposed algorithm
has only identified if there is a leak in the system, not its specific location. Thus,
next steps in the study include organizing the data to find areas of influence of each
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Table 2 Leaking status at
various times from data
sorting implemented by using
codes

Sequence number Time Leaking indicator

0 2018-01-01 00:00:00 0

1 2018-01-01 00:05:00 0

2 2018-01-01 00:10:00 0

… … …

105119 2018–12-31 23:55:00 1

Fig. 4 Predicted leaking
indicators at different times
for L-Town using the SVM
leak detection model

Fig. 5 ROC curve for SVM
leak detection model

leak and sensors within those areas. Furthermore, missing sensormeasurements were
replaced by average yearly pressuremeasurements. This a simplification that does not
account for varying daily and yearly pressures. So, the model will also be improved
by better cleaning the data, and replacing missing values based on historical patterns
and latest values. Lastly hydraulic models and SCADA based calibration could also
be applied to identify baseline pressure and flow values. This could further improve
the usefulness of the predictions, specifically for identifying background leaks that
can last for months.
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Comparison of Machine Learning
Classifiers for Predicting Water Main
Failure

M. Amini and R. Dziedzic

1 Introduction

Water networks are among the most essential infrastructure worldwide, as they
convey potable water to billions of end-users. Water distribution networks are
reported to make up approximately 80% of total expenditures associated with the
water industry [13]. According to [3], approximately 240,000 incidents occur annu-
ally in the US, leading to around 1$ trillion in rehabilitation backlog required to
improve the condition of water network components. A recent 2018 study found that
16% of installed pipes were beyond their useful life whereas a similar study in 2012
found 8% were beyond their useful life, and many utilities are lacking adequate
fund to replace all of them [24, 25]. Moreover, in US and Canada, overall water
main failure is reported to have surged between 2012 and 2018, from 11 to 14 Fail-
ures/year/100 mile, respectively [24]. It was also reported that the rate of failure for
Cast Iron (CI) and Asbestos Cement (AC) pipes increased by 40% during the afore-
mentioned 6-year period. It should be noted that these two types of pipes account
for almost 41% of all installed pipe in US and Canada. Furthermore, in 2017, the
ASCE report card was prepared and given grade D to drinking water infrastructure
in the USA as opposed to D- in 2009. Canada Infrastructure Report Card (2016) also
reported that 29% of potable water infrastructures in very poor, poor or fair condition
with a cost of $60 billion to replace. This is comparable to the 25% found in the latest
2019 report (“Canada Infrastructure Report Card” 2019).

In Canada, 59% of pipes were reported to be less than 40 years old and only 9%
above 80 (“Canada Infrastructure Report Card” 2019). However, if reinvestment is
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not increased in Canada, the condition of core infrastructure may worsen, increasing
the cost and risk of service interruption (“Canada Infrastructure Report Card” 2016).
Mirza [20] found that Canada had an estimated $123 billion total infrastructure
backlog, $31 billion of which was related to water and wastewater networks. In
2016, the Canada Infrastructure Report Card reported that 24.2$ billion is needed
to maintain the water network in Canada. Water main deterioration may lead to
service interruption, decrease in hydraulic capacity in the network and declining the
quality of water flowing within the network [13]. Confronting these consequences,
water network agencies are striving to develop new strategies to tackle the challenges
pertinent to this important infrastructure. This highlights the importance of predictive
models to plan and enhance the more efficient rehabilitation/maintenance operations
[8].

In recent decades, many studies have been conducted in order to find an appro-
priate method to assess the condition of water distribution networks [9]. A variety
of physical and statistical models, as well as data-driven and machine learning algo-
rithms have been utilized to predict the deterioration process of water main. For
instance, Artificial Neural Networks [1, 12], Gradient Boosting Algorithm (Snider
and [23] and Random Forest [22] have been used to evaluate the condition of water
networks. Physical models, on the other hand, are more comprehensive, however,
acquiring data required for these models may be costly, therefore these models are
justifiable only for transmission networks, where cost of failure is significant [9, 13].
Statistical models, however, employ historical records to recognize an explicit failure
patterns, and then utilize these patterns to predict the probability or rate of failure in
the future [13]. These models can link the finding pattern to the pipe features such as
age, diameter, material, etc. [9]. This study focuses on three types of classification
models: Decision Tree, Random Forest, and Logistic Regression.

2 Literature Review

Since the deterioration of water mains is an intricate process, attempts to forecast the
failure of water pipes focus primarily on statistical models [14]. Statistical models
utilize historical failure data in order to define patterns that are assumed to continue
in the future. Kleiner and Rajani [13] categorized these models to deterministic and
probabilistic models. Using different attributes associated with water pipes, these
models may estimate the probability of failure, rate of failure, and age at first and
subsequent failures [13, 16]. Thus, comprehensive data would, undoubtedly, increase
the accuracy of the models [13]. Nevertheless, the development process of such
models for evaluating the condition of water mains is quite complex since failures
typically occur as a result of different independent variables [7].

The present study focuses on statistical deterministic models, using machine
learning classifiers. Deterministic models predict specific rate of failure, or pipe
age at failure based on historical failure rates [13]. They even can predict whether
a pipe failed or not by associating them to machine learning models. These models
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require pipes to be partitioned into homogeneous groups that have similar character-
istics. Such features could bematerial, size, soil characteristics and pipe vintage. This
partitioning, however, imposes a challenge on the analysis process. That is, creating
homogeneous groupsmay lead to unduly small groups. Simultaneously, these groups
should be large enough for the statistical analysis to be reliable [13].

There are a variety of machine learning classifiers, among which Decision Tree,
Random Forest and Logistic Regression are employed in this study. The application
of these models in previous studies are briefly described below.

2.1 Decision Tree

Decision Tree (DT) can be used either for classification or regression problems.
Harvey and McBean [10] applied DT to the prediction of sewer pipe failure in
Guelph, ON, and compared it to Support Vector Machines. In this case, DT showed
a 77% higher accuracy. Syachrani et al. [26] also compared this type of model to
regression and neural networks. Again DT outperformed other methods in terms of
accuracy. However, DT has not been applied frequently for water distribution failure
prediction, being more common for sewer systems [15]. A DTmodel forecasts target
labels with application of some predictive rules that are shaped in a structure similar
to a tree [26]. Rule building initiates from the root of the tree where the dataset is
assigned. This process continues by roots split into branches, which are known as
decision nodes. This splitting process will not typically stop until the detection of
only one class in a node which is called leaf. Figure 1 depicts the concept of the DT
algorithm [26]

Fig. 1 Concept of decision tree algorithm [26]
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2.2 Random Forests

Random Forest is a specific classification and regression algorithm based on the
mixture of several decision trees (Breiman 2001). This algorithm has been used in
several water-related studies [5, 22, 29]. Sadler et al. [19] reported that the traditional
DT is prone to over fitting while applying it to the training data. The randomness of
the Random Forest prevents over-fitting and leads to better model performance. In
the conventional decision tree approach, the dataset is separated into smaller parts
by using the best variable splitter, whereas Random Forest changes the splits while
choosing random predictors. This makes Random Forest a more robust algorithm
than DT. There is no assumption for Random Forest when splitting samples, and it
clusters everything automatically [27].

2.3 Logistic Regression

Logistic Regression is a specific form of generalized linear model regression [17,
28]. It can be used to calculate the probability of a sample pertaining to one class
[4]. Or in this case, can be used to classify binary values, such as broken and none
broken pipes.

3 Methodology

3.1 Data Cleaning

The first step in developing a statistical predictive model is to clean and prepare the
data. Cleaning facilitates the subsequent modelling steps since many outliers and
inconsistent entries are removed. Thus, the accuracy of the predictive models can be
enhanced. The case study datasets include pipe diameter, pipe length, age at failure,
month of failure, and material. In the present study, only pipes with a length of 200 m
or less were considered, as well as an age of 80 years or less, since less information
is available for older breaks.

Data on water main and breaks is generally available in two separate datasets, an
inventory and a main break register. These datasets were merged, allowing for the
identification in the inventory of pipes that have failed or not.

In order to account for the impact of different monthly weather condition, the
month at time of break was defined as a binary value (0 or 1) for each month.
Furthermore, although there is a range of materials within the datasets, the most
common materials were used in the analysis, Asbestos Cement (AC), Cast Iron (CI),
Ductile Iron (DI), Polyvinyl Chloride (PVC) and Polyethylene (PE), focusing on CI
pipes. Each material was also treated as a binary value, and 0 or 1 was assigned
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Table 1 Summary of input attributes for Waterloo

Attribute Count Mean STD Min value Max value

Diameter (mm) 28,869 200.84 64.31 40 600

Length (m) 28,869 30.49 39.61 0.20 199.97

Age (years) 28,869 27.37 19.61 0 80

Break month: Jan–Dec
(Binary variable)

28,869 – – 0 1

PVC 28,869 0.54 0.50 0 1

Asbestos cement 28,869 0.32 0.47 0 1

Cast iron 28,869 0.13 0.34 0 1

PE 28,869 0.00 0.05 0 1

Ductile iron 28,869 0.00 0.05 0 1

Table 2 Summary of input attributes for Waterloo

Attribute Count Mean STD Min value Max value

Diameter (mm) 6884 202.06 70.15 25 150

Length (m) 6884 46.50 52.25 0.10 5.80

Age 6884 34.44 18.10 2 20

Break month: Jan–Dec
(Binary variable)

– – – 0 1

PVC 6884 0.58 0.49 0 0

Asbestos cement 6884 0.00 0.05 0 0

Cast iron 6884 0.27 0.44 0 0

PE 6884 0.00 0.02 0 0

Ductile iron 6884 0.15 0.36 0 0

to each material. Tables 1 and 2 which are provided in Section 4 show the most
important attributes that have been used in this analysis.

3.2 Classification of Broken and Non-broken Pipes

Three different machine learning algorithms were applied to both datasets, Random
Forest Classifier, Logistic Regression Classifier, and Decision Tree. Each model was
applied to the Saskatoon and Waterloo data separately, which includes five types of
materials; AC,CI, PVC, PE, andDI. The datasetswere divided into training set (70%)
and test set (30%). Accuracy was evaluated on the test set, as well with a fivefold
cross validation approach. Such an evaluation (Cross Validation) indicates accuracy
among different portions of data. In addition to accuracy, precision, recall and F-1
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score were also calculated. These classification metrics present the prediction power
of the applied classification models.

Once themodels were developed for each system, the Saskatoonmodel was tested
on Waterloo data. This allows for the comparison of the models, and evaluation of
their applicability under other conditions. There are many environmental factors
that contribute to pipe failure, such as temperature, soil type, etc. which vary among
different systems. Thus,Waterloo and Saskatoon have different characteristicswithin
their water networks that are not currently included in the dataset.

Since homogeneity is reported to be significantly importantwhilemaking a predic-
tive model [21], Cast Iron (CI) pipes were also analyzed separately for Saskatoon
and Waterloo.

3.3 Case Study Systems

The data for this analysis was collected from the cities of Saskatoon, Saskatchewan
and Waterloo, Ontario. Water main inventories, as well as water main breaks were
used to predict pipe failure. Main break data is available for 2000 to 2019. Saskatoon
and Waterloo water networks consist of 1,188 KMs and 433 KMs of water mains,
respectively. This includes a variety of materials such as Cast Iron (CI), Asbestos
Cement (AC),Ductile Iron (DI), PolyvinylChloride (PVC), Polyethylene (PE),High-
density polyethylene (HDPE) and Flexible Polyvinyl Chloride (FPVC). However,
the final materials included in the analysis are Cast Iron (CI), Ductile Iron (DI),
PVC, Polyethylene (PE) and Asbestos Cement. Table 3 shows the proportion of each
material within both network after data cleaning. AC and CI pipes account for almost
48% of the Saskatoon network, 564 km. In Waterloo, CI pipe makes up around 30%
of the network, 128 km. Thus, this report focuses primarily on Cast Iron pipes. The
most important attributes employed in the analysis for both city of Saskatoon and
Waterloo (Tables 1 and 2).

Table 3 Proportion of each type of material in both networks

Saskatoon Waterloo

Material Percentage (%) Length (km) Material Percentage (%) Length (km)

Asbestos
cement (AC)

38.12 335.5 Asbestos
Cement (AC)

0.25 0.80

Cast iron (CI) 15.02 132.2 Cast Iron (CI) 25.05 80.17

Ductile iron
(DI)

0.14 1.2 Ductile Iron
(DI)

15.16 48.53

Poly ethylene
(PE)

0.13 1.1 Poly Ethylene
(PE)

0.07 0.21

PVC 46.60 410.1 PVC 59.48 190.39

Total 100 880.07 Total 100 320.10
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b Distribution of age versus cumulative length of 
pipe (Saskatoon) – Age/Thousands Meters

a Distribution of age versus cumulative length 
of pipe (Waterloo) - Age/Thousands Meters 

Fig. 2 aDistribution of age versus cumulative length of pipe (Waterloo)—Age/ThousandsMeters.
b Distribution of age versus cumulative length of pipe (Saskatoon)—Age/Thousands Meters

There are also different pipes with different ages in the inventory. The distribution
of age versus cumulative length of pipes for both networks is provided in the given
figures (Fig. 2a) and (Fig. 2b). It should be noted that the age distribution has been
narrowed down, in order to improve the accuracy of the model.

4 Results

4.1 Classification Metrics

Several primary classification metrics can be employed in order to analyze the relia-
bility of classifiers. These include accuracy, precision, recall and F-1, and are calcu-
lated using a confusion matrix. The confusion matrix not only indicates the general
accuracy of the model, but demonstrates the incorrect and correct prediction of a
classifier. This matrix includes the number of True Positive (TP), True Negative
(TN), False Positive (FP) and False Negative (FN) as defined in Table 4.

Considering these terms, the following evaluation metrics can be calculated.

• Accuracy: This metric can be used to evaluate True results (negative and positive)
compared to all results (TP, TN, FP and FN). It is straightforward to understand
and typically used for evaluation of datasets including balanced classes (Negative
or Positive value of target labels are relatively equal). When imbalanced classes
are available in the dataset, accuracy alone could result in misinterpretation [10].

Table 4 Document
Classification [11]

True Positive True positive labels in the main dataset

True Negative True negative labels in the main dataset

False Positive False prediction of positive value

False Negative False prediction of negative value
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Table 5 Evaluation metrics
[26]

Accuracy (TP + TN)/(TP + FP + FN + TN)

Precision (P) (TP)/(TP + FP)

Recall (R) (TP)/(TP + FN)

F-1 2 * ((P*R)/(P + R))

• Precision: This metric can be used to evaluate Positive results and the accuracy
of positive prediction. When positive results are influential in the analysis, this
metric would be helpful.

• Recall: This metric is employed for evaluation of actual positive classification.
When the importance of positive target is important, recall can be used.

• F-1: In order to have better understanding of accuracy of the classifiers, precision
and recall could be combined. This combination would result in F-1 which is a
reliable indicator, showing the accuracy of classification models. This metric also
can be used in a case that target label has imbalanced values. Table 5 shows the
equations for each of these metrics.

4.2 Classification Results

Evaluation metrics of the classification models applied to Saskatoon and Waterloo
are provided in Table 6. The Random Forest classifier outperformed other models
in both networks in the first step (dataset including different materials) with general
accuracy of 77% and 97%, respectively. However, F-1 score forWaterloo and Saska-
toon is higher for Logistic Regression model. Moreover, after applying cross vali-
dation to test the models, Logistic regression indicated better accuracy with 60% of
accuracy and 83% recall. In waterloo, however, Logistic Regression did not show
a significant improve after cross validation method. Random Forest found age and
length to be the most important predictors with 43% and 41% contribution, respec-
tively. However, Decision Tree considered age as the most important contributor
with 75% weight. The significant difference between F-1 score in both case studies
indicates the dependency of the predictive models on each specific site factors. It
can be seen F-1 score shows higher accuracy for Saskatoon dataset. The analysis
carried on with applying models to Cast Iron (CI) pipes in Saskatoon. Interestingly,
with partitioning the dataset into specific material type, the accuracy of the models
increased relatively. For instance, Random Forest Accuracy surged from 77% in the
first step to 81%, and Decision Tree from 74 to 81%. In this step Random Forest and
Decision Tree represented a better performance comparing to Logistic Regression.
Recall and Precision are almost same for all three classifiers. In this case, F-1 score
for Saskatoon is relatively higher, indicating the higher reliability of classifiers for
Saskatoon network. In this preliminary study, age and length found to be the most
important attributes affecting the prediction results. Overall, the results demonstrate
somewhat reliability of machine learning classifiers for forecasting whether a pipe
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Table 6 Comparison of classifiers—(Saskatoon—Waterloo)

Classification models comparison—(Saskatoon—All types of materials)

Model Accuracy (%) CV Accuracy
(%)

CV Precision
(%)

CV Recall (%) CV F1 (%)

Random
forest

77 56 65 77 71

Logistic
Regression

66 60 67 83 74

Decision
tree

74 57 65 79 71

Classification models comparison—(Saskatoon—cast iron pipes)

Model Accuracy (%) CV accuracy
(%)

CV precision
(%)

CV recall (%) CV F1 (%)

Random
forest

81 69 75 85 80

Logistic
Regression

69 68 74 85 79

Decision
tree

81 70 76 85 80

Classification models comparison—(Waterloo—All types of materials)

Model Accuracy (%) CV accuracy
(%)

CV precision
(%)

CV recall (%) CV F1 (%)

Random
forest

97 94 73 40 38

Logistic
Regression

96 95 78 34 41

Decision
tree

96 94 62 35 39

Classification models Comparison—(Waterloo—Cast iron pipes)

Model Accuracy (%) CV accuracy
(%)

CV precision
(%)

CV recall (%) CV F1 (%)

Random
forest

92 92 77 59 65

Logistic
Regression

92 90 73 49 58

Decision
tree

93 90 73 53 60

fails in the future. However, according to previous studies [2, 6, 21] many other
factors may have significant impact on water main failure, which are not available
in this study. These factors could be soil resistivity, temperature, soil type and other
operational and environmental features. Additionally, the importance of partitioning
data into homogenous groups can be noticed clearly from the result, as the accu-
racy of the models is clearly improved by grouping them by material. Decision Tree
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and Random Forest classifiers seem to be appropriate methods for evaluation and
prediction.

In order to evaluate the performance of classifiers, same process has been done for
Waterloo, and the results are provided in Table 6. Although the general accuracy of
the models is relatively high in the first step (dataset including different materials),
after cross validation, the prediction power of models decreased significantly. As
it can be seen, recall and F-1 scores for all types of material are not satisfactory.
However, after partitioning data and applying the same models to only CI pipes, the
accuracy of models in prediction somewhat improved. This again emphasizes the
importance of partitioning pipes in homogeneous classes. In this section of analysis
length and age with 30% and 36% contribution—according to feature importance
analysis in open source tools—seemed to be the most important factors that may
affect the prediction results. However, this results are not finalized and they are site-
specific. Hence, more analysis is required to prove the reliability of the models. As
it can be seen F-1 score for Waterloo after cross-validation method increased, which
emphasize the importance of partitioning data into homogeneous groups.

5 Summary and Conclusions

The present study focused on failure prediction of water pipes considering pipe age,
length,material, andmonth of failure. Results show that classifiers can provide useful
and moderately accurate predictions of pipe failure. However, there are many other
attributes that may contribute to failure and could be taken into consideration to
increase the reliability of the model. Other significant factors could include soil type,
previous rate of failure, temperature, and soil resistivity. Next steps of this project
involve including other variables as well as other Canadian cities to the analysis.
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New Hybrid Search Algorithm
for the Capacitated Vehicle Routing
Problem

Nayera Elgharably, Ashraf Nassef, Said Easa, and Ashraf El Damatty

1 Introduction

The Vehicle Routing Problem (VRP) is one of the most studied combinatorial opti-
mization problems in operations research [17]. The CVRP is an extension of the
well-known Traveling Salesman Problem (TSP) where, a set of minimum distance
routes are determined to visit a given set of customers with known demands without
violating the capacity constraint of the vehicles used [6]. The VRP is classified as
NP-hard. Several exact and approximate solution methods have been used to solve
the problem. Exact methods can only solve relatively small size problems while
approximate algorithms have been able to reach near optimum solutions [3]. The
aim of this paper is to present a new hybrid search algorithm for the vehicle routing
problem using a new local search heuristic and an evolutionary algorithm.

2 Literature Review

The vehicle routing problem was first tackled by Dantzig et al. [5], as a variant of the
travelling salesman problem. The problem was later refined by adding extra realistic
constraints such as the capacitation of the vehicle routes [13]. Algorithms employed
for solving the problem can be divided into algorithms seeking exact optimum
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solutions (exact algorithms) and those seeking near optimal solutions (approximate
algorithms). In further research both categories were hybridized. Exact algorithms
are basically based on dynamic programming, and set-partitioning methods [2].
However, they can solve small sized problems. Later research utilized partial enumer-
ation algorithms such as branch and bound, heuristics or pseudo random search
algorithms to arrive at near optimal solutions of larger problem instances. Several
heuristics (approximate algorithms) have been proposed for the VRP and are divided
into two classes: classical heuristics and metaheuristics. Classical heuristics as the
sweep algorithm, the Clarke and Wright algorithm, and the Christofides-Mingozzi-
Toth two-phase algorithm were addressed by Laporte [13]. Montoya-Torres et al.
[14] used Random based heuristic algorithm to design vehicle routes. Faulin et al.
[8] introduced the SR1 Simulation based heuristic algorithm that uses initial good
solutions from the classical Clarke andWright Heuristic then a random oriented local
search is used to find the list of best solution routes. Weyland et al. [23] proposed a
local search Heuristic that assigns different collection points to vehicles to solve a
real-world oil collection problem of the VRP. Metaheuristics as Genetic Algorithms
(GA), Tabu Search (TS), and Simulated Annealing (SA) are discussed in literature.
Baker and Ayechew [1] applied a straightforward genetic algorithm to the VRP and
showed that incorporating neighbourhood search into the GA produces significant
improvement to the solution. Koo et al. [12] proposed a 2-phase heuristic procedure.
The first phase finds the lower bound of the fleet size, while the second phase applies a
tabu search to find the solution set of routes. Wassan [22] introduced a Reactive Tabu
Search (RTS)with a new escapemechanism to solve the CVRP. A study byKarakatic
and Podgorelec [11] presented a survey on genetic algorithms and stated that GA is
preferred for solving large NP-hard Problems over exact and other heuristic methods
due to their main advantage of the linear scaling with growing problem size. Wang
et al. [21] applied a genetic algorithm-based approach to solve a 2-echlon CVRPwith
stochastic demands with 4 satellites and 20 customers. Biesinger et al. [4] introduced
a GA that uses a solution archive to solve the VRP to store all generated solutions
and avoid adding duplicates to the population.

A limited number of hybrid search algorithms are proposed in literature. Subra-
manian et al. [16] proposed ILS-SP hybrid algorithm that combines the Iterated
Local Search heuristic with the Set Partitioning approach to find new solutions based
on known routes from previous local optimums. Vidal et al. [19, 20] proposed the
UnifiedHybridGenetic Search (UHGS) that finds not only good but diverse solutions
by applying a continuous diversification procedure to modify the objective function
during parents and survivors’ selection [17].

In this paper, a new hybrid search algorithm is proposed. The algorithm combines
the evolutionary genetic searchwith a new local search heuristic. In routing decisions,
the heuristic considers both locations and demand quantities of the nodes to be visited
not just distances travelled. Both the location and the demand associated with each
node/customer were considered in routing decisions as implemented in the new local
search heuristic. In addition, the GA operators will use the resultant local search
heuristic as a tool to adjust the routes created in the process of applying the mutation
and crossover operators to guarantee the feasibility of the routing decisions. The
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proposed hybrid algorithm utilizes the resultant local search heuristic in applying
the GA operators so that the solution produced requires no repairing.

3 Problem Description

3.1 Characteristics of the Problem

The CVRP consists of n+ 1 points, n customers and a depot. Distances (di,j) between
each two points is known. The objective is to determine a set of minimum cost routes
to be performed by a homogeneous fleet of vehicles (m) to serve a given set of
customers (n) with known demands (q), where each route starts and ends at a single
depot.

Each customer must be assigned to only one vehicle and the total demand of
all customers assigned to a vehicle does not exceed its capacity (Q). The number
of vehicles (routes) to be used is not fixed but to be determined by the solution
approach. In some studies, the number of vehicles is fixed, while others define a
minimum possible number of vehicle routes (Kmin). According to [17], there are two
reasons for not fixing the number of vehicles used. The first reason is that fixing the
number of routes is an indirect way of minimizing the fixed cost associated with the
cost per vehicle. In other words, this way ignores the trade-off between the variable
and fixed costs associated with the suggested set of routes. The second reason is
that in the literature the original CVRP proposed by [5] does not consider fixing the
number of routes in the problem as it requires adding the cost of unused capacity
to the model which in practice is of minor importance. According to the authors,
minimization of the travel distance is independent of the number of vehicles used.
Table 1 summarizes the characteristics of the CVRP of the study.

Table 1 Problem
characteristics

Element Characteristics

Size of fleet Unbounded

Type of fleet Homogenous

Origin of vehicles Single depot

Demand type Deterministic demand (Known)

Location of demand At the customer (node)

Maximum time on route No constraint

Objective Minimize total distance

Constraints Single visit at customers,
Routes start and end at depot,
Nodes served by single vehicle,
Vehicle capacity cannot be exceeded
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3.2 Mathematical Modeling

The formulation of the problem is presented in a previous publication where integer
decision variables are used where the formulation has been validated using several
tools [7]. The VRP problem is a generalization of the TSP that introduces more than
one salesman (m; hence, m number of tours can be done; each starting and ending
at the depot. For formulating the VRP, the starting customer is considered node 1
(depot), where Xi represents the current visited node and Yi represents the next node
to be visited, where i varies from 1 to n, and n is the number of nodes to be visited by
a given vehicle k. Now,m routes are introduced to the model, where distance dXi ,Y j is
associated with each arc and represents the distance travelled from node Xk

i to node
Y k
j on route k, as shown in Fig. 1.
The decision variables are Y k

i , where Y
k
i determines the value of the next customer

i to be visited on route k. The Xk
i variable represents the value of the start node of

the arc on route k. The use of loop segments is not allowed (leaving a node then
arriving to same node, Xk

i �= Y k
j ), as all nodes must be visited exactly once. The

binary variable SkXi ,Y j
represents all possible arcs connecting any two nodes on route

k. SkXi ,Y j
is given a value of 1 if arc (Xk

i , Y
k
j ) belongs to route k; 0 otherwise. Both

Xk
i and SkXi ,Y j

are considered uncontrollable variables. The problem is formulated as
follows:

Fig. 1 Illustration of the VRP, [7]
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MinimizeZ =
m∑

k=1

n∑

i=1

n∑

j=1

SkXi ,Y j
∗ dXi ,Y j (1)

Subject to

Xk
1 = 1 ∀k = 1, ...,m (2)

Y k
n = 1 ∀k = 1, ...,m (3)

Xk
i = Y k

i−1 ∀i = 2, . . . , n, ∀k = 1, ...,m (4)

Xk
i ≤ n ∀k = 1, ...,m (5)

Y k
i ≤ n ∀k = 1, ...,m (6)

n∑

j=1

m∑

k=1

SXi ,Y j = 1 ∀i = 2, . . . , n (7)

n∑

i=1

m∑

k=1

SXi ,Y j = 1 ∀ j = 1, . . . , n − 1 (8)

n∑

j=1

n∑

i=1

SkXi ,Y j
∗ qYj ≤ Qk ∀k = 1, . . . ,m (9)

Xk
i ,Y

k
j > 0 and integer (10)

The objective function (1) minimizes the total travel distance on all k routes,
where m is the number of routes proposed. Constraints (2) and (3) ensure that each
route starts and ends at the depot. Constraint (4) ensures that each route of the k
routes is not segmented, that is, if a vehicle arrives at a customer, it eventually leaves
the customer again. Constraints (5) and (6) state the range of values given, whereas
constraints (7) and (8) state that every customer is visited exactly once. Knowing
that at each customer, customers’ demand

(
qYj

)
is present and that each vehicle has

limited capacity Qk . Constraint (9) ensures that the total demand of all customers
assigned to a route k does not exceed the vehicle’s capacity. Finally, constraint (10) is
the non-negativity constraint and assures that the variables can assume integer values
only.
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4 New Hybird Search for VRP

The proposed hybrid search algorithm combines the evolutionary genetic search
algorithm with a new local search heuristic that calculates a heuristic resultant based
on both the distance travelled or the location of the nodes/customers and the demand
associatedwith the given node/customer.Genetic algorithm is considered an approxi-
mate solution approach (metaheuristic) that is used to solveNPhard class of problems
to obtain not necessarily optimum but near optimum solutions. GA’s performance
and results on time constraints and limited computer power obtains competitive solu-
tions compared to other metaheuristic approaches. GA is a stochastic adaptive opti-
mization algorithm which a subset of evolutionary algorithms, that adopts Darwin’s
theory of evolution, consisting of the reproduction, selection and diversity nature
basic principles. It was first introduced in 1960 by John Holland [11].

4.1 Resultant Local Search Heuristic

In the implemented local search method, a heuristic resultant for each customer was
used as follows:

HRi = αdi + (1 − α)DRi (11)

where HRi = heuristic resultant for customer i, α and (1 − α) = weights of
the distance and demand (used to achieve diversity and not to be caught in local
optimum), di = euclidian distance to be travelled from the current node to the
expected following node by customer i, and DRi = demand remainder for customer
i, which is the difference between the vehicle’s capacity and the demand (i), where
demand (i) is the quantity of items to be delivered or picked up by the vehicle at the
customer i. For example, at the beginning of constructing the route, the current loca-
tion would be the depot, while in the middle of the route the current location would
be the last visited node/customer. The function identifies the nearest route (heuristic)
based on the resultant heuristic function between the remainder of the demand of
each node compared to the vehicle capacity and the distance from the current loca-
tion to the following node. Routes are constructed using the nodes (i) of the nearest
heuristic resultant until the vehicle capacity is reached then a new route is initiated.
The developed resultant heuristic is used in the initialization process of the popula-
tion generation and in deterministic operators described in the following subsections.
As stated by Baker and Ayechew [1] incorporating neighborhood searches to the GA
resulted in more improvements to solution. Therefore, a portion of the evolutionary
search population is filled heuristically using the local search resultant heuristic,
while the remaining portion is filled randomly.
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4.2 Initial Population and Fitness Unction

In GA, the first step is the initialization of population that consists of several solutions
to the problem. Each solution is called a chromosome. A fitness function associated
to each chromosome is calculated to evaluate the goodness of each solution. In case
of CVRP, the lower scores of the fitness function are favored, since CVRP is a mini-
mization problem of the total distance travelled by the vehicles. Each chromosome is
a matrix (n, n), n is the number of nodes/customers to be visited in the given problem
of study that represents a feasible solution to the problem. Each row in the chromo-
some matrix represents a route that starts and ends at the depot with no violations
to the capacity constraints. A portion of the initial population is filled heuristically
using the local search heuristic developed, the remaining portion is filled randomly
to achieve diversity and not to be caught in a local optimum. The random part of
the initial population is based only on the vehicle capacity ignoring any distance
calculations. A set of operators are then performed to the initial population to mimic
the nature of evolution. Operators as selection, mutation and crossover are used to
widen the search space and inherit good solutions to the next generations. An elitist
selection process is performed, where a portion of the existing population is used to
breed the new generation. Individuals are selected based on their fitness function.

4.3 Mutation Operators

To achieve diversity and to widen the span of the search space, a set of one determin-
istic and four random mutation operators is applied. A deterministic Route Reduc-
tion Mutation (RRM) is performed that decreases the number of routes in a solution
without violating any constraints. The aim is to lower the number of routes consid-
ering only capacity and demand calculations. The routes found in an individual
solution are sorted based on the highest remaining demand compared to the vehicle
capacity. Routes with maximum remaining capacity are combined with the ones with
min demand (Fig. 2). While routes with remaining capacity less than the minimum
demand in the route remain unchanged. The routes are then adjusted using the resul-
tant local search heuristic. Comparably, [10], applied a Vehicle Merge operator to a

Fig. 2 Illustration of the route reduction mutation
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Fig. 3 Illustration of the random mutation operators

pickup and delivery VRP that merges two vehicles selected at random. The nodes of
the selected vehicles are placed in a relocation pool and distributed on the existing
vehicle routes before constructing new routes.

RandomNode ExchangeMutation (RNEM) is amutation operator that exchanges
nodes from randomly selected routes without violating any capacity constraints.
Two nodes are selected at random from the previously chosen routes and are then
exchanged yielding to different routes with updated total demand for each route
(Fig. 3a). The routes are then adjusted using the resultant local search heuristic. The
random node exchange mutation was used by Baker and Ayechew [1], and Biesinger
et al. [4].

Random Node transfer Mutation (RNTM) is a mutation operator that transfers a
randomly selected node from one route to another. The two selected routes are chosen
randomly (Fig. 3b) where if a node is transferred from a one-node route the number
of routes will decrease by one. The routes are then adjusted using the developed
resultant heuristic with no capacity violation. Similarly, a mutation operator called
relocation heuristic byWang et al. [21] and an insertionmutation by Pereira et al. [15]
and Ursani et al. [18] were applied in literature. However, these operators remove
one customer from its location and reinsert it in a different location whether in the
same route or a different one with no demand and vehicle capacity considerations.

Random Arc Exchange Mutation (RAEM) illustrated in Fig. 3c and Random Arc
Transfer Mutation (RATM) illustrated in Fig. 3d follows the same process of the
RNEM and RNTM but instead of selecting nodes at random, arc within the route
are selected at random. Taking into consideration if an arc is transferred from a
two-node route the number of routes will decrease by one, in case of the RATM
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operator. A route insertion mutation by Garcia-Najera and Bullinaria [9] applies the
same concept of the arc transfer mutation.

4.4 Crossover Operators

Crossover is the process which two individual chromosomes act as two parents and
are combined to produce two children where the children inherit characteristics from
the parents. Two crossover operators are performed, one at random while the other
is deterministic that inherits good characteristics from parents.

Hosny and Mumford [10] applied a vehicle copy crossover that copies a random
number of good routes from each parent, where good routes are ranked according
to the number of nodes served in each route. If the number of routes is similar, then
routes are ranked based on the total distance travelled. Wang et al. [21] modified
the vehicle copy crossover to use a different insertion heuristic to construct routes
for the remaining node in the relocation pool rather than the construction algorithm
applied by Hosny and Mumford [10]. The Heuristic Inheritance Crossover (HIC)
is a deterministic crossover operator that perform changes to the routes within a
given solution inheriting good routes without violating any constraints. The HIC
is used for intensification of good solutions in the breeding generation rather than
diversification. In each chromosome the heuristic resultant is calculated based on
distances and demands for each route and is sorted. The number of good routes to
be inherited by each child is predetermined. Then the best predetermined number of
routes from Parents 1 and 2 are sent to each child correspondingly. From the other
parent, the routes with no common nodes are inherited and sent to each child. The
remaining set of nodes that are not present in any of the selected parent routes are
considered floating nodes that are found in a relocation pool and are to be distributed
among the routes or to form new routes in each child without violating capacity
constraints (Fig. 4). The new routes are then adjusted using the resultant local search
heuristic.

Random Inheritance Crossover (RIC) follows the same process as the HIC, the
only difference is that the routes to be inherited from parent 1 are chosen at random
not based on good routes. The RIC operator acts as a diversification operator.

5 Computational Study

To evaluate the performance of the developed algorithm a computational study is
conducted. Several benchmark data sets were proposed in literature. Uchoa et al.
[17] proposed a new benchmark dataset that provides a more comprehensive and
balanced experimental setting to the classic CVRP.
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Fig. 4 Illustration of the crossover operators

5.1 The Benchmark Problem Instance

The validity of the proposed solution algorithm is checked using the problem
instance: X-n101-k25, taken from [17] new benchmark instances and is imple-
mented in MATLAB. Instance: X-n101-k25 consists of a depot and 100 customers,
the number of vehicles to be used is not fixed but the minimum feasible number
of vehicles is known (Kmin = 25). The vehicle capacity is 206 units. Demands of
customers [0, 100] are deterministic. Euclidian distances are calculated from the
given X and Y co-ordinates. The depot and customer positioning of the X-n101-k25
instance is randomand the solution of the instance is known (total distance= 27,591).
The validation of the proposed solution algorithm is a two-step process. First, the
percentage of the heuristic local search used in the initial population of the hybrid
algorithm is to be determined (Sect. 5.2). Then, the second step is to determine the
best set of model parameters to be used in the evolutionary model (Sect. 5.3).
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Fig. 5 Sample runs performed to determine the heuristic (H) portion of the initial population

5.2 Effect of Using Local Search Heuristic

In the developed algorithm, a portion of the initial population is filled heuristi-
cally using the local search heuristic developed while the remaining portion is filled
randomly to achieve diversity. To determine the portion of the initial population to
be filled heuristically, a set of runs with different percentages of the local search
heuristic are performed.

The algorithm is tested several times at different percentages ranging from 10 to
90% of the population. Figure 5 shows a sample of the runs performed at different
levels of the heuristic H at 10, 30 and 60% of the initial population to be filled
heuristically using the local search heuristic. H in the figure denotes the percentage
of local search heuristic usage in the initial population of the hybrid algorithm. At
thirty percent (H= 0.3), the figure shows that the model converges to better solutions
rather than the ten and sixty percent.

5.3 Evolutionary Model Parameters

To determine the evolutionary model parameters, a second set of runs is performed.
Five different trials are performed to determine the number of times to perform the
mutation and crossover operators. Each trial is experimented at different levels of α

in Eq. 11. The scenario assumed for each trial is as follows:
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• Trial 1: reduced crossovers and increased random node exchange and transfer
mutations,

• Trial 2: reduced crossovers and increased random arc exchange and transfer
mutations,

• Trial 3: reduced crossovers and route reduction mutation, and increased all other
operators,

• Trial 4: increased route reduction mutation and reduced all other operators,
• Trial 5: increased random crossover and reduced all other operators.

Table 2 shows the configuration of each trial. The best results of the runs performed
for each of the five trials are illustrated in Fig. 6, where Fig. 6c shows that the config-
uration of Trial 3 achieved the best fitness value; shortest total distance compared to
the other trials. More runs were performed on trial 3 configuration. More time and

Table 2 Mutation and crossover operator configuration of each trial

Trial
number

Number of times to perform the operator

Route
reduction
mutation

Node
exchange
mutation

Node
transfer
mutation

Arc
exchange
mutation

Arc
transfer
mutation

Heuristic
inheritance
cross-over

Random
inheritance
cross-over

1 12 10 10 4 4 5 5

2 10 5 5 10 10 5 5

3 6 10 10 10 10 2 2

4 20 5 5 5 5 5 5

5 5 5 5 5 5 5 20

Fig. 6 Best solution reached at each trial
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Fig. 7 Validation of the proposed hybrid algorithm

a greater number of generations were used to run the algorithm to test its capability
of reaching the best-known solution. The introduced new hybrid search algorithm
was capable of finding the best-known solution to the Uchoa et al. [17] benchmark
X-n101-k25 data instance as shown in Fig. 7.

6 Conclusions

A new hybrid search algorithm that combines the evolutionary genetic search with
a new local search heuristic is developed to solve the capacitated vehicle routing
problem. The proposed heuristic calculates a heuristic resultant based on both the
distance travelled and the demand associated with the given customer (not only
distances as previously considered in the literature). The developed algorithmwill be
a fundamental tool for the development of amulti-objective greenVRP that considers
demand quantities in the calculation of fuel consumption rates. For this reason, the
demand quantity consideration was included as an aspect in the routing decisions. In
addition, a new set of simple genetic operators that requires no further repairing after
applicationwere developed and implemented in the algorithm. Several computational
experiments were conducted to define the best set ofmodel parameters. The proposed
algorithm was validated and found to be satisfactory. The developed algorithm was
capable of converging to the optimum solution of the tested benchmark instance. The
developed algorithm is considered the base model to be used in later research work
to be published by the authors, where the hybrid algorithm will be implemented in
solving a multi-objective green vehicle routing problem in both deterministic and
stochastic environments.
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Comparison of Evaporative Losses
in Alberta Based on Five
Evapotranspiration Models

Zahidul Islam, Shalini Kashyap, and Michael Seneka

1 Introduction

Water losses can occur from the earth surface to the atmosphere by two distinctmech-
anisms: evaporation and transpiration. Evaporation is the process whereby liquid
water is converted to water vapour and removed from the evaporating surface, such
as lakes, rivers, pavements, soils and wet vegetation. Transpiration is the process
of water loss from plants through small openings found on the underside of leaves,
namely, stomata.As evaporation and transpiration can occur simultaneously, a collec-
tive term, evapotranspiration accounts for all processes throughwhich water in liquid
or solid form becomes atmospheric water vapour. Evapotranspiration is the loss of
water from the earth’s surface through the combined processes of evaporation and
plant transpiration. Several terms often used in literature to describe specificmanifes-
tations of evaporation and evapotranspiration: potential evaporation, potential evap-
otranspiration (PET), lake evaporation, and areal or actual evapotranspiration (AET).
Potential evaporation is the rate of evaporation, under existing atmospheric condi-
tions, from a surface of water that is chemically pure and has the temperature of
the lowest layer of the atmosphere. PET is the amount of water evaporated (both
as transpiration and evaporation from the soil) from an area of continuous, uniform
vegetation that covers the whole ground and that is well supplied with water. Lake
evaporation is the evaporation from the surface of a lake. AET is the amount of water
lost to evapotranspiration from soil-plant continuum by an actively growing plant or
crop.

In Alberta, provincially-averaged annual precipitation is about 502 mm while the
average runoff is only about 98 mm and the average annual groundwater recharge
is about 41 mm [2]. Therefore, the average annual AET is about 373 mm, which
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is about 74% of its total precipitation. In other words, considering the simple water
balance, only 26% of total precipitation falling over Alberta goes into the streams as
surface and sub-surface runoff. Therefore, proper estimation of evapotranspiration is
essential in water balance calculation in Alberta. The spatial distribution of evapora-
tive losses is also quite significant. In general, PET is higher at the southeast region
of Alberta. Because of fewer amounts of radiative energy available, northern Alberta
shows lower PET. In contrast, as the southeast Alberta is mostly dry, it shows lower
AET and highest amount of AET is estimated in south central Alberta.

In winter days, it is often possible to obtain negative values for evapotranspiration
since in some locations, the longwave radiation from the surface is large and the
vapour pressure deficit is small. Under these conditions, net condensation of water
from the atmosphere is possible [4]. Moreover, values calculated for evapotranspira-
tion for night-time occasionally take on negative values [5]. In some situations, nega-
tive hourly computed evapotranspiration may indicate some condensation of vapour
during periods of early morning dew. In practice, negative values are sometimes set
to zero before summing over 24-h period. However, in some situations, negative
hourly computed evapotranspiration may accounted as negative. Even though the
impact of hourly negative values on evapotranspiration summed over daily periods
is usually less than a few percent, it may be appropriate to retain the negative values
[5]. However, we should pay careful consideration before deciding on any of these
approaches.

With the aforementioned introduction, objectives of this study are:

(i) Estimate monthly PET and AET from various models at different locations in
Alberta.

(ii) Compare long term averaged monthly PET and AET from different models.
(iii) Analyze PET and AET for winter months to investigate the issue of negative

evaporative losses.

2 Data and Methodology

2.1 Study Area

Alberta is one of the three Canadian Prairie provinces and is located between 49–
60° N latitude and 110–120°W longitude [9]. Located at the leeward side of the
Canadian Rocky, Alberta is relatively dry, with an average annual precipitation
ranging from about 350 mm in the southeast to over 500 mm in the northwest
and significantly higher in mountain and foothills areas [11]. The mean annual
temperature ranges from 3.6 to 4.4 °C, with a winter temperature typically varying
between −25.1 and −9.6 °C, and a summer temperature between 8.7 and 18.5 °C
[13]. Alberta has seven major river basins: Peace/Slave, Athabasca, Hay, North
Saskatchewan, South Saskatchewan, Beaver and Milk River basins. Alberta’s has
six natural regions: Grassland, Parkland, Foothills, Boreal Forest, Rocky Mountains
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and Canadian Shield. Alberta’s largest natural region is the Boreal Forest and the
smallest is the Canadian Shield [9].

2.2 Data

We used the gridded historical climate data (1955–2019) of 19 stations from the
Alberta Climate Information Service (ACIS) of Alberta Agriculture and Forestry
[1]. Figure 1 shows a map of Alberta with those stations. The dataset contains daily
time series of minimum and maximum temperature, precipitation, solar radiation,
and humidity for 6900 townships in Alberta. The Alberta Township Survey (ATS)
system is a grid network dividing the province into equal-sized parcels of land and

Fig. 1 Map of Alberta with selected 19 stations. The color shading demonstrates elevation band
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consists of townships, ranges, and meridians. The ATS defines a land location as
being west of the fourth, fifth, or sixth meridians (110°, 114°, 118° west longitude,
respectively); ranges are six-milewide columns betweenmeridians and are numbered
consecutively from east to west starting at range 1 west of each meridian. Townships,
as numbered consecutively from township 1 at the Montana border to township 126
at the Northwest Territories border, are six-mile-wide rows that intersect ranges [3].

The methodology for interpolating climate data for each township location
includes using a mathematical data interpolation procedure that weighted up to the
eight nearest station observations. Station observations includes the raw data from
Environment and Climate Change Canada, Alberta Environment and Parks, and
Alberta Agriculture and Forestry. The interpolation method for precipitation is the
Hybrid Inverse Distance cubed weighing (IDW) using a daily search radius out to
60 km, or a maximum of eight closest stations, whichever was satisfied first. In case
no stations were available within 60 km of the township centre, interpolation process
used the nearest neighbor, regardless of its distance from the township centre. For
temperature, humidity and solar radiation the interpolation process includes a linear
IDW procedure with a radius of 200 km or eight closest stations whichever is satis-
fied first. In case no stations were available within 200 km of the township centre,
interpolation process used the nearest neighbor, regardless of its distance from the
township centre [1].

2.3 Models

Dissipation of solar radiative energy occurs mostly as latent heat, sensible heat and
energy heating or cooling the terrestrial or aquatic surface. As potential evapora-
tion from water surface or potential evapotranspiration from terrestrial surfaces is
the water equivalent of the latent heat, ideally, we can estimate these by solving
the energy balance at water surface or terrestrial surface, respectively. However, the
calculation of latent heat in the energy balance is quite complex, although math-
ematically achievable. To overcome the challenge of solving the energy balance
that requires rigorous field observations, scientists and practitioners have devel-
oped different operational methodologies of estimating evaporation and evapotran-
spiration. We can generally group these methods intro four categories: energy-
based, vapour transfer-based, combination, and complementary relationship-based
methods. Energy-based methods use the radiative energy, or the air temperature, or
both to estimate the evaporation fromwater surface or evapotranspiration from terres-
trial surfaces. Vapour transfer-based methods use the difference between the actual
vapour pressure of evaporative surface and the actual vapour pressure of air to esti-
mate evaporation and evapotranspiration. Combination methods use both the energy
budget and vapour transfer to estimate evaporation and evapotranspiration. Comple-
mentary relationship-based methods use the complementary relationship between
potential and actual relationship estimate evaporation and evapotranspiration.
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In this study, we use five evapotranspiration models: Hamon Method, Penman
Method, Penman-Monteith FAO-56Method,Morton’s ComplementaryRelationship
Areal Evapotranspiration Model, and Granger and Gray Method.

The Hamon Method [8] is an energy-based (temperature) method that predicts
potential evapotranspiration. We used a version of the method as presented by [14].
They tested the equation on 679 gauged watersheds in the United States.

ET = 29 ∗ 8 ∗ Hr ∗ es
(Ta + 273.2)

(1)

where, Ta = mean air temperature (°C), Hr = the number of daylight hours (hours),
and es = the saturation vapour pressure.

The Penman Method [12] is a combination method and estimates open-water
potential evaporation.

ET = �

(� + γ )

(
Rn

λ

)
+ (γ )

(� + γ )
Ea (2)

where, � = slope vapour pressure curve, Rn = net radiation, γ = psychrometric
constant, and Ea = relative drying power of air.

The Penman–Monteith FAO-56 Method [4] is a combination method that esti-
mates evapotranspiration for a specific reference crop with an assumed height of
0.12 m and a surface resistance of 70 s/m, and having an albedo of 0.23 [6].

ETo = 0.408�(Rn − G) + γ 900
T+273u2(es − ea)

� + γ (1 + 0.34u2)
(3)

where, � = slope vapour pressure curve, Rn = net radiation, G = ground heat flux,
u2 = wind speed at 2 m height (m/s), (es - ea) = vapour pressure deficit of the air, γ
= psychrometric constant, and T = air temperature (°C).

Morton’s Model (Morton 1983) is a complementary relationship-based method
that can estimate potential evaporation, potential evapotranspiration, lake evapora-
tion, and areal or actual evapotranspiration.

ET = 2ETW − ETP (4)

where, ETP =Morton’s Potential Evapotranspirationwhich is derived by solving both
energy balance and vapour transfer equations andETW =Wet area evapotranspiration
(i.e., the evapotranspiration that would occur if the soil–plant surface of the area were
saturated).

The Granger Gray Method [7] is a complementary relationship-based method
estimating actual areal evapotranspiration.

ETareal = �Gg

(�Gg + γ )

(Rn − G)

λ
+ γGg

�Gg + γ
Ea (5)
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where, � = slope vapour pressure curve, G = ground heat flux, Rn = net radia-
tion, γ = psychrometric constant, and Ea = relative drying power of air, and Gg =
dimensionless relative evapotranspiration.

2.4 Methodology

We adopted the following methodology in this study:
First, run the evapotranspiration models using the daily climate data for 19 loca-

tions and simulate PET and AET in daily or monthly scale. Note: Hamon, Penman,
Penman-Monteith FAO-56, and Morton methods can estimate PET; Morton and
Granger Gray methods can estimate AET.

Second, aggregate the simulated PET and AET into long-term averaged (1955–
2019) monthly values.

Third, compare the long-term averaged PET and AET in Alberta.
Finally, compare the long-term averaged PET and AET for winter months.

3 Results and Discussion

3.1 Potential Evapotranspiration (PET)

We summarized simulated monthly PET from four models (Hamon, Penman,
Penman-Monteith FAO-56, and Morton) at 19 stations in Table 1. These monthly
values represent the minimum, maximum and median PET for a period of 65 years
(1955–2019) based on those locations. Figure 2 shows a bar chart of median values
of PET in Alberta, with error bar showing the ranges of PET from the median values.

We found that with the exception of the Hamon method, all PET methods could
predict negative numbers during thewintermonths.McMahon et al. [10] describe that
such equations may perform better or worse under different environments. While the
Morton’smethod gave a greater variability formonthlymedian values, it is somewhat
more complex and requires more input data compared to the other methods and has
the potential for application under greater conditions compared to the other equations
[10].

3.2 Actual Evapotranspiration (AET)

We summarized simulated monthly AET from two models (Morton and Granger
Gray) at 19 stations in Table 2. These monthly values represent the minimum,
maximum and median AET for a period of 65 years (1955–2019) based on those
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Fig. 2 Comparison of long-term averaged (1955–2019) monthly median potential evapotranspira-
tion in Alberta simulated by four models: Hamon, Penman, Penman-Monteith FAO-56 (PM), and
Morton. The error bar shows ranges of potential evapotranspiration from the median values

Table 2 Comparison of actual evapotranspiration in Alberta (in mm)

Month Min Max Median

Morton Granger gray Morton Granger gray Morton Granger gray

Jan −5 −1 2 2 −4 0

Feb −2 1 9 5 1 3

Mar 9 12 24 22 15 18

Apr 30 35 48 48 37 43

May 57 66 82 77 67 74

Jun 85 79 107 90 95 85

Jul 86 81 120 97 101 89

Aug 49 57 87 73 67 66

Sep 16 19 35 35 22 30

Oct 9 0 18 11 13 5

Nov −5 −2 6 1 0 −1

Dec −6 −4 1 2 −5 −2

locations. Figure 3 shows a bar chart of median values of AET in Alberta, with error
bar showing the ranges of AET from the median values.

Here we again observe the Morton method shows greater variability in median
monthly values. Scientists have reported both these equations successful for esti-
mating water balances. Morton’s model however shows strength in predicting lake
evaporation [10].
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Fig. 3 Comparison of long-term averaged (1955–2019) monthly median actual evapotranspiration
in Alberta simulated by two models: Morton and Granger Gray. The error bar shows ranges of
actual evapotranspiration from median values

3.3 Negative Evaporative Losses During Winter Months

As shown in Figs. 2 and 3, a few models simulated negative evaporative losses in
wintermonths, especially in January andDecember. Table 3 and Fig. 4 shows January
and December PET from four different models in 19 locations in Alberta. Table 4
and Fig. 5 shows January and December AET from two different models for the
same locations.

We observed the Morton model consistently provides negative PET values for
January and December in most of the locations, except Lethbridge and Vauxhall.
January and December PET can be as low as −5 mm and −6 mm, respectively.
The Penman Monteith model does not provide any negative PET for any of those
stations for January; however, December PET at Calgary andHigh Level was slightly
negative. The Penman model does not provide any negative PET for any of the
stations in January; however, for some stations (about 10) December PET values
were estimated as negative. Hamon model does not provide any negative PET.

For AET, we only comparedMorton and Granger Gray methods. Morton’s model
consistently provides negative AET values for January and December in most of the
location, except Lethbridge. January and December AET can be as low as −5 mm
and −6 mm, respectively. The Granger Gray method estimated negative AET values
for 8 stations in January and 13 stations in December.
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Table 3 Comparison of simulated potential evapotranspiration in Alberta during winter (in mm)

Station January December

Hamon Penman PM* Morton Hamon Penman PM* Morton

Beaverlodge 8.13 0.20 3.45 −3.63 7.99 −1.60 2.59 −4.60

Brooks 10.22 12.15 14.01 −1.36 10.64 10.94 14.90 −1.48

Calgary 6.27 1.57 3.84 3.56 6.45 −3.11 −0.74 2.78

Cold Lake 11.93 13.97 18.68 −3.59 11.70 12.95 18.68 −4.72

Coronation 7.84 5.84 7.93 −4.48 8.23 0.60 4.19 −5.26

Edmonton 8.14 2.57 5.60 −3.33 8.25 0.09 4.20 −4.09

Edson 9.17 2.99 6.36 −4.00 8.60 −1.83 1.80 −4.81

Fairview 6.68 1.28 4.57 −4.38 6.68 −2.94 1.05 −5.29

Fort McMurray 5.17 0.46 3.26 −4.07 5.41 −2.25 1.28 −5.20

Grande Prairie 7.52 0.08 3.05 −4.33 7.48 −1.51 2.39 −5.16

High Level 3.90 0.56 3.12 −3.28 3.97 −3.59 −0.64 −4.59

Jasper 9.98 1.04 4.57 −3.90 9.49 −3.59 0.11 −5.03

Lacombe 8.91 5.84 8.99 −3.02 8.99 1.10 5.54 −3.64

Lethbridge 13.44 10.65 15.00 4.06 13.51 7.63 12.85 3.79

Medicine Hat 11.13 11.00 13.77 −0.40 11.68 9.68 14.47 −0.30

Peace River 6.32 0.97 4.35 −4.35 6.40 −2.88 1.18 −5.47

Slave Lake 7.00 1.08 4.25 −4.64 7.00 −2.87 0.72 −5.52

Suffield 11.61 15.20 17.07 −1.03 11.98 13.90 18.06 −1.08

Vauxhall 11.64 14.35 16.59 0.44 12.02 13.02 17.56 0.48

* PM = Penman Monteith (FAO-56)
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Fig. 4 Comparison of long-term averaged (1955–2019) January and December median potential
evapotranspiration at 19 locations in Alberta simulated by four models: Hamon, Penman, Penman-
Monteith FAO-56 (PM), and Morton
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Table 4 Comparison of simulated actual evapotranspiration in Alberta during winter (in mm)

Station January December

Morton Granger gray Morton Granger gray

Beaverlodge −3.68 −1.26 −4.60 −2.68

Brooks −1.60 1.48 −1.77 1.48

Calgary 2.07 1.64 1.04 −3.46

Cold Lake −3.59 1.35 −4.72 1.72

Coronation −4.48 1.42 −5.26 −0.79

Edmonton −3.33 0.44 −4.12 −1.02

Edson −4.00 −0.26 −4.81 −2.56

Fairview −4.38 −0.23 −5.29 −3.47

Fort McMurray −4.07 −0.18 −5.20 −2.69

Grande Prairie −4.33 −0.97 −5.16 −2.39

High Level −3.28 0.17 −4.59 −3.87

Jasper −3.90 −1.18 −5.03 −4.18

Lacombe −3.02 1.06 −3.67 −0.37

Lethbridge 2.08 0.82 1.10 0.18

Medicine Hat −0.55 1.77 −0.79 1.32

Peace River −4.35 0.03 −5.47 −3.33

Slave Lake −4.64 −0.34 −5.52 −3.55

Suffield −1.12 1.59 −1.44 1.34

Vauxhall −0.31 1.41 −0.53 1.28
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Fig. 5 Comparison of long-term averaged (1955–2019) January and December median actual
evapotranspiration at 19 locations in Alberta simulated by two models: Morton and Granger Gray

3.4 Analysis of Negative Evaporative Losses in the Morton
Model

Since Morton model consistently provides negative AET and PET for January and
December months, we further investigate the model equations to see what is causing
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(a)                                                                              (b) 

-100

-50

0

50

100

150

200

-40 -20 0 20 40

R T 
 (W

/m
2 )

Air Temperature (T) in Degree C

Beaverlodge

Brooks

Calgary

Cold Lake

Edmonton

Edson

Fairview

Fort McMurray

Grande Prairie

High Level

Jasper

Lacombe

Lethbridge

Medicine Hat

Peace River

Slave Lake

Suffield

Vauxhall

Coronation

0

50

100

150

200

250

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Ra
di

at
io

n 
(W

/m
2 )

Month
Net Shortwave Radiation Range Net Longwave Radiation Range

Fig. 6 aMonthly net radiation versus air temperature (°C) and bNet shortwave and Net Longwave
radiation in Alberta based on 65 years (1955–2019) of data

such values. As shown in Eq. 4, Morton’s model estimates PET by solving both
energy balance and vapour transfer equations.Moreover, theMortonmodel estimates
AET from the PET and wet area evapotranspiration. After analysis using the model
equations, it is evident the only reason PET or AET in Morton’s model can result in
negative numbers is if the net radiation is negative.

Figure 6a shows the net radiation as estimated from the Morton model versus
air temperature plot, based on the climate data from 19 locations in Alberta for the
65 years (1955–2019). It is evident that during winter months, when air temperature
becomes negative, net radiation also becomes negative. Morton’s model estimates
net radiation by subtracting the net longwave radiation from net shortwave radia-
tion. Figure 6b shows a monthly plot of net shortwave and net longwave radiation in
Alberta based 65 years (1955–2019) of data at 19 locations. The orange shaded area
shows the range of net shortwave radiation, estimated based on albedo and incident
solar radiation. The blue shaded area shows net longwave radiation. The average
net longwave radiation and shortwave radiation for December-January months, esti-
mated for 65 years of period, range from 54–65 W/m2, to 3–33 W/m2, respectively.
Therefore, it inferred that duringwintermonths, especially in January andDecember,
the net longwave radiation offsets the net shortwave radiation and results negative
net radiative energy.

4 Conclusions

We conclude that Morton’s model provides negative PET during winter months
in Alberta, especially in January and December. Other PET methods, for example
Penman and PenmanMonteith, often provide negative PET at some locations during
December and January. Morton and Granger Gray methods provide negative AET
at various locations in Alberta, especially in January and December. Negative PET
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and AET values are more evident in the Morton model compared to other models
attributed to negative net radiation during winter months. Further analysis, especially
application of these models to analyze the water balance for a watershed, may be
necessary to understand the implication of such negative evaporative losses. In addi-
tion, comparing these results from calculations from a numerical model using the
energy balance method could be useful.
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Numerical Modelling of Variable Density
Shallow Water Flows with Friction Term

Amine Hanini, Abdelaziz Beljadid, and Driss Ouazar

1 Introduction

Numerical modelling of the scalar transport process is of a great importance for
surface water pollution risk assessment which is used in a large variety of applica-
tions for environmental protection and management [8, 15]. The coupled system of
shallow water equations and solute transport model are used to predict the dynamics
of both water flow and contaminant transport in rivers and coastal regions [2, 5].
In shallow flows, horizontal scales are predominant over vertical ones and the pres-
sure is nearly hydrostatic [17]. The shallow water equations can be derived by inte-
grating vertically the three-dimensional incompressible Navier-Stokes equations and
assuming hydrostatic pressure distribution where vertical acceleration and viscous
effects are neglected.

The design of efficient numerical schemes for solving the coupled model of
shallow water flow and scalar transport remains major challenge which requires
robust numerical techniques [13] to ensure important physical properties of schemes
such as the well-balanced property [1]. Among the difficulties that may be encoun-
tered, the resulting nonlinear hyperbolic system can lead to non-smooth solutions
which can exhibit singularities, and in the presence of source terms, computational
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techniques may lead to numerical oscillations caused by the imbalance between
source and flux terms. For instance, the friction source term which is non-linear can
leads to numerical issues [18]. The important challenge here for the proposed numer-
ical method is to discretize properly this term. In our approach, we used the implicit
techniques proposed by [19] to discretize the friction term. These techniques can
be implemented explicitly, and our aim is to efficiently solve the coupled system of
shallow water flow and solute transport with friction term.

Many advantages allow the finite volume method to be convenient for solving
systemof conservation or balance laws, for instance, thismethod is conservative [1, 3,
4], anddealswith solutionswith large gradients.Oneof themost successful numerical
approach to solve hyperbolic PDE in the finite volume framework is due to Godunov
[6] and is based on representing the solution at cell centers on both sides of each
cell interface of the whole mesh by piecewise constant states. To have more accurate
results, instead of using constant states, we may consider polynomial ones for the
reconstruction variable in each cell. For instance, linear piecewise approximation [18]
can be used to design second order accurate schemes. Thereafter, many methods
have been developed such as central-upwind schemes [9, 10] which are based on
characteristic information on local speeds of propagation on the two sides of cell
interfaces. These numerical schemes have been used in many studies to solve the
shallow water system and have the advantage of simplicity of implementation and
lead to accurate results for this system.

The outline of this paper is as follows. In Sect. 2, we present the coupled system
of shallow water equations and scalar transport model and the semi-discrete form
of the numerical scheme used to solve this system. In Sect. 3 the well-balanced
discretization of the source term due to variable bottom topography is discussed as
well as the discretization of friction source term. We present numerical experiments
in Sect. 4 to test the performance of the proposed scheme. Finally, we provide some
concluding remarks in Sect. 5.

2 Governing Equations

In this study, we used the following coupled system of shallow water equations
(SWEs) with variable density and transport model. The SWEs, also called the Saint-
Venant equations can be derived from the depth-averaged three-dimensional incom-
pressible Navier-Stokes equations [17]. To model the solute transport in water, we
used the depth-averaged scalar transport equation.
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⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂thr + ∂xhur + ∂yhvr = 0

∂thur + ∂x
(
hu2r + 1

2gh
2r

) + ∂yhuvr = −ghr∂xZ − gn2(h)−1/3u
√(

u2 + v2
)

∂thvr + ∂yhuvr + ∂x
(
hv2r + 1

2gh
2r

) = −ghr∂yZ − gn2(h)−1/3v

√(
u2 + v2

)

∂thc + ∂xhuc + ∂yhvc = 0,
(1)

where x and y are the spatial coordinates, t is time, h is the mixture depth, u and v

are the depth-averaged velocities of the flow in the x− and the y− directions, c is
the scalar depth-averaged volumetric concentration, Z is the elevation of the bottom
topography, g is the acceleration due to gravity. The variable r is the relative density
of the mixture to that of the clean water and n is the Manning coefficient [13].

Equation 1 can be rewritten into the following vectorial form

∂tU + ∂xF(U) + ∂yG(U) = Sb + Sf, (2)

where we use the vector of variables U = (
q1, q2, q3, q4

)T
, q1 := hr, q2 := hur,

q3 := hvr, and q4 := hc. We denote by w := h + Z the water surface elevation. The
friction source term S f is expressed using the manning formula and Sb is the source
term due to variable bottom topography.

The fluxes in the x- and y-directions are as follows:

F(U) =
(

q2,
q22
q1

+ 1

2
gq1

(
q1 − �q4

)
,
q2q3
q1

,
q2q4
q1

)T

G(U) =
(

q3,
q2q3
q1

,
q23
q1

+ 1

2
gq1

(
q1 − �q4

)
,
q3q4
q1

)T

.

The bottom topography and friction source terms are, respectively, expressed as

Sb = (
0,−g(w − Z)r∂xZ,−g(w − Z)r∂yZ, 0

)T

Sf =
(

0,−gn2(w − Z)−
7
3
q2
r2

√

q22 + q23,−gn2(w − Z)−
7
3
q3
r2

√

q22 + q23, 0

)T

,

We note that in the case of small water depth h ≈ 0, the friction source term Sf
becomes stiff which is very challenging in terms of numerical discretization.

The relative density of the mixture to that of the clean water is related to the
volumetric concentration via the following formula

r = 1 + �c, (3)
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Fig. 1 Typical triangular
control volume and three
neighbors

where � = ρ−ρw

ρw
is the relative density of the constituent, ρ is its density, ρwr is the

mixture density and ρw is the density of water.
We used a triangulation T := ⋃

j Tj of the computational domain, using non-
overlapping triangular cells Tj ofmeasure |T_j|.We denote by

(
xj, yj

)
the coordinates

of the center of mass Gj of triangle Tj, Mjk = (
xjk, yjk

)
is the midpoint of the k-th side

of the triangle, Tj1, Tj2 and Tj3 are the three neighboring triangles sharing a common

side with Tj, and njk := (
cos

(
θjk

)
, sin

(
θjk

))T
is the outer unit normal vector to the

k-th side �jk of Tj, of length
∣
∣�jk

∣
∣, with k = 1, 2, 3 as shown in Fig. 1.

The variableU j (t) represents the approximation of the cell average of the solution
at time t

Uj(t) ≈ 1
∣
∣Tj

∣
∣

∫

|Tj|
U(t, x, y)dxdy.

We consider the semi-discrete form of numerical scheme [3], which is described
by the following ODE

dUj

dt
= − 1

∣
∣Tj

∣
∣

3∑

k=1

∣
∣�jk

∣
∣ cos

(
θjk

)

ainjk + aoutjk

[
ainjkF

(
Ujk

(
Mjk

)) + aoutjk F
(
Uj

(
Mjk

))]

− 1
∣
∣Tj

∣
∣

3∑

k=1

∣
∣�jk

∣
∣ sin

(
θjk

)

ainjk + aoutjk

[
ainjkG

(
Ujk

(
Mjk

)) + aoutjk G
(
Uj

(
Mjk

))]
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+ 1
∣
∣Tj

∣
∣

3∑

k=1

∣
∣�jk

∣
∣

ainjka
out
jk

ainjk + aoutjk

[
Ujk

(
Mjk

) − Uj
(
Mjk

)] + (
Sb

)

j +
(
Sf

)

j. (4)

The valuesUj
(
Mjk

)
andUjk

(
Mjk

)
of the variables of the system [1] at themidpoints

of cell interfaces, respectively at the left and right side of each interface of the
computational domain are approximated using the linear piecewise reconstructions
Ũ

Uj
(
Mjk

) = lim
(x,y)→Mjk,(x,y)∈Tj

Ũ(x, y),

Ujk
(
Mjk

) = lim
(x,y)→Mjk,(x,y)∈Tjk

Ũ(x, y),

In this study, we used a linear reconstruction of the discrete variables of the system
[3] defined by

Ũ(x, y) := Uj + (∇xU)j
(
x − xj

) + (∇yU
)

j

(
y − yj

)
. (x, y) ∈ Tj. (5)

In Eq. 5, Uj corresponds to the value Uj := Ũ
(
xj, yj

)
at the center of mass of the

cell Tj.
The directional local speeds at interfaces between two cells are approximated

based on the eigenvalues of the Jacobian matrix Jjk of the system:

{
ainjk = −min{λmin

[
Jjk

(
Uj

(
Mjk

))]
,λmin

[
Jjk

(
Ujk

(
Mjk

))]
, 0}

aoutjk = max{λmax
[
Jjk

(
Uj

(
Mjk

))]
,λmax

[
Jjk

(
Ujk

(
Mjk

))]
, 0}

where λmin and λmax are respectively the minimum and maximum eigenvalues of Jjk
and

Jjk = ∂F
∂U

cos
(
θjk

) + ∂G
∂U

sin
(
θjk

)
.

The expressions of the eigenvalues and eigenvectors of the matrix Jjk are given
in [7]. For simplicity, the following normal velocities at the midpoints Mjk are
introduced

uθ
j

(
Mjk

) = cos
(
θjk

)
uj

(
Mjk

) + sin
(
θjk

)
vj

(
Mjk

)
, uθ

jk

(
Mjk

) = cos
(
θjk

)
ujk

(
Mjk

)

+ sin
(
θjk

)
vjk

(
Mjk

)
,

which are used to express the directional local speeds as follows
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⎧
⎨

⎩

ainjk = −min
{
uθ
j

(
Mjk

) − c̃j
(
Mjk

)
, uθ

jk

(
Mjk

) − c̃jk
(
Mjk

)
, 0

}

ainjk = −min
{
uθ
j

(
Mjk

) + c̃j
(
Mjk

)
, uθ

jk

(
Mjk

) + c̃jk
(
Mjk

)
, 0

}

where c̃j
(
Mjk

) =
√
ghj

(
Mjk

)
and c̃jk

(
Mjk

) =
√
ghjk

(
Mjk

)
.

To improve the accuracy of the numerical method, we used a linear reconstruction
for the variables of the system where the gradient of the i th component of U is
computed using Green’s formula

∇Ui ≈ 1
∣
∣Tj

∣
∣

∫

Tj

∇Uidxdy = 1
∣
∣Tj

∣
∣

∫

∂Tj

Uin dσ ≈ 1
∣
∣Tj

∣
∣

3∑

k=1

∣
∣�jk

∣
∣Ui

(
Mjk

)
njk, (6)

where n is the unit normal vector to the boundary ∂Tj.

In Eq. 6, we choose Ui
(
Mjk

) = 1
2

(
Ui

j + Ui
jk

)
to obtain the approximation of the

gradients of the variables in each cell of the computational domain. To avoid oscil-
lations in numerical solutions, we introduce a minmod limiter function [14] which
is applied to the components of the computed cell gradients. In the x− direction, we
use the following correction:

∂ limUj

∂x
= 1

2
( min
k∈N (j)

sign

[
∂Uk

∂ x

]

+ max
k∈N (j)

sign

[
∂Uk

∂ x

]

) min
k∈N (j)

sign

∣
∣
∣
∣
∂Uk

∂ x

∣
∣
∣
∣,

where sign is the standard sign function,N (j) is the set of neighboring cells sharing
common side with the cell Tj. Similar steps are used to obtain the component of the

cell gradients in the y− direction ∂ limUj

∂x .
The new approximation of the cell gradient is used in Eq. 5.

3 Discretization of the Topography and Friction Source
Terms

The cell average of the source term due to bottom topography Sj ≈
1|Tj|

∫

Tj
S(t, x, y) dxdy is discretized using the approach developed in [7] where vari-

able density is taken into account. The semi-discrete form of the numerical scheme
[3] is well-balanced and it exactly preserves the following steady-states solutions

h ≡ h0 =
(
n2q20
r30C

)3/10
q2 ≡ q0 q3 ≡ 0 r ≡ r0 ∂xZ = −C ∂yZ = 0 c ≡ c_0,

(7)
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where q0, r0, C(C > 0) and c0 are constants. In the following, we will prove that [6]
is an exact solution of the ODE [3].

We note that since we are dealing with stationary solutions, the term in the left-
hand side of Eq. 4 is zero. From Eq. 7 q3 ≡ 0, then all the components of the flux
G introduced in Sect. 2 vanish and consequently the second term of the right-hand
side of Eq. 4 is zero. For the steady state solution [6] we have Ujk

(
Mjk

) = Uj
(
Mjk

)
,

then the third term on the right-hand side of Eq. 4 vanishes. Finally, Eq. 4 becomes

0 = − 1
∣
∣Tj

∣
∣

3∑

k=1

∣
∣�jk

∣
∣ cos

(
θjk

)

ainjk + aoutjk

[(
ainjk + aoutjk

)
F
(
Uj

(
Mjk

))] + (
Sb

)

j +
(
Sf

)

j,

which gives the following formulation

0 = − 1
∣
∣Tj

∣
∣

3∑

k=1

∣
∣�jk

∣
∣ cos

(
θjk

)
[
q20
q1

+ 1

2
gh20r0

]

+ g

2
∣
∣Tj

∣
∣
r0

3∑

k=1

∣
∣�jk

∣
∣ cos

(
θjk

)
h20

+ gr0h0C − gn2(h0)
− 7

3
q0
r20

|q0|

then by simplification, we obtain

0 = − 1
∣
∣Tj

∣
∣

3∑

k=1

∣
∣�jk

∣
∣ cos

(
θjk

)
[
q22
q1

]

+ gr0h0C − gn2(h0)
− 7

3
q0
r20

|q0|

This leads to

0 = − 1
∣
∣Tj

∣
∣

3∑

k=1

∣
∣�jk

∣
∣ cos

(
θjk

)
[
q22
q1

]

= − 1
∣
∣Tj

∣
∣

[
q22
q1

] 3∑

k=1

∣
∣�jk

∣
∣ cos

(
θjk

)

This equation is valid since in every triangle the relation
3∑

k=1

∣
∣�jk

∣
∣ cos

(
θjk

) = 0 is

verified, which can be obtained using divergence theorem.
Following the same steps for the secondmomentum equation in Eq. 4, one obtains

0 = − 1
∣
∣Tj

∣
∣

3∑

k=1

∣
∣�jk

∣
∣ sin

(
θjk

)
[
q23
q1

]

.

The friction source term Sf is discretized using the approach developed in [19]
which allows us to obtain a semi-implicit scheme. The obtained system is solved
explicitly to avoid the use of computationally expensive iterative methods.
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4 Numerical Examples

Here, we perform two numerical examples to test the performance of the numerical
scheme. A first-order forward Euler method for temporal discretization is adopted
with the following stability CFL condition

�t ≤ 1

6

min
j,k

{Hjk}
max
j,k

{aoutjk } ,

where Hjk are the heights of the triangle Tj . In all numerical tests the constant of
gravitation is g = 9.81.ms−2 and CFL = 0.8.

In the case when the water depth is very small or even zero, to calculate the
velocities u, v and depth averaged concentration c we used the desingularisation
methodology detailed in [11].

4.1 Example 1: Steady Flow Over a Slanted Surface

This example has been adopted to verify the ability of our numerical scheme to
preserve the steady state solutions [6] in the presence of variable topography as
shown in Fig. 2. We consider a computational domain [0, 10] × [0, 5] discretized
with a non-uniform triangular cells with a cell average area 2.10−3 subject to the
constant initial data [6] with h0 = 0.25119m, q0 = 0.1m2.s−1, n = 0.1m−1/3.s,
C = −0.01, � = 0.1 wich gives r = 1.1. Wall boundary conditions are set in the
y− direction while outflow type-condition are set upstream and downstream of the
domain. The numerical simulations are performed until t = 100s.

Table 1 shows the computed errors and Fig. 3 presents the computed solution for
the water surface levelw, x− discharge q2, concentration c and x− velocity u at time

Fig. 2 Bottom and water
surface level for example 1
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Table 1 Errors in computing
the steady states [6] for
Example 1

L1− error L2− error L∞− error

h 1.99 × 10−4 2.29 × 10−4 2.42 × 10−4

q0 8.37 × 10−4 1.1 × 10−3 1.4 × 10−3

c 1.3 × 10−3 1.3 × 10−3 3.9 × 10−3

Fig. 3 Solution (w, Z , q2, c, u) computed at time t = 100s

t = 100 s. The results show that the computed solution is free of any oscillation. The
numerical solution remains stationary which confirm the robustness of the proposed
numerical scheme.

4.2 Example 2: Partial Variable Density Dam-Break Over
Dry Bed

In this numerical example, we consider a 2D partial dam-break with a symmet-
rical breach. We use the computational domain 500 × 300 as shown in Fig. 4. This
numerical test is performed using wall-boundary condition at all sides of the compu-
tational domain which is discretized using triangular meshes with an average cell
area |T j | = 4.68. Initially the upstream water depth is 10 and volumetric concentra-
tion is 1, and they are both equal to 0 downstream. The relative density is � = 0.1
which gives a density of the mixture of 1.1. The Manning roughness coefficient is
set to 0.1. The snapshots of the results displaying the water height and volumetric
concentration at time t = 10000 s after dam failure. The numerical solution is free
of any oscillation and remains symmetric. The scheme remains stable despite the
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Fig. 4 Sketch of the domain for Example 2

stiffness of the friction source term for small values of the water depth. The concen-
tration remains constant in the wet and dry region where c = 1 for h > 0. and
c = 0 for h = 0 m. At the final simulation time, the concentration is constant c = 1
which confirms that the numerical scheme is well-balanced in terms of concentration
(Fig. 5).

Fig. 5 Snapshots of the solution of the water height h, volumetric concentration c and velocity
field at t = 5s (first row), t = 25s (second row) and t = 10000s (long-time simulation, third row)
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5 Conlusions

In this paper, we have studied a coupled 2D shallow water system and solute trans-
port model with variable topography and friction source term. We proposed accurate
numerical techniques for modelling this coupled system using triangular grids. A
central-upwind scheme is used to solve the hyperbolic shallow water equation. A
well-balanced discretization technique is used for the bottom topography. For accu-
rately discretize the friction source term, we applied the techniques proposed by [19].
Our approach performs very well for nontrivial stationary flow in the presence of
variable topography. The proposed scheme is well-balanced, and we prove that it
exactly preserves the nontrivial steady-state solutions. Our numerical experiments
demonstrate the robustness of the proposed techniques and confirm that the proposed
method is stable, well-balanced and accurate in the modelling of the coupled system
of shallow water equation and solute transport model with friction term.
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A Short-Term Flood Forecasting Model
Using Markov Chain

Arpita Islam, Maysara Ghaith, Sonia Hassini, and Wael El-Dakhakhni

1 Introduction

Flood forecasting and warning have become paramount strategies in hydrometeo-
rology by providing more preparation time preceding this event, facilitating evacua-
tions from floodplains and impeding the menace and human casualties [16]. In river
hydrodynamics, forecasting can be done either by anticipating streamflow or water
level/stage [7, 10]. However, researchers have to depend only on the stage data for
forecasting purposes if an absence of a flow measuring station or scarcity of data at
the location of interest is found. Therefore, future water level state (based on depth)
prediction is the prime concern in this paper.

Some hydrologic and hydrodynamic models such as HEC-HMS,
WATFLOODTM, HEC-RAS are used for flood forecasting purposes [8, 18].
The water level prediction model and usage of a threshold water level value are also
used for flood warning purposes [15, 19]. Statistical models such as least square
methods [9], autoregressive moving average (ARMA) & Autoregressive Integrated
Moving Average (ARIMA) models [17] were used for streamflow forecasting to
facilitate flood warning purpose. Artificial neural network (ANN) approach is also
applied in flood forecasting based on water level fluctuations [1, 2, 5]. However,
none of the abovementioned models capture the uncertain nature of hydrologic
variables.

To overcome the limitations, some studies adopted other statistical approaches
such as theGrayMCmodel, combinedARIMA-MCmodel, GeneralizedAutoregres-
sive Conditional Heteroscedasticity (GARCH)models for flood forecasting purposes
[3, 4, 20]. However these models can handle the inherent uncertainties and anticipate
the river stage, MCmodel is the simplest and efficient method for predicting drought
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duration and flood forecasting [13, 14].This model is one of the easiest stochastic
approaches widely used for predicting future states depend only on the current states
or one or more preceding states for rainfall, water level, and streamflow generation
purposes [6, 11]. To the best of the authors’ knowledge, no studies have been done
using MC in a seasonal and monthly manner for generating states. Therefore, in this
study, the first-orderMCmodel is chosen as an efficient alternative to other statistical
models to generate future water level states on a monthly and seasonal basis. This
model conserves both statistical and stochastic properties of data series. Finally, the
generated states will facilitate flood forecasting purposes to avoid potential risk.

2 Methodology

2.1 Study Area and Data Collection

According to Fraser Basin Council, communities located near the Fraser River have
been experiencing flooding since 2012. These areas are vulnerable to flooding if the
water level goes beyond 5.5 m, and the limiting condition is found on the Fraser
River flood protection webpage. Due to the abovementioned reasons and data avail-
ability, two stations along the Fraser River in British Columbia are chosen as a
study area. Eighteen years of continuous daily water level data of ‘Fraser River
at Mission’(1997–2014) and ‘Fraser River at Hope’ (2002–2019) are retrieved from
Environment Canada to develop amonthly and seasonal markovian flood forecasting
model.

2.2 Markov Chain

The probability of occurrence of the future state in the first-order MC model is
independent of the previous states and relies only on the current state. Transition
matrix (TM) formulation is a prerequisite to generate these future states. Five states
are considered in this study based on the maximum and minimum water level value
of each station, and the state range is kept at an equal interval for particular stations.
TM matrix containing five states can be represented as:

P =

⎡
⎢⎢⎢⎢⎢⎣

P1,1 P1,2 . . . . . . P1,5
P2,1
.

.

P5,1

P2,2
.

.

P5,2

. . .

.

.

. . .

. . .

.

.

. . .

P2,5
.

.

P5,5

⎤
⎥⎥⎥⎥⎥⎦

(1)
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Here P1,1 denotes the probability of the next state to be 1 if the current state is at 1,
and this is determined by estimating the frequencies of the states using the following
equation:

P1,1 = n1,1∑
5 n1,5

(2)

The summation of transition probabilities in each row should be equal to one,
which means

P1,5 =
∑
5

P1,1 = 1 (3)

Though the daily river stage has high order dependence between successive days,
a second order TM is also developed where the current and the previous state are
used to predict future state. Cumulative TM is developed for both first and second
order MC model and applied for the station ‘Fraser River at Hope.’ Similar results
are observed in both cases as the future states are derived based on the current state’s
observed data for the first-orderMCmodel and both current (predicted) and previous
states (observed) data for the second order. Therefore, in further analysis, only the
first-order Markov model is applied as it is simpler and no statistical tests are carried
out in support of high-order MC model application.

2.3 Markov Property Test

Markovian properties such as time series dependency and spatial homogeneity need
to be checked to assess this model’s validity to be used in the study. In the depen-
dency test, the null hypothesis is considered for independent successive events, and
statistical α is calculated as:

α = 2
m∑
i, j

ni j ln
Pi j
p j

(4)

where, m = number of states; pj = marginal probability.
In the homogeneity test, the null hypothesis is considered as transition probabili-

ties of successive events are heterogeneous in nature and the test-staticU is computed
as:

ϒ =
S∑
s

m∑
i, j

ni j (s)

(
Pi j (s) − Pi j

)2
Pi j

(5)

where S = number of stations.
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Table 1 Statistical test
results of MC model

Test static Fraser river at
mission

Fraser river at hope

Dependency
test-static, α

12,522.42 15,596.4

Spatial homogeneity
static, U

1023.72

Both test-statics α and U follow an asymptotic chi-square (χ2) distribution having
(m − 1)2 and (S − 1) * m * (m − 1) degrees of freedom (DF), respectively [12]. If
the test static values are greater than the critical χ2 value, the null hypothesis will be
rejected, and it can be concluded that MC is applicable to be used in this study.

2.4 Future Stage Prediction

Cumulative probability TM is developed, and the initial state, i, is selected based on
the first observed stage data. Uniform Random numbers (URN) are generated, and
a comparison is made between this number and the ith row of the cumulative TM.
If the URN is smaller than the cumulative probability of the next state but larger
than the previous state, the next state will be taken as the future state and the whole
process is repeated for generating future states.

3 Results and Discussions

3.1 Statistical Test-Results

The results of Markov property tests are shown in Table 1. The limiting χ2 value for
the dependency and homogeneity test is 26.4 with 16 DF and 36.4 with 24 DF at a
5% significance level. The results depict that, both test statics show a higher value
compared to the criticalχ2. So, it can be concluded that the null hypothesis is rejected
in both cases, which means the transitions of daily water level poses first-order MC
property and the property is homogeneous at both stations.

3.2 Monthly Stage Prediction

The retrieved stage dataset illustrates that the stage level inhibits a higher value at
‘Fraser River at Hope’ (2.56m–9.67 m) than the ‘Fraser River at Mission’ station
(0.35m–6.33 m). Tables 2 and 3 illustrate the monthly overall prediction percentages
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Table 2 Prediction of future water level states at ‘Fraser River at Mission’

Predicted state
(%)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Correct
prediction

73.8 88.1 95.2 73.5 73.0 88.0 77.8 85.1 90.4 80.8 71.3 81.0

Over-estimation 13.1 6.2 2.2 13.2 13.8 5.4 10.4 7.4 4.2 9.0 14.0 9.0

Under-estimation 13.1 5.8 2.7 13.3 13.3 6.7 11.8 7.5 5.4 10.2 14.6 10.0

Table 3 Prediction of future water level states at ‘Fraser River at Hope’

Predicted state
(%)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Correct
prediction

90.7 81.2 87.3 74.4 76.5 73.7 83.3 79.4 76.3 82.3 76.3 83.5

Over-estimation 4.7 9.3 5.56 11.5 11.7 12.2 8.6 10.2 11.3 9.1 10.6 7.7

Under-estimation 4.7 9.5 7.17 14.1 11.9 14.1 8.1 10.4 12.4 8.6 13.2 8.8

(correct, overestimation, and underestimation) of future water level states to ensure
the first-order MC model’s accuracy. The results show that the model can predict
future states with an accuracy ranging from 71.3% to 95.2% for both stations. The
overestimation and underestimation percentages are almost equal in both stations,
which is 9.5% approximately.

Based on the observed datasets of both stations, the flood occurs from May to
July in both stations. Therefore, accurate prediction of future higher stage levels is
necessary to forecast floodwarnings. Figures 1 and 2 depict the accuracy of predicting
future states (%) for both stations.

In the MC model, only state 5 represents flood occurrence for ‘Fraser River at
Mission’ whereas state 2 to state 5 indicates this hazardous event during this period

Fig. 1 Accurate prediction (%) of water stage states at ‘Fraser River at Mission’
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Fig. 2 Accurate prediction (%) of water stage states at ‘Fraser River at Hope’

for the other station. The results show that thismodel can providefloodwarning (stage
> 5.5 m) with an accuracy ranging from 77.36%–88.80% at ‘Fraser River at Mission’
and 69.44%–94.23% in the other station. However, the MC model cannot provide
better flood forecasting in May and June for ‘Mission and ‘Hope’ respectively due
to the presence of larger underestimation percentages, which are 13.3% and 14.1%,
respectively.

3.3 Seasonal Stage Prediction

To further evaluate the Markovian model’s relevance to generate higher water level
states, element frequencies for both observed and predicted data series are compared
on a seasonal basis and shown in Figs. 3 and 4. Based on the flooding water level
criteria and timing of its occurrence, it can be said that the period (summer to spring)
is themost vulnerable period for this hazardous eventuality. The following twofigures
show that the MC model can forecast flood warnings with an accuracy varying from
53.77% to 62.50% at ‘Fraser River at Mission,’ whereas for the other station, it lies
between 79.43% and 92.40%. Though, the frequency of both predicted and observed
water level states shows a similarity during the flooding seasons; predicting the
flooding states is low during the winter and fall seasons, as the probability of other
states is more dominant.

To better comprehend the results, the correct prediction percentage is calculated in
conjunction with overestimation and underestimation percentages for both stations
and shown in Table 4. The analysis reveals that the model accuracy lies between
82.83% and 92.44% at ‘Fraser River at hope’ while it ranges from 77.23% to 81.39%
at ‘Fraser river at Mission.’ The overestimation and underestimation percentage of
future states are almost equal in both stations and seasons. However, during the spring
and summer seasons, the model shows a large underestimation percentage at ‘Fraser
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Fig. 3 Frequency of seasonal transition matrix elements at ‘Fraser River at Mission’

Fig. 4 Frequency of seasonal transition matrix elements at ‘Fraser River at Hope’

Table 4 Analysis of correct prediction of future states (seasonal basis)

Stations Season Predicted state (%)

Correct prediction Overestimated Underestimated

Fraser River at Hope Winter 92.44 4.00 3.56

Spring 84.73 6.90 8.37

Summer 89.03 5.65 5.32

Fall 82.83 8.5 8.67

Fraser River at Mission Winter 81.39 9.00 9.61

Spring 77.23 7.39 15.38

Summer 77.90 5.65 16.45

Fall 77.72 10.72 11.56
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river at Mission,’ which is 15.38% and 16.45%. The analysis outcome exhibits a risk
of flooding without a previous warning at this station if the spring and summer MC
model is used. So, it can be concluded that the MC model for ‘Hope’ station can be
used for all seasons while it can be used only during the winter and fall season for
‘Mission station.

4 Conclusion

Flood is one of the natural jeopardies in Canada, impacting the livelihood of people
and the economy. Hydrometric datasets such as rainfall, streamflow, and water-level
help forecast vulnerable events such as floods and drought. For the locations, inhibit
the absenceof streamflowmeasuring stationor lackof longperiodflowdata; synthetic
water level state generation can be beneficial. For this purpose, a first-order MC
model is used in this study to generate future water level states on a monthly and
seasonal basis to facilitate short-term flood forecasting. Eighteen years of stage data
is used for ‘Fraser River at Mission’ and ‘Fraser River at Hope’ to prosecute the
analysis. The statistical test result of the Markovian property also shows that the
time series datasets are dependent on each other and inhibit homogeneity nature
in both stations. Anticipating future state accuracy is evaluated by examining and
comparing the percentages of correct, underestimated, and overestimated predictions
for both stations. The analysis reveals that the prediction accuracy varies between
71.3% and 95% on a monthly and seasonal basis for both stations. An accurate fore-
cast of individual states is also conducted for both stations to validate the model’s
accuracy in predicting higher states. The analysis shows that this model can provide
flood warnings in a monthly basis with an accuracy ranging from 77.36% to 88.80%
at ‘Mission’ and 69.44%–94.23% for the other station. However, the larger under-
estimation percentages on May (13.3%) at ‘Mission’ and June (14.1%) at ‘Hope’
indicate a risk of flood occurrence if the corresponding month’s MC model is used.
Based on this concept, it is also found that the spring and summer MC model of the
‘Mission’ station can not predict flooding states precisely. In contrast, the seasonal
MC model of the ‘Hope’ station is suitable for generating both flooding and other
states with an accuracy ranging from 82.83% to 92.44%. Although the prediction
accuracy covers a wide range, the first-order MC model can be used as a preeminent
alternative to generate future stage states at both stations and facilitate short-term
flood warnings. In the future, the transition matrix can be updated incorporating
climate change impacts, and also, by using the probability distribution of observed
datasets, actual stage values can be determined.
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Modelling of Unsaturated Flow Through
Porous Media Using Meshless Methods

Mohamed Boujoudar, Abdelaziz Beljadid, and Ahmed Taik

1 Introduction

The process of infiltration through porous media is an important part of hydrolog-
ical cycle. The modelling of this process has important practical applications in
engineering such as water resources management and agriculture. Most numerical
models that describe the unsaturated flow in soils use the Richards model [16] which
is a highly nonlinear equation. This equation is obtained from Darcy’s law and the
conservation of mass [2]. The strong non-linearity of the unsaturated conductivity
and the capillary pressure as functions of saturation and the presence of both advec-
tion and diffusion terms make the Richards equation more challenging in terms of
numerical approximations and require the development of efficient numerical tech-
niques. The unsaturated conductivity and capillary pressure are correlated using
empirical models and experiment data such as the van Genuchten [20], Brooks-
Corey [4] and Gardner [6] models. Analytical solutions of the Richards equation
can only obtained for some cases with special initial and boundary conditions [7,
17–19]. Therefore, different numerical techniques are developed to efficiently solve
the Richards equation such as, finite-difference, finite-element, and finite-volume
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methods. For instance, Celia et al. [5] used the mixed form of the Richards equa-
tion and proposed a general mass-conservative numerical scheme, and Bause and
Knabner [1] developed an adaptive mixed hybrid finite element discretization for the
Richards equation. Manzini and Ferraris [15] developed a mass conservative finite
volume method using two-dimensional unstructured grids. Although many numer-
ical techniques have been developed to numerically solve the Richards equation,
there is still a strong need for more robust numerical techniques for modelling flows
in unsaturated soils.

The aim of this work is to develop a new technique based on the localized radial
basis function method and the Kirchhoff transformation in order to solve Richards
equation in one and two-dimensional homogeneous medium. The proposed tech-
nique allows us to avoid mesh generation, which makes the numerical method less
expensive in terms of computational cost. The use of localized meshless method has
the advantage of flexibility in dealing with complex geometries [3]. The proposed
method performs well in terms of accuracy and efficiency for modelling unsaturated
flow through soils.

To handle the nonlinearity of theRichards equation, we use theKirchhoff transfor-
mation which allows us to reduce the nonlinearity of the studied problem. We used
Picard iterations to solve the problem with the Kirchhoff variable where we used
the backward Euler method for temporal discretization. Other numerical techniques
using the Kirchhoff transformation to solve the Richards equation can be found in
[8]. The performance of the proposed numerical method is assessed using different
test cases.

The outline of the paper is as follows. In Sect. 2, we introduce the governing
equation and the proposed system using the Kirchhoff transformation. In Sect. 3,
we present the proposed meshless method. Numerical simulations are performed
in Sect. 4 for modelling water flow through one and two-dimensional unsaturated
porous media. Finally, we provide some conclusions in Sect. 5.

2 Governing Equation

2.1 The Mathematical Model

Infiltration of water in unsaturated soils is described by the Richards equation [16]
which can be derived from Darcy’s law and the conservation of mass. This equation
is given by:

∂θ

∂t
+ ∇.(K∇h) + ∂K

∂z
= s(x, t), x ∈ Ω, 0 ≤ t ≤ T, (1)

where θ
[
L3/L3

]
is the moisture content, h[L] is the pressure head, K [L/T] is the

unsaturated hydraulic conductivity, x = (x, y, z)T is the coordinate vector, x[L]
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and y[L] denote the horizontal dimensions and z[L] denotes the vertical dimension
positive down (coordinate in the direction of gravity) and s(x, t) is a source or
sink term which can depend on space and time and can include evaporation, plant
root extraction, etc. In this study, we assume that s(x, t) = 0, Ω is an open set of
R

d(d = 1, 2, 3), and T is the final simulation time.
We note that the Richards equation can be expressed using the water saturation

S =
(

θ−θr
θs−θr

)
and the parameter φ = θs − θr where θs and θr are respectively the

saturated and residual moisture contents. The unsaturated hydraulic conductivity is
given by:

K = Kskr , (2)

where kr is the water relative permeability, which accounts for the effect of partial
saturation and the saturated hydraulic conductivity is as follows:

Ks = ρgk

μ
, (3)

where ρ is the water density, g is the gravitational acceleration, k is the intrinsic
permeability of the medium, and μ is the fluid dynamic viscosity. The Richards
equation can be rewritten in the following form:

φ
∂S

∂t
+ ∇.(Kskr∇h) + ∂(Kskr )

∂z
= 0, x ∈ Ω, 0 ≤ t ≤ T, (4)

Equation (4) is highly non-linear due to the nonlinearity of the hydraulic conduc-
tivity and the capillary pressure function. Constitutive relationships are available for
the functions S

[
L3/L3

]
and K [L/T] based on experiment. In our study, the numerical

techniques will be developed based on Eq. (4) where we will introduce the Kirchhoff
transformation in order to reduce the nonlinearity of the equation.

2.2 Capillary Pressure

The pressure head can be expressed as a function of saturation in the following form:

h(S) = hcap J (S), (5)

where J (S)[−] is a dimensionless capillary pressure function and hcap[L] is the
capillary rise which is given by the classical Leverett scaling [13]:
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hcap ∼ γ cos θ

pg

√
k

φp

, (6)

γ is the surface tension between the fluids, θ is the contact angle and φ is the
medium porosity.

2.3 Kirchhoff Transformation

The Kirchhoff integral transformation is defined as:

ϕ(h) =
h∫

+∞
kr (s)ds. (7)

By applying this transformation, we can rewrite the Richards equation using the
variable ϕ, as explained below:

∇.(Kskr∇h) = Ks∇2ϕ, (8)

∂ϕ

∂t
= kr

∂h

∂t
,

∂ϕ

∂z
= kr

∂h

∂z
. (9)

By transforming the derivative terms ∂S
∂t and ∂

∂z (Kskr ) using the variable ϕ, we
obtain:

∂S

∂t
= ∂S

∂h

∂h

∂t
=
(
k−1
r

∂S

∂h

)
∂ϕ

∂t
, (10)

∂

∂z
(Kskr ) = Ks

∂kr
∂h

∂h

∂z
=
(
Ksk

−1
r

∂kr
∂h

)
∂ϕ

∂z
. (11)

We consider the variables:

⎧
⎪⎪⎨

⎪⎪⎩

A = φ

Ks

(
k−1
r

∂S

∂h

)
,

B =
(
k−1
r

∂kr
∂h

)
.

(12)

This leads to the following equation:

A
∂ϕ

∂t
+ ∇2ϕ + B

∂ϕ

∂z
= 0. (13)
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Finally, by applying the Kirchhoff transformation, we reduced the nonlinearity of
Eq. (4) and obtain Eq. (13) which has many benefits in terms of convergence of the
proposed numerical method.

2.4 Initial and Boundary Conditions

For the initial condition, we assume that the pressure head is h(x, 0) = h0 for each
point x on the computational domainΩ , which can be expressed using the Kirchhoff
variable as ϕ(x, 0) = ϕ(h0).

We transform the boundary conditions using the Kirchhoff variable in a similar
way:

Dirichlet: h(x, t) = hD for each x ∈ ∂Ω leads to ϕ(x, t) = ϕ(hD).

Neumann:ni ∂h
∂xi

= hN impliesni
∂ϕ

∂xi
= krhN , with hD and hN are given functions

and ni is the unit normal vector to the boundary.

3 The Materials and Proposed Techniques

In this section, we propose an efficient computational technique based on radial basis
function collocation method [9, 10]. This method has recently become very popular
due to its advantages in terms of approximation properties of solutions and its less
computational cost since it does not require mesh generation.

Equation (13) is solved using the localizedRBF collocationmethod and the Picard
iteration technique. The temporal discretization of Eq. (13) using the backward Euler
method is given by:

An+1 ϕn+1 − ϕn

	t
+ ∇2ϕn+1 + Bn+1 ∂ϕn+1

∂z
= 0, (14)

where ϕn+1, An+1 and Bn+1 are the approximate values of ϕ, A and B at t = tn+1,
respectively. 	t = tn+1 − tn is the time setup and the solution is assumed to be
known at tn and unknown at tn+1.

Equation (14) is linearized using the Picard iteration method which involves
sequential estimation of the unknown ϕn+1 using the latest estimates of An+1 and
Bn+1. Ifm identifies iteration levels, then the Picard iteration steps can be written as:

Am,n+1 ϕm+1,n+1 − ϕn

	t
+ ∇2ϕm+1,n+1 + Bm,n+1 ∂ϕm+1,n+1

∂z
= 0. (15)

For the sake of simplicity, we consider the following notations:
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Lm =
(
Am,n+1

	t
. + ∇2. + Bm,n+1 ∂.

∂z

)
, (16)

f m,n+1 = Am,n+1 ϕn

	t
, (17)

Lm is a linear operator for each Picard iterationm. Subject to boundary and initial
conditions, Eq. (15) can be rewritten in the following form:

⎧
⎨

⎩

Lmϕm+1,n+1(x) = f m,n+1(x), x ∈ Ω,

Bϕm+1,n+1(x) = q(x), x ∈ ∂Ω,

ϕm+1,0(x) = ϕm+1
0 (x), x ∈ Ω,

(18)

B is a border operator, q is the given function associated with the boundary
conditions. For each iteration n, Eq. (18) is solved using localized RBF meshless
method at each Picard iteration m until the stop condition is verified which is given
by:

δm = ∣∣ϕm+1,n+1 − ϕm,n+1
∣∣ ≤ Tol, (19)

with Tol is the error tolerance.

3.1 Localized RBF Meshless Method

In this section, we present the local multiquadric (LMQ) method [11]. This approach
is different from the traditional global multiquadric approximation since only local
configuration of nodes are used. To recall the localized RBF techniques, let

{
x j
}ni
j=1

and
{
x j
}N
j=ni+1 be the collocation points inΩ and ∂Ω , respectively. ni is the number

of interior points and N the total number of collocation points distributed over the
computational domain. For each xs ∈ Ω , we create a localized domain Ω [s] that
contains ns nearest neighbors interpolation points

{
x[s]k

}ns
k=1

to xs .

In each localized domainΩ [s], the approximate solution can be written as a linear
combination of ns multiquadric functions in the following form:

ϕ
m+1,n+1
[s] (xs) =

ns∑

k=1

α
m+1,n+1
k Φk

(∥∥∥xs − x[s]k

∥∥∥
)
, (20)

where
{
α
m+1,n+1
k

}ns
k=1

unknown coefficients to be determined, ||.|| is the Euclidian
norm and Φk are the multiquadric radial basis functions defined as:
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Φk(x) = Φ(rk) =
√
1 + (εrk)

2, (21)

where ε > 0 is the shape parameter and rk = ‖x − xk‖. Equation (21) can be
presented in the matrix form:

ϕ
m+1,n+1
[s] = Φ[s]α

m+1,n+1
[s] , (22)

where ϕ
m+1,n+1
[s] =

[
ϕ
m+1,n+1
[s]

(
x[s]1

)
, ϕ

m+1,n+1
[s]

(
x[s]2

)
, . . . , ϕ

m+1,n+1
[s]

(
x[s]ns

)]T
,

α
m+1,n+1
[s] =

[
α
m+1,n+1
[s]

(
x[s]1

)
, α

m+1,n+1
[s]

(
x[s]2

)
, . . . , α

m+1,n+1
[s]

(
x[s]ns

)]T
and Φ[s]

is an ns × ns real symmetric coefficient matrix defined as Φ[s] =[
Φ
(∥∥∥x[s]

i − x[s]
j

∥
∥∥
)]

1≤i, j≤ns
. The vector α

m+1,n+1
[s] can be obtained as the following

equation:

α
m+1,n+1
[s] = (Φ[s]

)−1
ϕ
m+1,n+1
[s] . (23)

For xs ∈ Ω , we apply the differential operator Lm to Eq. (20) to obtain the
following equation:

Lmϕ
m+1,n+1
[s] (xs) =

ns∑

k=1

α
m+1,n+1
k LmΦk

(∥∥∥xs − x[s]k

∥∥∥
)

=
ns∑

k=1

α
m+1,n+1
k �m

(∥∥∥xs − x[s]k

∥∥∥
)
,

Θm
[s]α

m+1,n+1
[s] = Θm

[s]

(
Φ[s]

)−1
ϕ
m+1,n+1
[s] = Λm

[s]ϕ
m+1,n+1
[s] = �mϕm+1,n+1, (24)

where ϕm+1,n+1 = [
ϕm+1,n+1(x1), ϕm+1,n+1(x2), . . . , ϕm+1,n+1(xN )

]T
, Θm

[s] =
[
Ψ m
(∥∥∥xs − x[s]1

∥∥∥
)
, Ψ m

(∥∥∥xs − x[s]2

∥∥∥
)
, . . . , Ψ m

(∥∥xs − x[s]ns

∥∥)
]T

, Ψ m = LmΦk and

Λm
[s] = Θm

[s]

(
Φ[s]

)−1
.

In order to extend Eq. (24) to be able to use ϕm+1,n+1 instead of ϕ
m+1,n+1
[s] , we

consider �m as the expansion of �m
[s] which can be obtained by padding the local

vector with zeros.
Similarly, for xs ∈ ∂Ω , we create an influence domain Ω [s] containing xs . Then

we have:

Bϕm+1,n+1(xs) =
ns∑

k=1

α
m+1,n+1
k BΦk

(∥∥∥xs − x[s]k

∥∥∥
)

= (BΦ[s]
)
α
m+1,n+1
[s] ,

= (BΦ[s]
)(

Φ[s]
)−1

ϕ
m+1,n+1
[s] = σ [s]ϕ

m+1,n+1
[s] = σϕm+1,n+1, (25)

where σ [s] = (BΦ[s])(Φ[s])−1
, and σ is the expansion of σ [s] obtained by completing

the local vector with zeros.
We substitute the Eqs. (24) and (25) into Eq. (18) to obtain the following system:
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{
Lmϕm+1,n+1(xs) = Λm(xs)ϕm+1,n+1 = f m+1,n+1(xs),
Bϕm+1,n+1(xs) = σ(xs)ϕm+1,n+1 = q(xs),

(26)

which leads to the following sparse system:

⎛

⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜
⎝

�m(x1)
�m(x2)

.

.

.

�m
(
xni
)

σ
(
xni+1

)

.

.

.

σ (xN )

⎞

⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟
⎠

=

⎛

⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜
⎝

ϕm+1,n+1(x1)
ϕm+1,n+1(x2)

.

.

.

ϕm+1,n+1
(
xni
)

ϕm+1,n+1
(
xni+1

)

.

.

.

ϕm+1,n+1(xN )

⎞

⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟
⎠

⎛

⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜
⎝

f m+1,n+1(x1)
f m+1,n+1(x2)

.

.

.

f m+1,n+1
(
xni
)

q
(
xni+1

)

.

.

.

q(xN )

⎞

⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟
⎠

. (27)

Thematrix generated by the localizedRBF is sparse due to the presence of the local
configuration in the solution approximation. This allows us to avoid ill-conditioned
issues that arise in dense systems of equations generated by the global approach.
By solving Eq. (27), we obtain the approximate values of ϕm+1,n+1 at all nodes
ϕm+1,n+1(xs), s = 1, 2, ..., N of the computational domain.

4 Numerical Tests

In this section, we perform numerical experiments for solving the Richards equa-
tion by using the obtained Eq. (27) in one and two-dimensional systems. We used
the localized RBF method based on the multiquadric radial basis function. For the
temporal discretization, we used the backward Euler method.

4.1 One Dimensional Infiltration Problem

In this numerical test, we used the Brooks-Corey model [4] which describes the
pressure head and the power law for the relative permeability.

J (S) = S−1/λ, kr = Sβ =
⎧
⎨

⎩

(
h

hcap

)−λβ

, if h ≥ hcap,

1, if h < hcap.
(28)
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Table 1 Hydraulic property parameters of 2 types of soil

Texture θr θs θ0 Ks hcap λ λβ

Sandy clay 0.109 0.321 0.121 0.002 29.15 0.168 2.504

Loam 0.027 0.463 0.040 0.022 11.15 0.220 2.660

where λ and β are respectively the parameters related to the Brook-Corey model and
the power law for the relative permeability. The second (inequality) condition for the
capillary pressure in Eq. (28) is introduced to avoid numerical issues [12, 14].

We consider two different types of soils with a depth L and their hydraulic
parameters are shown in Table 1.We simulate a one-dimensional infiltration problem
using the proposed method. In order to verify the effectiveness of the developed
numerical model, we compare our numerical results with the numerical solutions of
1D-Hydrus where we consider the following initially and boundary conditions:

⎧
⎨

⎩

θ(z, 0) = θ0,

θ(0, t) = θs,

θ(L , t) = θ0,

(29)

Fig. 1 shows the numerical solutions obtained using the proposed method and
1D-Hydrus solutions where we observe good agreement between the solutions.

Table 2 presents the root mean squared error (RMSE), the relative error (L1
er )

between the numerical solutions and the solutions simulated by 1D-Hydrus. The
results confirm the accuracy of the proposed method in modelling unsaturated flow
in soils.

Fig. 1 Time evolution of moisture content for the soils given in Table 1. Left (Sandy clay), right
(Loam)
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Table 2 The RMSE and the
L1
er between the numerical

solutions and 1D-Hydrus
solutions

Soils T (min) RMSE L1
er

Sandy clay 600 5 × 10−3 3.5 × 10−3

3500 5.8 × 10−3 4.3 × 10−3

Loam 100 4.8 × 10−3 1.08 × 10−3

1000 6 × 10−3 7.2 × 10−3

4.2 Two-Dimensional Infiltration Problem

In this example, we perform numerical simulations using the proposed method for
a two-dimensional infiltration problem where we consider a rectangular domain
[0, l] × [0, L]. We used the same hydraulic parameters of test 1 (Table 1) and l =
L = 100 cm. We consider the following initial and boundary conditions:

⎧
⎨

⎩

θ(x, z, 0) = θ0,

θ(x, 0, t) = θs,

θ(x, L , t) = θ0,

(30)

and no-flux boundary conditions are imposed on the sides x = 0 and x = l of the
domain.

The numerical simulations are performed using Nx = 200, Nz = 200,	t = 0.05,
and the localized RBF parameters ε = 0.6 and ns = 5. The sandy clay and loam
soils are selected in this numerical test to simulate unsaturated flow through a two-
dimensional homogeneous medium. The time evolution of the total mass per unit
of length of the 2D numerical solutions and the solutions simulated by 1D-Hydrus
for a computational domain of unit length (1D problem) are displayed in Fig. 2. We
observe good agreement between the solutions, which demonstrates the accuracy of

Fig. 2 Time-evolution of the total mass per unit of length of the sandy clay and loam soils
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Fig. 3 The time evolution of saturation for the sandy clay (left) and loam (right) soils

the proposed method in modelling 2D unsaturated flow in soils. Figure 3 shows the
time evolution of saturation for the sandy clay and loam considered soils.

The proposed method is efficient and accurate for solving the Richards equation.
The method can be used for modelling unsaturated flow through homogeneous soils.

5 Conclusion

This paper focused on the infiltration process in porousmedia and introduced compu-
tational techniques for efficiently solving the Richards equation in one- and two-
dimensional homogeneous medium. The proposed techniques using the Kirchhoff
transformation allow us to reduce the nonlinearity of the obtained system from the
Richards equation. Our approach using a localized radial basis function method
avoiding mesh generation allows us to reduce the computational cost. The accu-
racy of the proposed method was validated using comparison between the numerical
solutions and the results of 1D-Hydrus. Our results confirm the accuracy of the
proposed techniques and their efficiency in terms of computational cost for solving
theRichards equation. The numerical techniques proposed in this study formodelling
unsaturated flow through homogeneous porous media is a first step toward devel-
oping efficient and accurate numerical methods for modelling unsaturated flows
though heterogenous soils.
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Digital Twin: A City-Scale Flood
Imitation Framework

Maysara Ghaith, Ahmed Yosri, and Wael El-Dakhakhni

1 Introduction

Floods have been highlighted as the costliest natural hazards inCanada for decades, as
they often caused fatalities and destroyed the city infrastructures. Floods can impact
the city both directly and indirectly as they do not only affect the city’s buildings
and roads but also can hinder the economic and social activities in the community.
Flood hazards are getting more frequent and severe over the globe, which has lately
been attributed to climate change [2, 10]. In Canada, during the past decade, several
extreme flood events occurred and caused major damages across the country. For
example, the economic loss due to the 2013 flood in the city of Calgary was around
$5 billion [14]. Similar devastating floods impacted other Canadian regions (e.g.,
Toronto in 2013 and 2018, Ottawa-Gatineau in 2017, 2018, and 2019, Montreal in
2019, and Fredericton in 2019) [3, 6]. These examples show that Canadian cities
are vulnerable to floods and are far from being resilient under such hazards. Proper,
efficient, and rapid flood management tools are therefore essential to avoid, reduce
and mitigate future flood hazards.

Flood estimation and behaviour is an evergoing focus for hydrologists, where
behaviour tools are evolving as the data availability and computer power increase.
Simulating flood impacts is typically carried out using 0-D or 1-D river simulation
tools. 0-D river simulation relies on assuming a constant water level in the river
and subsequently inundate the surrounding areas that are lower than this level. 0-D
models are computationally efficient and can be used for identifying the vulnerable
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communities when a flood happens; however, such models do not reflect the actual
impacts of the flood event and do not provide accurate measures. On the other hand,
1-D river simulations (e.g., Hec-Ras 1-D) assume that lateral flows are constant. A
1-D river model typically result in highly accurate flow values; however, inundation
areas are still not exact as the model do not distinguish the properties of the main
channel from those of the overland flooded areas. Lately, 2-D/3-D flood mapping
tools have become more common due to the increasing computer power that makes
the simulation speed rapid and convenient to use. Examples of such tools include
Hec-Ras 2-D and 3-D, Iber 2D, Flood Modeller 2D, Delft 3D and PCSWMM. 2-
D and 3-D flood mapping tools have been successful in simulating the actual flow
extend and inundation depth efficiently [7, 9, 11, 15], making such models to be
effective candidates for flood simulation. However, the development of a 2-D or
3-D flood mapping model requires collecting significant amount of data which is
most often prohibited due to limited resources. Nonetheless, 2-D and 3-D flood
mapping tools are key for policy and decision makers to find the city’s vulnerable
areas under expected flood projections and upgraded these areas accordingly, which
can ultimately lead to reducing the city vulnerability and boost its resilience under
flood hazards.

Despite the existence of numerous flood simulation tools, the use of the resulting
flood maps in identifying the city’s vulnerable locations and devising proper miti-
gation strategies is not quite accurate as the system simulated (i.e., the city) typi-
cally consists of a network of interdependent infrastructure networks (e.g., build-
ings, roads, power grids, waterlines, stormwater networks, wastewater facilities).
For example, the failure of roads and buildings can cause an indirect failure of the
power grid, traffic signals, andfinance infrastructures.As such, effectivemodelling of
the interdependence between the different city infrastructures is key for the develop-
ment of accurate and reliable development, preparedness, and mitigation plans under
natural hazards such as floods. So lately, this has been achieved through digitizing
andmimicking the city behaviour by virtually replicating the city in a digital twin [5].
A city digital twin contains all the city infrastructures, intra-dependencies within the
same infrastructure system, and inter-dependencies between the different systems, as
well as human-infrastructure interactions. Applying the hazard to such digital twins
enables the real-life simulation and management of what happens under such hazard
and can aid the decision-makers in trying different responding plans to minimize the
impact of the hazard [1, 8]. The development of a city digital twin requites a lot of
input data that can be collected from several sources (e.g., sensors, internet of things,
surveillance cameras, and satellites). Several studies have been employed the concept
of city digital twins for different purposes. For example, a digital twin of the city
of Zurich has been under-development since 1990 and is proposed to facilitate the
urban planning under expected population growth [13]. Another example is a digital
twin for the city of Helsinki that was developed in 1980 w for urban development
purposes, but is currently used as a platform for managing and designing the new
life of the city [12]. These examples, in addition to others, show that digital twins are
the new promising platforms to evaluate, enhance, and control the city at all aspects
in order to boost its resilience under natural and anthropogenic hazards.
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In this paper, a framework describing a systematic way for building a city digital
twin is developed. To demonstrate the applicability and viability of this framework,
a digital twin of the city of Calgary is built based on such framework and used to
replicate the impacts of the flood happened in June 2013. It is worth noting that
building a river flood inundation digital twin is the main focus of this study, and
other aspects of the city digital twin can be included in future studies.

2 City Digital Twin

A City Digital Twin is a replica of the integrated multi-physical behaviour of a city
consists of several complex, interacting infrastructure systems (e.g., buildings, power,
water, roads). Each of these systems can in fact be represented through a network,
and subsequently a network digital twin. For example, a digital twin for the network
of smart buildings can be built and be used to monitor the surrounding environmental
and social aspects (e.g., temperature, air quality, light, people). Another digital twin
of the transportation network can be built to simulate the traffic flow, congestions,
and accidents under expected scenarios of population growth. In addition, a digital
twin for the river network can be emulated to simulate water stages under different
scenarios for the efficient design of water management and flood risk strategies.
Also, digital twins for water, stormwater, and wastewater networks can be built to
simulate their interdependence as well as their interaction with other infrastructure
networks (e.g., the river network to maintain a good water quality, and transportation
and building networks to reduce the risk of flooding). Furthermore, a power network
digital twin can be built as the power network has been proven to be important for
the functionality of other city’s infrastructures [4].

In order for developing a network digital twin, raw data characterizing the corre-
sponding infrastructure system are required. A physical, analytical, or numerical
model has to be subsequently implemented to simulate the real-time behaviour of
the system. Finally, the behaviour of the different systems can be integrated and
merged with a city information model (CIM), and subsequently be visualized on
the city digital twin. It should be emphasized that building a city digital twin is an
ongoing process as new data can be continuously acquired and used to update the
state of the digital twin in order to enhance its reliability. Such new data can be
collected from various sources such as: (1) surveillance cameras, that can provide
a lot of rich information about the traffic, weather conditions, and incidents; (2)
sensors, recording climatic and traffic conditions, air and water quality, and elec-
tricity and gas flow; (3) geographical positioning systems (GPS) attached to cars or
cell phones, that can provide useful information about human ehaviour across the
city; (4) Internet of Things and satellites, that can provide more data about areas
not covered by other sources; (5) open smart buildings, that can provide a full data
about the surrounding environment. It should be noticed that the resolution of the city
digital twin is determined based on which infrastructure system is more important
in the city under consideration.
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3 City Digital Twin Development Framework

To start building a digital twin for a specific area, the first step is to identify the
most important infrastructure systems that are most valuable to the city. As shown in
Fig. 1, the main infrastructure systems are, for example, the water distribution and
collection, transportation, power, and river networks. These networks are usually the
most important infrastructures; however, other systems can be added depending on
the city interest and the hazard under consideration. The second step in developing
a city digital twin is to select a suitable model (e.g., analytical, numerical, data-
driven) to simulate the response of each network. The model chosen to replicate the
actual response of the network must be chosen based on multiple criteria, including
reliability, efficiency, and accuracy. In order to rely on the model selected, it has
to be well calibrated. As such, the third step in developing a city digital twin is to
determine and acquire the data needed to build, calibrate, and validate the selected
models. Once the models are calibrated and validated, they should be hooked up
and merged with a CIM to form the city digital twin. Accordingly, the effect of
any infrastructure system disturbance on other systems and the whole city can be
immediately monitored.

Even it may seem that building a city digital twin is a relatively easy task, inte-
grating all of its comprising infrastructure systems is challenging. In real-life, city

Fig. 1 Framework of city
digital twin development
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Fig. 2 Infra-structure
system interdependency

infrastructure systems have interdependencies between them (Fig. 2), and conse-
quently the failure of a component in one system can affect the performance of other
systems. To interrupt the interdependencies between the data and models describing
the city infrastructure systems, another software is needed to translate and define
rules between them as shown in Fig. 1. Once all the infrastructure systems are inte-
grated with the interdependency rule, corresponding models will run iteratively until
a stable state is reached. Subsequently, the final results will be visualized on the city
digital twin.

4 Operating the Framework

A city digital twin is a real-time operating platform that can be used to simulate
the city behavior under a disturbance (e.g., hazard realization) considering the inter-
dependencies between its different infrastructure systems. For example, as shown
in Fig. 3, when the flow gage along the river reads high level than expected, it is
determined as a flood hazard. The river simulation model will run independently to
simulate the effect of this flood hazard. The resulting inundation map have to be
translated to all infrastructure simulation models that are already calibrated. Each
model will also run independently and evaluate the performance of the corresponding
infrastructure system. As prementioned, since the city infrastructure systems are
interdependent in real-life, the effect of such interdependency has to be taken into
consideration. So, simulation results will be sent back and forth between the simu-
lation models and the translator software (e.g., GIS) until a steady state results are
achieved.
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Fig. 3 Operation of the developed framework under a flood event

Following the aforementioned procedures, direct and indirect effects of any hazard
can be visualized on the city digital twin. Decision makers can accordingly (1)
interfere with the system (i.e., providing maintenance crews) to reduce the risk at
any time instance; and, (2) can simulate potential hazards on the city digital twin
to identify vulnerable areas, assess potential projects, and devise preparedness plans
to avoid catastrophic events. At all cases, the action taken can be linked to the city
digital twin through the translator to see the new effect.

5 Demonstration Example

5.1 Study Area, Infrastructure Systems Identification,
and Simulation Model Selection

The main goal of this study is to build a city digital twin for Canadian cities in
order to simulate the effects of flood hazards and to reduce causalities and economic
loss resulting from such hazards. The city of Calgary was therefore chosen as a
testbed for building the first Canadian city digital twin as it was impacted by the
most devastating flood hazard in the last decade. The main infrastructure networks
that will be integrated in the Calgary digital twin are the river, water, power, and
transportation networks. Since, as previously explained, building a city digital twin is
a complex process and is based on integrating multiple interdependent infrastructure
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systems, the main focus of this demonstration is to build a river system digital twin
for the city of Calgary as a first step towards building the whole city digital twin.
As such, Hec-Ras software was selected to simulate the effects of flood events. It is
noteworthy that other river analysis software can be used; however,Hec-Raswas used
in this study as it contains an efficient and accurate 2-D/3-D flood mapping module
which is required to map the flood inundation for big cities. The data required to
build the Hec-Ras model are: a Digital Elevation Model (DEM), historical inflow
hydrographs, historical outflow hydrograph, and/or a historical flood extend. The
DEMwas obtained from theGovernment of Canadawebsite (https://open.canada.ca)
under the Open Government License. To get the inflow, it can be done by either
running hydrological model to translate meteorological conditions, land use, land
cover, soil characteristics into a hydrograph or by finding a flow monitoring station.
In this study, flow records during 2013 were obtained from Government of Canada-
Environment and natural resources website (http://wateroffice.ec.gc.ca) and were
used for simplicity. To calibrate the river simulation model, flow monitoring stations
at the downstream are required to identify the optimum manning coefficient values
in the study area and a flood extend is required to make sure that model is well
performing based on calibration points. The flood extent during 2013 was obtained
from the City of Calgary’s Open Data Portal (https://data.calgary.ca/).

5.2 Model Building and Calibration

To build a Hec-Ras model, a DEM of the area is obtained, the boundaries of the
study area are identified, and the boundaries of existing river systems are drawn.
Subsequently, the model boundaries are defined, and a numerical mesh is generated
accordingly as shown inFig. 4. Themesh size has to be chosenwisely as a biggermesh
size reduces the model accuracy, whereas a smaller mesh size renders the need for
more computational power and time. In this demonstration example, a square mesh
of a 250 m side length is selected, producing approximately 9000 cells as shown in
Fig. 4. Boundary conditions are then defined in order to enable solving the equation
governing the underlying physical processes. Three input flow gages were used as
inflow boundary conditions at the upstream of the city of Calgary, whereas a normal
depth is selected at the location of the downstream boundary condition (Fig. 4). The
only parameter to be calibrated in theHec-Rasmodel is theManning’s coefficient. As
such, the model was run from April 2013 to August 2013, and two downstream head
gages are used together with the measured flood extend from the June 2013 flood
event (Fig. 6a). To run the model, a suitable timestep has to be chosen such that the
model is numerically stable. As such, a timestep ranging between 0.0035 and 47 swas
used and corresponded to a Courant number between 0.45 and 2.3. The automatic
calibration tool built in the Hec-Ras software resulted in two regions of different
Manning’s Coefficients of 0.2 and 0.08 as presented in Fig. 5, and the corresponding
numerical model replicated the actual water levels at the calibration locations as
shown in Fig. 6b and c. In addition, flood extend produced from the Hec-Ras mode

https://open.canada.ca
http://wateroffice.ec.gc.ca
https://data.calgary.ca/
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Fig. 4 Hec-Ras model setup

encloses the actual one with some over-inundated areas. These results support the
model capabilities in producing an accurate flood inundation map for the city of
Calgary.

5.3 The City of Calgary Digital Twin

The Hec-Ras model results were integrated with a CIM of the city of Calgary in
a 3D visualization of the 2013 flood event between June 15th and June 31st. The
CIM was built using open street map data, DEM, and satellite images. As shown in
Fig. 7, the CIM can be used to visualize the flooded area at any specified time as a
bird-eye or human-eye view. Also, the building information and the hydrograph at
any building location can be visualized as shown in Fig. 7c. The CIM provides the
decision makers with the real feel of the city from different perspectives which can
enable them to find proper solutions under catastrophic events.

In a GIS software, a complementary analysis as well as visualization can be done.
For instance, Fig. 8 shows the maximum inundation depth resulted from the 2013
flood in Calgary and the affected building are colored based on the corresponding
inundation depth. The total number of building affected by the flood event were
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Fig. 5 Manning coefficient map

Fig. 6 Comparison between observed and simulated 2013 flood in terms of a extent; b hydrographs
at station 05BH004; c hydrographs at station 05BJ001
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Fig. 7 City digital twin visualization: a Bird-eye view of part of the city on June 15th before flood
b Bird-eye view of same part of the city on June 23rd c hydrograph at one of the buildings d
Human-eye view of the flooded buildings

Fig. 8 Flood depth infographic map for June 2013 flood event
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29,000 which were subsequently divided into six categories for spatial analysis and
four categories for statistics (Fig. 8a and b, respectively). The number of building
that are flooded with less than one meter, between 1 and 2 m, between 2 and 3 m,
and more than 3 m are 25,000, 2000, 1000, and 1000, respectively. Other insights
can be inferred through the use of a GIS-based analysis such as identifying the state
of a car following a flood event for insurance purposes. A car is considered a total
loss and beyond repair if it is affected by a flood depth of around 50 cm, depending
on the car type. During the 2013 flood event, the length of Calgary’s streets flooded
by more than 50 cmwere 581 km (Fig. 8c). Many more insights can be inferred from
both the city digital twin and the GIS-based analysis such as the total monetrary loss
due to the flood event; however, this is beyond the focus of this study.

6 Conclusion

Smart city digital twin is an emerging tool that will provide a better future. However,
building a city digital twin is not an easy task due to the immense data required as
well as the interdependence between the city’s infrastructure systems. The present
study presents a framework that can be used to facilitate the development of city
digital twins through the integration of emerging technologies (e.g., sensors, Internet
of Things, satellites), infrastructure modelling, and interoperability translators. The
framework was applied to build a digital twin for the city of Calgary as testbed.
However, the ongoing technological advancement and data availability highlight that
having digital twins for large cities will be reached in the near future. A city digital
twin built based on the framework presented in this study will provide the decision
and policy makers with the complete actual figure for urban development, potential
locations for investment, and a platform for devising risk mitigation strategies under
future hazards.
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Modelling of Coupled Surface
and Subsurface Water Flows

Hasan Karjoun and Abdelaziz Beljadid

1 Introduction

Modelling of coupled systems of surface and subsurface water flows has many appli-
cations in hydrology, water management and agricultural engineering [6, 15, 16].
These coupled models allow understanding the dynamic processes of surface water
flows and their interactions with the infiltration process in soils, and can be used
for mass balance estimation. The water mass balance analysis is used to quantify
the amount of surface water for water management purposes [14]. In our study, the
physically based model used for surface water flows is the shallow water equations
(SWEs), also called the Saint Venant system [5]. The SWEs are widely used to study
systems of shallow water flows where the water depth is much smaller than the
horizontal length scale of these systems and the variations of the flow in the vertical
direction is negligible compared to the variations in the horizontal one [4, 12, 19]. For
subsurface water flow, the Green-Ampt model [8] is considered to describe the infil-
tration process through soils. This simplified physically based hydrodynamic model
can be used to predict infiltration capacity, ponding time, and cumulative infiltration
for layered soils.

Different physical processes occur during rainfall event including the infiltra-
tion process in soils, the dynamics of flows over variable topography with friction
effect and their interactions, which make their simulations very challenging and
require robust numerical techniques. In the present study, to better capture these
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physical processes, the HLL-Riemann solver finite volume method on unstructured
triangular grids [1, 9, 19] is implemented for solving the resulting nonlinear-coupled
system of SWEs and the Green-Ampt infiltrationmodel. This infiltrationmodel leads
to nonlinear system, which is solved using implicit iterative methods. Appropriate
discretization techniques are used for the bottom topography and Manning friction
source terms to ensure the underlying physical properties.Moreover, piecewise linear
reconstructions of the solutions are used at the discrete level in order to achieve the
second-order accuracy of the numerical scheme. For subsurface water, we proposed
accurate method for computing the infiltration rate under rainfall-runoff processes.
The developed numerical techniques can be used to predict surface and subsurface
water flows under rainfall events over complex bottom topography involving wet
and dry areas and large bed slop where we obtain accurate results in terms of mass
balance.

The paper is organized as follows. In Sect. 2, we present the coupled model of
surface and subsurface water flows based on the SWEs and Green-Ampt model for
one- and two-layers soil. To numerically solve this model, we propose to use the
second-order HLL finite volume scheme in Sect. 3. In Sect. 4, we test the robustness
and accuracy of the proposed numerical techniques for simulating rainfall-runoff
over variable bottom topography with wet and dry areas where we perform three
numerical experiments. Finally, some concluding remarks are given in Sect. 5.

2 Model Equation

In this study, we focus on the following shallow water system over variable bottom
topography with different source terms such as friction effects, precipitation and
infiltration, modelling coupled surface and subsurface water flows:
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(1)

where h represents the water depth, u := (u, v)T is the depth averaged velocity field
of the flow, g is the gravitational constant, the function B(x, y) represents the bottom
elevation, and ρ is the water density. The source terms R and I are respectively the
rainfall intensity and the infiltration rate into soil.We consider the followingManning
formula for the computation of the friction source terms:
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with n is the Manning coefficient and || u || is the norm of the velocity field of the
flow. The Manning formula is based on the assumption of uniform flow [11] and it
is initially developed for flow in open channels and pipes. The Manning formula is
widely used in many applications to compute the friction stresses in runoff models
[4, 6]. In this study, we assume a constant Manning coefficient. While with this
assumptionwe obtain a good agreement between experiments and simulations for the
numerical tests performed in this study, a Manning formula with variable coefficient
n could be used, as shown in the comparative study by [12].

2.1 Green-Ampt Infiltration Model

In this section, we introduce the Green-Ampt infiltration model [8] which is widely
used [12, 16] to compute the infiltration capacity of water in soils. This model is a
simplified form of the Richards equation where the wetting front is considered as a
sharp boundary between saturated and dry zones of the soil. To design an efficient
coupled surface–subsurface numerical model in terms of computational cost, the
Green-Ampt model is used in our study because of its simplicity and performance
in computing the cumulative infiltration in soils.

We assume that water is ponded at the surface with depth h p, the Green-Ampt
model is used to compute the infiltration capacity Ir as follows:

Ir = Ks

((
ψ + h p

)
�θ

Ic
+ 1

)

, (3)

where Ks is the saturated hydraulic conductivity of soil, �θ = θs − θi with θs and
θi are respectively the initial and saturated moisture contents, ψ is the suction head,
Ic = ∫ t

0 Ir (τ )dτ is the cumulative infiltrated water. The wetting front reaches the
depth d f = Ic/�θ at time t where we assume d f = 0 at t = 0. By integrating Eq. 3
over [t, t + �t] we obtain the following equation for the cumulative infiltration:
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2.2 Two Layers Green-Ampt Infiltration Model

Similarly to one-layer soil, we extend the Green-Ampt model for two-layers soil
where the upper layer has a thickness d1 with hydraulic conductivity Ks = K1,

suction head ψ = ψ1 and �θ = �θ1, the lower layer corresponds to the ground
below the first one, with hydraulic conductivity Ks = K2, suction head ψ = ψ2

and �θ = �θ2. The infiltration capacity for this system of two layers soil can be
expressed as follows:

Ir = Ke

(
ψ + h p

d f
+ 1

)

, (5)

where Ke is the effective hydraulic conductivity given by:

Ke =

⎧
⎪⎪⎨

⎪⎪⎩
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d f

d1
K1

+ d f − d1
K2

, i f d f > d1. (6)

The cumulative infiltration for two layers soil denoted by Ĩc is computed as:

Ĩc = Ic + a, (7)

where the cumulative infiltration Ic = d f �θ is obtained using the following
equation:

Ir = d Ic
dt

. (8)

By integrating over [t, t + �t], we get:
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c = I tc + Ks�t + A × ln
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)
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c

)
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)
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)

, (9)

where Ks , ψ and �θ are given according to the soil layer. The constants a and A are
given by:

⎧
⎨

⎩

a = 0, A = �θ1
(
ψ + h p

)
, i f d f ≤ d1,

a = d1�θ1, A = �θ2

(

ψ + h p − d1

(
K2

K1
− 1

))

, i f d f > d1.
(10)
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3 Numerical Method

In this section, we derive the numerical method for the coupled model of surface and
subsurface water flows. In order to satisfy the well-balanced property of the proposed
numerical method, we used the vector of solutionU = (w, p, q) with new variables
of the system. The variable w = h + B is the water surface elevation, p = hu and
q = hv are respectively the discharges in x− and y− directions. By expressing the
system in Eq. 1 with vector variable U , we obtain its following matrix form:

∂U

∂t
+ ∂Hx (U, B)

∂x
+ ∂Hy(U, B)

∂y
= Sb(U, B) + S f , (11)

where the vector of fluxes F = (
Hx , Hy

)
T , and source terms Sb and S f are:

Hx =
(

p,
p2

w − B
+ g

2
(w − B)2,

pq

w − B

)T

,

Hy =
(

q,
pq

w − B
,

q2

w − B
+ g

2
(w − B)2

)T

,

Sb =
(

R − I,−g(w − B)
∂B

∂x
,−g(w − B)

∂B

∂y
, 0

)T

,

S f =
(

0,−τx

ρ
,−τy

ρ
, 0

)T

. (12)

3.1 Surface Water Computation

We assume that the domain is partitioned into a set of triangular cells E j of area∣
∣E j

∣
∣. Let E jk, k = 1, 2, 3 be the neighbouring cells of E j with common edges e jk

of length l jk , and define n jk = (
cos

(
θ jk

)
, sin

(
θ jk

))
the unit vector normal to the

edge e jk and points toward the cell E j . Denote by G j = (
x j , y j

)
the coordinates of

the center of mass of the cells E j and Pjk = (
x jk, y jk

)
the midpoint of the edge e jk

with corresponding vertices Pjki ,i = 1, 2, 3, as shown in Fig. 1.
The second-order HLL-Riemann solver scheme on unstructured triangular grids

[19] is applied to the coupled model of surface and subsurface water flows, which
can be written as follows:

∂U j

∂t
= 1

∣
∣E j

∣
∣

3∑

k=1

F jk .n jkl jk + Sb j + S f j
, (13)
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Fig. 1 The triangular grids

where U j = 1|E j |
∫

E j
U (t, x, y)dxdy is the approximation of the cell average

of the computed solution, and Sb j = 1|E j |
∫

E j
Sb(U, B)dxdy and S f j

=
1|E j |

∫

E j
S f (t, x, y)dxdy are the cell averages of the source terms.

The advective numerical fluxes F jk are:

F jk .n jk =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

FL
jk

(
UL

jk, Bjk

)
.n jk, i f SL

jk ≥ 0,

SR
jk F

L
jk

(
UL

jk ,Bjk

)
.n jk−SL

jk F
R
jk

(
UR

jk ,Bjk

)
.n jk+SL

jk S
R
jk

(
UR

jk−UL
jk

)

SR
jk−SL

jk
, i f SL

jk ≤ 0 ≤ SR
jk

FR
jk

(
UR

jk, Bjk

)
.n jk, i f SR

jk ≤ 0.

(14)

where SL
jk and SR

jk are respectively the left and right values of wave speeds of propa-
gation, which are estimated in our study using the extreme eigenvalues based on the
left and right values of the water depth and velocities. The values UL

jk := Uj
(
Pjk

)

and UR
jk := Ujk

(
Pjk

)
, correspond respectively to the left and right reconstructed

values of the vector variable U at the midpoints Pjk , which are obtained using the
following linear approximation:

Ũ(x, y) = U j + (Ux ) j
(
x − x j

) + (
Uy

)

j

(
y − y j

)
. (15)

In order to ensure the positivity of the water depth h, this reconstruction is
corrected for the water surface elevation w by introducing the parameter α ∈ [0, 1]
[2]:

w̃(x, y) = wj + α(wx)j
(
x − xj

) + α
(
wy

)

j

(
y − yj

)
. (16)
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The parameter α is computed by requiring w j
(
Pjk

)
> 0 and w jk

(
Pjk

)
> 0.

The numerical gradients in the piecewise linear reconstruction Eqs. 15 and 16 are
obtained using the Green-Gauss theorem:

∇Uj = 1
∣
∣E j

∣
∣

∫

E j

∇Uj (x, y)dxdy = 1
∣
∣E j

∣
∣

3∑

s=1

∫

E j

Ũ jsn jsde, (17)

where the values Ũ js are estimated at the cell interface adopting the approach proce-
dure developed in [2]. The required values of the bottom topography at the midpoints
Bjk are computed from its known values at the vertices, obtained using a continuous
piecewise linear approximation:

Bjk = Bjk1 + Bjk2

2
. (18)

We used linear reconstruction for the bottom topography at each computational
cell. The estimated values of the bottom topography at the midpoints are used to
compute the elevation at the center of mass of the cell:

Bj = Bj1 + Bj2 + Bj3

3
, (19)

3.2 Discretization of the Source Terms

In order to guarantee the well-balance property of the numerical scheme, appropriate
discretization of the cell averages of the source term Sb j is needed, to exactly balance
the numerical fluxes. To this end, the well-balance discretization of the source term
Sb j is given by [3]:

S
(1)
b j

= R j − I j ,

S
(2)
b j

= g

2
∣
∣E j

∣
∣

3∑

k=1

l jk
(
wL

jk − Bjk
)2
cos

(
θ jk

) − g(wx ) j
(
w j − Bj

)
,

S
(3)
b j

= g

2
∣
∣E j

∣
∣

3∑

k=1

l jk
(
wL

jk − Bjk
)2
sin

(
θ jk

) − g
(
wy

)

j

(
w j − Bj

)
. (20)

For the discretization of theManning’s friction term S f j
,weused themethodology

developed in [18].
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3.3 Subsurface Water Computation

In the previous section, we used the Green-Ampt equation describing the infiltration
ofwater flow into soil where thewater is available at the surface at all times. However,
during rainfall event the water ponded at the surface if the rainfall intensity is greater
than the infiltration capacity of the soil, otherwise all the water infiltrates into the
soil. In this study, the infiltration rate is computed using the following techniques:

• If Rn
j > I nr j : water is ponded at the surface. The infiltration rate is computed from

Eqs. 3 to 10 by:

I nj = min

(
h
n
j

�t
, I nr j

)

. (21)

• If Rn
j ≤ I nr j : no ponding occurs at the surface, then we compute the infiltration

rate by:

{
I nj = Rn

j ,

I n+1
c j = I nc j + I nj × �t.

(22)

4 Numerical Experiments

In this section, we will test the performance of the proposed numerical scheme and
its ability to simulate surface and subsurface water flows. In our simulations, we
used the gravitational constant g = 9.81m/s2. In the first example, we perform a
validation of our numerical techniques using experimental data for a simple labora-
tory non infiltrating slop surface. The second example focuses on the well-balanced
and conservative properties of the scheme where we perform a numerical test over
infiltrating surface using one-and two-layers soil. In the last example, we test the
capability of the proposed numerical method to simulate surface–subsurface water
flow over complex bottom topography.

4.1 Rainfall-Runoff Over a Slop Surface

This numerical example is considered to validate the proposed numerical techniques
using experimental data [7]. The computational domain is a plane of length L =
21.945 m and width l = 1 m with a slop Sx = 0.04 which is discretized using
triangular grids with an average cell area

∣
∣E j

∣
∣ = 3.9 × 10−3. The soil surface is

initially dry and the rainfall with an uniform intensity R is imposed over the domain.
The Manning’s coefficient n = 0.5m−1/3s is used by [7]. Hydrographs of computed
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Fig. 2 Hydrographs of computed and measured outlet discharges for constant rainfalls over slope
surface

and measured outlet discharges are presented in Fig. 2 (left) for different values of
the Manning coefficient to show the impact of uncertainty of this coefficient on the
results. A suitable value of the parameter n should be used to calibrate the proposed
numerical model. We first calibrate the model where we compare the computed and
measured outlet discharges to obtain the appropriate value of theManning coefficient
by minimizing the root mean square error (RMSE) defined as follows:

RMSE =
√
√
√
√ 1

N

N∑

k=1

(
q(s)
k − q(o)

k

)2
, (23)

where q(s)
k and q(o)

k are the simulated and observed outlet discharges, and N is the total
number of observations. We obtain n = 0.48m−1/3s for the calibrated model and
Fig. 2 (left) shows the corresponding results. To validate the calibrated model against
other experimental data, numerical simulations are performed using another value
of rainfall intensity as shown in Fig. 2 (right). We observe good overall agreement
between experiments and simulations.

4.2 Well-Balanced and Conservative Properties

In this example, we test the well-balanced property and the conservation of the
proposed numerical scheme. The proposed method is applied to solve the system
Eq. 1 for one-and two-layers soil, where we considered the Silt loam soil of 30
percent initial effective saturation and Sandy loam soil of initial effective saturation
of 40 percent. The Green-Ampt parameters of the used soils are given in Table 1 [17].
The computational domain [0, 2] × [0, 1] is discretized using triangular grids with
an average cell area

∣
∣E j

∣
∣ = 6.3735 × 10−4. The surface water is initially constant
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Table 1 Green-Ampt parameters

Soil Suction at the
wetting front ψ (cm)

Saturated hydraulic
conductivity
Ks(cm/h)

�θ = θs − θi d1(cm)

Upper layer Sandy loam 11.01 1.09 0.247 0.1

Lower layer Silt loam 16.7 0.65 0.340

everywhere with depth h(0) = 0.1m and zeros field velocity u = 0m/s. The wall
conditions are applied at the boundaries of the domain.

Figure 3, represents the cross section along the x− axis of the computed water
depth at different times over infiltrating surface and the corresponding total mass
balance for one-and two-layers soil. The results show that the well-balanced prop-
erty of the scheme is satisfied where water surface elevation decreases with time
and remains constant in space. Moreover, the computed total mass of water which
includes the surface water and the cumulative infiltrated water is preservedwith time,
that is h(t) + Ic(t) = 0.1 = h(0).

Fig. 3 Computed water depth and the corresponding total mass for one layer soil: Sandy loam
(left) and two-layers soil (right)
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4.3 Surface–Subsurface Flows Over Complex Basin

We consider a 2D modified numerical example used in [13], to test the ability of
the proposed scheme for simulating runoff processes. In this example, we used the
computational domain [0, 10] × [0, 8] and the following variable topography:

B(x, y) = 0.01y + 0.01|x − 0.5| − 0.01 sin
(πx

2

)
− 0.01 sin

(πy

2

)
+ 1. (23)

The Manning’s roughness coefficient is set to n = 0.013m−1/3s, and wall
boundary conditions are imposed at the sides and upstreamboundaries, while outflow
condition is used at the downstream of the domain. We used the hydraulic conduc-
tivity of the soil Ks = 7 mm/h, suction head ψ = 50 mm and �θ = 0.125. A
constant rainfall with intensity R = 500 mm/h is applied over the domain for 5 min.

Figure 4 illustrates the evolution of the water surface elevation w, the water depth
h and the component of the velocity in y-direction at different times. Initially, the
domain is dry and at time t = 1 min, the water starts ponding at the surface and filled
ponds in the upper areas, the excessive water overflows the ponds and the lower areas
inside the domain. At time t = 5 min, the rain stops while water keeps moving at

Fig. 4 Evolution of the computed surface water (a), water depth (b) and component of the velocity
in y-direction (c) at times t = 1 min, t = 5 min and t = 8 min
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Fig. 5 Flow field velocity
vector of the computed
solution at time t = 5 min

the surface to the downstream of the domain, and most areas became flooded with
time. At time t = 8 min the upper areas of the domain become almost dry except
inside the ponds. In Fig. 5, we show the flow field velocity vectors of the computed
solution at time t = 5 min. We observe a rapid increase of the flow velocity in the
downstream. Finally, we conclude that our numerical simulations using the proposed
numerical techniques reproduce physically reasonable rainfall-runoff processes over
complex bottom topography with wet and dry area and large bed slop.

5 Conclusion

We proposed numerical techniques for modelling coupled surface and subsurface
water flows. The shallow water equations are used for surface water flow over vari-
able bottom topography with source terms due to friction effect, precipitation and
infiltration. For subsurface water flow, we used the Green-Ampt infiltration model
with one-and two-layers soil. HLLRiemann solver finite volume schemeswith linear
reconstruction of the solutions are implemented for solving the coupled nonlinear
system. Appropriate discretization techniques are used for the bottom topography
andManning friction source terms to ensure the underlying physical properties of the
proposed numerical scheme. Moreover, we used accurate techniques for subsurface
water computation under rainfall-runoff processes. Our numerical results confirm
the accuracy and the capability of the proposed numerical techniques for modelling
surface–subsurface water flows over variable bottom topography involving wet and
dry areas and large bed slop.
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Development of New Extreme Rainfall
Maps for Urban Infrastructure Design
in Canada Using the Scale-Invariance
Generalized Extreme Value Distribution

Truong-Huy Nguyen and Van-Thanh-Van Nguyen

1 Introduction

Information on the spatio-temporal variability of extreme rainfall characteristics is of
critical importance for many types of hydrologic studies related to the estimation of
runoffs for planning, design, and management of various water resources systems [1,
2]. In particular, for urban and small rural watersheds that are generally characterized
by fast response, the designs of various hydraulic structures such as small dams,
culverts, storm sewers, detention basins, and so on, require extreme rainfall input
with very short time durations (e.g., few minutes or hours) for runoff simulation
models [1]. More specifically, this information is extracted from the “intensity–
duration–frequency” (IDF) relations, which provides extreme rainfall intensities for
various durations and return periods at a given site of interest [2, 3].

In current engineering practice, the IDF relations are derived based on statistical
frequency analyses of annual maximum (AM) rainfall series for different durations
where available rainfall records of adequate lengths could be used to estimate the
parameters of a selected appropriate probability distribution model. However, these
AM rainfall records for short durations (e.g., less than one day) are often limited or
unavailable at the location of interest because of the highmeasurement costs involved
while those for the daily scale are widely available. Hence, there exists an urgent
need to develop new methods for modeling extreme rainfall processes over a wide
range of time scales such that information related to sub-daily extreme rainfalls could
be inferred from the daily extreme rainfalls available at a given site.
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In Canada, Environment Canada (EC) provides short-duration extreme rainfall
data for nine different rainfall durations (D = 5, 10, 15, 30, 60, 120, 360, 720,
and 1440 min) and the IDF relations for approximately 650 stations across Canada
with at least 10-year record [4]. The estimated extreme rainfalls for six different
return periods (T = 2, 5, 10, 25, 50, and 100 years) were obtained by fitting the
two-parameter Gumbel distribution to the AM series for each rainfall duration inde-
pendently using the method of moments. However, it has been widely known that the
three-parameter Generalized Extreme Value (GEV) distribution using the L-moment
estimation method can provide more accurate extreme rainfall estimates [5–7]. In
addition, rather than fitting the GEV distribution to AM rainfall series for each dura-
tion independently as commonly used in the traditional method, the scale-invariance
GEV model has been shown to provide more robust estimates of extreme rainfalls
since it can take into account the relationship between the statistical properties of
the extreme rainfall processes over different durations [8, 9]. The scale-invariance
concept has increasingly become a promising methodology for modeling of various
extreme hydrological processes across a wide range of time scales and has been
applied to updating the IDF curves considering climate change impacts in recent
years [8–14].

In view of the above-mentioned issues, this study presents the development of
new at-site IDF relations as well as regional extreme rainfall maps for urban water
infrastructure design for Canada using the scale-invarianceGEVmodel. All available
historical AMS data for nine different rainfall durations from a network of 651
raingauges located across Canada were used in this study. It has been found that
the newly developed IDF relations and regional extreme rainfall maps based on the
proposed scaling GEV model can provide more accurate and more robust extreme
design rainfalls than those given by the traditional method using the Gumbel model
by the EC. Details regarding the study sites and data are described in Sect. 2. The
methodology used in the development of these new products is presented Sect. 3.
Section 4 provides the results and discussions. Research findings are summarized in
Sect. 5.

2 Study Sites and Data

In the present study, all available AMhistorical rainfall data for nine different rainfall
durations ranging from 5min to 24 h from a network of 561 raingauges located across
Canada were selected as shown in Fig. 1a. These AM data were obtained through
the IDF_v3-10 program of the engineering climate dataset from the website of the
Government of Canada [4]. The record length for these AM rainfall series varies
from 10 to 82 years. Most of the data are recorded after 1960 and updated to 2017.
Approximately, two third of these stations are less than 30 years of records in which
stations between 10 to 20 years are composed of 40% and between 20 and 30 years
cover 27%. Stations with very long record (at least 50 years) only occupy 6%. In
total, more than 5000 AM rainfall series were considered in this study.
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Fig. 1 a Locations and record lengths of 561 stations. bCorrelogram ofmeans of annual maximum
(AM) rainfalls of nine different rainfall durations (D = 5, 10, 15, 30, 60, 120, 360, 720, and
1440 min). Note: meanD1 denotes mean of 5-min AM rainfall series and meanD9 denotes mean of
1440-min AM rainfall series

As shown in Fig. 1a, the selected stations are located across the vast land ofCanada
to capture possibly the true image of the spatial variations of extreme rainfall events
induced by the diverse climatic regions and the complex topography of Canada.
However, the raingaugedensity is not equal between these differentCanadian regions.
In fact, only 5% of the stations are scattered in the three Northern territories whereas
95% of stations are mainly located in the Southern provinces of Canada where most
people live. Evenbetween these provinces, raingaugedensity also varies significantly.
The three largest provinces including the Pacific province (British Columbia) and
Central provinces (Ontario and Quebec) hold 66% of the number of stations while
the three Prairie provinces (Alberta, Saskatchewan, and Manitoba) cover 18%, and
the remaining four Atlantis provinces (New Brunswick, Nova Scotia, Prince Edward
Island, and Newfoundland and Labrador) only occupy 11%.

The mean extreme rainfall values of the AM series available at different locations
were computed for each rainfall duration. The Pearson correlation coefficients (CC)
between these computed mean values for all nine different rainfall durations were
analyzed and plotted in Fig. 1b. In general, results show that there exist strong corre-
lations between thesemean values; especially, between any pair of nearest successive
rainfall durations (CC larger than the minimum value of 0.87 between 120-min and
360-min extreme rainfalls). In particular, the correlations between extreme rain-
falls for very short durations (from 5 min to 1 h) are very strong (CC larger than
the minimum value of 0.92 between 5-min and 1-h extreme rainfalls). Therefore,
the strong correlations between extreme rainfalls over different rainfall durations as
identified in this study should be taken into considerationwhen performing frequency
analyses of these extreme rainfall series rather than treating them independently as
in existing traditional methods.
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3 Methodology

3.1 Point-Scale Rainfall IDF Estimation

The scaling-invariance approach based on the GEV distribution [8, 9] was used
to derive point-scale extreme rainfall IDF relations. The procedure consists of the
following steps:

(i) calculate probability weighted moments (PWMs) of rainfall amounts for each
AMS from 5-min to 1-day duration,

(ii) fit regression models to PWMs over different rainfall durations,
(iii) estimate the scaling exponents and derive moments of sub-daily and sub-

hourly durations from those of daily duration,
(iv) derive the distribution of each sub-daily and sub-hourly annual maximum

series (AMS),
(v) use the derived distribution to compute rainfall intensity for a given rainfall

duration and return period of interest.

First, PWMs of each AMS from 5-min to 24-h rainfall duration are calculated for
a given location of interest. Next, regression models are constructed based on the
relationships between the computed PWMs of rainfall amounts for different rainfall
durations. Based on these statistical relationships, scaling exponents can be then
estimated. Some previous studies have indicated that extreme rainfall processes for
durations ranging from a few minutes to several days could be well approximated by
only one or two scaling regime(s) (see, e.g., [8, 9, 12, 14, 15]. By investigating the
log–log plot of the relationships between rainfall PWMs versus rainfall durations,
one can identify one scaling rainfall regime (if the plot displays a straight line and
does not indicate any break point) or two different scaling rainfall regimes (if the plot
shows a break point) over the selected time scales. For a large number of stations,
it is simpler to assume one break point and then check the scaling exponents of the
two scaling regimes. If they are equal or approximately equal, then there exists only
one scaling regime. A numerical criterion was employed to automate the procedure
of identification of the breakpoint location and to avoid the subjectivity [8]. The
procedure first fits a piecewise (or segmented) linear regression model to the log–
log plot of the first three statistical moments versus rainfall durations near one end
and compute model residuals. It then iterates through all middle points to other end
and finally compares the ranking of the residuals to determine the best fit such that
the group-wide and the total residuals are minimized. Only the first three statistical
moments are used in the search because it is sufficient to estimate the three parameters
of the GEV distribution. Once scaling exponents are computed, a scaling model
is constructed which allows to derive moments of rainfall amount of sub-hourly
and sub-daily durations from those of daily values. From the derived moments, a
theoretical distribution model and its parameters are estimated based on the method
of L-moment for each sub-daily and sub-hourly AMS. Rainfall intensity for a given
rainfall duration and return period of interest can be easily obtained based on the
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derived distribution, even for an “unobserved” duration between 5-min to 1-day
duration. Since this scaling GEV model considers all extreme rainfall data for all
different durations available at a site and the relationships between these rainfall
durations, the results are more consistent and more robust as compared to those
given by the traditional technique that fit the chosen probability model to observed
AM data for each duration independently [3, 7].

3.2 Grid-Scale Extreme Rainfall Estimation

At-site IDF estimation procedure provides the computed extreme design rainfall
quantiles for a given location with available extreme rainfall data (i.e., a gauged
site). However, given the low density of IDF sites for its very large territory, it is
a common situation in Canada that observed data are unavailable at the location of
interest (i.e., an ungauged site). Consequently, it is necessary to transfer information
from the gauged locations to ungauged locations. Spatial interpolation techniques
are frequently used in practice to tackle this issue by fitting a surface (represented by
a raster dataset) to all IDF sample measurements points (i.e., control points). Based
on the fitted surface, value at any given location in the output raster can be predicted.
The number and distribution of control points can greatly influence the accuracy of
the computed spatial interpolation.

There are several procedures to perform spatial interpolation and each method
is often referred to as a geospatial fitting model. Each model applies different
computational scheme and there are also different assumptions associated with each
model. In general, these spatial interpolation techniques are categorized into the
non-geostatistical and geostatistical approaches [16]. The non-geostatisticalmethods
assign values to a target location (or cell) based on the surrounding measured
values using a specific mathematical equation that determine the smoothness of
the resulting surface. Several popular methods in this category include the inverse
distance weighting, proximity (or Thiessen method), natural neighbor, and spline.
The geostatistical methods rely on the statistical relationship among the measured
points (often known as semi-variogram or variogram in short) to estimate the value
for a target location (or cell). With the variogram, geostatistical techniques are not
only able to predict value at a target site but also provide some measure of uncer-
tainties associated with the calculation. Several popular techniques in this category
include the ordinary kriging and universal kriging methods.

In this study, the authors use the inverse square distanceweighting (IDW)approach
for the spatial interpolation. This simpler approach has been commonly used inmany
comparative studies for spatial interpolation of extreme rainfalls [17, 18]. It has been
shown to provide reasonable results compared to the more complicated approaches
such as ordinary kriging. The IDW method assumes that each measured point has a
local influence that diminishes with distance. It uses a simple mathematical model
to predict value for an unmeasured location based on the values of control points
surrounding the target location and the distances between them. The control points
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closer to the prediction location have more influence on the predicted value than
those farther away.

3.3 Model Assessment Criteria

In this study, two dimensionless indices are used for comparing the performance of
the selected models. These criteria include the coefficient of determination (R2) and
the mean absolute relative deviation (MADr) as given in the following equations:

R2 =
⎡
⎣

∑{(xi − x)(yi − y)}
{∑

(xi − x)2
∑

(yi − y)2
} 1

2

⎤
⎦

2

(1)

MADr = 1

n

∑{ |xi − yi |
xi

}
(2)

where xi , i = 1, 2, . . . , n are the observed values and yi , i = 1, 2, . . . , n are the
estimated values; n is the sample length; x and y denote the average value of the
observed and estimated quantiles, respectively.

4 Results and Discussion

4.1 Model Performance Assessment

To assess the performance of the scaling model in deriving the distribution of sub-
dailly and sub-hourly AM rainfalls, the estimated short-duration extreme rainfall
quantiles of different durations (D = 5 min to 12 h) and different return periods
(T = 2 to 50 years) were compared with the observed data obtained from the at-
site frequency analysis using the GEV distribution. Since the average record length
of all stations is 25.5 years, only extreme rainfall quantiles of return periods up
to T = 50 years were chosen for comparisons to obtain reliable rainfall estimates.
The estimation of rainfall quantiles for return periods higher than twice the sample
length involves high degree of uncertainties due to the extrapolation and should be
used with caution. Two indices including R2 and MADr were used to investigate
model performance for different rainfall durations, different return periods, different
geographical locations, and different sample record lengths.

For different rainfall durations and return periods, Table 1 shows that the estimated
extreme rainfall quantiles given by the proposed GEV scaling model agree very well
with the observed data. In particular, for rainfall quantiles of return periods within
the average record length, the lowest R2 is 0.93 and the highest MADr is 7.3%. For



Development of New Extreme Rainfall Maps … 609

Table 1 R2 and MADr results for different rainfall durations (5 min to 12 h) and different return
periods (2–50 years)

Return 
period

R2 (dimensionless) for different rainfall durations
5 min 10 min 15 min 30 min 1 h 2 h 6 h 12 h

2 years 0.99 0.98 0.97 0.97 0.97 0.96 0.95 0.98
5 0.99 0.98 0.98 0.98 0.98 0.96 0.95 0.98
10 0.98 0.97 0.97 0.98 0.98 0.96 0.94 0.97
25 0.97 0.94 0.95 0.96 0.96 0.93 0.88 0.95
50 0.94 0.90 0.91 0.93 0.94 0.89 0.82 0.91

Return 
period

MADr (%) for different rainfall durations
5 min 10 min 15 min 30 min 1 h 2 h 6 h 12 h

2 years 3.1 5.5 5.9 4.7 4.2 4.7 5.8 4.9
5 3.1 4.6 5 4.4 4 4.7 5.6 4.6
10 3.4 4.8 4.9 4.3 4.3 5.4 6.2 4.8
25 4.8 6.6 6.4 5.8 5.8 7.3 8.6 6.3
50 6.5 8.8 8.7 7.9 7.8 9.7 11.3 8.1

Color scales are used to aid result visualization with the darkest representing the worst (lowest R2

or highest MADr) and brightest representing the best result (highest R2 or lowest MADr)

those of return periods equal twice the average record length, R2 is 0.89 and MADr
is 9.7%. Except for the 6-h duration, R2 and MADr values are slightly lower. This
could be due to the complicated atmospheric conditions that cause mixed extreme
rainfall process for these rainfall durations. That is, severe thunderstorm events of
very short durations lasting minutes to hours are embedded in a low pressure or
frontal system lasting from few hours to a day. Notice that these extreme rainfall
quantiles are also often underestimated in the traditional approach when using a
linear regression model between rainfall intensities over different rainfall durations.

Comparison between the estimated and observed data for each province and terri-
tory of Canada indicate that the scaling approach works well for different climate
regions in Canada. In general, the two indices show that the proposed scaling GEV
model provides similar performance for all provinces and territories and none of
them is exceptional. In particular, R2 values are very high (at least 0.95) and MADr
values are relatively low (less than 12%) for most of stations. Except a few stations
have slightly lower accuracy with R2 andMADr approximately 0.9 and 16%, respec-
tively. These stations mainly less than 20 years of record. Investigation of the effect
of record lengths on the agreement between the estimated and observed data also
show that when the sample length increases, the correlation tends to be higher and
the difference between them reduces. In detail, R2 gradually increases from 0.9 (for
stations with less than 20-year record) to 0.98 (for stations more than 50-year record)
while MADr decreases from 16 to 7%.
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Fig. 2 Boxplots of extreme design rainfalls of different durations (D = 5 min, 1 h, 24 h in rows)
and return periods (T= 2, 10, 50 years in columns) for each Canadian province and territory. Note:
YT=Yukon, NT=Northwest Territories, NU=Nunavut, BC=British Columbia, AB=Alberta,
SK = Saskatchewan, MB =Manitoba, ON = Ontario, QC = Quebec, NB = New Brunswick, NS
= Nova Scotia, PE = Prince Edward Island, NL = Newfoundland and Labrador

4.2 Point- and Grid-Scale IDF Relations

The point-scale IDF relations were generated for all study stations across Canada.
Results for several selected durations and return periods frequently used in practice
are summarized in Fig. 2. Similar to the distributions of themeans of extreme rainfalls
in different provinces and territories across Canada, results show the three main
patterns of spatial distribution of the extreme rainfall events in the range of (i) 5-
min to less than 1-h duration, (ii) 1-h to less than 6-h duration, and (iii) 6-h to 24-h
duration.

For extreme rainfalls of very short durations ranging from 5 min to less than 1 h,
results show that, moving from the South to the North, the extreme design rainfalls
decline (see Figs. 2 and 3a). Whereas, moving from the West to the Central, extreme
rainfalls increase and then decrease when moving further from Central to the East.
In fact, the highest values occur in Northwest Territories for the Northern Canada
and in Ontario province for the Southern part. For instance, on average, the 5-min
design rainfalls of 10-year return period increase from 4 mm in Yukon to 6 mm
in Northwest Territories and then decrease to 2.5 mm in Nunavut. Whereas, in the
South, they rise from 5 mm in British Columbia to 12.5 mm in Ontario and then
decline to 7 mm in Newfoundland and Labrador. Similarly, the 10-min, 15-min, and
30-min extreme rainfalls display the same behaviors to what were observed in the
5-min design values.
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Fig. 3 An example of a point-scale and b grid-scale extreme design rainfalls of 5-min duration and
of 10-year return period. For (a), at-site rainfall depths are represented in the form of circle markers
with continuous diameter and color scales (larger diameters and darker colors represent higher
values). For (b), rainfall depths are plotted using continuous color scale (darker colors represent
higher values) while locations of control points are represented with red dots

For extreme rainfalls of short durations ranging from an hour to less than 6 h,
results show a similar pattern to what observed in shorter durations events for the
Northern Territories. The Southern provinces, however, display a relative increase in
extreme rainfall amounts in the Atlantis region compared to the other regions. For
example, for the Northern part, on average, 1-h extreme design rainfalls of 10-year
return period increase from 12 mm in Yukon to 16 mm in Northwest Territories and
then reduce to 8 mm in Nunavut. For the Southern regions, there are two peaks of
extreme design rainfalls when moving from theWest to the East Coast. For instance,
on average, 1-h design rainfalls of 10-year return period go up from 15mm in British
Columbia to the first peak of 35 mm in Ontario province and then dwindle to 30 mm
in Quebec and New Brunswick. They then increase back and reach the second peak
of 31 mm in Nova Scotia (slightly higher than New Brunswick) and then go down
to 22 mm in Newfoundland and Labrador province.

For extreme rainfalls of durations ranging from6 to 24 h, similar patternwas found
for the Northern Canada with the peak in Northwest Territories but the difference in
rainfall depths between the three territories are much lower. For the Southern part,
the largest extreme design rainfalls shift to Nova Scotia. Except British Columbia,
other provinces follow a distinct pattern. For example, the 24-h design rainfalls of
10-year return period increase from 60 mm in Alberta to 90 mm in Nova Scotia and
then decrease to 75 mm in Newfoundland and Labrador. Compared to other regions,
British Columbia displays an exceptional behavior with a very large variation (i.e.
very large box and longwhiskers) of design rainfall values between its gauged stations
(i.e. design rainfalls range between 25 and 175 mm). Furthermore, the largest station
values also occurred in British Columbia rather than in Nova Scotia. Several stations
show the values as large as 200–300 mm compared to the largest value in Nova
Scotia which is only 130 mm. These stations mainly located on the Northwest of
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Moresby Island, on the Southwest side of Vancouver Island, and in the South of
North Vancouver.

For ungauged sites where the developed point-scale IDF relations are unavail-
able, spatial interpolation based on the inverse square distance weighting method
were used to estimate the values at these locations by transferring information from
the neighboring IDF stations. The computed extreme design rainfall atlas for each
particular rainfall duration and return period was presented in the form of a raster.
These rasters have the same resolutions and spatial extentswith theANUSPLINdaily
rainfall series product produced by Natural Resources Canada [19]. For illustrative
purposes, Fig. 3b shows the computed grid-scale extreme design rainfalls for 5-min
duration and for 10-year return period. It can be seen that in the Southern part of
Canada where the gauged density is high, the interpolated values are very consis-
tent and highly agree with the general trend of spatial distribution and variation of
extreme rainfalls from theWest to East Coast discussed earlier based on the sampling
values at the control points. However, in the Northern Canada, due to a low density
of the observed stations, most of the interpolated values do not follow the general
trend and they are often overestimated. More control points are required to enhance
the accuracy of the estimation for these regions. These could come from other data
sources and products such as radar rainfalls.Merging these products could be another
challenge. In addition, other geospatial interpolation techniques, such as thin-plate
spline, ordinary kriging, could be used and compared with the current IDW-based
product to improve the results.

5 Conclusions

Extreme rainfall IDF relations are considered as a critical tool for the design of
various urban water infrastructures. In Canada, these IDF relations are derived based
on statistical frequency analyses of annual maximum rainfall series (AMS) for nine
different durations (ranging from 5 min to one day) by fitting the two-parameter
Gumbel distribution to the observed extreme rainfall data independently for each
rainfall duration. The present study proposed a new procedure for developing new
at-site IDF relations as well as regional extreme rainfall maps for urban infrastruc-
ture design for Canada. The proposed procedure was based on an improved three-
parameter scaling GEV model to provide more accurate and more robust estimates
of extreme design rainfalls.

In this study, a data set of more than 5000 annual maximum rainfall series (AMS)
for nine different rainfall durations from a network of 651stations located across
Canada was selected. First, a detailed analysis of these AMS was performed to iden-
tify the scaling behaviour of these extreme rainfall processes. In general, it was found
that the extreme rainfall events exhibit different scaling regimes over different regions
with diverse climatic conditions. On the basis of this scaling investigation, the scaling
GEV distribution was selected to describe the distribution of extreme rainfalls over
a wide range of time scales (from 5 min to one day). By accounting for the strong
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correlation between statistical moments of rainfall amounts over different rainfall
durations and based on the PWMmethod, it has been shown that the proposed scaling
GEV model can provide more accurate and more robust extreme rainfall estimates
than thoses values given by traditional methods. More specifically, the computed
extreme rainfalls for different rainfall durations, return periods, geographical loca-
tions, and sample lengths were found to be highly agree with the observed data. For
example, for rainfall quantiles of return periods within the average record length, the
lowest R2 is 0.93 and the highest MADr is 7.3%.

The present study provided the at-site IDF relations for all 561 study sites located
across Canada. General trends of spatial distribution and variation of extreme design
rainfalls were also investigated. In general, there are three main patterns associated
with extreme events of less than 1 h, from 1 h to less than 6 h, and from 6 h to
1 day. In particular, moving from South to North, extreme rainfalls decrease for all
three patterns. However, moving from the West Coast to Central regions, extreme
rainfalls of less than 1-h duration increase and then decrease when moving further
from Central land to the East Coast. For those of 1-h to less than 6-h duration, after
first peaking in Ontario, they rise back and reach the second peak in Nova Scotia. For
extreme rainfalls of 6-h duration and longer, the peaks shift from Ontario to Nova
Scotia. However, British Columbia is the place where many largest extreme events
occurred.

Grid-scale regional extreme rainfall maps were also developed for locations
without observed data in Canada. The spatial interpolation technique based on the
inverse square distance weighted model was applied to transfer the values from
control points (i.e. observed IDF stations) to the ungauged sites. Results show that
for the Southern regions where the control point density is high, the results highly
agree with the spatial distribution and variation trend fromWest to East. However, for
the Northern territories where the gauged density is low, the interpolated values are
often over-estimated. It is suggested thatmore data and other interpolation techniques
should be considered in order to improve the estimation results at these regions.

Finally, it is expected that the development of improved at-site IDF relations
and regional extreme rainfall maps as presented in this study could provide more
cost-effective design of urban water infrastructures in Canada.
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Assessing Drainage System Impacts Due
to Urban Intensification
in Rurally-Serviced Residential Areas

M. Senior and R. Scheckenberger

1 Introduction

Historically, urban development in Southern Ontario emanates from existing core
developed areas. This involves the conversion of rural/un-developed areas (typically
referred to as “greenfields”) into urban development areas (generally residential,
with some proportion of commercial, institutional, or other usages). Larger block
greenfield development is preceded by numerous supporting planning studies to
ensure that the development is properly planned, including secondary plans, subwa-
tershed studies and master servicing studies. These studies ensure that engineering
and environmental opportunities and constraints are identified, providing guidance
to developers to ensure that expectations and design requirements are clearly defined.
Stormwater management (generally defined as the broad suite of measures to collect,
convey, treat and control stormwater runoff) is a key consideration in this regard. As
part of the supporting studies, stormwater management requirements are established,
including flow rate targets, sensitivity of watercourse receivers (including flooding,
erosion, and water quality, among other considerations), capacity constraints, water
balance/budget requirements, and numerous other related considerations. For well-
planned greenfield developments, stormwater management is effectively integrated
into the planning process, such that the ultimate development is properly designed
and considers the requirements of the overall drainage system and environment.

With recent changes in the Ontario Provincial planning direction (Provincial
Policy Statement, Growth Plan etcetera) over the past decade, there is an increasing
focus away from greenfield development towards infill and intensification within
existing developed limits of the community. The objective is largely to manage
urban sprawl and optimize the use of existing infrastructure. This trend is attributable
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to numerous factors, including limited remaining greenfield development area (i.e.
where a municipality has effectively maximized the development of such areas and
reached its urban or municipal boundary, or is bounded by another regulatory limit
such as the Greenbelt in Ontario), or potentially by developer and consumer interest
in existing “desirable” neighbourhoods. This may include re-development in the
urban core (“downtown”) area, which may result in a negligible change in imper-
vious coverage, and associated impacts to stormwater management (SWM). In some
instances however, infill and intensification may involve the re-development of lower
density urban areas, including older detached residential areas in “desirable” neigh-
bourhoods. In such older neighbourhoods, existing densities are typically lower,
given historically smaller homes and larger lot sizes. As such, when these areas
are intensified to reflect current consumer interests, the corresponding increase in
impervious area, and associated stormwater and drainage system impacts, can be
substantial.

Unlike large-scale greenfield developments, where the development limits are
well defined, and the potential stormwater management impacts inherently assessed
as part of the supporting planning process, infill and intensification is typically much
more irregular, and correspondingly more challenging for municipalities to manage.
Infill and intensification may occur opportunistically as properties become available,
and land developers may pursue larger land assemblies for re-development. Where
smaller scale infill and intensification is proposed (such as the re-development of
an existing detached residence to a larger structure) many municipalities may not
mandate stormwater management controls, given the perceived difficulties in incor-
porating such controls on a single private site, and the perceived minimal impact
of development from a single property. Notwithstanding, the potential cumulative
impact of such individual developments can be substantial with respect to runoff
impacts, given the additional number of these properties with no SWM controls.

This paper reviews the work undertaken by the City of Hamilton in assessing
the potential drainage system impacts of infills and intensification to a specific
rurally-serviced existing residential area in the Community of Ancaster. The project
was undertaken to not only assess the magnitude of the expected impacts both to
local drainage system and downstream receivers, but also to review potential miti-
gation measures to address these expected impacts. The results of the analyses
are discussed, along with considerations with respect to the ultimately identified
preferred management strategy.
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2 Background

2.1 Intensification in the City of Hamilton

The City of Hamilton, like other municipalities in Southern Ontario, has experienced
an increasing trend of infills and intensification in recent years. The City has consid-
ered the impacts of intensification as part of its overall Growth Related Integrated
Development Strategy (GRIDS), an integrated planning process which identified
land use structure, infrastructure requirements, and economic development consid-
erations for various growth options leading to a preferred alternative. The original
GRIDSprogramwas commenced in 2006 and considered growth to 2031.The current
program update (GRIDS 2) considers growth to 2041. The planning guidance from
GRIDS2 is currently being integrated into the City of Hamilton’s Water, Wastew-
ater and Stormwater Master Plan Update Study, which is assessing infrastructure
requirements at a higher Master Plan level.

In general, some of the current intensification in the City of Hamilton has occurred
in, and around, the downtown core, however other areas of the City have experi-
enced intensification pressures, including areas along the Lake Ontario shoreline
in the Stoney Creek community. More recently, the Community of Ancaster has
been experiencing an increased level of infills and intensification. The community
is generally considered to be a “desirable” neighbourhood with high value detached
residential properties prevalent. Older properties in these areas, which tend to have
relatively larger lot areas and smaller existing residences, have become targets for
re-development/intensification. This is particularly the case in areas zoned “Existing
Residential” (ER), which are detached residential areas with rural servicing (i.e.
roadside ditching). Typically in these areas, the existing residence is demolished and
replaced by a newer residence which is constructed to the maximum lot coverage
permissible by municipal policies, termed “as-of-right” development (35% for the
subject area). Notably however, this accounts only for the building itself; other imper-
vious areas such as driveways, walkways, patios and other hardscaping tends to
significantly increase the resulting final impervious coverage, as compared to existing
conditions. Uncontrolled, this increased amount of hard surface can result in negative
impacts to receiving drainage systems, both localized and further downstream.

Wood Environment and Infrastructure Solutions (Wood; then operating as Amec
Environment and Infrastructure) prepared the “Pilot Study Assessment of Increase
in Lot Coverage in Rurally Serviced Roadway Neighbourhoods, Community of
Ancaster” [3], which involved an assessment of a Pilot area within the Commu-
nity of Ancaster, with the objective to analyze and assess the potential for impacts on
flooding, and to a lesser extent erosion and water quality. Based upon the outcomes
of the Pilot Study Area and the analytical modelling specifically, significant potential
increases in both peak flows and runoff volumes would be anticipated, depending
on the extent of coverage, location within the development area and intensity of
the storm. In terms of mitigation, the Pilot Study (termed Phase 1) examined a
number of alternatives, including source controls through Low Impact Development
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Best Management Practices (LID BMPs) which could be implemented on the indi-
vidual lots proposing to redevelop or sever. Notwithstanding, other more holistic
neighbourhood-based alternatives were also cited, which could be considered at
a broader study scale (i.e. upsizing conveyance infrastructure with neighbourhood
scale stormwater management).

Subsequently, Wood was retained by the City to undertake a follow-up (Phase 2)
study which was intended as an extension of the Phase 1 study area limits to include
all of the Existing Residential (ER) neighbourhoods in the Community of Ancaster
with rural drainage servicing, and specifically assess the Level of Service (LOS)
associated with these drainage systems. This study [9] is the primary basis for the
current paper.

2.2 Study Area Characteristics

The general study area is defined as those areas within the Community of Ancaster
zoned as “Existing Residential” (ER); detached residential areas with rurally-
serviced roadways (ditching). Thirteen (13) separate rurally serviced areas (A to
L) were delineated accordingly, totalling an area of 326.30 ha (excluding the Phase
1 Pilot “C+” Area). Study area limits are presented in Fig. 1.

Fig. 1 General study area limits and drainage networks
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Despite the predominance of rural servicing (i.e. ditching), the subject areas also
include some “hybrid” servicing areas, namely those with rural servicing but some
storm sewer collection systems. These features are generally found in isolated loca-
tions, often in areas where there is not a suitable outlet for the stormwater runoff or
where standing water would likely occur without the storm sewer.

With respect to the study areas presented in Fig. 1, the majority of the study area
drains northerly, part of the Ancaster Creek subwatershed, which is part of the overall
watershed jurisdiction of the Hamilton Conservation Authority (HCA). Outlets for
the study area are approximately evenly split between discharge to urbanized systems
(i.e. a storm sewer) and direct outlets to open channel or watercourse receivers.
Ultimately, storm sewer receivers would also eventually discharge to watercourses
within the study area.

In general,manyof the receivingwatercourses are characterized as ravine systems,
portions ofwhich are located along theNiagaraEscarpment, and are largely contained
by the Dundas Valley Conservation Area. As such, consideration of downstream
impacts is a key consideration, in addition to potential localized conveyance capacity
issues.

3 Methodology

3.1 Base Hydrologic Modelling

In order to undertake the required assessment, a robustmodellingplatform is required,
which is capable of simulating both hydrology (simulated flow responses to both
discrete and continuous rainfall inputs) and hydraulics [minor (storm sewers and
culverts) andmajor (ditches, channels andoverflows) systems aswell as storage reser-
voirs and impacts of tailwater from downstream receivers]. Based on the preceding
requirements, PCSWMMwas selected, which is a graphical user interface (GUI) and
decision support system for the US EPA Stormwater Management Model (SWMM).

A processed 2 m horizontal resolution Digital Elevation Model (DEM) was
applied to generate subcatchment boundaries using PCSWMM’s watershed delin-
eation tool. The preliminary drainage boundaries were subsequently reviewed and
refined based on other sources of data, including field reconnaissance where neces-
sary. This approach resulted in a highly discrete subcatchment resolution with an
average area of 0.43 ha, and a total of 764 subcatchments.

Consistentwith the previousPhase 1Pilot Study [3], theUnitedStates SoilConser-
vation Service (US SCS) Curve Number (CN) approach was applied for the simula-
tion of infiltration for pervious areas. Representative CN values were applied based
on surficial soils mapping (Ontario Base Soils Mapping, Soil Survey Report 32—
Soils of Hamilton-Wentworth). This base mapping information was further validated
using available local geotechnical reports. Overall, approximately 60% of the study
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area consists of soils with an SCS hydrological classification of “AB” which repre-
sents well-drained sandy type soils. The balance reflects SCS Type “C” soils, which
are more poorly drained clay type soils (which are more common within the broader
City of Hamilton). Representative SCS CN values were determined based on the
hydrological soil group classification, as well as pervious area type (grass/lawn or
forested area).

Base impervious coverage was determined using on the City of Hamilton’s avail-
able zoning mapping, with representative values applied for different classifica-
tions. For the specific “Existing Residential” (ER) zoning designation of interest,
imperviousness was more directly estimated based on the division of this area into
rooftop/building areas (based on GIS data supplied by the City of Hamilton), the
roadway right-of-way and the remaining greenspace/amenity areas (imperviousness
values for bothwere generalized and estimated using sample test areas from available
aerial photography).

3.2 Base Hydraulic Modelling

Given the relatively refined scale of the base hydrologic modelling, corresponding
refined hydraulic modelling elements are also required as part of the integrated
modelling.Akey consideration for area hydraulics relates to the local rurally-serviced
roadway network, and the associated ditching system. A field reconnaissance was
completed for area roadways to categorize the existing roadside ditches into five (5)
categories based on depths and extents, ranging from Type ‘A’ (Poorly Defined) to
Type ‘E” (Large Ditch). Typical sections for each ditch type were developed accord-
ingly, in part complemented by a scoped topographic survey. Ditch invert elevations
were then estimated based on either topographic survey data (where available) or
DEM data (where not). Ditch profiles were then reviewed manually and adjusted as
necessary to ensure reasonable and representative results. Each roadside ditch was
modelled separately, given potential differences in ditch type and drainage direction.
As such, additional spill conduits were incorporated within the modelling to link
each section via the centreline of road elevation.

Given the number of driveway culverts in the study area, it was determined that it
was not feasible to explicitly include these features within the modelling (estimated
to exceed 3000±). Notwithstanding, it is noted that the impact of storage behind
blocked driveway culverts could impact the modelling results. Ultimately, it was
decided not to incorporate any corrections or adjustments for such storage, in part
due to the potential impacts with respect to simulated flow attenuation. Municipal
(City-owned) culverts (typically at roadway crossings) were however all included
within the modelling. A culvert inventory was undertaken to survey and confirm
these features (155 culverts in total); these data were used as part of the model
building effort. Although many such culverts were noted to be crushed, damaged
or sedimented (partially or totally), for the purpose of the base model full opening
area was assumed, to avoid attenuating flows. Local storm sewer systems were also
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incorporated into themodelling where present, based on available GIS inventory data
and record drawings, with site reconnaissance completed, as required, to confirm or
validate modelling assumptions.

3.3 Model Calibration (Validation)

In order to further validate model output, a model calibration effort was undertaken.
A localized flowmonitoring program was conducted at three (3) locations within the
study area. Contributing drainage areas to themonitoring sites ranged between 15 and
33 ha. Data were collected for five (5) months (±), between June and November of
2018.Although therewere a total of seventeen (17) eventswith a rainfall depth greater
than 10 mm during that period [and three (3) events greater than 30 mm], observed
flow responses were generally muted. Themost frequent flow response was observed
at one (1) gauge which contained a “hybrid” drainage system, or a component of
storm sewer servicing. Zero or minimal runoff was noted for the majority of the
monitoring events at other locations, both in areas with more permeable soils, as
well as those with generally less permeable soils.

Notwithstanding the preceding, the available monitoring data were applied to
complete a model calibration/validation. Based on the resulted from a hydrologic
sensitivity analysis, the most sensitive parameters were identified as subarea routing,
subcatchment slope, subcatchment flow length, and pervious area depression storage.
Although imperviousness was identified as a sensitive parameter, given that imper-
vious values were directly measured (and the need to calculate expected adjustments
under future conditions), this value was not considered for the model calibration
effort. Overall, the “subarea routing” parameter was identified as a key calibration
parameter. This parameter defines the percentage of the impervious subcatchment
segment that is routed across the pervious segment (providing flow attenuation and an
opportunity for infiltration). Given the rurally-serviced nature of the study area, and
the highly permeable soils in much of the study area, this parameter was therefore
considered appropriate for calibration in this study area. Ultimately, the preferred
model calibration involved increasing the subarea routing from an initially assumed
value of 40%, to a calibrated value of 90%, indicating that the majority of the imper-
vious land segment would be routed across pervious area, as would be the case in a
rurally-serviced area (i.e. with grassed ditches). Other calibration adjustments were
applied to slope (reduced by 40%), flow length (increased by 20%) and pervious
area depression storage (increased from 5 to 10 mm) to reflect the pervious nature
of the study area. Relevant calibration statistics from the typically applied scatter
plot comparison of simulated versus observed parameters of interest are presented
in Table 1.

As evident from the results presented in Table 1, the calibration effort notably
reduces the over-estimation of peak flow and runoff volumes, although variability of
the data (scatter—as evident from the R2 results) remains high. By undertaking event
screening, the results further improved, although based on a condensed dataset, the
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Table 1 Model calibration summary (discrete event simulation)

Calibration parameter Modelling scenario Linear trend line slope Coefficient of
determination (R2)

Peak flow Uncalibrated 1.92 −0.93

Calibrated 1.09 −0.38

Calibrated with event
screening

1.17 0.64

Runoff volume Uncalibrated 5.58 −0.46

Calibrated 3.75 0.56

Calibrated with event
screening

1.23 0.53

model calibration effort did validate the model and generate more realistic estimates
of hydrologic outputs.

3.4 Simulation Scenarios

Consistent with the approach of the Phase 1 Pilot Study [3], hydrologic simulations
have adopted the design storm event approach, with a particular focus on the SCS
24-h Type-II design storm distribution for the 1 in 2 year storm event (53 mm in
24 h), 1 in 5 year storm event (72 mm in 24 h) and the 1 in 100 year storm event
(123 mm in 24 h). The typically applied water quality storm event in Ontario (25 mm
in 4 h) was also simulated.

In addition to the preceding, potential increases in rainfall due to Climate Change
were considered. Climate change influenced rainfall intensity–duration–frequency
(IDF) data are readily available through public sources. One example is the Univer-
sity of Western Ontario’s IDFCC Tool, available at http://www.idf-cc-uwo.ca [8].
Climate change-altered rainfall has been extracted from this tool for 2080, using the
RCP 4.5 emission forcing scenario (as per [5]). Adjusted data were also obtained
from the Ontario Climate Change Data Portal (OCCDP) IDF rainfall tool, avail-
able at http://ontarioccdp.ca/, which is run by the Institute for Energy, Environment
and Sustainable Communities (IEESC) at the University of Regina. Data have been
extracted from the OCCDP for the same scenario and year for the grid cell (25 km×
25 km) encompassing the study area. Lastly, data were obtained through the Ontario
Ministry of Transportation (MTO) IDF Curve Lookup tool (http://www.mto.gov.
on.ca/IDF_Curves), for which data have been extracted based on the point location
representative of the study area. Modified versions of the 5 and 100-year design
storm events were developed accordingly.

A continuous simulation modelling exercise was also undertaken as part of the
hydrologic simulations, in order to better assess changes to runoff volume and in
particular erosion impacts to sensitive downstream ravine systems. Overall, a 55-year

http://www.idf-cc-uwo.ca
http://ontarioccdp.ca/
http://www.mto.gov.on.ca/IDF_Curves


Assessing Drainage System Impacts Due to Urban Intensification … 623

hourly rainfall dataset was assembled from Environment Canada’s Royal Botanical
Gardens (RBG) gauge (1962–2016). Monthly average evaporation was also incor-
porated into the modelling. The findings of this additional simulation are however
not discussed in this paper.

4 Results

4.1 Existing Conditions

The simulated performance of the drainage system under existing conditions serves
as a baseline for the assessment of future conditions, and the development of associ-
ated stormwater management (SWM) mitigation strategies. Local drainage system
performance was quantified by two (2) primary metrics: simulated peak flows at
the primary drainage network outlets, and by the simulated hydraulic performance
of the ditch conveyance system. The latter is summarized in Table 2, on the basis
of the simulated conveyance extents [within the ditch, beyond the ditch (but within
the roadway right-of-way) or beyond the roadway right-of-way (on to private prop-
erty)]. Percentages are based on the corresponding total and individual ditch segment
lengths. Based on City of Hamilton design standards and associated level-of-service,
the 5-year storm event should be conveyed within the ditch, while the 100-year storm
event should be conveyed within the ROW (i.e. not flood on to adjacent private
properties).

The simulated results indicate the majority of the area ditches (>90%) are able
to contain up to the 2-year flow within the ditch. For the 5-year storm event, this
amount is reduced slightly, to 82%. For the 100-year storm event, only 7% ± of
ditches indicate exceedance of flow beyond roadway ROW (onto private property).
Although not presented in Table 2, the performance under existing conditions under
climate change (CC) was also assessed, for the 5 and 100-year storm events. Overall,
the simulated results indicated that performance would be worsened under both
scenarios, but much more so for the 100-year storm event (increase in ROWflooding
from 7% to between 9 and 18%, depending on the scenario.

Table 2 Simulated existing
ditch performance under
existing conditions

Storm event Within ditch
(%)

Within ROW
(%)

Beyond ROW
(%)

25 mm 97.9 2.1 0.0

2-year 90.8 8.6 0.6

5-year 82.0 16.3 1.7

100-year 59.4 33.7 6.9
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4.2 Future Conditions

As discussed in Sect. 2.1, urban intensification in the City of Hamilton, and in partic-
ular within the Community of Ancaster, is generally permitted to the “As of Right”
limits, which for the ER Zoning represents building coverage equal to 35% of the lot
area. In addition, the increase in imperviousness associated with lot amenity areas
(driveways, walkways, patios, etcetera)must be considered. To assess this potentially
significant factor, a review of approximately 100 residential properties was under-
taken from available aerial photography, to calculate the building footprint area, and
the associated amenity impervious area. Based on this analysis, amenity area was
found to average 91% of the building footprint area, representing a notable additional
impervious area under future conditions.

Under future conditions, it was conservatively assumed that the additional devel-
opment (building and amenity areas) would occur in areas of existing greenspace
(pervious areas). As such, the subcatchments developed under existing conditions
were split into two (2) subcatchments: the portion representing the existing imper-
vious areas and remaining pervious areas, and the portion of existing greenspace
expected to be developed under “as-of-right” conditions. Additional impervious area
was calculated on a network by network basis, based on the relative expected increase
in building area (as calculated based on the existing building area relative to avail-
able lot area). The increases were then applied to individual subcatchments, along
with the corresponding expected increase in amenity area. Based on the preceding
approach, overall study area imperviousness increased from 41.6 to 57.2%, or an
absolute increase of 15.6%, under a full development scenario (“as-of-right”).

As would be expected, without SWM controls, increases in peak flows and
decreases in ditch conveyance performance would be expected. Increases in simu-
lated peak flows were most notable for smaller, more frequent storm events; an
average increase in peak flows of 89% was indicated for the 25 mm storm event,
reflecting the impact of the loss of infiltration potential for smaller rainfalls. For
design storm events, peak flows increases averaged between 34% for the 2-year storm
event, to 15% for the 100-year storm event, reflecting the reduced infiltration capacity
for pervious areas during more formative storm events. For downstream receivers
along watercourses, peak flows for the 5 and 100-year storm events increased by an
average of 12% for the 5-year storm event, and 6% for the 100-year storm event,
reflecting some of the effects associated with flow routing and hydrograph timing.

Based on the preceding results, a stormwater management (SWM) strategy was
clearlywarranted tomitigate the primary impacts related to runoff quantity, including
worsened conveyance performance (i.e. roadside ditches and culverts, including
spills beyond the right-of-way onto private property), and potential downstream (off-
site) flooding impacts. Other related impacts (although not discussed as part of the
current paper) also required consideration, including erosion,water budget, andwater
quality impacts. A long-list of alternatives was reviewed; the short-listed alternative
involved the implementation of source controls, including Low Impact Development
Best Management Practices (LID BMPs). Such measures involve the capture, and
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typically infiltration and filtration of runoff, at source/on site. This may include both
surface (bio-retention areas, enhanced grass swales, permeable pavement, rainwater
harvesting, green roofs) and sub-surface (soakaway pits, exfiltration pipes)measures.
Suchmeasures are considered advantageous, since if appropriately sized, they would
be expected tomanage impacts associatedwith both runoff peaks and runoff volumes,
with secondary benefits related to water balance, erosion mitigation, and potentially
water quality, depending on how the controls are designed.

A key consideration relates to where such source controls are located: within the
public realm (within the roadway right-of-way) or within the private realm (incorpo-
rated into the development site). While placing such controls within the public ROW
ensures access for theMunicipality (to facilitate Operations andMaintenance), it can
be problematic for a number of different reasons. With respect to implementation
timing, itwould require theMunicipality to construct theworks in advance of the local
development, which may be problematic in the case of multiple distributed develop-
ments (i.e. lot intensification). Alternatively, if the private developer constructs the
works as part of the development, this necessitates municipal review and oversight,
and utilizes available municipal property to provide controls for private develop-
ment, which is generally contrary to standard development practices. By contrast,
requiring the controls to be placed on the private side shifts the responsibility to the
developer, while also allowing the developer greater flexibility to design the source
controls to suit the specific considerations of the proposed site, and to ensure the
works are scheduled and constructed as part of the development. Such an approach
must however adequately ensure that the municipality is granted access through
some type of legal instrument or arrangement to inspect the works in the future and
ensure that the developer or ultimate owner is responsible for maintaining the works
in perpetuity. Lastly, this approach preserves land and space availability within the
public realm (ROW) to implement future SWM controls (including source controls
and LID BMPs) to address existing drainage system deficiencies, unrelated to future
intensification.

The modelling was applied to iteratively determine the required capture rate of
future source controls. Given the variability in surficial soils and associated infiltra-
tion (and runoff) potential, different capture rateswere assessed for different drainage
network areas (as per Fig. 1). Based on this approach, source control capture rates
were determined to be between 55 and 70mmper impervious hectare (or 550–700m3

per impervious hectare). While these capture rates are notably higher than typical
industry values for source controls and LID BMP measures (which typically range
from 5 to 30 mm), it should be understood that the source controls advocated for this
situation are intended to provide quantity/flood control up to and including the 100-
year storm event; thus an inherently higher capture depth is required. A comparison
of source control volumes from the current study to those for more typical end of pipe
stormwater management ponds for greenfield developments (i.e. from subwatershed
or secondary planning studies) is presented in Table 3. The results generally compare
favourably, particularly when considering the generally more permeable soils in the
study area, and the lack of explicit extended detention erosion storage.
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Table 3 Comparable quantity control storage volumes for greenfield SWM facilities

Municipality Study area Extended detention and
erosion control (m3/imp
ha)

100-year flood control
including ED (m3/imp
ha)

Town of Milton Bristol survey [6] 430 795

Sherwood survey [7] 375 855

Boyne survey [2] 375–400 795–975

City of Brampton Mount pleasant [1] 200–325 900–1500

City of Markham Future urban area [4] 300–500 800–1100

The precise form of the source controls to be applied would vary by site and
would need to be determined by the designer in consultation with the City. Given
the high degree of estimated amenity area through the current study, it is expected
that sub-surface measures may be preferable, such as soakaway pits for roof drains.
Permeable pavement (concrete, asphalt or paving stones) could also be considered
for driveways and walkways, particularly given the additional contaminant loading
associated with impervious roadways and driveways. Given the general stormwater
management quantity control principle of post-development to pre-development peak
flow control, the preceding criteria would also only be applicable to the additional
impervious area, not the total impervious area, which would clearly reduce storage
volume requirements as compared to development for a greenfield site.

The simulationmodelling indicates thatwith the proposed source controls in place,
peak flows to network outlets would be controlled to pre-development values (±2%).
Peak flowswithin downstream receivers (nodes along receiving watercourses) would
similarly bewithin±1%of existing condition values. Ditch conveyance performance
would similarly be within ±1% of the simulated existing performance. Overall,
comparison metrics confirm that the proposed source control strategy would be
effective in maintaining existing drainage system performance values. Although
not discussed in detail as part of this paper, the continuous simulation modelling
assessment also confirmed that metrics related to water budget and erosion threshold
analyses would be generally satisfied by the proposed approach.

As noted in Sect. 3.4, climate-change altered rainfall was generated for the study
area and used to assess the potential changes in drainage patterns both under existing
conditions, aswell as under the expected future development scenario (“as-of-right”).
Of particular interest was the additional source control volume requirements to miti-
gate the potential additional impacts associated with climate change. In the absence
of a formal City of Hamilton policy regarding climate change, the previously applied
three (3) climate change altered rainfall IDF datasets have again been employed. Of
the three (3) scenarios presented, the University of Western Ontario (UWO) climate
change altered 100-year design storm generated the highest flows and greatest degree
of storage exceedance. The UWO 100-year design storm event reflects an approx-
imate 60 mm increase in total rainfall depth, and a 48% increase in peak inten-
sity, as compared to base (non-climate change adjusted) IDF data. This storm event



Assessing Drainage System Impacts Due to Urban Intensification … 627

is the most formative of the three (3) climate change scenarios and was therefore
applied to estimate additional source control requirements. In order to estimate asso-
ciated storage requirements, the same iterative approach as described previously was
employed, however climate change-altered rainfall was applied only to the areas of
change; all other areas applied the existing IDF rainfall scenarios in order tominimize
potential differences. Based on this approach, an additional 30–45 mm of capture
depth (300–450 m3) per impervious hectare would be required to fully mitigate
the direct impacts associated with climate change. As noted this would only apply
to the additional areas of change; separate mitigation measures would be required
for existing drainage areas not influenced by intensification. Notwithstanding, this
represents a significant additional storage requirement, and confirms the potential
for significant impacts associated with climate change.

5 Summary and Future Conditions

The results presented in this paper outline the magnitude of the potential drainage
system impacts associated with urban intensification. While the impact of the re-
development of a single residential property may be relatively minor, the cumu-
lative impact on a neighbourhood scale is substantial, affecting not only local
conveyance systems and roadway flooding, but also downstream receiving water-
courses, including flooding and erosion impacts. Although not directly assessed as
part of the study, water quality impacts are also a potential concern.

Based upon a review of mitigation alternatives, the preferred stormwater manage-
ment strategy was determined to be private-side source controls, including Low
ImpactDevelopmentBestManagement Practices. This approach enforces the general
“polluter pay” principle, while providing the developer with options and flexibility
in how best to implement such measures on site, through site design. Given the value
of surface features and the significant amount of amenity area associated with re-
development, it is generally expected that sub-surfacemeasures such as soakawaypits
will be preferred, however this will ultimately be at the discretion of the developer.
Hydrologic simulation results indicate that source control volumes of between 55
and 70 mm (550–700 m3) per new/additional impervious hectare would be required
to ensure that peak flows both to immediate receivers, as well as downstream nodes
are generally maintained to existing condition levels. While the preceding target
volumes appear substantial compared to typical LID BMP targets (i.e. 5–30 mm),
the target volumes are comparable to those for “greenfield” developments in other
areas of Southern Ontario, and reflects the proposed source control function with
respect to quantity and flood control for storms up to, and including, the 100-year
event. Based on a preliminary assessment, if climate change impacts are considered,
an additional 30–45 mm (300–450 m3) of storage per additional impervious hectare
would be required.
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It is expected that a number of future studies andworks will result from the current
study. A particular focus will likely be upon providing sufficient guidance to devel-
opers to ensure that the developed criteria are easily implemented. The modelling
developed as part of this studymay also be applied in this regard to validate/verify the
function of actual development SWM strategies accordingly. The City of Hamilton is
also advancing a defined municipal strategy to comprehensively address the poten-
tial impacts associated with climate change. The preliminary work completed as
part of this study may therefore warrant revision in light of the pending direction
from this work. Lastly, the focus of the current study (and paper) have been upon
ensuring that future drainage system impacts, associated with future urban intensifi-
cation are appropriately controlled to existing condition values and level of service.
Notwithstanding, a number of drainage system deficiencies have been identified
under existing conditions. It is expected that these issues will be addressed oppor-
tunistically by the City of Hamilton, in particular as part of planned future capital
works, in particular roadway reconstructions.
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Review and Updated Guidance
for Embankment Overtopping Dam
Breach Dimensions

Mayari Bernard-Garcia and Tew-Fik Mahdi

1 Introduction

Restraint by the limits of knowledge in various fields (e.g. sediment transporta-
tion, etc.) and by the actual computational capacities (e.g. computer time calcula-
tion, etc.), most of the current worldwide standard (legislative or normative) frame-
works of hydraulic dams’ safety have been formulated using statistical, empirical
or semi-empirical approaches. The “accuracy” of these standard specifications thus
remains, as a result, intimately linked to the amount of “detailed” historical dam
failure case studies (i.e. recording failure parameters, e.g. final breach dimensions:
breach depth, top width, bottom width, etc., breach formation time, etc.). Since these
guidelines provide dam breach parameters (e.g. final breach dimensions: breach
depth, top width, bottom width, etc., breach formation time, etc.) based on dams’
type (embankment dams, concrete dams, …) and the failure mode (e.g. overtopping
failures, seepage failures, …). Therefore, to provide “useful” and “efficient” results
for the dam industry (i.e. dam owners, standard frameworks, etc.), the authors have
strived to obtain new knowledge for dam hydraulic safety frameworks.

In this paper, an overview of overtopping dam failure parameters guidelines,
currently available and commonly used in practice, is first presented. An updated
portrait formulated for embankment overtopping dam breach dimensions is thus
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provided using the largest and latest known database currently available in the
literature [2].

2 Overview of Overtopping Dam Failure Parameters
Guidance

In this section, five (5) overtopping dam failure guidance specifications, adapted
from Marche [4, Appendix 1] and the Hydrologic Engineering Center [3, Table 3],
are summarized in Table 1.

Overall, Table 1 presents overtopping (OT) dam failure parameters (i.e. breach
dimensions and time formation) for embankment dams (EFL + RFL) and concrete
dams (CON) breach studies, also as (for most guidance) distinguish guidance spec-
ifications for embankment faced dams (EFL + RFL; FD) and concrete arc dams
(CON; ARC). The breach dimensions, identified in Table 1, are illustrated in Fig. 1.

Finally, as highlighted in bold in Table 1 and presented in the next section,
notice that embankment overtopping dam breach dimensions ratios (Wave/HD

and WBB/HD) guidelines stand between 1 and 5.

3 Review and Updated Embankment Dam Breach
Dimensions Guidance

In this paper, the overtopping embankment dam breach dimensions are studied
through a breach dimensions ratio (i.e. the ratio Wi/HD of a breach width (Wave,
WBB and/or WTB) on the dam height (HD) or breach depth (HB)), using the latest and
largest compilation currently known and available in the literature [2]. To provide
a scalable portrait, results adapted from Wahl [5] database are also provided in this
paper for comparison. Therefore, a brief portrait of the samples considered in this
study is presented in this section.

First, among the 355 historical embankment dam failures (EFL+RFL) recording
at least one of the three final breach widths (i.e. top, bottom and/or average breach
widths), compiled among the 2769 worldwide Man-Made dam failures (MM-D)
recorded in Bernard-Garcia and Mahdi [2] database, only the case studies failed
by overtopping (OT), excluding the embankment faced dams (no FD), have been
considered and were all subject to a double verification. In the same vein, among
the 108 historical embankment dam failures recorded inWahl [5] database, the same
selection criteria (i.e. OT,no FD) have been considered in the case studies selection
in order to ensure consistency in the results presented. Overall, considering the “Best
reliable” information recorded in each database (see columns “Cote” and “Remarks”
in Bernard-Garcia and Mahdi [2] database and “Best Reliable Information” in Wahl
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Table 1 Overtopping dam failure standards adapted fromMarche [4, Annex 1] and the Hydrologic
Engineering Center [3, Table 3]

Dam type Overtopping
failure
parameters

HQ
(1)

MEQ-CEHQ
(1)

NWS (2) FERC (2) Switzerland
(1)

Concrete
Gravity dam
(CON; GR)

Bottom
breach
width; WBB

4*H 4*H Usually
≤0.5*L

Usually
≤0.5*L

Entire dam

Breach
average
width; Wave

4*H 4*H Entire dam

Formation
Time; tf (hrs)

0.1 0.1 0.1–0.2 0.1–0.3 0

Concrete Arch
dam (CON;
ARC)

Bottom
breach
width; WBB

4*H 0.8*L to L Entire dam Entire dam

Breach
average
width; Wave

4*H Entire dam

Formation
Time; tf (hrs)

0.1 ≤0.1 ≤0.1 0

Embankment
dam (EFL +
RFL)

Bottom
breach
width; WBB

4*H 3*H 2*H–5*H 1*H–5*H 2*H

Breach
average
width; Wave

5*H 3*H 3*H

Formation
Time; tf (hrs)

0.5 0.5 0.1–1 0.1–1 0

Embankment
faced dam
(EFL + RFL;
FD)

Bottom
breach
width; WBB

4*H 3*H 2*H

Breach
average
width; Wave

5*H 3*H 3*H

Formation
Time; tf (hrs)

0.5–2 0.5 0

Notes
H dam height; L length of the crest dam; HQ hydro-Québec (QC, CAN); CEHQ centre d’expertise
hydrique du Québec (QC, CAN); NWS national weather service (USA); FERC federal energy
regulatory commission (USA)
(1): Adapted from Marche [4, Appendix 1]
(2): Adapted from Hydrologic Engineering Center [3, Table 3]
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Fig. 1 Idealized trapezoid dam breach geometry [2]

[5] database) has led the authors to a sample of 30 “verified” and “detailed” histor-
ical embankment overtopping dam failures from Wahl [5] database and to a sample
of 177 “verified” and “detailed” historical embankment overtopping dam failures
from Bernard-Garcia and Mahdi [2] database.

Highlight that, in this study, when two (or three) widths were available for one
case study, the order in which the breach width (Wi) has been considered to calculate
the numerical value of the ratio Wi/HD or Wi/HB is: (1) the breach average width
(Wave), (2) the breach bottom width (WBB) and (3) the breach top width (WTB).

4 Results

Since some of the case studies included in the samples considered do not record the
dam breach height and others do not record the dam height, Fig. 2 first illustrates the
distribution of these cases in Wahl [5] and Bernard-Garcia and Mahdi [2] databases.

As illustrated in Fig. 2:

Fig. 2 Distribution of the number of case studies recording at least one breach dimensions recorded
in Bernard-Garcia and Mahdi [2] and Wahl [5] databases
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• The breach depth (HB) or the dam height (HD) is not recorded (UNK + NV):

– For 12 case studies (OT, EFL+ RFL) of the 30 historical dam failures adapted
from Wahl [5] database, thus 40% of the compilation.

– For 42 case studies (OT, EFL+RFL) of the 177 historical dam failures adapted
from Bernard-Garcia and Mahdi [2] database, thus 24% of the sample.

• The breach depth (HB) is lower (H1) or equal (H2) to the dam height (HD):

– For a total of 14 case studies (OT, EFL+RFL) adapted fromWahl [5] database,
thus 78% of the 18 case studies recording both dimensions.

– For a total of 106 case studies (OT, EFL+ RFL) adapted from Bernard-Garcia
and Mahdi [2] database, thus 79% of the 135 case studies recording both
dimensions.

Figure 3 illustrates the comparisons between the dam height (HD) and the breach
height (HB) for the 135 “verified” case studies adapted from Bernard-Garcia and
Mahdi [2] database, also as the 18 embankment dams failed by overtopping adapted
from Wahl [5] recording both variables.

Fig. 3 Observed breach depth (HB) and dam height (HD) recorded for embankment dams (EFL
+ RFL) failed by overtopping (OT) recording both dimensions in Bernard-Garcia and Mahdi [2]
database and Wahl [5] database
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As highlighted in Fig. 3, most of the cases adapted from Wahl [5] database
compose Bernard-Garcia and Mahdi [2] database, since Bernard-Garcia and Mahdi
[2] database has notably been built onWahl [5] database. Also, as illustrated in Fig. 3,
most of the case studies recorded refer to dam height (HD) smaller or equal than 20m.

• For a total of 10 case studies (OT, EFL + RFL) adapted from Wahl [5] database,
thus 56% of the 18 case studies recording both dimensions.

• For a total of 114 case studies (OT, EFL+RFL) adapted fromBernard-Garcia and
Mahdi [2] database, thus 84% of the 135 case studies recording both dimensions.

Figure 4 illustrates the statistical influence of considering the dam height (HD)
instead of the breach height (HB) for the average breach width (Wave), the bottom
breach width (WBB) and/or the top breach width (WTB), using the 135 “verified” case
studies adapted from Bernard-Garcia and Mahdi [2] database.

As illustrated in Fig. 4,

• Comparing the number of breach width variables recorded in Bernard-Garcia and
Mahdi [2], the average breach width (Wave) is the “most” recorded width (i.e.

Fig. 4 Descriptive statistics (box plot graph adapted from Addinsoft [1] toolbox) of the breach
ratio Wi/HB compared to the ratio Wi/HD observed for embankment dam (EFL + RFL) failed by
overtopping (OT) adapted from the 135 cases recorded in Bernard-Garcia and Mahdi [2] database
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111 records/135 cases). Notice that this is also true for the sample adapted from
Wahl [5] (i.e. 25 records/30 cases).

• Overall, considering the dam height (HD) instead of the breach depth (HB) tends
to underestimate the ratio values.

Figure 5 illustrates the distributions of the dam height (or, when unknown, the
breach height) on the breach widths (Wi) for the 177 case studies adapted from
Bernard-Garcia and Mahdi [2] database and the 30 case studies adapted from Wahl
[5] database.

As illustrated in Fig. 5:

• Based on Wahl [5] sample, illustrated in Fig. 5a, the overall range/domain of
“possible” dam breach dimensions ratio obtained (Wi/HD) stands between 0.5
and 20.

• Based on Bernard-Garcia and Mahdi [2] sample, illustrated in Fig. 5b, the overall
range/domain of “possible” dambreach dimensions ratio obtained (Wi/HD) stands
between 0.25 and 20.

Finally, to also provide a statistical description of the breach dimensions ratios
(Wi/HD) adapted from Bernard-Garcia and Mahdi [2] andWahl [5] databases, Fig. 6
illustrates the “Box Plots” graphs obtained using the XLSTAT Student 2019 [1].

As illustrated inFig. 6, for the caseswhere the breach depth (HB) recorded is higher
than the dam height (HD), i.e. H3 sample, the range of “Wi/HD” ratios observed is
wider and higher than the others (e.g. “H1 + H2” sample), which is true for both
databases. Moreover, as highlighted in Fig. 6:

• The interquartile range of “possible” ratio “Wi/HD” obtained for “H1 + H2 +
H3” sample:

– Based on Wahl [5] compilation stands between 2 and 4.
– Based on Bernard-Garcia and Mahdi [2] database stands between 2 and 6.

• Based on the lower and upper boundary (95%) of the mean “Wi/HD” ratio values
obtained for “H1 + H2 + H3” sample:

– The mean value of this breach dimensions ratio, adapted from Wahl [5], also
stands between 2 and 4.

– The mean value of the breach dimensions ratio adapted from Bernard-Garcia
and Mahdi [2] database stands between 4 and 6.

5 Discussion

First, in this paper, an overview of overtopping dam failures parameters guidelines
has been drawn in Table 1 using five (5) overtopping dam failure parameters guide-
lines adapted from Marche [4, Appendix 1] and the Hydrologic Engineering Center
[3, Table 3]. Thus, the overall range of “possible” embankment overtopping breach
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Fig. 5 Distribution of the breach width (Wi m [Wave,WBB orWTB]) and dam height (HD) observed
for embankment dam (EFL + RFL) failed by overtopping (OT) a for 30 cases adapted from Wahl
[5] b for 177 adapted from Bernard-Garcia and Mahdi [2] databases
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Fig. 6 Descriptive statistics (box plot graph) of the breach dimensions ratio Wi/HD observed for
embankment dam (EFL+RFL) failed by overtopping (OT) obtained based on the 177 cases adapted
from Bernard-Garcia and Mahdi [2] database and from the 30 cases adapted from Wahl [5]

dimensions (illustrated in Fig. 1) Wave/HD and WBB/HD ratios specified in Table 1
guidelines stand between 1 and 5.

Figures 2 and 6 have thus been used to provide technical findings adapted for
the guidelines framework and an “updated” embankment overtopping dam breach
dimensions (Wi/HD) adapted from Bernard-Garcia and Mahdi [2] database. Notice
that to provide scalable results, Wahl [5] database has also notably been used for
comparison, in Figs. 3, 5 and 6. These notably highlight that despite the recent
“progress” in recording and sharing historical dam failures data, the “accuracy”
of these statistical/empirical standard specifications is still intimately linked to the
amount of “detailed” historical dam failure case studies.

Since the breach depth (HB) is generally assumed equal to the dam height (HD)
in most guidance (see Table 1), Fig. 2 illustrates that this assumption is conservative
(i.e. HB ≤HD) for almost 80% of the historical dam failures recorded inWahl [5] and
Bernard-Garcia and Mahdi [2] databases. Moreover, Fig. 3 illustrates that this “true”
with no regards to the dam height (notably used to classify the dam, as a “small” or
a “large” dam).
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In the same vein, since breach dimensions ratios guidelines (Wave/HD orWBB/HD)
are formulated using the dam height (HD) instead of the breach depth (HB), Fig. 4
highlights that this assumption tends to underestimate the ratio valueWi/Hi indepen-
dently of the breachwidth considered (bottom, average or top breachwidth). Figure 4
also highlights that for the ratios Wave/Hi and WBB/Hi, the values stand between 2
and 5 independently of the height dimensions (Hi) considered, i.e. dam height (HD)
or breach depth (HB). Also, by comparing the ratios graphically observed in Fig. 5a,
b it is possible to highlight that the overall range of “possible” ratios (Wi/HD) value
obtained by Bernard-Garcia and Mahdi [2] (resp. Wahl [5]) database stands between
0.25 and 20 (resp. 0.5 and 20).

Finally, as presented inFig. 6, according toBernard-Garcia andMahdi [2] database
(resp. Wahl [5]), the “updated” interquartile range of breach dimensions ratio
Wi/HD value stands between 2 and 6 (resp. 2 and 4). Therefore, even if overtopping
embankment dam breach dimensions guidelines cover Wahl [5] interquartile range,
it does not cover the updated range deduced using the largest and latest historical
dam failures database available [2]. Figure 6 also highlights that the cases, where
the breach depth (HB) is higher (H3) than the dam height (HD), traduce a wider
and higher range of “Wi/HD” ratios, i.e. standing between 2 and 12. In other words,
depending on the foundation quality of the dam (for example), a wider and/or higher
range of breach ratio dimension (Wi/HD) might be justified for a specific dam breach
study.

6 Conclusion

In conclusion, this paper aims to provide an overview of dam breach guidelines
formulated for overtopping dam failures and an up-to-date portrait of the current
embankment overtopping dambreach dimensions, based on the largest historical dam
failures available in the literature [2]. To provide scalable results, Wahl [5] database
has also been presented for comparison. Indeed, even if overtopping embankment
dam breach dimensions guidelines cover Wahl [5] interquartile ratio range, it does
not cover the updated breach dimensions ratio range obtained using Bernard-Garcia
and Mahdi [2] database.

Since more “updated” portrait, for embankment dam failures, can easily be drawn
from Bernard-Garcia and Mahdi [2] database, e.g. formulated for other dam failure
modes (e.g. pipping …) and/or other dam breach parameters (e.g. time failure, …).
Indeed, the results presented in this paper not only represents a considerable asset
for a wide audience (e.g. researchers, dams’ owner, civil engineers, …) but, further-
more, foresees the possibility of improving safety studies and ensure better dams’
management.

Overall, despite the recent progress in the recording and sharing of historical
dam failures case studies (e.g. Bernard-Garcia and Mahdi [2] database), highlight
that historical embankment dam failures are the “dam type” case studies recording
most (i.e. at least more than 10 case studies) “detailed” historical dam breach data.
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Therefore, a special care thus needs to be considered in the future to record, share
and investigate other dam type failure, as concrete overtopping dam failures.

7 Data Availability Statement

This database (V1), an Excel spreadsheet file, is available to the public and can
be downloaded: https://doi.org/10.5683/SP2/E7Z09B which is hosted by Scholars
Portal Dataverse and deposit by Polytechnique Montreal. Also, this database has
finally been released free of charge for open access data retrieval and for unrestricted
use under a CC0 License in February 2020.
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Robust Cross-Validated Feature Selection
for Machine Learning Streamflow
Forecasting Models: A Case Study

A. Gharib, E. G. R. Davies, and N. Ilich

1 Introduction

The value of a streamflow forecasting model lies in its ability to reliably inform
water mangers up to months in advance of a potential event. Two characteristics are
important in this regard: the reliability of model forecasts, and the ability to accu-
rately estimate themodel’s generalization performance.Machine learning (ML) data-
driven models are increasingly being used due to their ability to model the inherent
complexity in streamflow. Suchmodels are based on establishing statistical inference
between inputs, in the formof antecedent conditions such as observed streamflowand
temperature as well as global climate indices. A vital step in building an ML model
is feature selection, which identifies the set of input variables that produces the best
model performance as well as reducing model complexity. However, feature selec-
tion is often applied by using the training set both to build the model and to select the
important features, which leads to the selection of irrelevant features and increases
the model complexity. The likelihood of encountering this problem increases with
short historical records, large numbers of variables and complex ML models, all
of which are commonly encountered when applying ML algorithms to streamflow
forecasting. Recently, Gharib and Davies [4] proposed the use of a cross-validated
feature selection algorithm that can incorporate feature selection as a part of the
model building process. The algorithm resamples the feature selection process as an
external cross-validation loop to apply the feature selection algorithm and identify the
feature set with the minimum residual sum of squares, and an inner cross-validation
loop for application of a grid search to optimize the hyperparameters. Using two
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resampling loops can significantly reduce the chances of over-fitting the predictors
[5]. This study aims to implement this algorithm to build a streamflow forecasting
model for theOldmanRiver Basin (ORB), Alberta, Canada, usingRadial Basis Func-
tion Neural Network algorithm driven by local hydrometeorological conditions and
large-scale climate indices.

2 Study Area

The Oldman River Basin is located in a semiarid zone and drains an area of
approximately 28,000 km2. It stretches from the RockyMountains eastward through
Lethbridge to its confluence with the Bow near Medicine Hat, Alberta. With over
1,427,660 ac-ft of water available for allocation to irrigation, irrigated agriculture
accounts for most of the water use in the basin [1]. The Oldman River has more flow
variability and has historically been more prone to droughts than the Bow River. In
addition, climate projections show that natural streamflow in the ORB is generally
declining [2], which will increase the challenge of responding to projected increases
in irrigation,municipal, and environmental water demands [3].With accurate stream-
flow forecasts, betterwater allocation and droughtmanagement can be accomplished.
In this study, naturalized summer-season streamflow data for the Oldman River
above the Little Bow River confluence was used. Other input features included
in the study are linked to streamflow and drivers of streamflow variability during
winter and summer months in Western Canada. At the local scale, the hydrom-
eteorological variables tested were monthly snow water equivalent (SWE) from
snow courses, monthly precipitation, average daily maximum and minimum temper-
atures, monthly maximum and minimum temperatures, estimated solar radiation,
and average humidity. Naturalized streamflow and SWE data were obtained from
Alberta Environment and Parks. Other local hydrometeorological data was obtained
from Alberta Agriculture and Forestry. At the global scale, we tested the monthly
time series of four global climate indices including the Southern Oscillation Index
(SOI), the Pacific Decadal Oscillation (PDO), the Atlantic Multidecadal Oscillation
(AMO), and the Pacific-North American pattern (PNA). PDO, AMO, and PNA data
was obtained from the National Oceanic and Atmospheric Administration (NOAA)
database, and SOI data was obtained from the Climate Research Unit at the Univer-
sity of East Anglia. The input dataset had a historical record of 46 years from 1970
to 2015.

3 Methods

This section describes the techniques used to apply the two-resampling-loops algo-
rithm to build the ORB summer-season streamflow forecasting model. In general,
model training and validation were applied using inner and outer resampling loops
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to properly resample the variable selection process. The inner loop was used for
hyperparameter tuning and the outer loop was used for applying the variable selec-
tion algorithm. In each loop we used 10 times repeated 10-fold cross validation to
estimate the model performance for 100 different validation sets, which can give
a robust estimate of the model generalization performance. The input dataset was
split into training and test sets. We used 20% of the input dataset for testing. Input
monthly features were lagged by 1–12 months to represent conditions up to one year
ahead of the forecast issue date (the end of April every year). Input data was stan-
dardized to improve the calculations’ numerical stability, and was included inside the
cross-validation loops, to prevent revealing information about the validation sets [5].
For feature selection, we used a stepwise variable selection algorithm which directly
evaluates model performance for the combination of predictors. A radial basis func-
tion neural network (RBF) model was trained. RBF has input, hidden, and output
layers, along with a Gaussian activation function. The number of hidden nodes in
RBF was tuned by grid search for values from two up to the number of samples
in the training data, and the optimum number was based on correspondence to the
minimum root mean square error (RMSE). The model was evaluated using the root
mean square error (RMSE), normalized root mean square error (NRMSE), mean
absolute percent error (MAPE), and the correlation coefficient (r). The selected final
model corresponds to the best generalization performance and has the optimal input
predictors.

4 Results and Discussion

The feature selection algorithm in the outer cross-validation loop successfully
reduced the number of potential input variables from 130 to 11 variables that were
selected more than 10% of the time, as shown in Fig. 1. The top selected variables
included the maximum, minimum average temperatures, and precipitation in the
winter, fall, and summer months preceding the forecast. In addition, a single SWE
variable from snow course 14A03 in April was chosen. The PDO in December was
the only global climate index selected among the top variables. The two resampling
loops reduced the number of possible candidate models by reducing the number of
potential input predictors. They also gave valuable insight into model complexity
through the probability mass functions of the number of input predictors and the
number of hidden nodes selected by the models fitted using the two resampling
loops, as shown in Fig. 2. The number of input predictors ranged from 2 to 8 predic-
tors with an average of 4 predictors, and the number of selected hidden nodes ranged
from 2 to 11 nodes.

The performance indicators of the streamflow forecasting model were estimated
using the training and test sets, as shown in Table 1. The bias in estimating the
performance indicators using the training was small when compared with the values
estimated using the test set, which suggests that the model was not overfitted to the
training data. The final model had a correlation coefficient of 0.715. A comparison
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Fig. 1 The top input variables selected by the feature selection algorithm in the outer cross-
validation loop as well as the percentage of time each was selected

Fig. 2 The probability mass functions of (a) the number of input predictors selected by the outer
cross-validation loop and (b) the number of hidden nodes selected by the inner cross-validation
loop

Table 1 Performance indicators using root mean square error (RMSE), normalized root mean
square error (NRMSE), mean absolute percent error (MAPE), and correlation coefficient (r) for the
training and test sets

Dataset RMSE (m3/s) NRMSE MAPE r

Training 72.41 0.250 0.235 0.787

Testing 71.32 0.246 0.189 0.715

between the predicted and observed streamflow for the training and test sets, along
with the relative importance of the model input predictors, are shown in Fig. 3. The
highest temperature in April and the average minimum temperature in March are the
twomost important local hydrometeorological predictors and represented nearly 70%
of the explained variation. The PDO in December had a very important contribution
to the model performance and represented 25% of the explained variation.
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Fig. 3 (a) A comparison of the streamflow forecasting model predictions and the observed stream-
flow for the training period (1970–2005) and the testing period (2006–2015), and (b) The relative
importance of input predictors for the final streamflow forecasting model

5 Conclusions

In this study, we implemented a cross-validated algorithm capable of considering
feature selection as a part of the model building process. The algorithm resamples
the feature selection process as an external cross-validation loop to apply the feature
selection algorithm and identify the feature set with the minimum residual sum of
squares, alongwith an inner cross-validation loop for application of the grid search to
optimize the hyperparameters. The results suggest that the algorithmcan significantly
reduce the number of input predictors and give valuable insight into the final model
complexity and number of input predictors. In addition, using the algorithm led to the
selection of a parsimonious and more interpretable model, and avoided overfitting
to the training set.
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AMultiyear Infrastructure Planning
Framework for Connected
and Automated Vehicles

Fehintola Sanusi, Juyeong Choi, and Ren Moses

1 Introduction

Connected and Automated Vehicles (CAVs) offer great potential in improving
the safety, mobility, and environmental sustainability of the transportation system.
However, a lack of adequate infrastructure to support safe and reliable CAV opera-
tions may stall the anticipated benefits. Some field evaluations of CAV technology
have indicated that the cameras and other sensors may have difficulty correctly
detecting faded pavement markings or traffic signs, which can affect CAV oper-
ations [12]. CAV technologies are faced with several challenges of coping with
declining infrastructure conditions such as faded pavement markings [9], obscured
traffic signage [12], poor pavement surface conditions, and inconsistent traffic control
devices across different states and regions [7]. CAV technologies also face other
roadway challenges, including inconsistencies in the traffic signs across different
regions, obscured and occluded traffic signs, failure to detect the presence of obscured
and overlapping pavement markings [13]. Just as poorly maintained roadway condi-
tions may impede human drivers’ (HDVs’) perception and increase their reaction
time, CAV operations may be hampered given poor infrastructure conditions.

Also, the recent infrastructure report card by the American Society of Civil Engi-
neers (ASCE) shows that about 43% of US roads are in poor or mediocre conditions.
Also, the majority of the public roadways have suffered a backlog of infrastructure
preservation [2]. Clearly, the existing infrastructure conditions are far from ready to
support CAVs. Planning agencies and other researchers are also beginning to recog-
nize the need for adequate infrastructure to support safe and reliable CAV operations.
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Thus, transportation planners are tasked with the responsibility of fully exploiting
the anticipated CAV benefits by making their roadway infrastructure CAV-ready.

Prior research shows that it may take several decades before achieving higher CAV
market penetration [10, 11] and that human-driven vehicles (HDVs) and CAVs will
coexist in amixed traffic environment. Therefore, asCAVmarket penetration changes
over time, their infrastructure needs will also evolve. For instance, in the short-term
with low CAV market penetration, infrastructure that can support the needs of all
road users (both CAVs and HDVs) should be prioritized [7]. To accommodate these
changing CAV infrastructure needs, transportation planners would require making
investment decisions to properly plan for a dynamic transportation system within the
agencies’ budget. So far, there have been limited studies that seek to evaluate the
performance of the future transportation system while considering evolving infras-
tructure needs over a specified time horizon. To address his gap, this study develops
a conceptual framework to guide a holistic approach to multi-year infrastructure
planning for CAVs.

The objective of this study is to develop a conceptual framework that can guide
transportation planners and decision-makers in a holistic approach to multi-year
infrastructure planning for CAVswhile considering the dynamic nature and the long-
term goals of their transportation system. The framework consists of five major
steps which include: (i) development of a knowledge base to identify a group of
infrastructure options to support CAV system functions (ii) prioritization of roadway
locations needing infrastructure improvement based on the potential contribution of
CAVs to their local traffic through a geographical information system analysis, (iii)
predicting future infrastructure needs using a Bass Diffusion model to forecast CAV
adoption rates for short-, mid-, and long-term planning phases, (iv) evaluation of
the performance of the future mixed traffic environment under various infrastructure
planning scenarios and (v) evaluation of the benefits and costs associated with each
project to guide effective selection infrastructure systems for each planning term.
The rest of this paper is organized as follows: Sect. 2 gives a detailed explanation
of the different components of the proposed conceptual framework for multiyear
CAV infrastructure plan, Sect. 2.1 discusses the development of the knowledge that
is required to understand the evolution of CAV infrastructure needs, while in Sect. 3,
the proposed framework is demonstrated through a case study of a hypothetical
network scenario in the state of Florida. Lastly, the conclusion and discussion are
presented in Sect. 4.

2 Conceptual Framework for Multi-year Infrastructure
Plan for CAVs

For the development of a framework, this study chooses freeway merge segments
for CAV infrastructure planning. Please note that freeway merge segments are more
vulnerable to road crashes and/or traffic jams compared to other freeway segments
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Fig. 1 Conceptual framework for multiyear infrastructure planning for CAVs

[1], which makes them suitable for CAV deployment and thus proper infrastructure
planning.Given that infrastructure implementation requires significant capital invest-
ments, it is important for planners to prioritize different freeway segments within
their budget constraints. As such, instead of implementing infrastructure modifi-
cation/maintenance throughout the entire freeway of interest, this study assumes
that such infrastructure projects selectively take place for the most-needed roadway
sections. Also, since the infrastructure needs of the roadway environmentwill evolve,
the framework assumes three distinct planning phases based on the anticipated CAV
market projection. The first phase (short-term) spans from 0 to 5 years and the mid-
term spans from 5 to 15 years, and the long-term will span 15 years or more. Figure 1
shows the proposed conceptual framework for a multi-year infrastructure planning
for a dynamic transportation system, which consists of (i) development of a knowl-
edge base to understand the available infrastructure options that can support CAV
system functions, (ii) identification of roadway locations that require infrastructure
improvement, (iii) forecasting of CAV market penetration rates to define infrastruc-
ture planning timeline, (iv) evaluation of the impacts of infrastructure implementation
on CAV performance in terms of safety and mobility, and (v) analysis of associated
benefit–cost to guide effective infrastructure investment options.
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2.1 Development of a Knowledge Base for CAV
Infrastructure Requirements

To achieve safe and reliable CAV driving and maneuvering operations, a certain
level of infrastructure readiness must be achieved. The objective of a knowledge
base of CAV infrastructure requirements is to (i) identify the different infrastructure
that would be required at different CAV market penetration levels and (ii) what
CAV system functions would be supported by different infrastructure options. To
achieve this, the proposed framework uses a systematic literature review approach
to extract information regarding the infrastructure that can support CAV system
functions (i.e., platooning, merging, intersection movement, and dynamic routing) in
various contexts, including safety, mobility, and environmental sustainability. Based
on the literature review, two categories ofCAV infrastructurewere identified: existing
and future infrastructure.

2.1.1 Existing Infrastructure

As previously defined, the existing infrastructure is the basic infrastructure that
continues to support HDVs but would require adequate maintenance to support safe
and reliable CAV operations. This group of infrastructure options is required to be
in well-maintained conditions. For instance, pavement markings need to be highly
visible to be easily detected by CAV sensors, traffic signage should be free from dirt,
unobscured and consistent across different regions. Also, traffic signals should be
upgraded with advanced technologies to enable communication with CAVs so that
the vehicles can receive traffic information through the broadcast of signal phasing
and timing (SPaT).

2.1.2 Future Infrastructure

As CAV market penetration increases, there will be more demand for infrastructure
that can support more CAV and infrastructure communications, while some of the
existing infrastructure options will be less required. For instance, it is expected to see
the digital infrastructure that supports wireless technology and enabling infrastruc-
ture on the majority of the roadways to facilitate an increasing demand in vehicle-
to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications. Examples of
these infrastructure options include roadside units (RSU) and dedicated short-range
communications (DSRC) enabling infrastructure, and fiber optic cables.
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2.1.3 CAV System Functions

All the identified CAV infrastructure in both categories (i.e., existing and future
infrastructure) are also grouped in terms of the driving functions that are activated
by the implementation of specific CAV infrastructure. Examples of CAV functions
include CAV platooning, freeway merging, intersection movement, and dynamic
route guidance. Each of these system functions requires an adjustment of the driver’s
behaviors such as reduction in vehicle speed, increase in inter-vehicle headways, or
changing of lanes.

2.2 Input Module

Depending on the analysis level that is being completed/conducted, the proposed
framework requires four different data categories that serve as input to the analysis
module: traffic performance data, CAVprojection data, vehicle data, and CAV infras-
tructure plans. The importance of each data category to the study is discussed in the
following section.

2.2.1 Traffic Performance Data

The traffic performance data are necessary to perform corridor screening for loca-
tions requiring more attention for prioritization. A network screening allows for the
comparison of traffic performance across different segments of the roadways (e.g.,
freeway mainline, ramps, or intersections). Depending on the planning agency’s
goals for their transportation system, different performance measures are applicable
for use. The framework is also designed in such a way that integrate as much data as
possible to be used as input to the analysis module as needed. To be more specific,
a 5-year crash data set is used to analyze for safety and thus to identify high crash
risk locations. Bottleneck locations can be used to identify regions with high traffic
congestion for mobility. The data can be collected from state agencies’ GIS crash
database, and other telemetered traffic monitoring sites or by field surveys.

2.2.2 CAV Projection Data

Projection of CAVs market is important to define the planning analysis period and
to determine what percentage of CAVs is anticipated. The market projection helps
transportation planners determine the population of CAV users and what infras-
tructure investment decisions should be made based on the evolution of the traffic
environment. For instance, in the short-term, infrastructure should be adapted in such
a way that both HDVs and CAVs will be supported. Since CAVs are yet to be broadly
deployed, however, there is little information about the historical data that can be
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used for sales projection; hence, data from an analogous market (i.e., technology
with similar market characteristics) can be used in predicting the sales of CAVs.

2.2.3 Vehicle Data

Traffic data including vehicle speed, roadways geometric, traffic volume (e.g.,
average annual daily traffic), vehicle arrival rates, and other traffic-related data would
be required to develop the microsimulation model to be used to conduct traffic
analysis and evaluate the effectiveness of CAV infrastructure options on the future
roadway (i.e., the performance of CAVs and HDVs). These data can be obtained
from state or local transportation agencies’ databases or traffic monitoring sites.

2.3 Analysis Module

The analysis module comprises four main steps which represent a holistic approach
to guiding the appropriate infrastructure investment decisions in order to achieve an
effective multiyear infrastructure plan for CAVs.

2.3.1 Identification of Roadway for Infrastructure Improvement

In this framework, we choose safety and mobility as major areas for improve-
ment through CAV infrastructure planning. With that, this section aims to identify
roadway segments with high crash locations and congestion, which have the poten-
tial for improvement through CAVs, and to prioritize them based on the benefits
achieved through CAV infrastructure planning. Different methods such as average
crash frequency, crash rate, equivalent property damage, and empirical Bayesmethod
[6] can be employed in ranking critical locations for safety.We, first, collect the crash
data and bottleneck data as described in the traffic performance data section of the
input module. Next, pre-selection of roadway segments is done to exclude other
roadway segments that are not required for the analysis. The crash data and conges-
tion data can then be merged to identify the intersection of the bottleneck location
and the associated crash locations. The roadway segments can then be ranked based
on the combined high crash and bottleneck ranking to select the top-ranked road
segments for infrastructure implementation.

2.3.2 CAV Market Projection

The objective of CAVmarket projection is to understand the anticipated CAVmarket
penetration and the implication on infrastructure planning. Different factors such as



A Multiyear Infrastructure Planning Framework for Connected … 655

socio-demographic factors (e.g., age and socio-economic wealth) [14], price, tech-
nology awareness, and perception may influence people’s willingness to adopt CAV
technology. As such, it is very important to determine the market size when plan-
ning for CAV infrastructure. While various forecasting models have been used for
projecting the dissemination of CAV technologies, the Bass Diffusion model is one
of the most common methods found in the literature as well as has been widely
applied to projections for other automotive technologies. The Bass diffusion model
consists of an innovation parameter, an imitation parameter, and a market size which
can be used to forecast the sales of a new product [5]. Other models such as logistic
models and time series models can also be used to forecast new product sales [4].

2.3.3 Traffic Performance Modeling

This framework proposes a microsimulation approach for the analysis of the infras-
tructure implementation on traffic performance to evaluate its benefits. Note that
different infrastructure options can support different CAV system functions (e.g.,
freeway merging). Also, depending on the proportion of CAVs and HDVs within the
traffic environment, preferred infrastructure options may vary across different plan-
ning phases. The microsimulation model is used to evaluate the influence of different
combinations of infrastructure options on the performance of mixed roadway envi-
ronments (e.g., in terms of lane changing, speed adjustment, cooperative breaking,
and time headway distance) to inform the optimal infrastructure plans for different
planning terms. For instance, in the case of co-located traffic signs (e.g., freeway and
exit ramp speed signs), CAVs can confuse speed signs for exit ramps and react by
reducing their speed, which can affect the traffic flow. The impact of such an abrupt
change in CAV driving behaviors will be incorporated into the simulation model
for evaluation. Other HDVs and CAV driving behaviors that would be affected by
infrastructure implementation will be incorporated within the traffic model as well.

2.3.4 Decision Support System

The proposed framework uses a Benefit–Cost Analysis (BCA) approach to conduct
an economic appraisal for evaluating and comparing the costs and benefits of different
infrastructure implementation plans for a specific roadway location under different
planning timelines. The BCA will also help the public agencies to prioritize their
infrastructure investments by comparing the benefits and costs across multiple loca-
tions. For the BCA, the base case is defined as a “do-nothing approach” versus
different alternatives for the selected roadway segments. The alternatives are defined
as strategies or countermeasures that would be implemented.
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Table 1 List of CAV infrastructure for different planning timeline

Infrastructure recommendations Performance measures Planning phase

High-visibility lane marks and traffic signs,
advanced traffic signal controller, Variable
Message Signs (VMS) and RSUs

S, M, E Short-term

Dedicated lane, high-visibility lane marks, and
improved pavement surface condition,
machine-readable signs, advanced traffic signal
controller, data centers and RSUs

S, M, E Mid-term

A combination of previously deployed
infrastructure across all regions

S, M, E Long-term

3 Case Study

This section demonstrates the implementation of the proposed framework in devel-
oping amulti-year infrastructure plan forCAVs. In this case study, FloridaDistrict 5 is
selected. Initially, all three interstates (i.e., I-4, I-95, and I-75) within the region were
included for pre-evaluation. Based on the selection criteria, however, only freeway
merge sections of I-4 will be considered for further analysis within the framework.

3.1 Development of Knowledge Base for CAV Infrastructure

Table 1 shows a list of different infrastructure options that are identified for
different planning phases (i.e., short-term, mid-term, and long-term). The perfor-
mance measures to be achieved with the implementation of different infrastructure
options are also identified. Please note that depending on the ratio of HDVs to CAVs,
feasible infrastructure optionsmay vary across different planning terms. For instance,
in the short-term, high visibility pavement markings and traffic signage would be
preferred to support both HDVs and the small number of CAVs in the traffic stream.

3.2 Identification of Critical Roadway Locations

Crash rate analysis records for 5 years are taken from the Florida crash database
repository of the State Highway System (SHS). Data for bottleneck locations within
Florida Department of Transportation (FDOT) district 5 were also collected from
the FDOT traffic database. Systematic identification of crashes occurring on freeway
merging areas was conducted. The technique used to identify merge segments was to
search for road geometry with “on-ramp”, “exit”, and “entry” in the data attributes.
Locations satisfying the defined criteria were then selected and identified if they
were within the interstates in FDOT District 5. Next, ArcGIS geoprocessing tool
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Fig. 2 Critical roadway segments for CAV Infrastructure Implementation

(i.e., intersect tool) was used to find the overlap between the crash locations and the
bottleneck locations for the selected freeway merge segments. Also, not all bottle-
necks can be associated to a specific crash location; as such, a buffer analysis was
used to narrow down only bottleneck locations that are within a specified distance
to the crash locations. To achieve this, buffer zones of 1500 ft were selected since
this distance can be considered to be within freeway merge influence area [3, 8]. A
polygon of intersections between the high crash rate segments and freeway bottle-
neck segments were obtained and used for ranking purposes in order to determine
critical locations. Ranking criteria were defined using a combined ranking method
for crash rate and bottleneck locations. The selected critical locations based on the
ranking criteria are shown in Fig. 2 with all the critical locations occurring on I-4.

3.3 Generalized Bass Diffusion Model for CAV Market
Projection

The Generalized Bass Diffusion Model (GBDM) for this study assumes (i) a fixed
market size (m) throughout the analysis period and (ii) a homogenous market (i.e.,
potential adopters and adopters) with no repeated purchase. Since there is no histor-
ical sales data for CAVs, a similar product with available market sales data was
chosen. In this case, the historical sales of hybrid electric vehicles (HEVs) were used



658 F. Sanusi et al.

Fig. 3 Forecasted CAV market penetration for infrastructure planning

given that both CAVs and HEVs have similar benefits (i.e., mobility and environ-
mental benefits); however, the HEVs may not be as revolutionary as CAVs [10]. To
obtain a more realistic and reasonable innovation parameter for CAVs, the parameter
can be calibrated using a technology that is similar in terms of adoption nature. In
this case study, renewable energy seemed to be a close analogous market because it
requires policies and government interventions to facilitate its adoption. HEV sales
data between 2011 to 2019 in the state of Florida and hypothetical market size of
1,727,651 (the number of households in Florida district 5) were used as the model
parameters. The nonlinear least-squares method was used to estimate the GBDM
parameters. The predicted CAV market penetration rates are shown in Fig. 3.

3.4 Traffic Modeling

For a short-term infrastructure plan, as shown in Fig. 4, examples of infrastructure
options are roadside units, clear and consistent traffic signage (e.g., merge sign),
and enhanced pavement markings for clearly distinguishing traffic lanes (e.g., ramp
acceleration lane). In the short-term, since a lowCAVmarket penetration rate is antic-
ipated, existing infrastructure options, such as the improvement in traffic signagemay
be preferred over the future infrastructure options. In themid-term planning phase, as
more CAVs will emerge, there will be a need for more communication infrastructure
tomaximize CAVbenefits. Also, traditional traffic signage (e.g., freewaymerge sign)
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Fig. 4 Infrastructure modeling scenarios for freeway merge

can be integrated with machine-readable barcodes (i.e., machine-readable traffic
signs) that can display dynamic traffic information to CAV sensors while meeting
the needs of HDVs. In the long-term, the need for additional RSUs will be used to
meet the increasing communication demands of a higher CAVmarket penetration to
ensure a wider communication coverage area and continuous connectivity between
CAVs and other roadway infrastructure (Table 1). For all the planning terms, it is
anticipated that these infrastructure options will have varying impacts on both CAV
and HDV driver behaviors. For example, the roadside units can receive real-time
traffic information from the traffic management center or other vehicles on a freeway
mainline. This information can then be used to coordinate the merging of vehicles on
the ramp. In this case study, we propose using VISSIM, a commonly used and flex-
ible microsimulation tool that allows the modeling of mixed traffic environments and
has the capability to define different driving behaviors (e.g., car-following) through
the simulation of CAVs and HDVs behaviors. Within VISSIM, the driving behavior
parameters of HDVs and CAVs can be modified to evaluate the effectiveness of
different combinations of infrastructure options.

3.5 Decision Support System

In this case study, the baseline or do-nothing scenario is compared with different
planning alternatives for the planning terms. Table 2 shows the infrastructure options
or improvements from the base case that are proposed for different planning terms.
According to the knowledgebase development, there are two infrastructure categories
for safe and reliable CAV operations: (i) existing and (ii) future infrastructure. Trans-
portation planners can choose combinations of these two categories across different
planning terms (i.e., based on infrastructure needs of the mixed traffic environment).
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Table 2 Proposed CAV infrastructure investment options for different planning phase

Short-term Mid-term Long-term

1. Repaint pavement markings
2. Increase the width of

pavement markings
3. Implement unified

pavement markings

1. Re-paint pavement
markings

2. Implement unified
pavement markings

1. Maintain pavement
markings

1. Repair damaged traffic
signage face

2. Re-position traffic signage
for visibility/Change
location of traffic sign

3. Replace traffic signage
sheeting materials with
highly retroreflective
materials

1. Install machine-readable
traffic signage

2. Maintain existing traffic
signage

1. Maintain existing traffic
signage

2. Maintain machine-readable
traffic signage

1. Install roadside units at one
of the selected locations

1. Maintain roadside unit
2. Install roadside units at two

of the selected locations

1. Install roadside units on all
selected location

For example, planners may choose to repaint the pavement markings than can be
easily detected by CAV sensors and HDVs (i.e., human drivers), and also install
RSU to enhance CAV operations in the short-term. Similarly, in the long-term, the
agency may choose to install more communication infrastructure instead of focusing
on maintaining the pavement markings since there will be a larger number of CAVs
deployed and a less number of HDVs in the traffic stream, thereby resulting in more
communication needs. For this study, travel time savings will be used to quantify
mobility-related benefitswhile conflict reductionwill be used as ameasure for safety-
related benefits. Themajor formof associated costs for infrastructure implementation
will be installation, maintenance, and operations costs.

4 Discussion and Conclusion

With the emergence of CAVs technology, transportation planners have faced the task
of new design and policy challenges to ensure the readiness of their transportation
infrastructure to facilitate safe and reliable CAV operations. To better prepare for the
implementation of these technologies, planners need to effectively plan for the antic-
ipated transformation that CAVs will bring into the transportation system. This study
proposed a conceptual framework for multi-year CAV infrastructure planning that
guides transportation planners in making appropriate infrastructure investments. The
proposed framework can be used by transportation agencies to identify CAV infras-
tructure options available during different planning terms and develop effective plans
based on the projection of future infrastructure needs. For a state like Florida, trans-
portation plannersmay find the framework beneficial in guiding economic evaluation
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of multiple infrastructure scenarios to support CAV implementation. First, groups
of CAV infrastructure options for a specific traffic environment (e.g., freeways) are
identified from the developed knowledge base. Next, based on the agency’s long-term
goals for their transportation system (e.g., zero crash, zero congestion and zero emis-
sions), the transportation planners can perform GIS layer analysis to identify critical
roadway locations that require infrastructure improvements. The framework accounts
for uncertainty in CAVmarket penetration by developing a Bass diffusion model that
can help transportation planners to project their CAV market structure. The result
of the projected CAV market penetration rates can be used to define the different
planning timelines (i.e., short, mid-, and long terms). Furthermore, transportation
planners can then define multiple scenarios of infrastructure improvements for their
selected roadway locations. For instance, for low CAVmarket penetration rates (i.e.,
short-term), plannersmay consider themaintenance of the roadway by implementing
CAV-ready pavement markings and positioning traffic signage in appropriate loca-
tions that are easily detected by the CAV sensors. Similarly, for a medium CAV
market penetration rate (i.e., mid-term), planners can consider the use of CAV dedi-
cated lanes to improve traffic operations and maximize CAV performance. Analysis
through traffic simulation approach can be used to evaluate the impacts of the infras-
tructure improvement on traffic performance.Using a benefit–cost analysis approach,
the user cost components (e.g., travel time savings and crash reduction savings) can
be identified, quantified, and compared to the benefits of infrastructure implemen-
tation in order to determine the best CAV infrastructure plan. While this framework
is holistic to guide transportation planners for the multiyear infrastructure planning
based on the evolution of CAV infrastructure needs, more research is still necessary
to improve the robustness of the framework. For example, if the framework goes
hand-in-hand with an optimization model that facilitates finding optimal infrastruc-
ture plans under varying planning scenarios (i.e., with different planning terms and
performance metrics [e.g., safety, mobility, and environmental sustainability]), the
results of the planning framework will become more robust and effective.
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The Influence of Socioeconomic Variables
on Cycling Infrastructure Preferences
in Calgary

H. Smith and F. Sadeghpour

1 Introduction

1.1 Background

Active transportation (AT) as defined by the government of Canada is any form
of human-powered travel [7]. Cycling is among the most common forms of active
transportation. AT has numerous benefits over vehicle transportation. AT encour-
ages increased physical activity that can lead to numerous positive health public
health outcomes such as a decreased risk of heart disease, high blood pressure, and
type 2 diabetes [1]. Because cycling is a self-propelled form of transportation, it
generates less air pollution and is less carbon intensive than motor vehicle trans-
port [18]. Economically, AT has been shown to decreased costs related to traffic
congestion, healthcare, employee absenteeism, and transportation infrastructure [1].
It also directly decreases themoney spent on carmaintenance and insurance. Because
cycling is one of the mode affordable modes of transportation, it is among the most
equitable of all transport modes, meaning it should be equally available to the entire
population [14]. The benefits related to cycling as a form of active transportation is
the motivation behind why many cities, including Calgary, are aiming to increase the
frequency of cycling within the city.

Numbers from the 2016 census show that there is room to improve in regard to
cycling frequency. Calgary has a low cycling mode share at 1.5% compared to other
cities [16]. This can be attributed to the challenges that arise with winter cycling. A
study done in Calgary showed that the number of frequent cyclists drop by approx-
imately one third in cold weather conditions [2]. Wind, snow, cold temperatures,
and unfavourable surface conditions as a result of winter are all reasons cited for
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decreased cycling frequency [2, 19]. Because there are costs associated with winter
cycling infrastructuremaintenance, widespread implementation needs to be justified.

However, countries inEurope have foundways to keep cycling numbers high, even
in colder weather [10]. Cycling participation in North America is significantly lower
compared to European cities. In the Netherlands, Germany, and Denmark, cycling
levels are more than 10 times higher than in Canada and the United States [14].
Government policies, that favour cycling, are the reason why the cycling rates are
much higher. These counties have focused onmaking their cities “people-friendly” as
opposed to the “car-friendly” cities seen in North America [14]. In Northern Europe,
cities that share a similar winter climate to Calgary, found that the two main factors
that influence winter cycling rates are (1) the quality of cycling infrastructure and
(2) the degree of winter bike path maintenance [10]. By controlling these factors,
Northern European countries have been able to keep cycling rates constant year
round.

1.2 Problem Statement and Objectives

As a low-cost transportation alternative, cycling is among the most equitable trans-
port modes [14]. There is an opportunity to increase the cycling frequency in Calgary
as the current numbers are low. Among many variables, cycling infrastructure has
also been shown to affect cycling frequency, especially in the winter [19]. Currently,
the influence that different cycling infrastructure has on people of different socioe-
conomic backgrounds is unknown. For the City of Calgary to recognize the benefits
of cycling as a form of active transportation, cycling infrastructure preferences of
different socioeconomic groups need to be understood.

Specifically, the objective of this study is to explore the application of using utility
functions to determine the preferences that different socioeconomic groups have
towards cycling infrastructure, specifically cycling facilities and surface conditions,
within the City of Calgary. The socioeconomic variables that will be looked at in this
study are age, vehicle ownership, and household income. The results of this study
would ideally be used to influence policy and infrastructure changes. This study
will inform a greater understanding about where policy and infrastructure changes
need to be made to increase the accessibility and desirability of cycling to different
populations in Calgary. This would help provide the required justification to make
these changes and ultimately lead to an increase in cycling frequency in Calgary.

2 Literature Review

Many variables have been shown to effect cycling frequency. Two groups of variables
that have been studied extensively in literature are socioeconomic variables and char-
acteristics of cycling infrastructure. Some socioeconomic variables that have been
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previously looked at in relation to cycling frequency are age, vehicle ownership,
and household income. Gender is also an important factor and has been previously
assessed in a different study by the authors [9] and therefore will not be looked
at in this study. Studies that investigated the relationship between age and cycling
show that cycling frequency declines with age [6, 11, 15], with younger age groups
being more likely to continue to cycle in the wintertime [3]. Studies investigating
the relationship between vehicle ownership and cycling frequency found that indi-
viduals with more cars are less likely to ride a bicycle [8, 12, 13]. An overview
study of over 100 different studies stated that the relationship between income and
cycling frequency is unclear as different studies have found positive, negative, and
no correlations between household income and cycling [8].

Facility type and surface conditions are two cycling infrastructure variables that
have been explored in literature in relation to cycling frequency. Many studies have
found that cyclists prefer facilities that are separated from traffic [5, 17, 19]. When
looking at cycling data from 90 large American cities it was found that cities with
a greater supply of bike path and bike lanes have a significantly higher bicycle
commuter rate [4]. A study that investigated motivators and deterrents of bicycling
found that unsafe surface conditions are a top deterrent in making the decision to
cycle [2, 19]. In a study regarding winter cycling in Calgary it was found that more
than half of cyclists view ice as a major concern [2]. Snow and gravel removal off
bike paths and lanes were also expressed as concerns [2].

The aforementioned studies have examined the relationship between socioeco-
nomic variables and cycling frequency as well as the relationship between cycling
frequency and cycling infrastructure preferences such as cycling facility type and
surface conditions. The effect that different socioeconomic variables have on cycling
infrastructure preferences is currently unknown. This study specifically aims to
investigate the link between socioeconomic variables and cycling infrastructure
preferences.

The previous studies have mainly investigated the existence of relationships using
data collected through questionnaires. The limitation of using questionnaires is that
it has a qualitative nature in measuring preferences regarding cycling infrastructure
options. The utility analysis approach used in this study offers alternative real-life
scenarios to participants and observes their response to different cycling infrastruc-
ture alternatives. These preferences inform the utility functions that provide numer-
ical indications that quantify the relative impacts of different factors of cycling
facilities and surface conditions.
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3 Methodology

3.1 Data Collection

3.1.1 Survey

This study used pre-existing data thatwas collected betweenOctober 2014 andMarch
2015. A surveywas conducted for 1797Calgarianswhere theywere asked about their
behaviours and attitudes related to cycling. The respondents were asked to provide
information about the following three measures of socioeconomics:

• Year born
• Household annual before-tax income
• Household automobile holdings.

3.1.2 Stated Preference Experiment

The survey included a game where respondents were asked to indicate their prefer-
ence among four different hypothetical alternatives for a winter cycling route. During
the experiment, respondentswere asked to imagine that theywere cycling to a specific
destination, that remained the same in each case, in the weather conditions that were
present at noon on the day of the interview using the conditions presented in the each
of the hypothetical routes. The hypothetical alternatives were described in terms of
three specific attributes: cycle time, facility type, and winter related surface condi-
tion, that varied among each alternative. The cycling facilities considered in this study
include “Mixed with Traffic”, Mixed Traffic with Bike Signs”, “Bike Lane (sepa-
rated by paint)”, “Cycle Track (separated by physical barrier)”, Bike Path Sharedwith
Pedestrians”, and “Bike Path Without Pedestrians”. The different surface conditions
considered in this study were “Clear with No Gravel”, “Clear with Gravel”, “Fresh
Snow (but No Ice)”, “Fresh Snow on Existing Ice”, “Snow and Ice from Previous
Day”, “Ice (but No Snow)”, and “Some Snow Piles fromClearing”. The study partic-
ipants were then asked to rank their preferences frommost to least preferred between
each of the four alternative routes, along with providing a rating from 0 to 10. This
process was repeated four times for each respondent, usable data was obtained for a
total of 7112 games. The combination of attributes was different (randomly selected)
in each of the trials.

The design of this experiment is intended to make the respondents consider the
influence of relatively good and relatively bad attributes and how they make trade
offs between them. This allows responses that can be used to estimate the function
parameters of discrete choice, or logit, models that can accurately represent this
behaviour.
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3.2 Data Analysis Approach

Autility analysis was used to determine how different socioeconomic variables effect
cycling infrastructure preferences.As previouslymentioned, the socioeconomic vari-
ables specifically looked at are age, household size, vehicle ownership, and house-
hold income. The indication of preferences among the four hypothetical routes in
the stated preference experiment as described in the previous section were used to
estimate function parameters in a discrete choice (or logit) model that represents
behaviour. The function parameters serve to quantify the influence of the corre-
sponding attributes. Equation (1) shows the utility function that represents the discrete
choice model used to measure the preferences of different cycling alternatives.

Va = βr ∗ RTa +
∑

m∈M
kFm ∗ xFa,m +

∑

m∈M
kSw ∗ xSa,w (1)

where:

a = index for alternative hypothetical cycle routes, A being the full set of routes
considered by respondent
m = index for cycling facility types, M being the full set of cycling facility types
considered by all respondents
w = index for surface conditions, W being the full set of surface conditions
considered by all respondents
Va = utility for alternative a (utils)
RTa = ride time for alternative a (utils)
βr = utility sensitivity to ride time (utils/minute)
kFm = utility for facility type m (utils)
kSw = utility for surface condition type w (utils)
xFa, m = 1 when alternative a has utility type m and = 0 otherwise
xSa,w = 1 when alternative a has surface condition type w and = 0 otherwise.

To obtain these function parameters, βr, kFm, k
S
w, maximum likelihood techniques

were used with the stated preference game data. Many different software that
can perform this technique are commonly available. In this study PandasBiogeme
software was used.

Parameters were estimated for each alternative. Within each alternative, the func-
tion parameter, the absolute value of the t-ratio, and equivalent ride time in minutes
were also calculated. A t-ratio with a higher absolute magnitude indicates more
confidence in the result of the estimated parameter. The equivalent ride time is the
function parameter divided by the sensitivity to ride time, βr. This is equivalent to
the change in ride time that would need to occur to have the same impact on utility as
the associated attribute. It also provides a basis for comparing the estimated function
parameters in a way that is easy to understand.
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The estimates for kFm and kSw parameters must be calculated relative to a singular
alternative, meaning that one alternative must be fixed at 0 in order to act as a refer-
ence. In this study, the alternatives that were fixed at 0 were “Mixed with Traffic”
when considering facility types and “Clear andNoGravel” when considering surface
conditions. This means that the estimate for each kFm and kSw parameters is the differ-
ence in utility that corresponds to the associated facility type or surface condition,
respectively. It can then be said that the more positive the estimated parameter is
the more attractive the associated alternative is and the more negative the estimated
parameter is the less attractive the associated alternative is, all with respect to the
fixed alternatives.

4 Results

The results from the utility analysis are plotted below for ease of understanding.
The results presented first are those representing the utility functions indicative of
the entire sample population. Below are results from different utility analyses done
with respect to the socioeconomic variables age, vehicle ownership, and household
income. Figures 1 and 2 summarize the function parameters found from the utility
analysis for sensitivities to cycling facilities and surface conditions for the whole
population of Calgary.

As previously mentioned, the function parameters can be converted to time equiv-
alents by dividing by the sensitivity to ride time obtained from the utility analysis.
For example, when you divide the utility for cycling in “Mixed Traffic with Bike
Signs” (kFm = 0.214) for the whole population, by the sensitivity to ride time (βr =
−0.056) you get −3.8 min. This indicates that adding bike signage to mixed traffic
is equivalent to a reduction in ride time to 3.8 min.

“CycleTrack” and “BikePathwithout Pedestrians” are the optionswith the highest
utility for the full population, with “Cycle Track” being the most attractive option.
“Bike Lanes” and “Bike Paths Shared with Pedestrians” are more attractive options
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Fig. 1 Sensitivity to cycling facilities for whole population
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Fig. 2 Sensitivity to surface conditions for whole population

but do not have utilities as high as the former mentioned alternatives. Adding signage
to the “Mixed Traffic” condition has the smallest effect on utility.

“Ice (but No Snow)”, “Fresh Snow on Existing Ice”, and “Snow and Ice from
Previous Day” are the least attractive surface conditions with all utility values less
than −2. This indicates that the presence of ice has the most negative impact on
utility. “Some Snow Piles from Clearing” and “Fresh Snow (but No Ice)” have more
moderate impacts on utility. The condition “Clear with Gravel” has the least negative
impact on utility out of all surface conditions.

4.1 Age

Figures 3 and 4 summarize the function parameters found from the utility analysis
for sensitivities to cycling facilities and surface conditions for different age groups
within Calgary to determine if cycling infrastructure preferences varied between age
groups.
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Fig. 3 Sensitivity to cycling facilities across age groups
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Fig. 4 Sensitivity to surface conditions across age groups

“CycleTrack” and “BikePathwithout Pedestrians” are the optionswith the highest
utility consistently across different age groups, except for 30–39. The utility for using
“Bike Path Shared with Pedestrians” is slightly higher than the utility for “Cycle
Track” making it the second most attractive option for this age group. Adding signs
to “Mixed with Traffic” have the smallest effect on utility for all age groups, and
almost having no effect at all on the age group of 60+. However, the t-ratio for the
utility for “Mixed Traffic with Bike Signs” is 0.3 which indicates this is a weak
estimate and cannot be taken with more than 95% confidence. Sensitivity to cycling
facilities tends to increase from age groups 18–24 to 50–59, then decreases for the
age group of 60+.

“Fresh Snow on Existing Ice” and “Ice (but No Snow)” consistently have the most
negative impact on utility across all age groups, except for 18–24. “Snowand Ice from
Previous Day” has a slightly more negative utility than “Ice (but No Snow)”. Adding
“Gravel” has the least negative impact on utility across all age groups. Generally, the
sensitivity to surface conditions increases across the increasing age groups. However,
18–24 year old’s show a higher sensitivity to surface conditions out of all age groups.

4.2 Vehicle Ownership

Figures 5 and 6 summarize the function parameters found from the utility analysis
for sensitivities to cycling facilities and surface conditions for different vehicles per
household within Calgary to determine if cycling infrastructure preferences varied
between vehicle ownership.

For 0–3 vehicles per household, “Cycle Track” and “Bike Path without Pedes-
trians” are the two most attractive options. For households with 4 or more vehicles,
“Bike Paths without Pedestrians” remain the top option and “Bike Paths Shared
with Pedestrians” are the second most attractive option while “Cycle Track” drops
down to third place. The sensitivity to cycling facilities remains relatively constant
for households that have 0–3 vehicles. Households with 4 or more vehicles show
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Fig. 5 Sensitivity to cycling facilities across number of vehicles per household
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Fig. 6 Sensitivity to surface conditions across number of vehicles per household

increased sensitivity to cycling facilities. The positive impact on utility that “Bike
Paths without Pedestrians” almost doubles between households with 0–3 cars to
households with 4 or more cars. The estimate for “Mixed Traffic with Bike Signs”
for households with 3 cars shows no impact on utility on the graph. The function
parameter estimate is equal to −0.00065, with a t-ratio of 0. This indicates that this
result cannot be taken with confidence.

“Fresh Snow on Existing Ice” and “Ice (but No Snow)” remain the surface condi-
tions with the most negative impact on utility across all household vehicle holdings.
Households with 4 or more cars tend to have the highest sensitivity to surface condi-
tions except for households with 0 cars having an increased sensitivity to “Ice (but
No Snow)”. The estimate for “Clear with Gravel” for households with 3 cars shows
a small negative impact on utility on the graph. The function parameter estimate is
equal to −0.02926, with a low t-ratio of 0.3. This indicates that this result cannot be
taken with confidence.
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4.3 Household Income

Figures 7 and 8 summarize the function parameters found from the utility analysis
for sensitivities to cycling facilities and surface conditions for different household
incomes within Calgary to determine if cycling infrastructure preferences varied
between different household income levels.

“Cycle Track” and “Bike Paths without Pedestrians” are consistently the twomost
attractive cycling facility alternatives across all levels of income except for people
who earn 0–29,999 dollars per year. The utility estimates for income group 0–29,999
dollars indicates that “Cycle Track” and “Bike Paths Shared with Pedestrians” are
respectively the first and second most attractive options. Income levels over 90,000
dollars per year generally show higher sensitivity for cycling facility type apart from
income level 125,000–149,000 dollars per year. The utility estimate for income level
125,000–149,000 dollars per year shows that the addition of signage to biking in
mixed traffic has a negative impact on utility,meaning that this option is less attractive
than cycling in mixed traffic. The t-ratio for this estimate is 2.3 which indicates that
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Fig. 7 Sensitivity to cycling facilities across household income
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this estimate can be taken at least with 95% confidence. However, compared to the
other t-ratio values it is relatively low.

“Fresh Snow on Existing Ice” and “Ice (but No Snow)” remain consistent for the
top two surface conditions that have the most negative impact on utility except for
income level 0–29,000 dollars. In this case, “Ice (but No Snow)” and “Snow and Ice
from Previous Day” are the top two least attractive surface conditions. Sensitivity
to surface conditions generally remains consistent across all income groups with
few exceptions. The utility estimates show that people who make between 30,000–
59,999 dollars a year are the most sensitive to surface conditions and people who
make between 125,000–149,999 dollars per year are the least sensitive to surface
conditions.

5 Discussion and Conclusion

The objective of this study was to explore the application of a utility function anal-
ysis to determine the preferences that different socioeconomic groups have towards
cycling infrastructure within the City of Calgary. With this type of analysis, it was
able to be determined which cycling infrastructure conditions different socioeco-
nomic groups were most sensitive to based on their preferences. Therefore, it can be
determined that infrastructure changes made to benefit the different socioeconomic
groups would ultimately increase the frequency of cycling in Calgary.

Before addressing the findings specific to each socioeconomic condition, some
findings that remained consistent over all socioeconomic groups, with few exceptions
mentioned in the results section, andwas found tobe true for thewhole populationwas
that “Bike Paths without Pedestrians” and “Cycle Tracks” were the most preferred
option regarding cycling facilities. “Ice (but No Snow)” and “Fresh Snow on Existing
Ice” consistently had the most negative impact on utility overall. This result shows
that the implementation ofmore desired cycling facilities and improvements towinter
bike path maintenance would lead to increased cycling frequency overall. However,
somegroups displayed higher sensitivities to cycling facilities and surface conditions.
These results will be discussed below.

Sensitivity to cycling facilities increases from age groups 18–24 to 50–59 and
then declines for age group 60+. The sensitivity to surface conditions was also found
to increase over increasing age groups. It was found that households that have 4 or
more cars have the highest sensitivity to both cycling facilities and surface conditions.
Households without any cars also display a high sensitivity to surface conditions. In
respect to household income, the utility analysis showed that individuals who had
an income higher than 90,000 dollars per year had higher sensitivities to cycling
facilities, except for individuals who made between 125,000 and 149,999 dollars per
year. Sensitivity to surface conditions remained relatively consistent over income
levels. These results indicate that making positive changes to cycling facilities and
surface conditionmaintenancewould encourage these groups of people to cyclemore
frequently, increasing the overall cycling frequency in Calgary.
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It is worthy to note that this study does not consider the many other variables that
have been proven to effect cycling behaviour. Therefore, we cannot know if there
were external factors that effected the results of the study. A couple examples of
other variables include network connectivity and weather conditions. Finally, these
results are only indicative of Calgary and further studies would need to be done to
determine if the results can be generalized to larger populations.

In conclusion, “Cycle Tracks” and “Bike Paths without Pedestrians” generally
had the highest overall positive impact on utility, indicating that these were the most
preferential alternatives. “Fresh Snow on Existing Ice” and “Ice (but No Snow)”were
the two surface conditions that had the most negative impact on utility, making these
the top deterrents to cyclists. This indicates that including more cycle tracks and bike
paths without pedestrians and increasing winter bike path maintenance to avoid the
accumulation of icewould influence all groups to cyclemore. This can in turn increase
the cycling frequency in Calgary overall. The use of the utility function to determine
this provided numerical indications that quantify the relative impacts that improving
cycling infrastructure would have on different socioeconomic groups in Calgary. The
results of this study can help planners and policy makers to make informed decisions
for funding allocation and expenditure on cycling facility and surface condition
maintenance. Utility function analysis can help the development of cycling policy
in cities for which they are conducted in. In the future, it would be interesting to
perform this study across Canada to determine if cities are behaving the same in
terms of cycling infrastructure preferences. This would aid in the development of a
national cycling policy.
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Riverine Hydrokinetic Energy
Extraction: Investigation
into a Location’s Suitability for Turbine
Deployment

K. Kirby, C. Rennie, J. Cousineau, S. Ferguson, and I. Nistor

1 Introduction

Run-of-the-river hydroelectric energy systems have received recent and increasing
interest as a means to generate renewable energy in Canada. In addition to large
availability of hydrokinetic energy across the nation [12], run-of-the-river systems
are particularly attractive because of their low environmental impact in comparison
to stored hydropower solutions. Run-of-the-river hydrokinetic energy generation
essentially requires the introduction of a turbine into a river’s flow, and, through the
rotation of the turbine rotors, kinetic energy is extracted from the river’s velocity.
The amount of energy available in the flow is dictated by the velocity of the flow as
illustrated by the governing hydrokinetic power equation:

PK = 1

2
ρAv3 (1)

where PK is the hydrokinetic power, ρ is the density of the fluid (i.e., water), A is
the cross-sectional area, and v is the flow velocity. Developers must also adhere to
practical constraints related to water depth, whichmust be sufficient to accommodate
the turbine structure. Researchers and developers often seek information regarding
both flow velocity and depth to support investigation of site suitability. Generally, a
suitable location has a flow velocity greater than 1.5 m/s and a minimum depth of
3 m [22].
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Depending on the goal of the experiment, various methods of hydrokinetic
resource estimation have been employed. These include GIS techniques and hydro-
logical modelling [1, 2], hydrodynamic modelling using bathymetry and flow data
[7], numerical modelling using flow data [4], utilization of winter satellite imagery
in Canada [3, 5], regression between water level and velocity data [15], generation
of velocity duration curves (VDC) using historical data [18, 19], field measurement
surveys [13, 21], and combined field measurement surveys and numerical modelling
[14, 26].

The goal of hydrokinetic resource assessment experiments can vary from high
level, such as identification of reaches with a high likelihood of fast-moving water
[3, 5], or more directed, such as the development of a flow velocity field for a specific
reach using field measurements [7, 14, 21, 26]. The so-called middle ground between
these two types of studies would be the generation of a VDC or similar velocity
representation for the reach to calculate the amount of available power [1, 2, 5, 13, 15].
Studies that use the fieldmeasurement approach can yield amore accurate estimation
of the available power throughout the reach. Among these experiments, there has yet
to be a study whose primary aim is to evaluate the optimal turbine placement within a
reach. An extensive literature search using the terms “hydrokinetic”, “assessment”,
“river”, “potential”, and/or “survey” resulted in few studies, the oldest of which
was published in 2010. This speaks to the novelty of this study and to hydrokinetic
research in general.

Studies that have attempted to characterize the velocity flow field and bathymetry
of a river reach have used flowmeters or acoustic Doppler current profilers (ADCPs)
in either a point survey or cross-section survey configuration. Petrie et al. [21]
measured the flow field across two cross-sections with an ADCP with four repeat
transects at each cross-section. Kalnacs et al. [13] did not specify what type of equip-
ment was used to measure the flow field but used a point survey approach throughout
the reach. Kasman et al. [14] used a flow meter (type and model unspecified) with
a point survey that measured velocity at two cross-sections with three points per
cross-section (left, right, and middle) and at three depths in the water column at
each point location. Santos et al. [26] used an ADCP to study two reaches where 61
and 64 cross-sections were measured, and it was not specified how many transects
were measured per cross-section. The use of ADCP to map velocity flow fields and
bathymetry in rivers from amoving boat is now quite common [11, 17, 20, 23, 24, 28,
30]. Also, to reduce uncertainty in ADCP velocity measurements, specifically when
the study is concerned with secondary flow mechanisms, it has been suggested to
measure 5–6 transects at each cross-section [6, 23, 27]. In addition to prior hydroki-
netic assessments, a standard was published in 2019 that describes the procedure to
generate a VDC at the specific location that the renewable energy converter (i.e.,
turbine) will be installed for the purpose of characterizing the hydrokinetic energy
available [10]. The survey in this experiment would satisfy one of the five velocity-
discharge measurements required at the desired turbine deployment site as per the
[10] standards.

This study evaluates field measurement protocols to determine best turbine instal-
lation location(s) within a river reach. A reach on the Rivière-Rouge, Quebec that
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is suitable for hydrokinetic energy extraction and turbine deployment is used as a
case study site. The site was chosen because of its ice-free conditions during winter,
indicating high flow velocity conditions [3, 5]. A survey was conducted on the reach
using an ADCP and a global positioning system (GPS). The survey was completed
November 5, 2020 during an approximate mean flow condition. The data collected
during the survey were plotted to determine bathymetry and velocity fields in the
reach. Ultimately, the most suitable locations for a hydrokinetic turbine deployment
within the reach were established based on observed velocities and depths. This work
is expected to aid researchers and developers to improve these types of assessments
and perhaps lead to deployment of a turbine and hydrokinetic energy extraction from
the flow of the Rivière-Rouge.

2 Methodology

2.1 Study Reach

The study reach is located at the south-most point of the Rivière-Rouge where
it discharges into the Ottawa River north of L’Orignal, Quebec. The river drains
approximately 5500 km2 of southeastern Quebec, Canada. Investigation of Landsat
and Sentinel winter imagery (i.e., December, January, and February) revealed that
the study location remains ice-free during the winter, suggesting that that the study
location produces high-velocity flows and could be a desirable candidate for hydroki-
netic energy generation [3, 5]. Rapids are located upstream of the study area and, as
the velocity slows down as the flow enters the Ottawa River, sand deposits can be
seen downstream. As such, measurements were limited any further upstream than
the extent shown in Fig. 1a for to safety reasons. The bed of the study reach was
observed to be composed primarily of rock and gravel. Data collection was restricted
approximately 5 m from the bank on the east side of the study reach, due to shallow
conditions and the presence of rocks as illustrated in Fig. 1c. The west bank was
mostly sheer rock face upstream, as shown in Fig. 1b and diminished to conditions
similar to that of the east bank as flow travelled downstream. The entire study reach
from an aerial view is shown in Fig. 1a. The average river width was 60 m and the
reach was approximately 190 m long.

2.2 Measurements

The ADCP used in this experiment was a SonTek M9 RiverSurveyor, and it was
mounted on aOceanscience trimaran riverboatwhichwas towed approximately 1.5m
to the port side of the boat, as illustrated inFig. 2. TheADCPapparatuswas positioned
as such to be outside the wake of the boat. The vessel used in the survey was a 4.6 m
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Fig. 1 a Location of the study area on Rivière-Rouge and ADCP data tracks with primary zig zag
survey, secondary transect surveys, and tertiary point survey shown; b northwest bank of study area;
c east bank of the study area

(15′) aluminum boat with a 25 HPmotor. The boat held the field crew and computers
for data acquisition. The ADCP compass was calibrated in situ.

The principal of operation of the ADCP is that it measures flow velocity using
the frequency shift of acoustic pulses emitted from the device transducers, reflected
off of particles entrained in the flow, and collected back to the device receiver to
determine the flow velocity using the Doppler principle. The sampling frequency
was 1 Hz. Depth bins were 0.2 m. To obtain the depth-averaged velocity, all velocity
measurements within the water column were averaged. To correct for the boat’s
velocity, both bottom track on theADCP and a real-time kinematic differential global
positioning system (RTK-DGPS) were used. The reach bathymetry can be estimated
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Fig. 2 Experimental setup
with ADCP and GPS
receiver tethered
approximately 1.5 m to the
port side of the boat. The
photo was taken at the mouth
of the Rivière-Rouge into the
Ottawa River

either through the ADCP’s bottom track measurement or, if the bed is not stationary,
differential GPS data can be used to correct for the boat’s velocity [23]

Various survey configurations have been used in the past, namely, point and tran-
sect surveys. Zig-zag surveys are another type of spatial survey that can be usedwhere
data are collected continuously as the mobile instrument vessel travels diagonally
from bank to bank upstream or downstream the river reach. The spacing between
transects for zig-zag surveys should not be more than 1/5 of the river width [23],
with smaller spacing being more desirable, particularly if collected data are to be
used for calibration and validation of numerical models [20, 29]. The zig-zag survey
was the first conducted, and the track of the survey is shown in Fig. 1a. This initial
survey of the entire reach had two purposes: (1) to generate a spatially intensive
field of measurement data from which velocity fields and reach bathymetry could be
estimated and (2) to determine the approximate location of the highest velocity at
which further transect and point surveys could be taken. The boat faced upstream at
all times to minimize compass errors at the turning points. The boat could not come
within approximately five meters of the East shore because of shallow conditions
and the presence of rocks. Two transect surveys were conducted at locations where
high flow velocities were observed from the preceding zig-zag survey; each transect
survey consisted of six repeat cross-section surveys across the width of the channel.
The transect surveys ensure that the locations of highest interest are surveyed with
more spatial intensity to reduce inaccuracies and to generate more reliable assess-
ments of secondary velocity components [16, 27]. The locations of the two transects
are shown in Fig. 1a. Lastly, point surveys measure velocity at a stationary or semi-
stationary position by anchoring or fixing the position of the measurement device or
by holding the mobile instrument vessel (e.g., a boat) stationary. The point survey
was recorded at the area of highest observed flow velocity which was located near
the middle of the downstream transect survey. The position, shown in Fig. 1a, was
held approximately stationary, using the propulsion of the motor to hold the boat in
place against the flow for 15 min. Point surveys can be used to generate stationary
time series of flow depths and water velocity profiles [25]. The entire survey was
completed on November 5, 2020.
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2.3 Data Processing

Site suitability was determined using depth-averaged flow velocity. The three-
dimensional flow velocity field recorded during the survey was converted into a two-
dimensional depth-averaged flowfield by averaging the easting and northing velocity
components throughout the water column at each sample location. To correct for the
boat velocity, bottom track was used because the bed was observed to be stationary.
Post-processing of the data collected was completed using an in-house MATLAB
code [20, 23].

To visually represent the river bathymetry and velocity field to determine the
optimal turbine location, interpolation of the data was conducted using empir-
ical Bayesian kriging in ArcGIS Pro 2.4.0. Approximately 3600, 1230, and 640
data points were collected from the zig-zag survey, both transect surveys, and the
point survey, respectively. The standard error of prediction for the interpolation was
generated.

3 Results

3.1 Flow Depth Mapping

Measuredflowdepth in the study reach ranged from0.5 to 4.2m.Fewdata pointswere
measuredwith less than 0.5m depth due to the risk of damaging the instrument vessel
in shallow areas. Interpolation by empirical Bayesian kriging revealed two deeper
sections within the reach and a shallow location in the middle of the measured reach,
as illustrated in Fig. 3a. The datawere interpolatedwithin themeasurement locations’
edges as to not extrapolate beyond the data’s extent. Depths were shallower at the
banks of the river except the northwestern area of the reach. This is the location of
the river bank with the sheer rock face as shown in Fig. 1b. There is a small shallow
area in the center of the reach, approximately mid-way down the length of the reach
generated by three data points with depths of 1.05, 0.77, and 1.45 m. Comparatively,
the surrounding data points measured a depth of approximately 2.2 m. The field crew
observed this to be caused by a large rock.

The standard error of prediction was generated for the interpolation. As expected,
the error is minimized in a pattern that follows the measurement data track. Errors
are largest at the edge of the data extent where measurements were less spatially
intense. These locations tend to coincide with shallow depths, which is favorable for
this study as the optimal turbine location within the reach will have a greater water
depth.
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Fig. 3 a Bottom track flow depth results using empirical Bayesian kriging to interpolate the data;
b standard error of prediction of the depth data interpolation

3.2 Depth-Averaged Velocity Distribution

The direction and magnitude of the depth-averaged flow velocity were calculated
using the northing and easting velocity components. The magnitude of the depth-
averaged velocity was interpolated using empirical Bayesian kriging, and the result
is illustrated in Fig. 4a. The velocity vector field was also generated using the inter-
polation of the velocity direction and magnitude. The depth-averaged velocity in
the measured reach ranged from less than 0.3 m/s toward the southwestern bank to
greater than 2.3 m/s at locations scattered throughout the center of the reach. Of the
35 datapoints with depth-averaged velocity greater than 2.3 m/s, 24 were located
within the point survey. The greatest velocity values were observed in the center of
the measured reach where the depth was shallower.

The standard error of prediction of the interpolation for depth-averaged velocity
showed smaller error being associated with the track of the data measurements.
However, greater error was also found in the middle of the reach where velocities
were higher compared to some of the bank locations. Interestingly, a small area of
relatively higher error is located directly north of the point survey. This could be due
to the abrupt change in measurement intensity from the point survey to a gap in the
zig-zag survey.
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Fig. 4 aDepth-averaged velocity and velocity vector field results using empirical Bayesian kriging
to interpolate the data;b standard error of predictionof the depth-averagedvelocity data interpolation

4 Discussion

4.1 Optimal Turbine Placement

To simplify consideration of the optimal hydrokinetic turbine placement, only flow
depth and depth-averaged velocity were considered, although many other factors
can influence the suitability of a location for turbine deployment such as secondary
flow mechanisms, presence of debris or sediment, or ecological, environmental, and
economic considerations. The depth will be the first consideration, as the turbine
cannot operate in any capacity if the flow depth cannot accommodate the presence of
the turbine. Where depth constraints are satisfied, areas with greater flow velocities
will contain more available hydrokinetic energy. However, the velocity at a given
location must also exceed the cut-in velocity of the turbine. The flow depth required
by a hydrokinetic turbine to operate is determined by the design of the turbine. The
required depth range varies from 3 to 10 m [22] and greater. Some ultra-low head
turbines can operate in flow depths less than 3 m [9]. The study reach is relatively
shallow, thus the depth constraint was set at 3 m. An example of a turbine that can
operate in this depth range is the Hydroquest 40 kW turbine [8, 22]. Areas with flow
depths greater than or equal to 3 m are shown in Fig. 5a. There are only two locations
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Fig. 5 a Depth constraint for turbine deployment set at 3 m with sections deeper than 3 m shown
in yellow. b Velocity constraint for the turbine deployment set at 1.5 m/s with sections faster than
1.5 m/s shown in orange. c Combined constraint of depth greater than 3 m and velocity greater than
1.5 m/s for turbine deployment. Areas shown in red represent areas meeting the constraint criteria

within the reach that meet this criterion: the northwestern bank with the sheer rock
face and the southern middle area of the reach.

Experts in the area of riverine hydrokinetic energy extraction were consulted, and
a flow velocity of 1.5 m/s is an accepted minimum velocity for consideration of
turbine deployment. Below this value, it is more likely that the turbine would not be
able to produce a feasible amount of power. Areas with depth-averaged velocities
greater than 1.5 m/s are shown in Fig. 5b. There is a fairly well-connected expanse
of acceptable velocities spanning from the northern portion of the study reach to the
mid-section of the study reach. Acceptable velocities are concentrated near the west
bank of the upstream portion of the study reach, and in the mid-channel region of
the mid-section of the study reach. The areas of highest velocity are located in the
middle of the reachwhere the depth is comparatively shallower and does not meet the
depth constraint. Figure 5c is a visual representation of areas that meet both criteria.
Two locations exist for optimal turbine placement: a small section of the southern
deep area where velocities are high enough to warrant turbine deployment and the
northwestern bank with deep, fast flow next to the sheer rock face.

4.2 Implications for the Future of Hydrokinetic Potential
Assessments and Future Research

To the authors’ knowledge, there has not been a study yet that has considered optimal
placement of a turbine in a reach to this extent. Most studies that determine whether
a reach is suitable for energy extraction consider the whole reach with daily average
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velocities [4, 18, 19]. Some studies that employ similar field survey techniques have
not yet considered depth and velocity constraints within the region of interest as
directly as this study [21, 26]. The findings in this study suggest that this spatially
intense method for estimating the bathymetry and velocity flow field is beneficial to
determine which, if any, locations within a reach are optimal for turbine deployment.
As such, this study illustrates the need for spatially intense surveys, rather than
assuming one average flow value for a reach, when determining feasibility of a
site for hydrokinetic power production. The antagonism between flow depth and
velocity constraints cannot be captured in a reach without mapping the bathymetry
and the velocity flow field. Additionally, it is important to understand the deployment
criterion thoroughly before conducting the site survey. Prior to the survey, the depth
constraint was thought to be 2 m. Upon further research, a 3 m constraint was more
acceptable for realistic turbine deployment. The point survey conducted in this survey
was chosen based on the 2 m constraint. More meaningful data could have been
collected at depths greater than 3 m if these criteria were clearly defined, based on
research, prior to the survey.

Suggested further research for this study includes estimation of available power,
flow variability characterization, uncertainty characterization, and fuzzy logic or
multi-criteria decision analysis (MCDA). Estimation of available power throughout
the reach should be conducted. Secondary flow mechanisms should be considered
in this estimation, as complex, non-linear flows could contribute to lower turbine
efficiency. Thus, additional field campaigns should be conducted at the same reach
under different flow conditions to understand if and how the variation of flow can
influence the change in secondary flow mechanisms, the flow velocity field, and
optimal turbine placement. As this studywas conducted during an approximatemean
flow condition in late fall, two other field campaigns should occur in spring during a
high flow condition and in summer during a low flow condition. Locations with high
flow velocity and depths greater than 3m should be measured more heavily to reduce
error and uncertainty. As such, uncertainty in the field data should be considered in
future studies. Lastly, rather than considering the deployment constraints as true or
false, fuzzy logic or multi-criteria decision analysis (MCDA) could be employed in
future assessments, which would lead to a refined understanding of suitable locations
within the reach.

5 Conclusions

This experiment was the first of its kind to explicitly determine the most optimal
location for hydrokinetic turbine deployment in a river reach using ADCP measure-
ments. A survey was conducted on a 190 m long section of the Rivière-Rouge during
an approximate mean flow condition to locate areas of optimal turbine deployment.
The survey was conducted with an ADCP and a GPS, and the resulting flow depth
and depth-averaged velocity were mapped. A depth constraint of minimum 3 m and
a velocity constraint of minimum 1.5 m/s were applied and two locations of optimal
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turbine placement were identified within the reach: one near the southern (down-
stream) portion of the study reach and one near the northern (upstream) extent of the
study reach. However, the survey extent was limited due to rapids north of the study
area precluding safe data collection with available field resources. As such, a turbine
deployment may be comparatively more feasible in areas beyond the northern extent
of the study reach. This novel method can be applied to any river reach where an
ADCP can be deployed and GPS measurements can be taken, but more investigation
needs to be done on if and how seasonal flow variability can change the location of
optimal turbine placement within a river reach.
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Integrating Activity-Based Modelling
with Agent-Based Transit Assignment

Patrick Meredith-Karam, Siva Srikukenthiran, James Vaughan,
Eric J. Miller, and Amer Shalaby

1 Introduction

Accuratemodelling of travellers’ behavioural choices is imperative for policy-makers
to make informed transportation planning decisions. Activity-based travel demand
modelling is used to represent travellers and their interactions with transportation
infrastructure around them, and to then identify experienced service levels and travel
times. One such model, called GTAModel, has been developed at the University of
Toronto [8]. This open source agent-based model forecasts travel demand in the
Greater Toronto-Hamilton Area (GTHA) and is used by municipalities for trans-
portation policy analysis. GTAModel currently uses an aggregate transit assignment
model, which is inconsistent with the agent-based structure of the rest of the model
system.

Agent-based transit assignment models aim to address this gap in travel
behavioural modelling by representing individual travellers and allowing them to
make travel choices independently. TheNexusmicrosimulation framework performs
transit assignment, allowing agents to consider factors including congestion, fare
prices, and real-time information in their route choice [12].

This leads to the research question, “How can agent-based transit assign-
ment models be leveraged to improve the performance of an activity-based travel
behaviour model, and how may this improved performance be used to better inform
transportation planning decisions?” To address this challenge, this project aims
to meet two primary goals. First, to develop an integration module within XTMF
(the GTAModel software platform) which can be used to perform GTAModel transit
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assignment with Nexus. Second, to assess the integrated system by evaluating its
performance relative to current aggregate assignment methods, and applying it to a
case study which highlights its practical use.

This paper first provides a review of literature (Sect. 2) on activity-based travel
demand modelling and transit assignment, including both a broad overview of the
state of the industry and detailed information on GTAModel and Nexus. This back-
ground work is used to identify a research gap which is addressed by the project.
The methods employed in this project are described in Sect. 3, including the overall
process of integration between GTAModel and Nexus, and a case study applica-
tion of the integrated model. Project results and discussion are provided in Sect. 4,
highlighting both the numerical results of the integrated model and the qualitative
success of the project. Ultimately, conclusions are discussed in Sect. 5, highlighting
the significance of this work in the field of travel demand modelling, and direc-
tions for future research which may help overcome limitations of this first attempt
at integration.

2 Literature Review

A review of relevant literature was conducted to obtain an understanding of both
concepts and specific models used in this project. This review helps to develop
an understanding of the gap addressed by the project, namely the integration of
microsimulation-based transit assignment procedures into travel demand modelling
software. This literature review includes: (1) general overview of travel demand
modelling and GTAModel; (2) description of transit assignment modelling; (3) limi-
tations of current GTAModel transit assignment; and (4) description of Nexus as a
means of overcoming these limitations.

2.1 Travel Demand Modelling

Travel demand forecasting models are consistently used around the world for
governing agencies to plan and make decisions regarding transportation policy and
infrastructure. These models are typically developed specifically for a given context,
but the overall modelling process is fairly consistent across implementations [8]. The
standard approach to travel demand model development includes the following key
components: a set of analysis zones which spatially divide the area of interest, esti-
mates of population and employment within each zone, a representation of road and
transit network infrastructure, and a connected model which predicts the trips made
from every origin zone to every destination zone over the time period of interest, then
assigns these trips to specific paths along the transportation network infrastructure
[8].
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As discussed in detail in [5], the four key components of this standard modelling
process include trip generation, trip distribution, mode split, and trip assignment.
In this process, “trip generation” estimates volumes of trips which originate and
terminate at each zone in the model. “Trip distribution” predicts trip flows between
origins and destinations, through the linking of the trip ends estimated by the trip
generation stage. Next, mode choice estimates the proportion of trips between each
origin and destination which will use each available mode of travel (e.g. transit, auto,
walk, etc.). Finally, trip assignment estimates flow volumes along specific routes of
travel through the network, such as streets for driving and subway, bus, and streetcar
lines for transit. The result of the model is typically a set of predicted flows on each
segment of the transportation network, with associated travel times, costs, or other
measures of trip-maker level of service.

2.1.1 GTAModel

GTAModel, developed by the Travel Modelling Group (TMG) at the University of
Toronto, is an operational activity-based travel demand model used for the Greater
Toronto-Hamilton Area (GTHA). The model is used as the standard travel demand
model system for the cities of Toronto, Mississauga, Brampton and Vaughan and the
Regions of Durham, Halton and Peel.

Data used to forecast demand using GTAModel is obtained through the Trans-
portation Tomorrow Survey (TTS), which has been conducted every five years since
1986 [2]. The TTS is performed through both phone and web, targeting a sample of
5% of all households in the area of study. The survey data includes detailed infor-
mation on trips made by members of the household on a single weekday [2]. The
TASHA (TorontoArea SchedulingModel for HouseholdAgents) activity scheduling
microsimulation model uses information collected in the TTS to generate activity
schedules, attempting to determine which activities are performed by which agents,
at what time and location [6]. Trips used in GTAModel are generated from these
activity schedules.

GTAModel currently uses the “Emme” commercial software package [8] to assign
trips to specific paths along the road and transit networks, hereafter referred to as
the “current aggregate assignment method”. However, the current model structure
does allow other road and transit network assignment packages to be used as well,
with, for example, Aimsun and MATSim implementations being currently under
development. Through the current process, trips are assigned between zones on an
aggregate basis, as opposed to being considered for individual agents. This presents
an area of potential development on which this project focusses, discussed further in
Sect. 2.3.
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2.2 Transit Assignment Overview

The trip assignment problem is the final step in the general travel demand modelling
process, wherein trips are routed along specific paths. In particular, this project
focusses on transit assignment, which refers to the process of “determining route
choice for transit riders in order to simulate flows over transit networks” [11]. Fu,
Liu, and Hess define two main purposes of transit assignment models: “(a) predict
the passenger volumes choosing different services connecting any pairs of origin
and destination; and (b) validate the effectiveness of operation schemes for transit
systems” [3]. This process of transit assignment can thus help transit agencies in
their planning of service supply [4]. Furthermore, the underlying function for transit
assignment contains three aspects: “characteristics of the supply on transit networks
and services; information about the supply that passengers could have before and
during journeys; and passengers’ responses towards current situations given related
travel information” [3]. Several factors may influence a rider’s choice of transit
route, including travel time, route load, transit fares, real-time information provi-
sion, service reliability, and mode perception (e.g. view of subways as opposed to
buses) [4].

A transit trip includes several steps, each of which develops an associated “cost”
or “disutility” in the transit assignment process defined by the specific model used.
The total disutility for potential routes is then calculated by summing the costs of
each component for every journey (applying appropriate weights), and is used as a
means of evaluating alternatives.

2.3 Identified Gap: Transit Assignment in GTAModel

This section describes the current limitations of transit assignment inGTAModel, and
identifies areas which may be improved through replacement with a schedule-based
approach using microsimulation methods. The significance of this work to advance
the body of knowledge in demand modelling is also highlighted.

In the currentGTAModel process, trips are modelled as originating or terminating
at zone centroids [4], which presents an immediate challenge to the effectiveness of
the model. This assumption would make consideration of congestion and crowding
effects difficult, since in reality passengersmay have access to several different transit
stops within a zone, and may attend these stops based on their proximity to an actual
trip origin or destination location.

Additionally, the current aggregate transit assignment method in GTAModel is
limited in the manner in which it considers congestion. It does not enforce hard
vehicle capacity constraints in transit assignment [4], but rather uses a congested
assignment procedure inwhich the disutility of a transit trip increases as vehicle occu-
pancy increases, similar to how roadway congestion effects are typically modelled.
However, this presents a limited consideration of the overall impacts of crowding,
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since congestion on station platforms and in pedestrian walkway channels may also
impact travel choices.

The current Emme frequency-based assignment method has also presented chal-
lenges in its treatment of low-frequency routes. It does not consider individual vehicle
runs, assuming that passengers will not arrive with the intention of boarding a partic-
ular vehicle run. This has presented a challenge to the accuracy of GTAModel for
modelling passenger arrivals and subsequent wait times at low-frequency routes.

A knowledge of the entire trip history is also currently unavailable, and would be
necessary to correctly determine the total transit fare in consideration of the various
transfer-fare discounts provided between the various transit agencies in the GTHA.
This challenge has been identified as a significant area of interest for GTAModel
developers.

While agent-based simulation has become crucial for small-scale analysis of corri-
dors and project study areas, this study contributes to the broader body of knowledge
through its scale of implementation. The majority of city-level travel demandmodels
continue to use aggregate assignment processes, which to some extent limits the effi-
cacy of agent-based techniques which are increasingly used in the trip generation
andmode split portions of thesemodels. By integrating agent-basedmicrosimulation
for transit assignment on the scale of a region-wide activity-based demand model.
This study demonstrates an opportunity to push the general state of practice further
ahead.

2.4 Chosen Transit Assignment Model: Nexus
Microsimulation Framework

To fill the gap in current modelling capabilities identified in Sect. 2.3, this project
proposes to use the Nexusmicrosimulation framework to perform transit assignment
in GTAModel. Nexus uses agent-based microsimulation, to consider the travellers’
decisions on an individual basis, and may enable GTAModel to improve upon many
of the limitations presented by traditional transit assignment modelling frameworks.

The Nexus microsimulation framework enables detailed simulation of agents in
a transit network, to allow modelling with greater functionality than aggregate-
level simulation. Nexus enables consideration of the impacts of congestion both
in transit vehicles and on station platforms and other areas of bottleneck pedestrian
flow through its interface with MassMotion, a commercial pedestrian microsimula-
tion software [12]. The impacts of crowding are of considerable interest to transit
agencies, particularly at times when a disruption in transit service causes abnormally
large flows of pedestrians in enclosed areas such as station platforms [12]. TheNexus
framework presents an opportunity to greatly improve the performance of the transit
network with respect to crowding, through its innovative linked analysis of crowd
flowand system service, which have traditionally been considered separately [12]. As
compared with other micro-simulation software such as Aimsun or VISSIM which
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have traditionally focused strongly on vehicle traffic simulation, Nexus enables a
focus on transit microsimulation [12].

3 Methods

The study is implemented within the GTAModel Version 4 activity-based model
framework. A high-level view of the model process is shown in Fig. 1 (left), while
a more detailed schematic is provided in Appendix. GTAModel is a fully disaggre-
gated agent-based microsimulation model system in which all out of home activ-
ities and associated trips for a typical weekday are simulated for a complete set
of synthesized persons and households that are resident within the study region
for the forecast year. The overall process of GTAModel involves first probabilisti-
cally assigning: work and school locations to all workers and students (based on
doubly-constrained entropy/gravity spatial interaction models), individual driver’s
licenses to persons 16 years or older (binary logit model) and household vehicle
ownership level (ordered logit model). Individual daily out-of-home activity/travel
schedules are then simulated using theTASHA(Travel/Activity Scheduler forHouse-
hold Agents) model, which includes accounting for household-level activities and
constraints [6, 10]. Given these person schedules, trip modes are determined using a
tour- and household-based multinomial probit random utility model, including reso-
lution of conflicts in household drivers’ demands for the household’s cars and explic-
itly modelling within-household ridesharing [7, 9]. Trips are extracted from the tours
generated by TASHA and aggregated into origin–destination (O-D) trip matrices by
time period and assigned to the auto network using Emme’s deterministic static

Fig. 1 GTAModel-Nexus integration process diagram
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user equilibrium procedure, and to the transit network using an extended version
of Emme’s aggregate assignment package that includes vehicle average crowding
effects and uses a generalized path utility function that includes both time and fare
factors. For a more thorough technical overview of GTAModel, please see [15].
GTAModel V4 is implemented within a custom software environment developed by
TMG called XTMF (eXtensible Travel Modelling Framework), a highly modular-
ized and optimized software environment within which to develop and use advanced
travel demand model systems, and which includes a robust user interface for model
system customization and control of model system runs [16].

Thus, the very disaggregated, agent-based representation of travel generated by
TASHA is “lost” through the aggregation of individual person-tours into aggregate
O-D trip flows for input into the aggregate assignment procedures. The purpose of this
study is to investigate an alternative solution to the current aggregate transit network
assignment process in GTAModel, using an agent-based simulation procedure with
Nexus.

The Integration process between GTAModel and Nexus is illustrated in Fig. 1,
with components developed in this project listed under the “Integration Module”
section. Of particular importance in the integration process is the information which
is passed from GTAModel to Nexus, and vice versa. Upon completion of the “Mode
Choice” component of the GTAModel process, “Transit Trip Demand” is passed
fromGTAModel. This information is extracted fromGTAModel and passed to Nexus
in the form of a “Population” for simulation, through the first integration module. In
parallel to this process, “Transit Supply Details” are provided to Nexus in the form
of specifically-formatted GTFS files which define the routes, schedules, and other
service characteristics of the transit network. Once the Nexus simulation process is
complete, the results are extracted by the second integration model and passed back
to GTAModel in the form of “Level of Service Details”. This includes travel time,
total fare cost, wait time, walk time, and perceived travel time.

3.1 Case Study: Toronto’s Downtown Relief Line

Asdescribed in Sect. 2.4, one of the primary advantages of theNexusmicrosimulation
platform is its ability to model pedestrian congestion on station platforms and along
walkways in the transit network. In order to showcase a practical application for
this benefit, the integrated model is applied to a case study of Toronto’s proposed
Downtown Relief Line (DRL, currently “rebranded” in somewhat modified form as
the “Ontario Line”). The line primarily aims to alleviate congestion at the Yonge-
Bloor subway station, which, as of 2015 serves an estimated 216,200 passengers per
day [14]. The DRL is expected to decrease morning peak period transfers from Line
2Westbound to Line 1 Southbound from a projected 10,000 in 2031 to only 7300 [1].
Furthermore, the line is projected to attract 13,400 new riders to the TTC, and relieve
congestion on the crowded King Streetcar by 74% and the Queen Streetcar by 69%
[1]. To evaluate whether these benefits are likely to be realized, detailed modelling
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of pedestrian crowding will be required. This case study provides an opportunity
to showcase a real-world case where Nexus may enable improved analysis of the
impacts of a transit infrastructure change on experienced rider level of service.

For application to this project, the case study requires a change to the “Transit
Supply Details” input of the integrated model, but may otherwise be run as normal
due to the robust nature of the model. DRL-specific GTFS files were obtained from a
previous DRL modelling project conducted by [13]. These files included a complete
TTC network with the DRL, which were simply used to replace the TTC network
from the previous base network files. Second, theGTAModel-Nexus integratedmodel
could simply be applied to the updated base network to consider the DRL line.
This was a simple manner of adjusting the parameters of the model within XTMF
through the program’s graphical user interface. Generally, the ease of application
of the integrated model to this case study serves to demonstrate the model’s robust
nature, and its potential for use on other transit infrastructure decisions.

4 Results and Discussion

The integrated model described in Sect. 3 was successfully developed as an XTMF
module in C#, consisting of the twomain components described. The main takeaway
from this process is that the integration process was demonstrated to be feasible. The
method proposed was successful, and satisfied the project objective of obtaining trips
from GTAModel and performing transit assignment using agent-based microsimu-
lation in Nexus. This being said, the current state of operations is subject to some
limitations, which are identified and considered for future development in Sect. 5.3.

Ultimately, the integration fulfils the original project goal of successfully linking
GTAModel with Nexus. This process shows positive results for this initial study,
and highlights the opportunity for further pursuit of agent-based microsimulation to
perform transit assignment for activity-based models. Although the program devel-
oped for this project is specific toGTAModel and Nexus, the process may be broadly
applicable to other systems on a conceptual level.

4.1 Numerical Results Analysis

Numerical results were obtained from completed integrated model runs for a single
iteration and time period, with a complete set of agents travelling to and from
Toronto’s downtown core. Trips were restricted to only include trips to and from
the downtown core so that runtimes would remain reasonable for testing and trou-
bleshooting purposes. The key input parameters of the run are as follows: a population
of 389,964 agents was simulated, over the morning peak period from 7:00 to 9:00am.
A single iteration was performed, considering trips between all zones (2375 total)
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and a set of 32 downtown zones. Level of service matrices were generated to a level
of granularity of 1 h.

4.1.1 Comparison of Nexus and Current Model Results

From this model run, numerical results for key level of service metrics (the output
of the Nexus simulation) were obtained for all combinations of origin–destination
zones both to and from the downtown core. Although this output is far too large
to show in this report, aggregate values and comparisons are provided in Table 1.
Note that two travel directions are provided, including “ALL-DT” and “DT-ALL”.
The first is reflective of a model run with all zones (2375 total) as the origin zones
and downtown-only zones (32 total) as the destination zones, and the second is the
opposite case. “Base” refers to a base run of GTAModel using the current aggregate
transit assignment process, while “Nexus” refers to a run of GTAModel using Nexus
microsimulation for transit assignment.

The run output provided demonstrates that the integrated model yields intelligible
results which appear practical in the real world. This is an extremely positive indica-
tion, especially considering the limitations of using only one iteration.However, there
seem to be clear and systematic differences between travel times, walking times, and

Table 1 Output results for Nexus model run and model run with current process

Travel
direction

Metric Cost ($) Perceived
time (min)

Travel time
(min)

Walk time
(min)

Transfer
time (min)

ALL-DT Average
(Base)

5.23 154.95 58.61 25.12 7.13

Average
(Nexus)

9.55 127.32 103.72 0.85 66.45

Average
difference

4.33 −27.63 45.11 −24.28 59.33

Variance of
Difference

20.06 1772.82 1044.29 193.06 1336.23

Average %
difference

108% −16% 128% −96% 1029%

DT-ALL Average
(Base)

4.65 155.13 57.90 23.49 7.78

Average
(Nexus)

8.97 129.32 106.79 0.88 85.43

Average
difference

4.32 −25.81 48.90 −22.61 77.65

Variance of
difference

17.15 2981.72 1311.94 406.46 1987.78

Average %
difference

109% −13% 144% −96% 1289%
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transfer times predicted by the current assignment and the Nexus assignment. First,
discrepancies between travel time are likely because Nexus measures door-to-door
total travel time, while the current process reports the in-vehicle travel time only.
Low walk times and high transfer times in Nexus may result from the use of zone
centroids as origin and destination points, or the inclusion of walking times as part
of the transfer time. This highlights an area which will need to be calibrated in a full
integration, to reconcile precise discrepancies in model reporting. The limitations of
these results for practical use are therefore clear. To obtain practically usable results
and truly evaluate the effectiveness of the integrated model, it would be essential to
develop a more nuanced understanding of the spatial correlations between results
obtained with Nexus and the current process, and to scale the model up to perform a
full set of four iterations in GTAModel.

Furthermore, the high variance of the differences between Nexus and the current
process in perceived travel time, travel time, and transfer time indicate that the differ-
ences in these variables are spatially dependent. It is possible that this difference lies
primarily in external zones with low transit mode share (and very high transit times),
which may be skewing the aggregated data. In an attempt to better understand these
spatial relationships, further study of trips within a restricted downtown geographical
zone is performed. These results indicate that the values between Nexus and base
model runs are much closer together along each of the level of service measures
identified. The magnitude for all “Average Difference” values is significantly lower
for downtown-downtown trips than when all zones are used for either origin or desti-
nation, when the previously mentioned reporting differences are considered. This
is particularly relevant because transit mode shares tend to be higher in downtown
areas, and lower in areas with more limited transit infrastructure and thereby longer
travel times.

4.1.2 Case Study Results Analysis

The integrated base model was also applied to the Downtown Relief Line case study,
to showcase the ability ofNexus to predict the impact of a change in transit infrastruc-
ture. Similar to themodel results discussed in Sect. 4.1.1, model runs were performed
for both trips made to the downtown core from all zones, and trips made to all zones
from the downtown core. Twomodel runswere conducted using the integratedmodel,
one which included all current transit lines in the GTHA (indicated “Current”), and
one which included all of these lines in addition to the proposed Downtown Relief
Line (indicated “DRL”). Aggregated results for these two model runs are provided
in Table 2.

As anticipated, it was found that the average perceived travel time and actual
travel time decreased marginally between the base network and DRL model runs,
thereby improving passenger level of service. However, additional considerations
may need to be taken to fully measure the impact of the DRL. First, the accuracy
of transfer times and travel times may be further improved by addressing the model
limitations (described in Sect. 5.3), and by adding a MassMotion simulation run to
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Table 2 Comparison of downtown relief line model run output with integrated current model run

Travel
direction

Metric Cost ($) Perceived
time (min)

Travel time
(min)

Walk time
(min)

Transfer
time (min)

ALL-DT Average
(Current)

9.42 125.46 102.25 0.87 65.16

Average
(DRL)

9.37 125.35 102.14 0.84 65.53

Average
difference

−0.05 −0.10 −0.11 −0.02 0.37

Variance of
difference

9.38 741.64 601.16 0.01 495.93

Average %
difference

9% 4% 4% −2% 12%

DT-ALL Average
(Current)

8.79 127.41 105.43 0.87 84.26

Average
(DRL)

8.83 126.23 104.24 0.85 83.68

Average
difference

0.04 −1.18 −1.19 −0.03 −0.58

Variance of
difference

6.43 855.16 711.02 0.01 678.16

Average %
difference

7% 2% 2% −3% 7%

the Nexus-based transit assignment. In the case of Bloor-Yonge station, integration
with pedestrian simulation would enable more realistic transfer times to be obtained.
This expansion is feasible and would require minimal development, as pedestrian
simulation has been usedwithNexus for several Toronto-based simulations of transit,
such as one project by [13].

Overall, the use of the integrated model for the DRL showcases the ability of the
Nexus microsimulation platform to comprehensively evaluate the impacts of pedes-
trian congestion in station platforms and walkways. This may enable consideration
of a greater breadth of factors in the analysis of proposed transportation infrastructure
changes, thereby better-informing policy decisions.

5 Conclusion

In summary, this project presented the successful development of an integrated
activity-based model system using agent-based microsimulation for transit assign-
ment. After performing background research on relevant topics and models, a gap
was identified in the current aggregate transit assignment process used inGTAModel.
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This gap was addressed through the integration of the Nexus microsimulation plat-
form with GTAModel, and a robust method was created for this integration. Model
results were evaluated both in comparison with the current model and in application
to a case study of Toronto’s Downtown Relief Line.

Ultimately, this project successfully addressed the original research question. The
first componentwas answered through the development of amethod for integrating an
activity-basedmodelwith an agent-based transit assignmentmodel, and evaluation of
its performance relative to current methods. Additionally, the opportunity to improve
analysis and thereby better-inform transportation planning decisions was highlighted
through the application of the model to a case study. The key takeaway from the
project is that the Nexus platform was demonstrated to be viable for integration
to GTAModel, and presents one potential opportunity to address the limitations of
current transit assignment methods.

5.1 Significance of the Research Performed

This research is significant to both the field of travel demand modelling and real-
world transportation planning. Activity-based models enable comprehensive agent-
based analysis of travel patterns, but their value may be limited when aggregate
assignment processes are employed. By demonstrating the ability to use agent-based
microsimulation for transit assignment, this project highlights a key development
which could enable the future progression of a truly agent-based end-to-end travel
demand model.

Furthermore, this research presents an opportunity to develop more useful results
for application to real-world transportation policy and infrastructure decisions.
Generally, agent-based models have been found to yield more comprehensive results
than aggregate models. The Nexus microsimulation platform, in particular, provides
a unique ability to coordinate several different models for transit assignment, thereby
allowing for consideration of many key factors. For instance, Nexus allows detailed
simulation of pedestrian congestion in subway stations and on platforms, which can
aid in the evaluation of transit infrastructure options which are designed to reduce
these areas of congestion. Therefore, the integrated model developed in this project
may pave the way for more informedmodels which better capture the implications of
policy and infrastructure changes, enabling more evidence-based policy decisions.

5.2 Project Lessons Learned

Through consideration of the experience in this project, one key lesson was illu-
minated: “Network simulation models developed independently of overall travel
demand models may require significant work to integrate with a comprehensive,
full-scale demand model system”. This lesson stems from experience throughout
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the project, primarily due to the level of custom development of the Nexus system
which was required to integrate withGTAModel. The original Nexus system was not
capable of producing full zone-to-zone level of service matrices, and this function
had to be implemented by Nexus developers as part of this project. For reference, a
full morning peak volume of transit trips is approximately 629,000 in Toronto, while
the number of zone-to-zone combinations in GTAModel is 5,640,625. This change
caused a significant increase on the computational requirements of theNexus system,
necessitating efficiency improvements for operation at this greater scale.

This lesson is broadly applicable to travel demandmodelling. In this project, it was
fortunate that the microsimulation model used for transit assignment was developed
at the University of Toronto. Since Nexus developers were available to perform
necessary development to enable full level of service matrix outputs, the project was
feasible to complete despite its many difficulties. However, in a project which seeks
to integrate an activity-based model with commercial off-the-shelf microsimulation
software, these challenges may be significantly harder. Custom development may
be quite limited for commercial software, thus restricting the ability to tailor the
software to produce the outputs required for an activity-based model.

5.3 Limitations and Directions for Future Research

Upon examination of the results of the integrated model, four key limitations of
the current integrated model are identified, including centroid to centroid travel,
single iteration of GTAModel, lack of integration with auto assignment, and runtime
considerations. Each is discussed in more detail below. Future research could focus
on developing solutions to these areas, to progress the prototype-level integrated
model developed in this project to a fully functional version of GTAModel which
may be used in practice.

The assumption of centroid to centroid travel was made in the development of
the integrated model, as the origin and destination points of trips extracted from
GTAModel were provided as zone centroids instead of individual household loca-
tions. This could have limited the results by artificially creating congestion and
thereby increasing travel times in some popular transit stations near zone centroids.
This issue may be remedied through a simple extension to the project, where trip
origins and destinations are spatially distributed across zones, either uniformly (as a
simplifying assumption) or according to the density of residential and employment
location across particular zones. This is a standard process which has been completed
by both developers of GTAModel and developers of Nexus in the past, and could be
readily implemented without significant development effort.

One of the most important challenges encountered in this project is the required
runtime for the Nexus microsimulation process. The model required approximately
24 h to complete under consideration of a full daily population in a restricted
area (approximately 390,000 transit trips). Two significant bottleneck processes are
present in the Nexus portion of the integrated model, namely path set generation
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(approximately 24 h) and level of service estimation (approximately 6 h per run).
The path finding process could potentially be performed only once, and have results
cached for several runs of the integrated model. However, the level of service output
process will be necessary for every iteration and time period. This presents a major
bottleneck, which can only feasibly be solved through additional development of
the Nexus system. Feasible improvements have been identified in consultation with
Nexus systemdevelopers, whichmay bemade to improve the efficiency of the level of
service export process. Specifically, the model was found to produce many zone-to-
zone trips which would not be feasible to complete with transit. In place of providing
specific but impractically high travel time measures, it could be useful to identify the
origin–destination pairs that would produce this result, and assign some default “very
large” value to their level of service measures in place of performing unnecessary
calculations.

One iteration of GTAModel is performed in this integrated model process, while
four iterations are typically performed in a full GTAModel run. When a full run
is attempted, it will be important to leverage programing efficiencies to maintain
a reasonable model runtime. Specifically, this could be achieved by restricting the
number of times which Nexus performs path-finding operations, which can currently
take over 24 h to complete. The path-finding process includes iterating over each
trip, and identifying a set of the seven most feasible routes from the origin to the
destination. The results of this process may be cached and stored for use in future
iterations, which would significantly reduce the marginal runtime increase when
scaling to a full integration. Additionally, as the model progresses from one iteration
to the next, it is possible that the fastest path through the network may not be in
within the original path set. This would be due to the re-updating of surface transit
route speeds through iterations. To determine the appropriate frequency of path set
updating, the likelihood of the fastest path not being in the original set would need
to be investigated, in conjunction with the number of paths stored for each trip.

Finally, while this project focussed on the transit assignment modelling process,
it is important to note that the Nexus microsimulation platform does not currently
have the capability of assigning automobile trips. Therefore, in order to complete
a full run of GTAModel using Nexus, it would still be necessary to use the current
process of auto assignment. This would increase the overall runtime requirement of
the integrated model, and would limit the opportunity to entirely replace current trip
assignment methods in GTAModel. However, it is possible that Nexus may develop
the capability to perform auto assignment in the future. If this development proceeds,
auto assignment could be integrated withNexus in a similar process to that performed
in this project.
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Appendix: GTAModel V4.0 Overview

Figure 2 provides a high-level overview of the GTAModel activity-based modelling
system, to expand upon the summary schematic provided in Sect. 3. Note that
“TASHA” refers to the activity-scheduling component of the model.

Fig. 2 Overview of the GTAModel process [15].
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